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"Will the present configuration of the solar system be 
preserved for some long interval of time? Will the planets 
eventually fall into the Sun or will some of the planets 
recede gradually from the Sun so that they no longer belong 
to the solar system? Will any planet approach another planet 
and form a binary system revolving around the Sun like the 
Earth-Moon system or become more eccentric or more inclined 
to the ecliptic, and break the present configuration of the
solar system?..... All these questions are called vaguely
as the stabiVity in celestial mechanics.

The question has long been an acute problem in celestial 
mechanics...... "

Hagihara (1957)



PREFACE
In this thesis the stability of many-body systems is examined.

This is a problem which,although it has been studied by celestial 
mechanics for over 300 years, still evades general solution. A new 
approach to the problem is adopted. Instead of seeking a definite 
"yes or no” answer to the problem we require only that it should be 
possible in a purely empirical and probabilistic way to predict for 
how long a time systems will exist before unstable behaviour is 
manifested i.e. a close approach between bodies occurs(or becomes 
probable due to orbits crossing over) or one of the bodies escapes 
the system.

In Chapter 1 a general review of the present status of the 
problem of the Solar System's stability is given along with brief 
descriptions of methods by which stability may be investigated.
Since Hill's method is used extensively in succeeding chapters of 
the thesis, Chapter 2 deals with the use of the zero-velocity surfaces 
of the restricted three-body problem and zero-velocity curves of the 
planar general three-body problem in studies of stability.

Parameters are sought in Chapter 3 which have a physical 
significance for the stability of hierarchical dynamical systems,

csuch as the Solar System, triple stellar systems, etc. These e 
parameters are a measure of the disturbance of the orbits of a 
hierarchical system by the mutual perturbations of the bodies in the 
system. The e parameters are then examined by the use of the zero- 
velocity curves of the planar general three-body problem to test their 
applicability to stability considerations (Chapter U). The analytical 
stability criterion afforded by the zero-velocity curves is refined 
in Chapter 5 so that the effect of all the orbital parameters on the 
Hill stability of coplanar hierarchical three-body systems may be 
assessed prior to carrying out a numerical investigation.

By using extensive sets of numerical integrations it is demonstrated 
in Chapter 6 that the e parameters may be used to predict how stable 
a three-body system is, in the sense of stating for how long a time 
systems may be expected to continue before instability sets in. The 
use of the e parameters as a tool to predict the amplitude of the
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variations in semi-major axes and eccentricities of these systems is 
demonstrated in Chapter 7« The foui^body problem is briefly considered 
in Chapter 8 to show that similar results may be derived for these 
systems.

The validity of the e parameters as a true measure of the 
disturbance, due to perturbation by other bodies in the system, is 
considered for the planetary case of hierarchical n-body systems in 
Chapter 9» Also in this chapter a new set of generalised e parameters 
are determined which allow consideration of more complex hierarchical 
systems such as the sextuple Castor system, other multiple stellar 
systems, hypothetical planets of multiple stellar systems,etc.

Chapter 1C includes a brief review of the work of the thesis 
and suggests a few interesting lines for future research.

The original work of this thesis is contained in Chapters 3 to 9 
and also Appendices A to F. The results of Appendix C have been 
published in Celestial Mechanics • The contents of Chapters 3 and H 
constitute one paper which is in press and is to be published in 
the same journal. Chapter 5 (along with Appendix A) contains the 
results of a paper which has been accepted for publication. Of the 
remaining parts of the thesis Chapter 6, Chapter 9 (along with 
Appendices E and F) and Appendix D are in preparation as papers.

©
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SUMMARY
The question of whether the Solar System is stable or not has been 

investigated by many researchers since the beginnings of celestial, 
mechanics, with the formulation of the law of gravitation by Newton, 
up until the present day. As yet, even after some 300 years, 
celestial mechanics is unable to give a definite answer to this 
question. However throughout the studies which have been made there 
are strong indications that, among the major bodies i.e. the planets 
and (the majority of) satellites, the orbits are stable.

Dynamical systems, such as those occurring in nature, may be 
broadly classified into two types: (i) those which contain large
numbers of bodies, the gravitational attraction of the whole system 
dominating the movement of each of the bodies and (ii) those which 
contain relatively few bodies where the particular interactions 
of one body with each of the others is important. This thesis 
considers only the latter type: these are hierarchical systems
where the orbits of the system are arranged so that close approaches 
of one body to another may be prevented e.g. the Solar System, triple 
stellar systems, etc.

The concept of stability which is used in this thesis is that 
there should be no collisions between bodies within a hierarchical 
dynamical system, neither should any bodies escape the system.
Having fulfilled these conditions a system may be called "stable".
In other words we require a maintenance of the status quo with the 
orbits in the system being executed over many revolutions with only 
periodic changes in the semi-major axes, eccentricities and inclinations 
defining the osculating orbits; secular changes in these orbital 
elements should be absent.

To investigate the stability of these systems empirical stability 
parameters are derived which are representative of the disturbances 
on the orbits of a hierarchical system due to the other bodies 
which are present. These parameters are obtained in the following 
manner. The equations of motion of the masses making up an n-body 
dynamical system are expressed in the Jacobian coordinate system.
An expansion of the force function then gives rise naturally to a set
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(n-l)(n-2 ) dimensionless parameters, the e parameters, representative 
of the size of the perturbations on the osculating Keplerian orbits 
of the various bodies in the system. In the case where there are only 
three bodies the relationship between these e parameters and the 
analytical stability criterion employing the zero-velocity curves 
of the coplanar general three-body problem is examined. It is shown 
that the stability, in the sense of the zero-velocity curves of the 
problem being open or closed and thus whether an exchange between 
bodies is possible or not, is dependant, in a very simple fashion, 
on the magnitude of the e parameters. The analytical stability 
criterion involving the use of the zero-velocity curves of the 
general three-body problem is then refined in order to take account 
of all the orbital parameters relevant to coplanar hierarchical three- 
body systems prior to a numerical investigation of the coplanar, 
corotational hierarchical three-body problem with initially circular 
orbits.

By means of this numerical investigation it is demonstrated that 
the e parameters can be used to both predict how stable or unstable 
a three-body system is, in the sense of the number of orbits it may 
be expectdd to execute .before instability sets in, and also to predict 
the variations in semi-major axes and eccentricities of the system's 
constituent orbits. The effect commensurabilities in mean motion' 
have on the stability of these systems is also demonstrated. It is 
shown how systems which are unstable can extend their predicted 
"lifetime" if they are close to a commensurable situation. Stable 
systems have their variations in semi-major axes and eccentricities 
greatly magnified by the presence of commensurabilities.

This numerical study was continued into the four-body problem. 
Although only a brief consideration was given to the problem it is 
apparent that results, similar to those obtained in the three-body 
case, may be derived.

The applicability of the e parameters to the planetary case of 
the hierarchical many-body problem is also considered by application 
of another expansion of the force function which takes into account 
the smallness of the planetary masses with respect to the central 
mass, namely the Sun. It is thus shown that the £ parameters are
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truly representative of the disturbances on the planetary orbits over 
a sufficiently wide range of the semi-major axes of the hierarchical 
planetary many-body problem.

Another coordinate system is then developed which is applicable 
to all types of hierarchical system, including the type exemplified 
by the sextuple Castor system and similar multiple stellar-systernst 
Using this coordinate system a more general set of e parameters are 
developed and the perturbations on the orbits of a system, such as 
that of Castor, are considered.
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O b e r o n

Frontispiece The equator of the planet Uranus is inclined at 97° 53' 
to its orbital plane. The five satellites - Miranda, Ariel, Umbriel, 
Titania and Oberon - move in the equatorial plane of the planet.
Their orbits, which are nearly circular, are thus presented at various 
angles to the Earth as the planet revolves about the Sun. In 1966 the 
system was presented edgewise to us : in 1987 the system will be seen 
"flat on".

In this view, and the accompanying diagram, we see that the 
satellites’ orbits are well-spaced, are arranged in a definite order 
and do not cross : this is the hierarchical structure typical of many 
naturally occurring dynamical systems e.g. the Solar System, triple 
stellar systems, etc.

The photograph above is an infrared composite taken at the 
Mauna Kea observatory, Hawaii (see Sinton, 1972).



CHAPTER 1 STABILITY IN DYNAMICAL SYSTEMS

1 , 1  The Stability of the Solar System

The family of bodies associated with the Sun, known to us as the 
Solar System, consists of many thousands of bodies. The major components, 
apart from the Sun itself, are the nine major planets and some thirty- 
odd satellites. Among the lesser components may be found the asteroids, 
which are largely concentrated between the orbits of Mars and Jupiter, 
the comets, estimated to exist in millions by some authorities and the 
uncountable number of meteors which travel round the Sun in swarms.
In addition there are also the rings of Jupiter, Saturn and Uranus and 
the interplanetary medium.

Observation of this system shows it to possess characteristic 
properties. The planets, without exception, revolve about the Sun in 
the same direction. The system possesses a hierarchical structure in 
that the orbits are well-spaced and are arranged in a definite order
(rig.1.1)

I I 1_0 200
100 3(

Asteroid zone
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Further, excepting the orbits of Mercury and Pluto, all have small 
eccentricities and inclinations. In only one instance do the orbits 
of any two planets cross, this being the case with Neptune and Pluto. 
However in this exceptional case there is reason to believe (Cohen 
and Hubbard, 196^, 1965; Williams and Benson, 1971) that there are 
additional dynamical characteristics which allow these two bodies to 
avoid close encounters which would otherwise lead to the disruption 
of the Neptune-Pluto system.

The satellite systems too follow this broad pattern although 
there are exceptions. The outermost satellites of Jupiter (JXII,
JXI, JVIII and JIX) and Phoebe, the outermost satellite of Saturn, 
move in a retrograde fashion. In the former case there is a strong 
possibility that these bodies are captured asteroids (Bailey 1971»
1 9 7 2) and may therefore not be permanent features of the system.

Roy and Ovenden (195^, 1955) pointed out that the occurrence of 
near commensurabilities in mean motions within the Solar System is 
greater than one would expect on a purely random basis, suggesting 
that a mechanism exists able to produce such resonant states. 
Commensurabilities, such as exist in the solar system, may be divided 
into two broad types viz. hard and soft. The former is exemplified 
by the Titan-Hyperion (l+:3) 9 Neptune-Pluto (3:2), Enceladus-Dione (2:1) 
and Mimas-Tethys (2:1) resonances: in such cases a critical argument
exists and there are grounds for believing the dynamical situation 
is one of stability. On the other hand a soft commensurability may 
be exemplified by Jupiter-Saturn (5:2) and Uranus-Neptune (2:1) where 
the existence of the commensurability does not seem to be essential 
for the maintenance of stability.

If we now however turn our attention to the asteroids we find 
in many cases orbits of certain semi-major axes are avoided. Upon 
examination it is found that such distances would give rise to mean 
motions commensurable with that of Jupiter. In Fig.1.2(a) (due to 
Hagihara, 1957) the distribution of asteroids with respect to their 
mean motions about the Sun in seconds of arc per day is plotted:
The orders of the commensurabilities are marked along the top of the 
diagram. The notable feature of the diagram is the gaps in the 
distribution arising at mean motions commensurable with that of Jupiter,
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1+
the so-called Kirkwood gaps. Furthermore there is a sharp cut off in 
asteroid numbers beyond the 2:1 commensurability, the so-called Hecuba 
Gap and a clustering of asteroids at the 3:2 and 1:1 commensurabilities, 
respectively the Hilda and Trojan groups. The feature of avoidance 
of certain commensurable orbits is repeated on a smaller scale in the 
Satumian ring system Fig.1.2(b). The three innermost satellites of 
Saturn are massive enough and close enough to the ring system to 
disturb its constituent particles. The division between rings A and B
- Cassini's division - occurs at distances which offer orbits commen
surable with those of Mimas, Enceladus and Tethys in the ratios 2:1,
3:1 and H:1 respectively. The other boundaiy between the rings B and C
- Encke's division - results in a 3:1 commensurability with Mimas. 
Further faint divisions have also been observed within rings A and B.

Comets generally follow orbits of high eccentricity and inclination 
and are, in this respect, different from the planets. There are several 
occasions on record where coraetary orbits have been suddenly and drama
tically changed by planetary encounters. For example, Brook's Comet 
(1 8 8 9V) had a period of revolution 29.2 years, its orbit lying outside 
that of Jupiter. After a close approach to Jupiter on 20, July 1886 
the period had changed to T»10 years, the orbit lying wholly within 
that of Jupiter. Similarly it might be expected that meteors will have 
their orbits severely changed at planetary encounters, the event however 
being unobservable, except if the meteor enters the Earth's atmosphere.

It is possible that the interplanetaiy medium may give rise to 
temporary features associated with planets. A faint glow, called the 
Gegensohein, is observed in the night sky opposite the Sun: it is
possible this glow could be the reflection of sunlight from particles 
which are trapped at the collinear equilibrium point of the Earth- 
Sun system, which is on the far side of the Earth from the Sun. It 
has been argued that interplanetary and meteoric particles may be 
temporarily trapped in this position. However, since such particles 
would be at a position which is essentially a point of unstable equi
librium they would, due to perturbation by the Moon and other planets, 
gradually be lost from the system, the aggregation of particles having 
to be continuously supplemented. This case may be contrasted with the 
Trojan asteroids which are at a position of stable equilibrium namely
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the triangular Lagrange configurations with Jupiter.

All the bodies in the Solar System are thus observed to be 
continually undergoing changes in their orbits due to their mutual 
gravitational attractions. We have seen that in some cases the body 
may have its orbit changed drastically, as in the case of some comets. 
There are grounds for believing that the outermost satellites of 
Jupiter may be captured asteroids.. The asteroids themselves, in 
certain cases, if they indeed originally formed a uniform distribution 
between the orbits of Jupiter and Mars, seem to have undergone sub
stantial changes resulting in the avoidance of certain commensurabilities. 
The explanation of the- Gegensehein as particles "trapped" at the 
collinear equilibrium points is another temporary situation. What of 
the other members of the system? Will the present configuration of the 
planets in relation to the Sun, and the satellites with respect to 
their parent planets, be preserved for an astronomically long time?
Is there any evidence to suggest the permanance or otherwise of the 
orbits of the major bodies of the solar system?

Using records from ancient Babylonia circa. 500 B.C. up to the 
present day it is possible to observe the planets in time as well as in 
space. Data on the movements of the five anciently-known planets - 
Mercury, Venus, Mars, Jupiter and Saturn - in the form of cuneiform 
tablets show that the planetary orbits were not substantially different 
from the present day ones. By studying the lunar observatories of 
megalithic man another 2.5 millenia earlier it is seen that the Moon 
was moving in the orbit lunar theory predicts for this period. The 
contemporary solar observatories lend weight to our theories which 
give the changes in the obliquity of the ecliptic.

The three outermost planets - Uranus, Neptune and Pluto - the 
satellites of the planets and the asteroids are all of much more 
recent discovery and it may be thought that their history cannot be 
so well documented as that of the above bodies. However if it is 
considered that the relevant unit of time is the period of the object 
about its primary then we see this is by no means the case. In 
Table 1.1 are presented all the known satellites and planets in the 
solar system along with the number of periods completed since discovery: 
in some instances a second figure is given derived from numerical



Table 1.1
OBJECT YEAR OF DISCOVERY PERIOD NUMBER OF

Mercury Before 2000 BC.
years
0 .21+1

SINCE DISCC 
PUTED *

1 . 7  xVenus tt 0.615 6.5 X
Earth M 1.000 1+.0 X
Mars II 1 .8 8 1 2 .1 X
Asteroids 180 1 1+.6 3.9 X
Jupiter Before 2000 BC 1 1 .8 6 ' 3.1+ X
Saturn it 2 9 .1+6 1.3 X
Uranus 1781 81+. 01 2 .1+
Neptune 181+6 1 6I+ .7 8 1 .0
Pluto • 1930 21+8 .1+ 0 .2

Moon Before 2000 BC
days

27.32 5.3 X

Phobos 1877 0.319 1 .2 X
Deimos 1877 1 .2 6 2 2.9 X

Jupiter V 1892 0.1+98 6.3 X
I 1610 1.769 7.6 X
II 1610 3.551 3.8 X
III 1610 7.155 1.9 X
IV 1610 1 6 .6 9 8 .1 X
VI 1901+ 251 1 .1 X
VII 1905 260 1 .0 X
X 1938 260 5.6 X
XIII 1975 252 1+.3
VIII 1908 739 3.5 X
IX 191!+ 71+5 3.1 X
XI 1938 696 2 .1 X
XII 1951 617 1 .0 X

Janus 1966 0.71+9 5.9 X
Mimas 1789 O.9I+2 7.3 X
Enceladus 1789 1.370 5.0 X
Tethys 1681+ 1 .8 8 8  «. 5.7 X
Dione 1681+ 2.737 3.9 X
Rhea 1672 I+ .518 2.5 X
Titan 1655 15.95 7.1+ X
Hyperion 1 8U8 2 1 .2 8 2 .2 X
Iapetus 1671 79.33 , 1 .1+ X
Phoebe 1 898 550.5 5.3 X

Miranda ' I9I+8 1 .1+11+ . 1 . 1 X
Ariel 1851 2 .5 2 0 1 . 8 X
Umbriel 1851 1+.1M+ 1 .1 X
Titania 1787 8 .7 0 6 8 .0 X
Oberon 1787 13.1+6 5.2 X

Triton 1 8U6 5.877 8 .2 X
Nereid 1 9I+9 359 ’ 3.0 X

ORBITS OBSERVED

10.
1 0;
io;
10;io;
io;
1 0'

10

10
1

1 0 1
1 0 1
1 0 110.io;
io:
10:10

10
10
1010J
l°i
1 0 1
1 0 1
1 0 1
1 0 110.io;io;
io;
io-

10i
10iio.
10;
10'

10]10J

1+ . 2  

1.7
1 0,
10.

6 .0  x io^
3.0 X 10^
2 . 0  x 105

* Cohen, Hubbard and Oestervinter*s numerical integration 
over 5 0 0 ,0 0 0 years
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integration experiments by Cohen, Hubbard and Oestervinter (1 9 6 7). 
Inspection of the table reveals that in many cases several thousands 
of orbits have been observed to be completed. During this time the 
changes in the orbits have been in accord with general perturbation 
methods. The semi-major axes, eccentricities and inclinations have 
undergone periodic variations, secular trends being absent. This 
lends weight to the idea that sudden, far-reaching changes in the 
orbits are unlikely, at least within the next few revolutions.

Beyond the data of Table 1.1 there is no further observational 
information on the dynamics of the system which can be put forward 
in support of the stability of the Solar System. Thus the questions . 
asked earlier remain unanswered.

1.2 Definitions of Stability

The problem of the stability of the Solar System has been studied 
by many astronomers since the time of Newton. It is therefore not 
surprising that there are many different definitions of stability 
which are applicable to dynamical systems. It is conceivable then 
that one particular system may be stable according to one definition 
but unstable according to another.

Consider the example of an asteroid in orbit about the Sun in 
the absence of any perturbing bodies. The asteroid will then execute 
a Keplerian ellipse, described by the usual constant orbital parameters 
"al* el* ^1* ^l9 ^l9 T1 say» about the Sun and will have a position 
in this orbit given by the true anomaly f^. If we then displace the 
asteroid by a small amount in its orbit resulting in a new set of 
elements a^9 e^9 i^, ̂ 9 t2 with the new position given by f^ we
may ask the following question: Given that all the quantities denoted
suffix "2" differ by only a small amount from those denoted suffix "l" 
at some initial time then will that difference remain small for all 
time? Put another way the question is asking if the two asteroids 
will always remain close to each other in space? The answer to this 
question is obviously "no", since at some subsequent time the asteroids 
will be separated by a distance roughly equal to the major axis of 
either of their orbits (assuming a^ - a^ and e^ and e^ are small).
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However, if we require for stability that the general shape and 
orientation of the orbits should not differ by much at any time, that 
is we do not consider f̂ , f̂  the positions of the asteroids in the 
two orbits, then the answer would be "yes" and the system is stable.

It is therefore imperative that a good clear definition of what 
is meant by stability is given at the outset of any discussion.

"Is the Solar System stable in the sense that no collisions 
can occur and no major body will escape the system?" is the question 
around which Laplace formed his definition of stability. Many such 
qualitative questions may be asked. They all relate to the basic idea 
that the "status quo" of the dynamical system will be maintained.
In the case of the solar system these qualitative definitions of stability 
preclude the possibility that the ordering of the orbits or hierarchy 
of the system, can be disrupted. For example, the system may only be 
called stable if the orbit of Saturn, for example, always lies between 
the orbits of Jupiter and Uranus. Pluto is, of course, an exceptional 
case which does not come under the scope of such a definition except 
inasmuch as Pluto is never found to lie between Neptune and the Sun.

Laplace himself made one of the earliest attempts to study the 
stability of the Solar System. He found that in the first-order solution 
of the Lagrange planetary equations governing the motion of a perturbed

c
planet no secular terms appear in the expressions which yield the changes 
in the semi-major axes. This result implies that each planet is 
restricted to an annulus about its present orbit. The width of the 
annulus depends on the magnitude of the periodic variations in the semi
major axis. The main point is of course that no annuli cross and that 
all are of small width in comparison to the distance between planetary 
orbits, thus rendering collisions between bodies and escapes impossible. 
The second-order theorem was considered by Poisson, the third-order 
theorem by many others and at present the state of the problem, which 
is still a burning issue in celestial mechanics, is that if the 
expansions are done in a specific fashion then no secular terms 
appear to any order (see Message, 1978).

The approach of Laplace was generalized by Newcomb (1 8 7 6) who 
showed that purely periodic solutions with secular terms in the angular 
variables could be found to satisfy the n-body problem where the central



mass is large compared to the others, the others moving in almost 
circular coplanar orhits about the large mass. Questions of the 
convergence or divergence of the trigonometrical series obtained were 
left open until Poincare at the end of the 19th centuiy showed that in 
general such series were divergent, thus demonstrating that such 
approaches were inapplicable to the question of the long-term stability 
of the solar system.

In any event these results are valid only inasmuch as the assumptions
upon which they are based are valid. In the physics of the problem it
is assumed that the planets and Sun may effectively be replaced by point
masses which exhibit only Newtonian gravitational forces. This is
obviously not the case since in many systems the long-term evolution
is affected by other factors. For example the Moon’s orbit about the
Earth is affected by tidal forces, and general relativistic effects
play a role in the advance of perihelion of the planet^ orbits, these
being strongest in the case of Mercury. All these effects are not
negligible over astronomically long time scales such as the age of the

9Solar System - 5.10 years.
There are many other definitions of stability, a few of which are 

mentioned below and will be expanded upon in succeeding pages. In 
Section 1.3 we discuss the part resonances play in maintaining stability 
where it seems, on a superficial level, that the system is unstable. 
Section l.k is devoted to the brief consideration of the closely related 
topic of periodic orbits. These have been used extensively, since,;the 
recent introduction of fast and efficient computers, to map out regions 
of phase-space where such orbits are linearly stable. By this means 
statements may be, made about the stability of general orbits which lie 
in the vicinity of the periodic solutions. In recent years Arnol'd 
(1963)» Kolmogorov (195*0 9 Moser (1973) and Siegel and Moser (1971) have 
shown that the approach taken by Laplace and Newcomb can, under certain 
circumstances, give rise to convergent series (see Section 1.5).
Again resulting from the advent of computers is the application of 
special perturbation methods to the stability of dynamical systems 
(see Section 1.6). In this case a particular set of masses with given 
initial conditions are integrated numerically over a sufficiently long 
period of time in order to be able to make statements about the stability 
of the orbits comprising the system.
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Discussion of one particular method of investigating stability, 

due to Hill (1 8 7 8), is deferred until Chapter 2 in order to deal with 
it more fully since the concept will occur in later chapters of the 
thesis. Hill’s original theory was applied by him to the Earth-Moon- 
Sun system in order to study the stability of the Moon’s orbit. 
Originally applied to the restricted three-body problem, the concept 
has of late been generalized to allow study of the general three-body 
problem (cf. Zare, 1976).

1.3 Resonances and Small Divisors

As was mentioned above in Section 1.1 the occurrence of commen- 
surabilities in mean motion in the Solar System is greater than one 
would expect through random effects (Roy and Ovenden 195^» 1955)• 
Goldreich (1 9 6 5) proposed a mechanism whereby such commensurabilities 
could be arrived at from initially non-commensurable states. A pair 
of satellites under their parent planet’s tidal forces will change 
their semi-major axes so that, even if the ratio of the mean motions 
was originally irrational, it will not only have a chance to become 
rational i.e. a commensurability will result but, having attained that 
state, the commensurability will persist as the orbits continue to 
evolve.

Given certain assumptions, he showed that if two satellites 
and Sq are in orbits of semi-major axes a^ and aQ respectively with 

< aQ about a planet P, tidal forces will act upon to a greater 
extent than upon SQ. This results in spiralling outwards faster 
than SQ. The system P-S_j-Sq may eventually reach a commensurable 
situation. Having reached this state the system will be stabilized 
due to the highly non-linear nature of the gravitational n-body problem. 
Considering this system of P-S^-S^ let us now take the situation when 

and Sq are in conjunction on one side of the line passing through 
the aphelion of the orbit of Sq (see Figure 1.3)• Due to the asymmetiy 
of the orbit of Sq with respect to the conjunction line energy will be 
transferred from Sq to S^. The net exchange of energy results in the 
orbital period of each satellite changing so that, supposing they were 
formerly in exact resonance, they no longer will be. This occurs in a
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APHEHON OF OUTER SATELLITE

LINE OF CONTUNCTION

Figure 1.3 If two satellites are in exact resonance, and 
their conjunction is on the right side of the dashed line in 
the diagram, energy is transferred from the outer to the 
inner body.

APHELION OF OUTER SATELLITE

LINE OF 
CONTUNCTION

d r if t s

Figure 1.1* Transfer of energy from the outer to the inner body 
causes the period of the outer to shorten and the inner to lengthen. 
Therefore, the line of conjunctions drifts to the left. To the left 
of the dashed line the energy flow is reversed and so the drift of 
the line of conjunctions is slowed down, halted and reversed.
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systematic fashion causing the line of conjunctions to drift in space
(Fig.l.U) until it lies on the other side of the apse line of Sq.
The process will then he reversed, S. giving up energy to S , and the

1 o
drift halted. This is repeated until the line of conjunctions drifts 
hack to its original position and the cycle is restarted. The motion 
of the system is distinctly different from a superimposition of two 
two-hody motions the resonance having changed its character completely.

Although it is clear that resonance plays a large part in the 
stability of some parts of the Solar System problems do occur in 
general perturbation theory due to resonances. The trigonometrical 
series which are used to represent the motion of the planets in general 
perturbation theory are generally made up of an infinite number of 
periodic terms. Each of the terms of such series involves a linear 
combination of the fundamental frequencies of the system. Upon the 
integration of these terms to obtain a solution, the linear combinations 
of frequencies then appear as divisors in the terms of the equations.
The difficulty arises since all possible linear combinations of the 
frequencies may appear and thus even if the ratio of any of two 
fundamental frequencies is ■irrational the ratio may be closely approximated 
by a rational. Hence "small divisors" appear factoring certain terms, 
greatly magnifying the effect these terms have on the motion of the . 
bodies (see Brown, 1 8 9 6; Plummer, 1918; Smart, 1953; Brouwer and 
Clemence, 1961).

For instance suppose n T and n0 are the mean motions of Jupiter andd O
Saturn about the Sun respectively. Then terms will be continually
having multipliers of the form n /(i n ± i n ) or n /(i nT ± i0nc)O I d  2 b d J-d 2 b
produced by the integration (i^9̂  are Pos "̂̂ v̂e integers). In general 
the greater i^ and i^ the smaller will be the coefficient of the 
term; however if we consider the case of Jupiter and Saturn we see 
that this is not always the case. The ratio of the fundamental 
frequencies in-this case is 0 .^ 0 2 6 8 6 7 7 which is approximated to about 
one half of one per cent by the ratio 2 /5  or to about one part in 1 0  ̂
by the ratio 60/1^9. Thus it is found that deviations from the purely 
elliptic motion of Jupiter and Saturn are greater than we might expect.
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13

A further approach to the concept of stability in dynamical systems 
is that of periodic orbits. Within the last hundred years, in the 
restricted three-body problem, and more recently in the general problem, 
many investigators have explored the existence of families of periodic 
orbits. The reason for such searches is threefold:

(i) The conjecture of Poincare states that given any solution to 
the equations of motion of a dynamical system then it is possible to 
find a periodic solution which is as close as we please to the original 
for all time. Thus periodic orbits have a possible application as 
reference orbits.

(ii) Since many dynamical systems are found in nature to exhibit 
resonances, periodic orbits have, in this instance, a direct relevance 
to the stability or instability of such systems.

(iii) Finally, it is possible to obtain and classify such periodic 
solutions since they may be found readily by analytical-numerical or 
numerical techniques, the integration time required being simply the 
period of the particular solution sought. In such a way it is possible 
to obtain a "global picture" of all possible periodic solutions in any 
given problem and hence through considering the stability of the orbits 
map out regions of stability or instability.

Since Poincare (1895) set out his classification of the periodic 
orbits of the restricted problem into three types many have turned- 
their attention to the search for families of periodic orbits.
Amongst early pioneers in this field were Darwin and Stromgren. Since 
the advent of fast and efficient digital computers in the early 1960's 
many comprehensive studies of periodic orbits have been made cf.
Henon (1 9 6 5a,b; 1966a.,b), Broucke (1 9 6 8) , Henon (1 9 6 9) » Rabe (1 9 6 1,1 9 6 2), 
Deprit and Henrard (1 9 6 5 , I9 6 7K  Markellos (197^ a »b). and many more.

Having obtained a periodic solution its stability may be 
investigated by the methods of linear stability analysis. Stability, 
in this sense, may be described rather loosely as the ability of an 
orbit to resist change if a small alteration is made to the orbit at 
any time. Poincard was the first to formalize the method and to 
introduce characteristic exponents into the description of the stability
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of linearized dynamical systems. An important feature of the analysis 
to note however is that if the linearized system is unstable then likewise 
the original (non-linearized) system will be unstable. The reverse, 
unfortunately, is not true. If the linearized system exhibits stability 
it does not then follow that the original system is stable: it might
exhibit unstable behaviour, due to terms of higher order neglected in 
the linear treatment, when the imposed perturbation is large enough.
Second order methods have been devised to try to take account of this; 
however, this is still not sufficient since the third and higher order 
terms may produce instabilities.

Thus it is doubtful if the use of periodic orbits can shed light 
on the long-term stability of the Solar System. Clearly its main 
relevance lies in the consideration of parts of the Solar System 
where there exist almost periodic motions. Here conclusions can be 
drawn if we consider the stability of periodic orbits in the vicinity 
of the real solution (cf. Wiesel, 1980).

1.5 The Kolmogorov^Amol1 d-Moser Theory

In recent years Kolmogorov and Araol'd working in the USSR and 
Moser in the USA made a significant advance in understanding theo
stability of dynamical systems such as the Solar System (see Amol'd,
1963; Kolmogorov, 195^; Moser, 1973; Siegel and Moser, 1971). They 
found that approaches such as those due to Laplace, Lagrange and Poisson 
could, under certain circumstances, give rise to convergent series.
The restrictions on their theory may be briefly summarised as follows:

(i) The perturbations within the system have to be sufficiently 
small i.e. a large central mass with several small planets in revolution 
about it.

(ii) The natural frequencies of the system have to be such that 
their ratios are poorly approximated by rational numbers. With these 
two conditions satisfied the perturbation theory gives rise to convergent 
series.

Unfortunately however, when we turn out attention to the real Solar 
System, we find that the planets and satellites have masses which are 
too large so that the question of the stability of the Solar System is



outwith the scope of KAM Theory. The question of the rationality or 
otherwise of the ratios of natural frequencies is impossible to answer 
since they cannot be measured to infinite accuracy. However, it is 
found that most choices of natural frequencies would fall within the 
scope of the theory, in the sense that it is unlikely to select at 
random a set which is unsuitable for its application. This gives us 
hope that the real values observed in the Solar System also satisfy the 
requirements.

Although the KAM Theory fails to answer the question of the 
stability of the Solar System it is nevertheless probable that the 
theorems are valid for a larger range of perturbations since the limits 
set are only a sufficient and not a necessary condition.

1.6 Special Perturbation Methods

Having failed to answer the question of the stability of the 
Solar System through general perturbation methods we now consider 
what may be gained through the application of special perturbation 
methods. Special perturbation methods involve the numerical integration 
of the equations of motion of some dynamical system in one form or 
another in order to study the variations of the orbital elements of

ca real isystem over time scales greater than those for which they have 
been observed or, alternatively, to set up hypothetical systems which 
could otherwise not be studied.

Possibly among the most noteable studies done along the former 
lines were those carried out by Cohen and Hubbard (1 9 6 5), Cohen, Hubbard 
and Oesterwinter (1 9 6 7, 1972).. In the first mentioned study the authors 
numerically integrated the equations of motion for the orbits of the 
five outer planets. The integration Spanned a time of 120,000 years. 
They discovered a critical argument

0N = 3XP ~ 2XN ~ ̂ p
where A is the mean longitude, uf is the longitude of perihelion and 
suffices P and N denote Pluto and Neptune respectively. The value of 
0N librates about 180° with an amplitude of 76° in a period of I9 6 7O 
years resulting in the closest approach of Neptune and Pluto being some
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18 astronomical units. Their later study in 1967» when they used 
improved elements for the orbit of Pluto, resulted in the revision 
of the amplitude of the lib rat ion to 80° with the period being I9UH0 

years.
The latter study involved a numerical integration of the equations£

of motion for the five outer planets over a span of 10 years - the
5integrations were carried out forward and backwards for 5*10 years 

from the epoch Jan. 6.0 19̂ -1. Throughout these integrations it was 
found that no secular trends were present in any of the orbital 
elements a, e, i of the outer planets (cf. Fig. 1.5). The 900 year 
oscillation resulting from the 2:5 commensurability in mean motions 
of Jupiter and Saturn is evident in the plots. Similarly the plots 
for Pluto show a strong modulation of the variations in the elements 
with a period of 19500 years. It was however possible considering the 
plots of the elements i and e that these two elements had secular 
trends in the case of Pluto. Williams and Benson (1971) carried out 
a numerical integration of Pluto only over a period of 1*t5«10 years, 
assuming that the remaining four outer planets' orbits were known,in 
order to resolve this problem. They used the method of Gauss secular 
variations to eliminate the short period terms, finding that the 
argument of perihelion librates about 9 0° with an amplitude of 2h° 
in a period of 3*995*10^ years.

Although such methods involving the elimination of short period 
terms are suspect for considering the long term stability of the o c 
Solar System it is remarkable to compare such a theoiy with the actual 
values obtained by a numerical integration of the exact equations of 
motion. In Figure 1.6 we see that the results of Brouwer and Van 
Woerkom (1950) agree well with those of Cohen, Hubbard and Oesterwinter
(1 9 7 2).

This approach while not proving the stability of the Solar* System 
is strongly suggestive that major changes in the planetary orbits are 
at the least very unlikely over the next few revolutions of the bodies.

The stability of the Sun-Jupiter-Sat urn system has been studied 
by Nacozy (1976, 1977)* Systems involving the Sun and augmented 
Jupiter and Saturn masses were integrated numerically. It was found 
that if the masses of the two planets exceeded about thirty times
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Figure 1.5 Semi-major axis, relative variation Aa/a. For Jupiter, 
a = 5*20257 A.U.; for Saturn, a = 9.55^9 A.U.
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igure 1.6 Jupiter and Saturn eccentricities superimposed: as
:alculated by Brouwer and Van Woerkom (above) and Cohen, al, (below).
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their present values then secular trends entered the semi-major axes 
and eccentricities resulting in the escape of Saturn from the system in 
10 ̂ years or less. This result suggests that the present values for 
these planets' masses lie veil vithin the region required for stability.

As was mentioned above, special perturbation methods allow us to 
construct and examine hypothetical dynamical systems: for example
triple stellar systems (Fig.l»7(a)), inferior planets in double star 
systems (Fig.1.7(b)) and superior planets in double star systems 
(Fig.1.7(c)) have been examined by Harrington(1972,1977)• ( In each
of these diagrams the arrows show the direction of motion with respect 
to the mass-centre of the binary i.e. the point denoted "C". ) Harrington 
found that in general the stability of equal mass triple stellar systems 
depends on whether the revolution is corotational (Arrow "ln in Fig.1.8) 
or counter-rotational (Arrow ”2” in Fig.l.8) and the ratio of the 
pericentre distance of the outer orbit to the semi-major axis of the 
inner orbit (respectively distances AC and BC in Fig.1.8). It was found 
that this ratio must be at least 3.5 for corotational orbits and at least 
2.75 for counter-rotational orbits to ensure that the binary retains its 
identity and the third mass always remains at a more remote distance from 
the other two. Inferior and superior planets were found to be stable

*0 *= Star * •
C = Mass-centre of

close binary

Fig. 1.7(a)
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Q = Planet
C = Mass-centre of

star and planet

Star
3 = Planet
C = Mass-centre of

double star

Fig. 1.7(c)

.^ Kex:
Sj ,S2 #S3 denote stars

I  " J
C is the mass-centre of

[ v r - v - "  / 2 the close binaiy
A is the position of

--^ the pericentre of S3

Fig. 1.8
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in general, if the ratio of the semi-major axes o.f the binary components 1 
orbit to the pericentre distance of the outer component is of the 
order 1Jk to 1/3 regardless of whether the orbits are corotational or 
counter-rotational. By studies such as these it is possible to study 
the likelihood of the existence of what might be termed more "exotic" 
types of dynamical systems.

1.7 Summary

Despite the vast amount of effort which has been expended in the 
problem of the stability of the Solar System it is nevertheless a 
fact that celestial mechanics is still unable today to answer the 
question in any definite way. There are however strong suggestions 
through all the methods of considering stability outlined above that 
the Solar System is stable. It seems extremely unlikely that the 
Solar System should suffer any dramatic alteration in its main 
structure, viz. the orbits of the planets and majority of satellites, 
within any short time scales .as indicated, for example, by the work of 
Cohen, Hubbard.and Oesterwinter. However, at the present moment,
celestial mechanics can make no comments on the history of the Solar

9 . .System over the longer time scale of 10 years since the beginningsQ
of the system.
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CHAPTER 2 THE EFFECT OF INTEGRALS ON POSSIBLE SOLUTIONS OE THE 
THREE-BODY PROBLEM

2.1 Introduction

General perturbation methods having failed to demonstrate the 
stability of the Solar System, a valuable advance in the problem was 
made by Hill (1 8 7 8). Hill applied his method to the Earth-Moon-Sun 
system and showed that, under the assumptions that the Moon's mass 
was negligible and the Earth's orbit about the Sun was circular, the 
Moon could not escape from the vicinity of the Earth. (A direct 
corollary of this fact is that the Moon could at no time in the past 
have been captured by the Earth, excepting for the intervention of 
another body, gross changes in the mass of the Earth or Sun or the 
effects of tidal friction). Hill's method is essentially the approach 
of the circular restricted three-body problem where the Jacobi integral 
(see for example Danby,1962; Szebehely,1 9 6 7; Roy,1978) exists 
giving rise to the concept of zero-velocity surfaces. The technique 
is equally applicable to the case of a planet of negligible mass in an 
orbit about both massive bodies or in an orbit about the more massive 
of the two bodies as well as the case of the satellite in orbit about 
the less massive of the two bodies.

In recent years use has been made of the integrals of angular 
momentum and energy in the general problem of three-bodies by a number 
of authors including Bozis (1976), Golubev (1 9 6 8), Marchal and Saari 
(I975)j Smale (1970) and Zare (1976, 1977). Essentially the approach 
is one of bifurcation theory. Zare used the product c2H, in which 
c is the angular momentum and H the energy of a coplanar three-body 
system. He showed that statements could be made about the stability 
of any given three-body system in terms of the possibility or impossibility 
of an exchange between bodies i.e. an interplay situation (see Szebehely, 
1971) by considering the value of c2H for that system in a fashion 
similar to the zero-velocity curves of the coplanar restricted three- 
body problem, (see Szebehely, 19779 1978; ’ Szebehely and McKenzie,
1977a-9b; Szebehely and Zare, 1977). The method is applicable to 
three-body systems where the bodies are arranged in the following
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fashion: two of the masses move in disturbed Keplerian orbits with
respect to their common mass-centre while the third mass moves in an 
orbit outwith and not crossing the orbits of the former two masses.
For values of c2H less than a certain critical value, it is found that 
'the arrangement of binary and external third mass is assured permanence, 
it being impossible for the third mass to come between the components 
of the binary or one of the binary components to recede, beyond the external 
mass. The status quo of the system will then be maintained.

2.2 The Surfaces of Zero Velocity in the Circular Restricted
Three-Body Problem

As a step towards understanding the general problem of three- 
bodies a great deal of study has been devoted to the circular restricted 
three-body problem. The problem is defined as follows. Two masses - 
the primaries - move in undisturbed circular orbits about their common 
mass-centre. A third body - a particle of infinitesimal mass - moves 
under the influence of these two, its mass however being so small as 
not to disturb the primaries' orbits. The problem is: given the
position and velocity of the particle at any instant, with respect to 
the primaries, to find its position and velocity at any subsequent 
time.

The complexity of the problem has thus been reduced from the 
solution of nine second-order differential equations to the solution 
of three such equations i.e. a reduction from 18th to 6th order has 
been effected. (A further reduction to a system of the Uth order 
may be gained through consideration of the coplanar circular restricted 
three-body problem which is, as the name suggests, the case when the 
particle moves in the plane of the primaries' orbits). All the ten 
previously available integrals of the general problem have been lost 
in this process. However, Jacobi (1 8 3 6) showed the existence of an 
integral of the motion which is of much use in considering the stability 
of the orbit of the particle. Stability here implies that the particle 
may not move from the vicinity of one of the primaries to the other 
i.e. interplay is forbidden.

Let the primaries P^ and (see Fig.2.1) be in circular orbits
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Figure 2.1 The primaries, denoted P . and P^, move in circular 
orbits with respect to their common mass-centre C. The masses of 
P^ are m^ and m^ such that m^img = l~y:y where y £ A particle of 
infinitesimal mass, denoted Q, moves under the influence of the primaries 
but does not affect their motion. The axes £, C constitute a non
rotating coordinate system with its origin at C. The x,y,z axes rotate 
about the z-axis such that P^ and P^ always lie on the x-axis. The 
£-axis and z-axis are not shown in the diagram but are at "right angles 
to the page".
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about their common mass-centre C and further let the ratio of their 
masses m^:m^ he denoted by l-y:y where y £ §. Since they are executing 
circular orbits their separation is constant, which constant we will 
take as the unit of distance. Further, let the unit of time be chosen 
so that G, the constant of gravitation, is unity. Then since we have

n2 a3 = G(m1 + m^) (1)

it follows that the angular velocity of the bodies is also unity.
The equations of motion of a particle Q, under the gravitational forces 

of and P^j are now required. Let P^ and P^ have coordinates 
(Cpj Zj) and (^2> 2̂ * 2̂} a non~ro'bab'ing coordinate system with 
its origin at C. Let the coordinates of Q be )9 then the
equations of motion are

= d-y) -7 3 -

Tln“Tl
r  ( 1 - y )

(2 )

(3)

where

c. = d-y)
Co-C

r2

(b)

- [ ( ^ - o 2 + ( v n)2 + (h - z )2¥

= Q(C2-C)2 + (n2”h)2 + (c2"C)2 3 5
(5)

and (C-̂ j C-̂) - and (£g» ^2 9 2̂} are âiown t̂inctions of time.
Without loss of generality we may suppose the motion of the primaries 
to be wholly in the £n~plane, so that £ = =0.

A new set of coordinates x,y,z is now defined with the same 
origin C as the previous set and the z-axis coinciding with the 
£-axis, but rotating about the z-axis at an angular velocity unity 
such that the primaries always lie on the x-axis. P^ then lies at a
point x^ = - y, y = zn = 0  and P0 at x0 = 1 - y, y0 = z0 = 0. The 
equations of motion of 
new coordinate system.

1 •'l “1 2 ~2 * *72 "2
equations of motion of the particle must now be transformed into the
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If 0 is the angle £Cx at any time t then the relationship 

between (£,n,c) and (x,y,z) is

1 " COS 0 - sin 0 0 X
n = sin e COS 0 0 y (6)
C 0 0 1 z

However it is noted that since n = dQ/dt = 1 in the chosen units 
then we have 0 = t. More exactly, 0 = t + constant, however the 
constant may be set zero without loss of generality. Using Equation 
( 6 )  the derivatives £, n ,  £ may be obtained in terms of x,y,z, and 
their first and second- derivatives. Substituting the results for 
these into Equations (2), (3) and (H) we obtain 

(x - 2y - x) cost - (y + 2x - y)sint

( l - y )  x i  “  x  ”"■73—rl 2
x0 - x

(a-y) ~
ri

x„ - X

and
z = - l - y  +  yy.3 1 2

where ri = 0 xj_""x)2 + y2 + z2 ]
r = Qx -x)2 + y2 + z2 J

cost + l-y y

b
sint -

+ -̂ 3r|

(8)

sint (7a)

cost (7b)

(7c)

and
-.'I*

x2 = l-y .

Multiplying Equation (7a) by cost and (7b) by sint and adding, 
Equation (9) is obtained. Similarly Equation (10) may be got by 
multiplication of (7a) by (- sint) and adding (7b) multiplied by cost. 
These two together with Equation (7c) comprise the equations of motion 
of the particle Q in a rotating coordinate frame viz..
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** 9U /n\x - 2y = —  (9)

y + 2i = §  _  (10)
9 U

9z ( H )

where U = i(x2 + y2) + (12)
r l  r 2

ri = ^ Xi “ x 2̂ + y2 + z2J

*V> = D x9 - x)2 + y2 + z?J

x1 = - y

and Xg = l - y  .

Multiplying Equations (9), (10) and (ll) by x, y and z respectively 
we obtain

......... 8U .x + 3U . y + 9U . i (13)XX + yy + zz = ^  —  -
which is a perfect differential since U ^ U(t). Integrating Equation
(13) once we obtain C, Jacobi's Integrals

O
C = x2 + y2 + 2^--^ - + —  - (x2 + y2 + z2), (lU) 

rl r2
or

C = 2U - (x2 + y2 + z2). (15)
Since x2 + y2 + z2 is clearly positive for real values of x, y and z
it is obvious that C £ 2U at all times.

Supposing now that the particle’s velocity is zero then we have
r2 + y2 + 2 ( l - y )  +  2 y _  =  C  .  ( l 6 )

r l  r 2

Equation (l6) defines a set of surfaces in x,y,z coordinate space for 
any given constant C. The significance of these surfaces is due to 
the fact that motion of the particle can only occur in the regions 
where 2U £ C (see Equation (15)). Thus boundaries have been set in 
x,y,z coordinate space which limit the regions of space within which
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the. particle, with given Jacobi Integral, C, can be at any time.
We now proceed to briefly examine the nature of these surfaces.

If we consider the intersection of the above mentioned surfaces 
with the x,y-plane a set of curves are obtained giving limits on the 
regions a particle can occupy in the coplanar case of the circular 
restricted three-body problem (see Tig. 2.2(a) - (f)). The regions 
where the particle is forbidden to move are shaded. The reason for 
the shape of these curves may be explained as follows.

Commencing with C = >>1 it may be seen from Equation (l6 )
that such a large value of C can be obtained when x2 + y2 is large 
or either of r^, r^ is small. The former of these results in the 
large external circle of the forbidden region. The latter result in 
two ovals about the masses m^ and m^, the larger oval being around 
the larger mass (Fig. 2.2(a)).If a particle then has initial conditions 
resulting in a value of C equal to then it will be trapped inside 
one of the ovals or outside the external circle for all time. If C 
is decreased to it is found that the two ovals have a common 
tangent at the point (Fig.2.2(b)). Further reduction to C = 
results in the ovals coalescing to form a "dumb-bell" shape (see 
Fig.2.2(c)). In this situation the particle, if inside the "dumb-bell”, 
is free to move between the primaries; if the particle is outside the 
external circle then the situation is as before. As C decreases, to 
C^ say (Fig. 2.2(d)), then the dumbVbell has a common tangent with the 
external region at a point L^. This point is situated to the far side 
of m^ away from m^. When this join at "breaks" as C is decreased 
the particle is free to move between the primaries and also to wander 
into the external region and vice versa. Continuing to C^ (Fig.2.2(e)) 
a similar joining occurs at to the outside of the larger mass m^ with 
the neck joining the inner region to the outer via increasing in size. 
At C = C^ the size of the forbidden regions has reduced still further 
leaving only "islands" about the points and (Fig. 2.2(f)). These 
islands will vanish at the and points as C is decreased still 
further. Sections through the zero-velocity surfaces in the xz- and 
yz- planes are shown in Fig.2.3(a,b) for the same values of Jacobi's 
integral.
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Figures 2.2 The zero-velocity curves of the 
circular restricted three-body problem.



Figure 2.3(a) Section through the zero-velocity surfaces 
of the circular restricted three-body problem in the 
xz-plane.

Figure 2.3(b) Section through the zero-velocity surfaces 
of the circular restricted three-body problem in the 
yz-plane.
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Now the points L^, L^, L^, L^, are double points where the

partial derivatives of the function

f = x2 + y2 + 2 ^ ^ -  + 2 ^ - C = 2U - C 
rl r 2

vanish. Hence at these points 3U/3x = 3U/3y = 3U/3z = 0 which since
• * • . . .  .x=/y= z = 0 by definition on the zero velocity curves results through
Equations (9)* (10) and (ll) in x, y,-z being zero. There are no
resultant forces on the particle and these points are the familiar
Lagrange equilibrium solutions.

The importance of the Lagrange solutions in stability considerations
derives from the fact that the values CL, C, , CL determine whether the

2 4* 5
zero-velocity curves are open or closed in any given system. There are 
three cases to consider depending upon whether the particle is in orbit 
about one or other primary or about both.

(i) - Q - Pg - This is the case of a (massless) planet in an
inferior orbit about the larger star in a double star system (y < g) or'Kj
in an inferior orbit, with a disturbing planet, about the Sun (y << §). 
The particle is orbiting m^ and if its initial conditions dictate a 
value of C greater than or equal to Cg then it is forever trapped 
within the zero-velocity oval about m^. If $ C < Cg then it could 
transfer to an orbit about m^ or an interplay situation could arise 
whereby the particle alternates between m^ and nig. When C < then 
the particle may escape from the vicinity of the primaries altogether.

(ii) Pg — Q - P^ - This is the case of a (massless) satellite in 
orbit about a planet (u<<i) or a (massless) planet in orbit about the 
lesser component of a binary star system (y < I), The discussion of 
this case is identical to case (i).

(iii) - Pg - Q - Here the (massless) body is in a superior orbit 
about either a double star system (y < I) or a Sun-Planet system (y «i). 
It is only necessary for stability in this case that C > Ĉ . Since
the particle is outside the external circle it is not important for 
its stability that the ovals about m^ and m^ should be separate. If
however C < then the particle may enter the region of the primaries.

• • •  • • • •It is clearly possible to use the initial conditions x,y,z,x,y,z
to determine whether the zero-velocity surfaces are open or closed.



32

However, if instead we express the rotating coordinates in terms of the 
elements of some osculating orbit about either m^ (case (i)), m^ (case
(ii)) or m^ and m^ (case (iii)) we may determine limiting values of 
the semi-major axis of the particles orbit, for particular values of y 
and the other orbital parameters e.g. eccentricity and inclination, 
such that an interplay situation cannot arise.

Clearly then this would give us the opportunity of immediately 
recognizing whether real three-body systems which included a body of 
negligible mass were stable in the sense that exchanges (of the particle) 
between bodies was not possible. This may be applied to many cases 
apart from the Earth-Moon-Sun system e.g. Jupiter-Satellite-Sun, 
Sun-Asteroid-Jupiter, etc. In all these cases however the eccentricity 
of the primaries' orbit is neglected.

2.3 A Discussion of the Elliptic Restricted Three-Body Problem

In the previous section it was demonstrated how the zero-velocity 
surfaces of the circular restricted three-body problem could be used 
to determine the stability of orbits when one of the masses in a three- 
body system is negligible. The technique has been used widely in other 
investigations.- Hagihara (1952) applied the Jacobi integral to the 
satellites in the Solar System other than the Moon. There is a sharp 
cut-off in asteroid numbers beyond semi-major axes of 1* A.U.: Kuiper 
(1 9 5 6) explained this by considering that asteroids within this semi-c'
major axis (given they have orbits of small eccentricity and inclination) 
are enclosed within the zero-velocity oval about the Sun (cf. Figure 
2.2(a)). Hence he concluded that these asteroids must always have been 
there since the time when the Jovian and Solar masses stabilized at their 
present values. The stability of planetary orbits in binary star systems 
has been studied by Huang (i9 6 0). The zero-velocity surfaces have been 
used extensively in the study of the transfer of matter between the 
components of a close binary star (cf. Kopal, 1956; Strohmeier, 1972; 
Roy, 1978)* Szebehely and Evans (1 9 8 0), discussing the capture of 
the Moon by the Earth, concluded, on the basis of a circular restricted 
three-body model, that a reduction of around 37$ in the Solar mass is 
required to "open" the zero-velocity curves thus allowing capture to 
occur.



However, all these applications and the results derived therefrom 
are valid only inasmuch as the circular restricted three-body problem 
is a valid model of the system under investigation. Since in general 
real systems exhibit eccentricities in their orbits it might be supposed 
that a better model would be the elliptic restricted three-body problem.
This problem is identical to the circular case excepting that the primaries' 
relative orbit is now a Keplerian ellipse. Formal expressions for the 
Jacobi integral and the angular momentum integrals of the elliptic 
restricted problem were derived by Ovenden and Roy (i9 6 0 ). It was 
shown that certain functions arose in the expressions for these integrals 
which were dependant upon time through the coordinates of the infinitesimal 
particle. Thus although at some initial epoch t = 0 a result could be 
derived showing the system to be stable this result could not be applied 
over arbitrarily long time scales. At a later time t = t^ the zero- 
velocity surfaces may bear* no similarity to the initial set of surfaces.
In summary it may be said that although the initial conditions allow the 
construction of a set of zero-velocity surfaces which will be little 
different from the surfaces as obtained through application of the 
circular case if the eccentricity of the primaries 1 relative orbit is 
small, this does not allow one to identify the surfaces of the circular 
problem with those of the elliptic problem for all time. In order to 
make the comparison the values of the above-mentioned time dependant 
functions would have to be known for all time.

Hill in his lunar theory (1905) pointed out that his result on 
the stability of the Moon's orbit about the Earth rested on neglecting 
the eccentricity of the Earth's orbit about the Sun. He went on to 
obtain the actual' motion of the Moon from an intermediate orbit - a 
periodic solution of the circular restricted problem. This is 
essentially analogous to obtaining the values of the unknown time 
dependant functions.

No additional information can therefore be gained through the use 
of the zero-velocity surfaces of the circular restricted three-body 
model since it is as easy to obtain the positions of the particle 
at subsequent times as to evaluate the unknown time dependant functions.
No rigorous results concerning the satellites of the Solar System may 
be derived from the circular restricted three-body problem; asteroids
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may wander from the asteroid belt due to the eccentricity of Jupiter’s 
orbit; it is not necessary to invoke a loss in solar mass of 37$ to 
allow capture of the Moon since the Earth’s orbit is eccentric, etc.
Since binary stars have orbits of considerable eccentricity it is 
therefore necessary to resort to means other than the circular restricted 
three-body problem to study them.

2,k Zero-Velocity Curves in the Coplanar General Three-Body Problem

Zare (1976) established regions of possible motion for dynamical 
systems possessing time-independent Hamiltonians or possessing 
Hamiltonians reducible to that form by means of integrals of the motion 
using only extended point transformations. He applied his method to 
the coplanar general three-body problem and derived zero-velocity 
curves which may be used to make statements concerning possible con
figurations of the three-bodies applicable for all time. The parameters 
found to control the opening and closing of the zero-velocity curves 
are the masses and the integrals of angular momentum and energy. The 
derivation of these zero-velocity curves is given in the following pages.

Following Whittaker (190*0 , the motion of three bodies is supposed 
to take place in a plane: it is required to reduce the equations of
motion of the system to a Hamiltonian system of the lowest possible 
order.

Let the masses be denoted m^, m^j m^ and let their coordinates with 
respect to fixed axes in the plane of motion of the bodies be (q^jq^), 
( ^ jQ.̂ ) respectively. The momenta p^ are defined as follows

pi = i = 1.... 6 (17)
where k denotes the greatest integer in g(i+l).
The equations of motion are

• 9H . 3H . /■ /tq\
%  = *  • = ' 1 = (18)

where

(19)
- G m1 m^ - G mgm^ - G m^m^

r12 ?23 r31
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is the Hamiltonian of the system,

r 12 = [  ~ I3 ) 2 + (l2 ~ ql*^2] 2 (20a)

r23 = [ (<13 " V *  + W  " q6)2^  (20b)
and

r31 = t q̂5 ” ql ^  + q̂6 " q2 ^ ] 2 ‘ 2̂0c^

Equations (18) are a system of the 12th order. By means of the 
integrals of motion of the mass-centre the order of the system may be 
reduced to eight. The extended point transformation defined by the 
equations

9W ,  _  aw .  ,  r / 0 -i \- 3p. * Pi " 3q/ (21)1 1
where

W = plql + p2q2 + p3q3 + pUqi + P̂1 + p3 + P5^q5

+ (p2 + + p6) <ig (22)

is performed on the variables. „ In this notation (q^,qjp are the
coordinates of m^ relative to axes through m^ parallel to the original 
fixed axes, are coordinates of m^ with respect to the
same axes and (o.̂ » Qg) a-re the coordinates of m^ with respect to the 
original set of axes. Now (p^, p^), (p »̂ P^) are the components of 
momentum of m^ and m^ respectively, (p^, p^) being the components of 
momentum of the whole system.

On substituting the new variables it is found that q^ and q^ do 
not appear in the expression, they are therefore ignorable coordinates 
The corresponding integrals, the components of momentum of the mass- 
centre of the system, are

Pt? - constant ; p^ = constant.

Without loss of generality we may assume p^ = p^ = 0, that is the 
coordinates and momenta are expressed with respect to the (stationary)
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mass-centre of the system. Removing the accents from the new variables 
the equations of motion become

where
H = 2 ^  2m,

3P-
3H

Pi 3qi 1 " (23)

(p* + P|) + - +  ^2̂m2 2m j (p3 + + t  (plp3 + P2*V

G “lm2 - G m2m3
12 23

- G m^m^ 
r31

ri2 = [(ii " 43) + (q2 - V  ]

r23 = t 4  + %])
“ d r3i = E ai + «!]*

A further.extended point transformation defined by

(2k)

(2 5a)
(25b)
(2 5c)

3W / _ 3W
3p* ’ Pi 3q'1 1

i = 1 ,...9k (2 6 )

where
W = Pxq^ cos q^ + p2q^ sin q^ + P3(<l2 cos ^  " ^3 sin ^

+ sin %  + ^3 cos %) (27)

is performed on the system. The interpretation of the new coordinates
is as follows: q^ is the distance | q2 and q^ are
projections of m2m3 on perpendicular to respectively; q̂
is the angle between and the original x~axis. The new components

f .of momenta are as follows: p^ is the component of m^ along
t f —>p^ and p^ are the components of m2 parallel and perpendicular to 

p^ is the angular momentum of the system.
The equations of motion, when expressed in terms of the new 

variables are
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• , 3H

1 P - '  =  "  I?' 1 = (28>! dq̂

where
H =

and

.2"i 2m3) <P1 V 2 fp3 ^  " P2*3 " P4)}+L1
• - i + i2̂m2 2m3j

f 2 f2
(P2 ♦ P3 )

. 1_ _ Po f t r t , G.m m _G m m
+ m^ 1 2  -4 ~ ^ 3  ‘ V } - - T ^  - T - 31̂ 12 23

(29)
G m m  U Lr31

f _ n (\2
r!2 = 0*L ' ^  +

'2 72 _g
23 = C «2 + q3 ]

r31 = •

(3 0a)

(30b)

(30c)

Since q^ is not contained in the expression for H, q! is an ignorable 
coordinate. The corresponding integral is p/ = constant (c say), which 
may he interpreted as the angular momentum of the system. Removing 
the accents on the variables we than have a system of the sixth order 
viz.

=
3Pf Pi =

_3H
3^ i « 1,2,3 (31)

where
H = 2m.

1

<pi + i|(p3q2 ” p2q3 _ c)2} +

^  {PlP 2 - -2 ^  ' P293 - c)} - pia

x ' 1_ + 1_T 2m2 2m^
-

m.nu Gmnmj. 2 2

(P| + P3 )

23

and r.

- G m
(32)

31
"l2 » r2 3 * r3i are as given "by Equations (’30) removing the accents. 
Having followed this procedure Zare (1976) then introduced the 

variables r\ and z as follows
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(33a)

(33b)

and i = /-I .

This set of variables specifies the scale (z) and configuration (n) 
of the triangle formed by the three bodies. Zare further stated ‘ 
and proved the following theorem:

"If H(q,p) is a quadratic polynomial in the momenta> p, and its 
Hessianj 82H(q,p)/8p2 9 is positive definite, then -there is a unique 
function H*(q) such ihat for all q e R11

H*(q) * H(q,p) (Tl)

and ihe projection of the submanifold of the state of motion for a 
given value of H on the configuration space is given by

M(q) = H - H*(q) :> 0. 11 (T2)

In this theorem Equation (Tl) is analogous to the result in the circular
restricted three-body problem tliat 2U £ C at all times and Equation
(T2) is analogous to the result (cf. Equation (15)) that

(x2 + y2 + z2) = 2U - C £ 0 .

where C (a constant) takes the place of H (also constant), and 2U the
place of H*(q).

Since the Hamiltonian defined in Equations (32) and (30a,b,c) does 
not depend on the time explicitly and satisfies the requirements of 
the above-quoted theorem the equations

= 0 i = 1,2,3 (3U)9p.

have a unique solution, which may be expressed, in terms of the 
variables defined in Equations (33), as follows:

n = x + iy = jj2 + i
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px = ^  ; p2 = - ; p3 = f (i- (i + ̂ >*> (35)

where m. m. -1
Tjf = (l + — ) (x2 + y2) - 2x + (l + — )

“i m. (36)

By constructing H*(q) and forming M(q) as given in Equation (T2) it may 
then he shown that the regions of possible motion are given by

Hs2 + G bo(n)z - •Sjp cQ(n) * o (37)

where M = + m^ + m^

• m2m? V 2b (n) = râ mn + -j— |—  + ----
|n| |n~l|3 1

2 ,-1cQ(n) = { + m2m3|n|2+ m1m2 |n̂ l| >

(38)

and it may be noted that cq (ti) and ̂ G(n) are both positive functions.
The:Equation (37)» along with Equations (38), represents regions 

in the three-dimensional space (x,y,z) where motion is possible. These 
regions may be projected onto the complex n~plane in order to obtain 
limits on the possible configurations irrespective of the scale of the 
system. For a region of possible motion we require that the scale, z , 
be a real quantity, therefore, forming the discriminant of Equation (37)s 
it is required that

A(n) = G2 -b2(n) + 2M c2H c(n) 5 0. (39)o o

It is in this Equation that the important parameter caH first appears.
Considering Equation (39) it may be seen that if H > 0 then all 

configurations, n9 are possible since A(q) > 0 in any case. If
H > 0 then the scale is restricted by

_ * “ G + Â(n)z £ o
2H

(bO)
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in the case H = 0 there is a restriction that

c M c (n)  ̂ ov
2 G to(n)

(Ul)

The interesting cases, as far as stability is concerned, arise 
when H < 0.. Here all configurations are not possible since A(n) may 
be positive or negative depending on the values of c2H and the masses 
The scale is restricted in the following fashion

where

and

£ z £ z2 ,

- ff b (n) + U(n) }* =  2-------------2H

„ _ - G b ( n )  - (A(n)z2 - ---2--------------2H

(1*2)

are the roots of the quadratic Equation (3T)» It is now possible
to plot in the complex n-plane the curves for which A( rj) = 0. It
is found that this divides the complex n -plane in a similar fashion to the
separation of the x,y-plane of the restricted problem by the zero-velocity
curves into regions where motion is or is not possible. There are regions 
where A(n) is negative and consequently such configurations are forbidden 
and regions where A(n) is positive allowing these ranges of configuration.

The Figures 2.1*(a-c) reproduced from Zare’s paper show how the
2regions of possible configurations change as c H is increased from 

initially large negative values. As the value of c H is increased from 
-°° it is found that triply, doubly, simply and un-connected forbidden 
regions appear. A triply connected region is sufficient to preclude an 
exchange of bodies occurring and in some cases only a doubly connected 
region would be necessary. The critical values of c2H where the zero- 
velocity curves open or close are those of the collinear equilibrium 
solutions (asin the case of the restricted problem) and by considering 
the value of c2H for a given system it may be demonstrated whether an 
exchange of bodies is possible or not.

c
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Figures 2.U Regions of forbidden configurations for G = M = 1, 
= 2m.2 = = 0.H, (a) c2H = -0.025, (b) c2H = -0.0225

and (c) c2H = -0.0215.
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2.5 Application of the Zero-Velocity Curves of the General Three-Body

Problem to Stability Considerations.

As was shown in the previous section the regions of possible motion 
are defined by F(q,z) £ 0 where

F(n,z) = Hz2 + G 'bQ(n)z - ^ c ^ n )  ,

all the quantities retaining their previous meanings. The projection 
of these regions onto the complex ^-plane gives all the possible 
configurations independant of the scale through the relation

a(n) = G2 b|(n) + 2 M c2H co(n) 5 0.

The parameter c2H then controls whether the zero-velocity curves, 
in the configuration space, are open or closed.

In the same way as the critical values of the Jacobi integral 
are associated with the Lagrange equilibrium solutions of the circular 
restricted problem, the critical values of c2H determining the opening 
and closing of the zero-velocity curves in the general three-body 
case may be obtained from the equilibrium solutions of the general 
problem. The critical values of c2H are associated with the singularities 
of the manifold F(n,z) = 0, corresponding to the equilibrium solutions 
(cf. the double points L ,...,L in the restricted problem where the-L s c
partial derivatives of the function f = 2U - C vanish). The singularities 
'are further defined by

9F a  ̂ 9F 9F A • 3F __  = 0 a n d _ = _ + i _  =0> (lt3)

From the first of Equations (̂ 3) a value z = zq may be derived where
G b (n) n nz = - o • (hh)

° 2H
It can then be shown, substituting Equation (i|H) into Equation (37), 
that

f(n, a0) = - ĵj A(n) (U5)



1+1+

n)J W )

which demonstrates that the singularities of the manifold F(q,z) may 
he identified with the singularities of its projection on the complex 
rpplane i.e. the three relations Equations (1+3) and F(n,z) = 0  may he 
replaced through the two Equations (1+5) and (1+6) hy

a(n) = o » ^  A(n ) = o. (it7)

From the first of Equations (1+7) we obtain
G2 b^(n)

°2H = ~ 2M c (n) *o
which if substituted into the second of Equations (1+7) results in

| m  (l-|n| 3) + m (|n~l| 1 -|n | 3|n“l|2 )|n +
L * J (1+9)
j^d-ln-il 3 )+ m 2 (|n| 1 ”|n_i| 3 1n | 2 )J (r»_i) = 0* .

In order to find the real roots of Equation (1+9) which correspond to 
the collinear equilibrium solutions let r\ = 1 + p where p is positive 
and real. Equation (1+9) then becomes

(m^ + m^)p5+(3m^ + 2m^)pIf +(3m^ + m^)p3 - 
- (3 m 2 + mL)p2-(3ni2 + 2m1 )p -  ('m2+ n^) = 0 .  ( 50)

This equation has one positive root p where p is the ratio

*Clearly |n|= |n—1 | = 1  is a solution of this equation. It corresponds 
to the triangular equilibrium configurations with c2H = (c2H)4= (c2H)5=
- (m̂ rn̂  + m2m^ + m̂ ir̂ ) 3 . If c2H > (c2!!)̂  = ( c 2 H ) s  then no forbidden
configurations exist.



when the bodies are in a collinear equilibrium 
configuration in the order m m̂ iî . . Two other values of p may be 
obtained arising from the other distinct orderings of the masses 
m^m^m^ and m^m^m^. Three critical values of c2H may' then be obtained 
through Equation (1*8), remembering that p = 1 + p : let these be 
denoted (c2H ) l 9 ( c 2 H ) 2 » (  c 2 H )  3 according as (c2!!)^ ( c 2 H ) 2 £  ( c 2 H ) 3 < (c2H)lf 
= ( c 2 H ) 5 *  (where (c2!!)̂  and ( c 2 H ) 5 are as defined in the above 
footnote).

Summing up, if c2H in a real three-body system is less than (or 
equal to) (c2H)^ then the forbidden regions are triply connected and under 
no circumstances can there be an exchange of bodies. If (c2!!)^ c2H 
< (c2H) 2 then the forbidden region is doubly connected; this is a 
sufficient condition to preclude an exchange of bodies only if one of the 
three bodies lies outside the central "dumbbell" (cf. Figure 2.1*b).
If c 2 H  > ( c 2 H ) 2 then an exchange of bodies may take place in any event.

2.6 Summary

Zare (1976, 1977) has shown that an approach similar to that applied
in the circular .restricted three-body problem can yield regions of possible
motion for the coplanar case of the general problem. The opening and
closing of the forbidden regions is governed by the critical values of
caH obtainable from the collinear equilibrium solutions.

.If we consider now a hierarchical three-body system, that is, one 
which consists of a binary component, involving m^ and m^, with an 
external mass m^ in orbit about the binary at some greater distance 
than Im^m^l, then statements may be made about this system's stability.
In the case where the value of c2H for the system is less than ( or 
equal to) ( c 2 H ) j ,  as obtained by the above procedure, then the system 
is stable in the sense that the binary will always maintain its identity 
and m^ cannot come in between m^ and m^. When m^ is the smallest mass 
then it is sufficient for such stability that c2H £ ( c 2 H ) 2 .

*The values of c H., i=l,2,3,**,5 may tie identified with the values of 
the Jacobi integral at the equilibrium positions in the
restricted problem respectively (see Figs.2.2(a) - (f)).
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More detailed consideration will be given.to the opening and 
closing of the zero-velocity curves in later chapters when the work 
of several authors (Szebehely, 1977; Szebehely and McKenzie, 1977a,b; 
Szebehely and Zare, 1977; Szebehely, 1978) in the field of stability 
in hierarchical three-body systems will be briefly reviewed. The 
method will also be applied to an investigation of the suitability of 
certain stability parameters to be derived in the next chapter.

O



CHAPTER 3 STABILITY PARAMETERS FOR HIERARCHICAL DYNAMICAL'SYSTEMS

3.1 Introduction
The general problem of celestial mechanics is concerned with the 

determination of the relative motion of n bodies attracting one another 
according to the law of gravitation. Since the problem is not soluble 
certain limitations and assumptions must be made.

The first simplification we make is in treating all the bodies 
according to the Newtonian law of gravitation and thus neglect any 
general relativistic effects. Having done this only point masses 
are then considered i.e. we neglect any effects due to the finite 
sizes, irregularity of shape or non-uniformities in internal distri
bution of mass of the bodies. This is reasonable since it is observed 
that bodies in the solar system, excepting certain satellites and 
asteroids, deviate little from spheres and in general do not have 
gross anomalies in the internal distribution of their constituent 
matter. Bodies with spherically symmetric mass distributions may be 
exaoî iy represented by point masses.

Secondly only systems which exhibit a hierarchical structure are 
examined. Evans (1 9 6 8) described the hierarchical arrangement of 
bodies by means of "mobile diagrams1' (see Figures 3.1(a) - (c)). In 
planetary systems the characteristic hierarchy is demonstrated by 
each successive member being further from the parent star than its 
previous neighbour. The orbits are well-spaced and do not cross 
(Fig.3.l(a)). Similar structure is generally to be observed in 
satellite systems. They may however be' included on the one diagram 
with the planets (Fig.3.1(b)). Multiple star systems arrange them
selves in a variety of hierarchies: there are the binary and triple
star systems, as well as quadruple systems allowing two possible 
arrangements (Fig.3.1 (c)). Notice that the quadruple star system, 
may be arranged in a fashion similar to planetary systems (Evans1 

Hierarchy (3 )) or can form into two binaries which are in orbit about 
their common mass-centre (Evans’ Hierarchy (2)). Star systems of 
higher multiplicity may be made up in successively more complex forms.

Due to the arrangement of the bodies of the Solar System in a
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Figure 3.1 Evans mobile diagrams for (a) planets 
(b) planets and satellites and (c) multiple stellar 
systems.

hierarchy it is possible to subdivide this many-body system into two 
main classes of problem. These may be individually treated by the 
problem of three (or more) bodies. The lunar theories are particular 
examples of the three-body problem where the motion of the Moon about 
the Earth is examined, including the disturbing effect of the Sun but 
neglecting the effect due to the other planets. Planetary theories 
have been evolved to examine the motion of several small bodies about 
a large central mass as is the case with the planets and the Sun. Here 
the mutual perturbations of the small bodies are taken into account.

These two problems are both cases of the three Cor more) body 
problem; the division is only made on the grounds of observational 
evidence and the convenience of analysis of the problem. In the 
remaining sections of this chapter a set of parameters are sought for,



which it is felt have a physical meaning for the stability of hierarchical 
dynamical systems. Stability in this sense requires that the system 
does not undergo any exchange of bodies, escapes or collisions. This 
is essentially the maintenance of the ’’status quo” as mentioned in 
Section 1.2.

3.2 Lunar Theory - The Disturbing Function

Following Brown (1896) we consider the forces present in the problem 
of three-bodies in the case of the Earth-Moon-Sun system. Two methods 
are adopted: the accelerations due to the forces acting on the Sun and
Moon relative to the Earth are found first, secondly the accelerations 
due to the forces acting are obtained relative to the Earth, for the 
Moon, and relative to the mass-centre of the Earth-Moon system for 
the Sun.
(i) The Forces Relative to the Earth

Let E, M, S and C be the positions of the Earth, Moon, Sun and 
mass-centre of the Earth-Moon system respectively (see Fig. 3.-2).

M

m

Figure 3.2 Forces acting in the Earth-Moon-Sun system.
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Further, let the masses of* the Earth, Moon and Sun be m^ and M0 
respectively, and the mutual distances ME, SE and SM be denoted r, r 1 
and A. The forces acting are as shown on the diagram and hence 
the accelerations due to the forces, relative to the Earth, are as 
follows:

On the Moon On the Sun

" e  *  mM  in the direction ME /°E + in the direction SE
r2 r '2

M ©  "  . ,f "  MS 11 "  ' "  S M

a2 a*
M ©  ”  "  "  S E  "  "  11 M E
.'2 M

If we consider the Earth as the origin of a set of rectangular 
axes and let (x,y,z) be the coordinates of the Moon and (x1, y*, z1) 
the coordinates of the Sun and L, M, N, L1, M 1, N ’ the accelerations 
acting on the Moon and Sun relative to the Earth referred to these 
coordinate axes then

^  + ^  . x Mfi. x - x ’
.2 r A2 A r '2

(1)
r

t M°+ . x 1 . x !-x _ ^  . xand L’ = - ----- —    —  —  \2)
r #2 r1 ‘ A2 A r2 r

with similar expressions for M, M* andN,N*. 

Putting

F = ^  + .Mo Mft. r.r’
r A r1 r *2

(3)

and r = Vl”e + ^ . ill (1()
r' A r r

where r.r1 = xx’ + yy1 + zz1 , 

we have
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(5)

F and F1 are the force functions for the motions of the Moon 
and Sun with respect to the Earth. These expressions for F and F* are

We now proceed, in the light of certain observations, to simplify the 
solution of this problem.

To find the motion of the Moon about the Earth it is assumed 
that the motion of the Earth about the Sun is known i.e. x', y f, z1 
are known functions of time. Equation (U) giving the functional form 
of Ff demonstrates that the motion of the.Sun is dependent upon the 
coordinates of the Moon as we would indeed expect. Considering only 
the first term in the expression for Ff viz. (M̂ *- m^J/r1 would result 
in the motion of the Earth about the Sun being an undisturbed Keplerian 
ellipse. Of the other two terms clearly m^ r.r’/r3 is the larger 
since r «  A , A and r1 being the same magnitude. This term arises 
from the force Eî /r2 acting on E and if the motion of the Sun were 
referred to C this term would not have appeared. Thus we consider:

(ii) The Forces acting on the Sim relative to C and the Moon
Relative to the Earth c*

times that of M relative to E. Hence the force on theSun relative to

general in nature and are applicable to any system of three masses.

Clearly EC = ' ®M
“e + m M

EM

and therefore the acceleration of C relative to E is m^/(mg + m^)

C parallel to the x-axis is L' - + m ) which by Equation (2)M
is equal to

(6)
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Let n, C be the coordinates of the Sun referred to a set of 

axes, origin at C, which are parallel to the original set x, y, z. 
Let SC = p . Then

£ = x' - . x.

n = y ’ -

and C = z'

”e + “m  
. “m

”e + mM

Therefore xf - x = £ -

. z.

“e

and >2 =

"e + “m
x, etc.

(7)

(8)

[c ♦ . X 2
+ * "m  -y]T1+ ---

2
+

f „ \ 
^  -z)

“e + “m [ “e + “M ”E + m M j
(9)

A* = [ c “ E .x  ] 2
+ n *1

2
+ [ c  “ E  . z ]

....

+
“e + “mI

“e + “M
. ( 10)

Putting t _

"e + “m
f ! i
r* A (11)

where r’ and ^ are expressed in terms of x, y, z,£,ri>S • partial
derivatives ' / 3 ̂ » 3$f/8n» 3̂ >1 / 3C forces acting on
the Sun relative to C in the directions £, ti» C*

Again replacing x 1, y*, z1 in Equation (l) by their values given 
by Equations (8) we obtain

L = - ■5" .x _ Mo
*3 (12)

mE + n U J r V “E + m M J
again with similar expressions for M and N. The forces L, M, N may 
therefore be derived by partial differentiation with respect to x, y, z 
of the force function
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“e + “m M„ ' "e + “m . M„ “E$ —    +  W . 1     +  w . --

r * ‘ “g r' “m

where A = A(x,y ,z,̂  ,q,c) 811(1 r* = r ’ (*>y>z>£ »n>C ) •

+ mLM (13)

It is a relatively simple exercise to show that $! differs 
little from,(M0+ m^ + m^/p • We have

2m,
r'2 = p2 + M rp cos0 +

mLM
“e + “m

( l i t )

where 0 is the angle MCS,

“m
whence

1 1

r’ P “e + “m
“  COS0 + “M

“e + “m

2 9
— P (cos©) +....(15) 
p3 2

where P (x) is the Legendre polynomial of order n in x: in this casen
P2(x) = J (3x2 - 1).

Similarly
”e . r COS0 + “e

A p “e + “m  P
and therefore

V ”e + “m ' “e “m

”e + “m

2 2
—  Po (cOS0) +....(1 6 )o ^

$I — 1 + —  P0(COS0 ) +, (1 7 )
I. (mE + “M )2 P2 

Now the ratio r:p differs little from 1:1*00 at any time and the 
ratio is approximately 1 :8 0 resulting in the ratio of the first
to second terms being approximately 107 :1. Thus the second term is 
negligible and the motion of the mass-centre of the Earth-Moon system 
relative to the Sun is very closely approximated by an undisturbed 
Keplerian ellipse.

With the assumption that the motion of C about S is elliptic and 
therefore a known function of time the force function $ may then be used 
to obtain the motion of the Moon. In practice however it is easier 
to use the function F, the corrections required to relate F and $ are



easily obtainable to sufficient accuracy and need not concern us here.
It may be seen in Equation (17.) that the term . m ^ ^ m ^ ,  + a^)2 .r2/p2 

is a measure of the "disturbance” of the Moon on the orbit of the 
mass-centre of Earth-Moon system about the Sun normalized to the two- 
body forces acting between the Earth-Moon system and the Sun. This 
measure is very small and consequently the actual orbit will not 
deviate far from an undisturbed Keplerian ellipse. It would clearly 
be possible to operate on $ in a manner similar to that done on $* 
and obtain a measure of the disturbance of the Sun on the Moon's orbit 
about the Earth. The measure of disturbance in this case would 
obviously be found to .be much larger than the effect of the Moon on the 
Sun's orbit about C.

3.3 Planetary and Lunar Theory - A Brief Comparison
As was mentioned above the division between the planetary and 

lunar theories is one of convenience only, both being examples of the 
n-body problem (n £ 3). The need for different analytical procedures 
arises through the distinct differences between the arrangement of 
the two types of system.

On considering the Moon in revolution about the Earth (or indeed 
any satellite about its parent planet) disturbed by the Sun it is 
immediately apparent that the ratio of the semi-major axis of the lunar 
orbit to that of the Earth-Moon system about the Sun is very small.

C c°Therefore, when expanding the disturbing function, we should clearly 
expand first in terms of this small ratio in order to reduce the 
number of terms we require to take in the expansion. Having done 
this we would then expand in terms of the (small) eccentricities and 
inclinations.

The case of two mutually perturbing planets in orbit about the Sun 
is different. Here the ratio of the semi-major axes of the planetaiy 
orbits may be close to unity; for example in the case of the Earth 
and Venus this ratio is 0.723. Therefore since the orbits of the 
planets are generally of small eccentricity and inclination - generally 
even smaller than in the case of satellites - the expansion in terms 
of these quantities is done first. The functions $ and $*, derived
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in the previous section, may be directly carried over to the planetary 
case if we allow to be the mass of the Sun (M), m^ the mass of the 
inner planet (hk) and MQthe mass of the outer planet (mQ). Making 
these alterations and including the term in r3/p3 Equation (l7)*becomes

t —$
M + m. + m

1 o Mm. 2
1 + — -—  — P (cos0 ) +

(M + nu )2. p2

Mm. (M - m. ) 3 ~ / n o\+ 1 _____1 1 rf, (cos0 ) +...... (1 8 )
(M + nu) 3 p3 -

where r,p,0 and Pn(x) have their previous meanings.
Now M »  hk, thus we see that the coefficients consisting of 

combinations of the masses are equal to a high degree of accuracy to 
the first order in nu/M, this would also be found to hold true for 
the higher order terms involving the P^, P^, etc. terms. The 
quantities (r/p)n in the expansion will be decreasing as n increases.
However, as was noted above, r/p may be almost unity, therefore a
relatively large number of terms will be required in the expansion to 
give sufficient accuracy - as opposed to the lunar case where r/p 
is small. It may similarly be shown that the expansion of $ is similar, 
terms involving (r/p)n appearing in conjunction with coefficients of 
the order mQ/M. This is not carried out here since it will be dealt 
with more fully in Section 3.6.

It is therefore apparent that in lunar theory the expansion will 
involve few terms of rapidly decreasing magnitude whereas in planetary 
theory large numbers of terms will be retained all being of similar 
magnitude - excepting, of course, for the modifications due to small

* This expression implies that forces acting on the outer planet are 
expressed relative to the mass-centre, of the Sun-Inner Planet system 
and not relative to the Sun itself as is more usually the case. The 
difference between the two ways of expressing these forces is less 
than in the lunar case since the position of the Sun is very close 
to the mass-centre of the Sun-Inner Planet system due to the smallness 
of the planetary mass as compared'to that of the Sun.
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divisors as mentioned in Chapter 1. However even in the planetary 
case the leading term in Equation (l8 ) is the largest and is a measure 
of the disturbance of the inner planet* on the orbit of the outer 
planet. Thus through such expansions - as exemplified in Equations 
(1 7 ) and (l8 ) - it is possible to derive parameters which characterize 
the "size" of the disturbance of one body on another in a hierarchical 
system.

3.H Stability in Multiple Stellar Systems
The remaining case of the hierarchical three-body system not yet 

accounted for by the lunar and planetary cases is that of the triple 
stellar system. This is the case when the three masses are of nearly 
equal magnitude. There are many observed cases of triple stellar 
system. It is estimated that half of all stars occur in multiple 
systems i.e. binary, triple, etc: of these a proportion considered 
to lie between l/U and 1 /3 , are triple systems (or higher multiplicity). 
The same ratio seems to hold when comparing the number that are 
quadruple or higher with those which are triple or more, and so on 
(see Batten, 1973). In triple systems it is generally found that 
there is a (relatively) close binary component with a third more remote 
component. The binary components execute disturbed Keplerian ellipses 
about their common mass-centre with the third star following a disturbed 
Keplerian orbit with respect to that mass-centre. The ratios r/p can 
vary greatly in this case: the system may consist of a spectroscopic 
binary with the third mass in orbit about them resulting in a small 
value for r/p, or r/p may be as large as 1 /3 , this being a rough 
upper limit beyond which the system may exhibit instability (Harrington, 
1972). Eccentricities and relative inclinations of the orbits in the 
stellar three-body case will in general not be small therefore the 
formulations of any general perturbation theory would be facilitated

* More precisely it is the disturbance on the outer planet due to the 
Sun and inner planet not being found at their common mass-centre.



57
"by a "lunar-type” development as in Section 3.2., The place of the 
Earth and Moon would be taken by the binary, the third component 
* acting* as the Sun. If we set Me-= = m in Equation (17) »
thus implying equal masses, we obtain

Thus it is seen taking r/p -0.2 as a typical value that the coefficient

disturbance of the binary components on the orbit of the third mass 
about their common mass-centre. Clearly it is again possible to obtain 
the expression for $ in order to estimate a measure of the disturbance 
of the third mass on the binary components* relative orbit.

There are no cases observed where the ratio r/p is very small.
This is probably due to two factors. Firstly if p is very large in 
comparison to r then the period of the third mass about the mass-centre 
of the binary would also be large therefore it is unlikely such a 
system would have had a chance to be observed to be a triple system in 
the time since such observations began. Secondly, there is obviously 
an upper limit to the separation of a binary star due to the disruptive 
effect of the "central bulge" of the galaxy. In a similar fashion 
the third component of a triple stellar system may be removed from the 
system if p is very large.

There are systems in existence of higher multiplicity. One o£ 
the best examples is the Castor system which consists of six stars.
These are arranged in three pairs, as close binaries, their 
periods of revolution being 9*2, 2.9 and 0.8 days. The two closer 
binaries revolve about each other with a period of about 500 years.
The third binary is placed further out and revolves relative to the 
mass-centre of the first two binaries in a period of several thousand 
years. The situation is shown schematically as a "mobile diagram" 
in Fig. 3.3. The orbits in the system are all well-spaced and therefore 
the disturbance on the relative Keplerian orbits is kept to a minimum.

P
(19)

_2of the term in Equation (19) is 10 . This is a measure of the
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CASTOR SYSTEM

Figure 3.3

3.5 The Jacobian Coordinate System

A form of the equations of motion of the general n-body problem 
is introduced which is of use when considering naturally occurring 
systems. The method was originated by Jacobi and Lagrange (see 
Plummer, 1918). The equations are applicable to systems which exhibit 
a hierarchical structure and consist of relatively few bodies: examples
of such would be the triple stellar systems (or indeed stellar systems 
of any multiplicity which exhibit the arrangement of bodies as in Evans’ 
Hierarchy (3 ) for the four-body case), planetary systems, and satellite 
systems including or excluding the Sun. Systems which are excluded, 
or rather where no substantial gain is forthcoming from the use of 
such a coordinate system, are loose aggregates of stars such as open 
clusters and many-body systems such as globular clusters. These however 
are not considered in this work.

Consider the equations of motion of an n-body system with respect 
to an inertial reference frame origin 0 (see Figure 3.^). In the usual 
notation

m. R.1 ~i
where U

V. U~i
n n

= 7  G Z E.
k=l 1=1

(i = 1,2,... ,n) (20)

(k=l,...,n; £=!,...n; k^£) (21)



is the force function
is the gradient operator associated with R^

m. is the ith massi
R. is the position vector Qm.~i 1

rk£ = l^kJ = ISjl " Ski

G is the gravitational constant
and a dot denotes differentiation with respect to time.

Let us consider that the bodies lie in a hierarchical arrangement 
as shown in Figure 3.^, so that successive bodies nn (i = 2,...,n) lie 
at greater and greater distances from m^ such that their orbits, taken 
with respect to the mass-centre of the previous (i-l) bodies m^,!^,..., 
m^_^, do not cross (at least in some initial phase).

We now define the vectors p. as follows: p. is the vector fromi/i £ i
the mass-centre of the masses m^, ,... ,nu to the mass m^ as shown
in the diagram. It is then required to express the motion of the 
bodies with respect to these new coordinates p^. Notice that whereas 
there were n position vectors R. there are only (n-l) vectors p..'•'i ~ l

Now the mass centre of the first j masses m, ,...,m. is at aJposition given by

h  = A (22)M. k=l J
where

M. = J ^  . (23)
k=l

Thus
p . = R. - R.

~1 ~1~1

and , i-l
£i£i = Bi - - E (24)M.i-l

giving
k=l

i-l
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m >23 m

34

m

0

Figure 3.̂ + A particular case of the Jacobian coordinate system 
where n = (See text for definition of symbols used).
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Multiplying Equation (25) by m^ and substituting from Equation

(2 0 ) we obtain
m • P • — V. U1 £ 1 ~i

m.1 i-l
E

M. .. k=l i-l
U Ci—2 ,...,n). (2 6 )

Supposing gist(Xi, Y^, Ẑ ) and pi = (£i# in the inertial
reference frame, consider the x-component of Equation (26) viz.

m.3U 1m. E. = —  - —
1 1 3X. M. k=l

1 i-l
‘r1 a

This may be rewritten as
.35-

mi 5i =
3U m.

1
i-l 36.

3£. 9X.1 1 M.i-l k=l
3U
36. 3 ^

By Equation (2H), noting that k is a dummy suffix,

35-

and

3X.1
35. __1

thus m- £.
1 * 1

1

3U
s q

"k
Mi-a

1 +
m.

1

Mi-l

i-l
E
k=l “k

(27)

(2 8 )

i-l
Now E el = M. n thus we have, after applying the same 

k=l
procedure to the y and z components

m̂  M. .. .. ...
- 1  p = (1=2 n ) (2 9 )

M. ~ 1 3p.
1 ~ 1

These are the equations of motion of an n-body dynamical system
in Jacobian coordinates and are thus applicable to hierarchical systems

*btlEquations (2 9 ) form a (6n-6 ) order system, the reduction from the 
original 6n order system being effected by the use of the six centre- 
of-mass integrals. We proceed, in the next section, by means of an



expansion of the force function U in terns of the ratios p-/p. (i-=2,...,x j
j-1; j=3,..«sn) to carry out an analysis similar to Section 3.2 in the 
case where there are n bodies.

3.6 Expansion of the Force Function of a Hierarchical n-Body 
Dynamical System

As was seen in the previous section the form of the equations 
of motion of an n-body dynamical system is as follows (cf. Roy (1978, 
1979)).

i i-.l p. = V- U (i=2,...,n) (30)v 1 /V-L
M.l

1 n n “k mQwhere U = f G z z — ---" (31)
k = 1 * =1 rk,

is the force function of the problem. In these equations the 
definitions of nn , r ^  and r ^  are as previously given. Now 

i
= £ dk , with m^ = 0 being defined, denotes the gradient

j- 0

operator with respect to p. with p. being defined as the vector/V /vX
M._ m. (M.^ being the position of the mass-centre of the first 1 J- 1 O6
(i-l) masses).

Clearly the force function U, can be rewritten in the form 
n

U = G E m B , (32)
£=2 * *

Where B * = t  (33)
k ~ l  ru

Let the vectors R (g<L,...,n) be the position vectors of the
n masses n^,...,m in an inertial reference frame; then clearly, if
wb let R. be the position vector of the centre of mass of the subsystem ~J
m, j...,m. in the same coordinate system we have J
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M. R. = 
0 ~J

J
Z
5=1

m. R . (3*0

Using Equation (3*0 and the equivalent equation involving -L
and subtracting them we derive

1; " 1; (R. - R. , ).J ~j-i ~j -'j-l v35;
M.J

Summing over j, between the limits k and £-1 (k < £-l), in Equation
(3 5) yields

m.
1 , - 1 ,  + A“ 1 (R. - R. . ) = 0.Kk- 1  ~l~ 1 Z „ .̂i-l ~ (36)

. . M.
J = k  J

Now clearly
rn . = R. - R_ '•'kA ~k

which upon application of Equation (36) can he rewritten as
H-l

r,. = R “ R , “ R , + R . _ +  E m,-] (R. - R. )~k« ~SL ~£-l ms vk“l . , 7T  ~J“ 1
J ~K- M .J

whence, noting that p. = R. - R. we have9 £i ~i ~i-l
A-l _

~k£ = £* ” £k + - * 1 £j *.J=k M. w J
where we define = 0 .

_ i
Thus on constructing (r . £Vo) 2 we obtain

(37)

rk< p£

kJl ~kJl'
l-l SL-1

1 + °k£ + ,S . E.J=k h=k

£~1 m-

m
M. JJl h£ jh 2otkJl CkH+

+ 2 ajJl ^Cje “kJt

where

c
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p.i
“ij

£i* pi
pi pj

and

Ci < j) (38)

Applying the binomial expansion for (l + x) 2, assuming that

kI - 1 < 1 V k,£ (k < i),

we obtain, correct to the second order in the a's, 

1 1

rk* P£
1 “ - a2 - - • E £2 akJl 2 . . . .j=k h=k

£-1 £-1 ' nu

l-l m. C., - C. ) + 1 „,2 C,2
* /

+ ^  kI + aj£ <*k£ vjk v'o£/ '2 <%£ vk£
J

, £ -1 £ -1  
+ P £ £j=k h=k

o-l m.* -a

Lemma 1:

Proof:
Now

ov -c4. c. ] - 3^. c,..
M.

. C.

lJ£ h£ Ji hz

1 -1 ^
z —k=l p£ “k£ Ck£

£ -1 m.
2 a- C.

j - k  Mj  M

£-1 £-1 m^ ^m .

°k£ k£

(39)

= 0

I-!' m^
k=l Pjt ^  k* k=l j=k p£ Mj aj^ J£ *

*This condition is clearly satisfied for hierarchical systems within 
which the bodies are numbered from 1 to n in the above mentioned 
systematic fashion (see Section 3 .5). The central mass £ e.g. the Sun 
in the case of the Solar System, the larger component of the binary in 
a.triple stellar system, the planet in a satellite system (either 
including or excluding theSun as a disturber), etc. is denoted m^ 
and the outermost m :m̂  is constrained to be less than m^ the remaining 
masses being free to assume any values. Note also that a - * < l ( i < j )  

p. < p. where j = 3 ,...9n; i = 2 ,..., j-1 .i.e.
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on reversing the order in the double summation (see Fig.3.5)» is given
by

£-1 %  r _ £"1Z ’ a k£ °k£ E
k=l Po 0=1

1 1  a . c.
P .  • m 7  a j *j

Z “k 
k=l

Observing that z m, = M.
k=l k J

(since m = 0 is defined) and that o
k and j are dummy suffices, the
result trivially follows. We may
note finally that this result is
independent of the definition of the
a-• and C.. terms, and relies only ij lj 9 J
upon the definition of M^, which fact 
will be made use of in Lemma 2 below.

M

2 •
T"1* I1I Z

Figure 3.5

Lemma 2:
I"1 m z \  
k=l P.

1 Z
2

£ - 1 m.E
h=k M.J

£ - 1 2m.E _JL
j=l M.J

£-1 m.
aj£ ah£ Ejh£ j=k M. a j£ak£ Ejk£ J

j£ 2 v j£

where P is the Legendre polynomial of order two in C. andJI

E.. = 3 C.D C . 0 - C.. .

Proof: By considering the symmetry of the region of (j,h) summation,
the L.H.S. of the above expression can be rewritten as

£ -1
E M 

1 H C
_

i.
M 

1 H m l Ak=l j=k+l h=k p* ' M. J A

+ i
£ -1 £ -1
E E kz

r  s•m. 2

a? n
k=l j=k A

a • oti E.. kk£
£ -1 £ -1
E. .E. “k . m-J.

k=l j=k+l P£ Mj °tk£ jk£
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Consider, firstly, the second and third terms in this expression. 
Reversing the order of the double summation in the second of these (as 
in Fig.3.5) we obtain

£-1
1 E
2 j=l

f  \nu1
p . M.£ 1

2 J m
2 E Z ^“j a 55 a k=i

r 1 z z 
- i e

k=1 « k  p .
'kki

Upon noting e = M., the
k=l

fact that k and j are dummy suffices
and that E.. = 2  P0 (C. ), theseii £ 2 iz
may be seen to contribute a term

£“1 2

"  7 " o=i m| “o* p2 (cA  ‘Wl J
Next, considering the first and fourth 
terms above the order of (k,j) summation 
is changed (see Fig.3.6) yielding a 
contribution 

£-1

Fig. 3 .6

1 E
j=2 M. aj£ 

£ 3

j" 1 j” 1 ™E E a. E..
J"1

k=l h=k \  ^  k=! °k£ Ejk£

which is identically zero by Lemma 1. Hence the required result is
obtained. Q.E.D.

Using Equation (39) in conjunction with the results of Lemmas 1
and 2 we have the following simple expression for the B , correct to the
second order in the a's,

£-1
BJl = pz k=l + “k p2 (CM >  - £  4 i  p2 <Ck*>

which, on substitution into Equation (30), using Equations (31), (32) 
and (3 3), and noting that we defined m = 0 and pn = 0 , gives

m. M. -| ..
— ---—  p. = GV.

M.
1

n
E

1=2

m. M £-1
■t-i + . i i k  p 2 (cu >E

k=l
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Noting that all the p . are independent we thus obtain4V 1

G M. V. —1 ~i Pi
i-l . . 

{ 1  + E e
k=l

where eki

^  Mi-i ■
m 3 (i = 2 n). (Ul)
M.l

It may be noted that if i = 2 there is no term contributed from the 
first summation; in addition if i = n there is no term contributed 
from the second summation as would be expected in the light of the 
comments below.

On examination, it can be seen that the first term on the right
hand side of Equation (Ho) represents the undisturbed elliptic motion of
the ith mass about the mass-centre of the subsystem of masses m, ,m_...,

ki .m. , , while the e ,e„. provide a measure of the disturbance of the i-l £i ^
elliptic motion by the remaining masses. Note that e (a superscripted 
e) denotes the disturbance of the ith body by the kth (inferior) body 
i.e. one closer to the central mass, while e . (a subscripted e) denotesXf
the disturbance of the ith body by the &th (superior) body i.e. one
further from the central mass. Furthermore, the disturbances in terms
of the e's are all normalised with respect to the central "two body"
force i.e. the undisturbed Keplerian motion due to the force between
the mass-centre at M. n and the mass m..i-l l

For example in the case of the Earth-Moon-Sun system the disturbance
of the Moon on the orbit of the;Sun relative to the Earth-Moon mass-centre

_8is characterised by e ^  "which is approximately 7 *9  ̂x 1 0 (as noted in
Section 3.2). The disturbance of the Sun on the Earth-Moon system's

23 -3orbit is characterised by e which is 5.65 x 10 . Thus it is seen
that the disturbance of the lunar orbit is greater than that of the
solar orbit.
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3.7 Discussion

The e parameters derived in the previous section are thought to 
have a physical meaning for the stability of hierarchical dynamical 
systems. If we consider stability to be the situation wherein a system 
does not undergo an exchange of bodies , no body escapes the system 
and no collisions occur, then it may be conjectured that stability will 
be assured if the eparameters are sufficiently small. In other words, 
small e's will result in small perturbations to the orbits and the 
orbits may then be constrained to annuli about their initial positions 
for very long time scales, that is, it would be extremely unlikely that 
the mutual perturbations, characterised by the e's, would be large 
enough to result in the disruption of the system.

For instance we see that the disturbance of the Moon on the orbit of 
the Sun relative to the mass-centre of the Earth-Moon system is 
negligible (e23 - 8 .1 0 ) inasmuch as any changes it will bring about in
the orbit will be very small. However in the case of the disturbance of_ othe relative orbit of the Earth and Moon by the Sun ̂ 3 2“ 6.10 ), this
is not so clear. The question arises "is the e parameter small enough 
to ensure stability of the system?" Clearly, in the case of the Earth 
and Moon, the system has been observed to be stable for a long time and 
it therefore seems probable that the e parameter is small enough.

In a many-body situation, such as the planetary and satellite 
systems, the e-parameters may be considered jointly. The question may 
then be asked, if we neglect the effect of the factors, "Is the sum 
of the magnitudes of the e parameters small enough for each body such 
that each orbit, described by the p. (i=2 ,...,n), will not be sufficiently 
perturbed so as to cause instability of the system?" Obviously if the 
e's were zero then we could pack the bodies as close as we please in the 
hierarchy, i.e. taking large values for the a's approaching unity, and 
the system would remain stable in any case. However supposing the e's 
are greater than zero, then there will be a limit to how closely the 
bodies may be packed. Packing them any closer than this limit would 
result in the perturbation on the orbits being so large as to allow 
instability of the system to set in. A case may also be envisaged where
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the e parameters are so large, approaching unity, that even a very 
loosely packed system cannot he stable i.e. the ratio of the disturbing 
force to the central "two-body” force is too great to allow stability.

With these considerations in mind the e parameters are examined 
in the next chapter with reference to three-body systems which may 
also be examined by the analytical technique of the zero-velocity 
curves (see- Chapter 2).

O



TO
CHAPTER k EXAMINATION OF THE EMPIRICAL STABILITY PARAMETERS IN THE 

THREE-BODY CASE

k.l Introduction

When the equations of motion of the general n-body problem are 
expressed in the Jacobian coordinate system an expansion of the force
function, as was shown in Chapter 3S gives rise to a set of (n-l)(n-2)

k.idimensionless parameters denoted e , { i=2 ,...,n; k = 2 ,...,i-l
(i £ 3); £=i + l,...,n (i £ n-l) }. These parameters characterise
the size of the disturbance on the various two-body Keplerian orbits of 
the system and therefore appear suitable for the discussion of the 
stability of hierarchical systems, such as the solar system or triple 
stellar systems. The general case of n bodies is particularized, in 
Section U.2, to n = 3 resulting in only two parameters e23, e 2̂*
The first parameter characterises the disturbance that the bodies m^ 
and m^ impose on the Keplerian orbit of m^ relative to the mass-centre 
of the m^, system due to their not being positioned at their common 
mass-centre; the second parameter characterises the disturbance of m^ 
on the Keplerian orbit of m^ relative to m^. We then proceed in 
successive sections of this chapter to assess the suitability of these 
parameters for a discussion of stability.

The application of zero-velocity surfaces in the restricted three- 
body problem as a tool in investigating the stability of orbits is 
well known (e.g. Tisserand, 1889; Szebehely, 1967; R°y» 1978). The 
similar result for the general problem, due to Zare (1976, 1977) > "was 
described in Chapter 2. Recently several authors (Szebehely, 1977; 
Szebehely and McKenzie, 1977 a,b; Szebehely and Zare, 1977) have used 
this concept in dealing with the stability of hierarchical triple systems 
so that the finite mass of each body may be taken into account. These 
authors employ the technique of expressing general three-body motion as 
a superposition of two two-body motions in order to calculate c2H values 
for the real system. The c2H value thus obtained is then compared to 
the critical, values in order to assess stability. Their analysis was 
shown to be quite consistent with available numerical studies (Harrington, 
1972; Nacozy, 1976).



In Section U.3 the work of Szebehely and Zare (.1977) is therefore 
briefly reviewed. From this we obtain a stability criterion a , < a

. . 3*Co C l*

= a(p# p̂ ) where is the ratio of the semi-major axes of
inner (m^, m^) and outer (mass-centre of m^ and m^, m^) two-body orbits,
and p and p^ specify the mass ratios of the system (m̂ : m^: = 1-p:
p: p~). It may be noted here that a = a(p, p0) defines a surface in 3 cr 3
the Opp^a parameter space -this is called the critical stability surface 
(see Section 1+.10. The derivation of this surface involves the lengthy 
and repeated solution of a number of high-order polynomial expressions 
and therefore tends to obscure the underlying physical processes.
Therefore the parameters e23 and are introduced and the critical
stability surface is transformed from acr = a(p, p̂ ) to acr = a'(e23, e^) 
it is then found that this latter surface has a particularly simple 
shape which permits a simple stability/instability criterion, based 
on the sizes of e23 and employed. The dependance of the
stability on a still remains but it is probable that this will be less 
for a fixed (e23 , Pa -̂r» "than for a fixed (p, P^K If this is so,
then the original three dimensional problem (in Opp^a space) has 
effectively been reduced to a two dimensional one (in the Oe23 c plane).

Having established the stability criterion of Szebehely and Zare 
in ®e2 3e32a23 Parame"ker sPace we then proceed, in Section U.5S to compare 
it with data on "real" triple systems, both actual (e.g. known triple 
stellar systems, triple subsystems*) and numerically simulated (see 
Harrington, 1977; Horedt, etal. 9 1977; Hunter, 1 9 6 7). Excellent 
agreement is obtained, providing justification that the e parameters are 
meaningful for stability. In Section U .6 some general conclusions are 
derived and the extension of the criterion to n(> 3) body systems is 
discussed.

*A triple sub-system or subset of a many-body system (n £ )̂ is defined 
as being any group of three bodies whose mutual gravitational forces 
constrain the motion so that the system can be considered as two disturbed 
binaries e.g. (l) Earth and Moon in rotation about each other and the 
Earth-Moon system in rotation about the Sun, (2) Jupiter in rotation about 
the Sun and Saturn in rotation about the mass-centre of the Sun-Jupiter 
system. Excluded would be combinations such as the Earth-Moon system 
being disturbed by Jupiter.
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U.2 The Empirical Stability Parameters

The Equations (3.H0) and (3.Hi) are now specialized to the case 
of the three-body problem in order to examine the empirical stability 
parameters in the light of the work of Szebehely and Zare (1977) •
With n=3, the case of hierarchical three-body systems (see Fig. H.l), the 
set of Equations (3.H0) and (3.Hi) reduce to

S.2 G M2 ~2

p3 = G M3 V3

Po { 1 + e 32 P2 ^C23^L w2 

1P3 { ! + £23 P2 (c23)}

where e23 =

32

“ 2 “l 2• a23

m~ 3
-A • a23 *

(1)

(2)

(3a)

(3b)

and all the symbols have their usual meaning. It may be noted that 
the £ 23 term is exactly that derived by Brown in his lunar Theoiy (1 8 9 6). 
In terms of the individual masses we have

and

.23 B

32 =

mx m2

(m1 + nsg)

m.
(n^ + m2)

2
a23

. a23 .

(Ha)

(Hb)

The physical significance of the (e23-,e32) is now obvious. e23 is a 
measure of the disturbance of the third mass by the other two (the 
close binary): it must be symmetrical in the masses m^ and m2 and
contains raised to the second power as a direct consequence of
the Newtonian gravitational force law. on the other hand, which
measures the disturbance of the binary by the outside mass, contains only 
m3 and <*23 raised to the third power, the disturbance being in the 
nature of a differential gravitational force across the orbit of m0

relative to m^.
/ort

orbit about m^ we may define at any instant a set of elements for an
It is worthwhile noting that if m2 is moving in a disturbed Keplerian
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N

Figure U.l Definitions of quantities in the Jacobian Coordinate 
system in the case n = 3 .
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osculating orbit viz. - a^, e^, ig» W2 * T2 Position in this
orbit being given by the true anomaly fV, so that the expression for 
p^j at any instant, in terms of these quantities is

Po ~ a 2 ^  ~ e2  ̂ . (5a)
1 + e2 cos f2

Similarly for the orbit of m^ about the mass-centre of m^ and m2 we
have / _ 2 't

_ a3 ( ~ 3 . (5b)
p3 “

1 + e^ cos f^

1*.3 The Stability of Coplanar Hierarchical Three-Body Systems - 
A Review.
The study of regions of possible motion (for given initial 

conditions) in the coplanar general three-body problem by Zare (1976,
1977) has shown that the stability - as previously defined in Chapter 2 - 
is controlled by the parameter c2H, where c is the total angular momentum and H 
the total energy of the system. Outlined below are the basic steps of 
the procedure given in Szebehely and Zare (1977)•

c

That c2H should enter naturally into the problem follows from 
dimensional considerations. Any stability parameter must be dimension- 
less and be a function only of the force coupling constant G (dimensions_2 ., j — 1L3 T M ), the angular momentum c (dimensions ML2 T ) ,the energy H 
(dimensions ML2 T ), and the total mass M (these latter three quantities 
being constants of the motion). From this it follows that stability 
is controlled by the parameter c2H/G2M5(cf. Szebehely and Zare, 1977)*

Zare (1977) stated the problem as follows
" If the value of c2H is smaller than the value corresponding

to the primary bifurcation point (c2H)lS iwo of the bodies form a 
binary and the configuration cannot be dis iurbed by ihe third mass.

If (c2H) <-c2H < (c2H)2, where (c2H ) 2 corresponds to the

secondary bifurcation point, • there will be no exchange between the 
bodies if the smallest mass is outside....
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The primary bifurcation point may be identified as that value of 

C2H £= (C2H)J when the forbidden regions change from being triply to 
doubly connected. The secondary bifurcation occurs at c2H — (c2H)^ 
when the transition from doubly to simply connected forbidden regions. 
takes place. Thus we require to determine the primary or secondary 
bifurcation point depending upon certain conditions. Considering the 
well-known collinear equilibrium configurations: in general there are 
three possible arrangements of the masses m^, m2, m^, each of which 
will determine the primary, secondary or tertiary bifurcation points - 
depending on the relative sizes of the masses. However, since m^ 
and m2 are constrained to move about each other with the mass m^ outside, 
we have Only two remaining possibilities: if m^ is not the smallest
mass we determine the primary bifurcation point and the masses assume 
the order m^j min (m^jmg) maxCm^,!!^). If the masses are then in the 
order m^» n^, m-̂  i.e. m^ > nig# k min( inking) and we define y = m2/
(m^ + 1112)9 y^ = m3 /(m^+ e^) require to solve the following quintic 
equation for p:

(y+ y2)p5+(2y+3jj2^Plf+(V+ 3P3)p3"’(3”2y)p2-(3 "y)p -1 = 0 (6)

where, if we define |m̂  m2| = 1  , then |m1 m2 | = p .
If is the smallest mass we again solve Equation (6 ) for p, this 
time however obtaining the secondary bifurcation point.

The Critical value of c2H is then obtained from
( c 2 h )  =  -  (J)

2 ( 1  + y3) -
where G is the constant of gravitation

P3(l-w) u(l_u) (8)
f(e) = W 3 + 1 +p + P

and g.(p) = yy^ + y^Cl-y) (l+P ) 2 + y(l-y)p2 (9)

(cf. Equations (2 .3 8) and (2.̂ 8)).. It is now possible to define a 
measure of stability

c 2 H -  ( c 2 H )

( c 2 H )
B =  —  (1 0 )

cr
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where .c2H is the actual value for any given system such that if g £ 0 
then the triple system is stable (equality implying critical stability) , 
whereas if g < 0 then exchange between bodies may occur. The value 
of c2H is obtained from the two-body approximation to the three-body 
motions (see Szebehely and Zare, 1977) through

U 2H) _ 2( , 2

G2 ^

i-e;
a ±

y(l“y)y|
(1- e|)(l - e|)

1 “ e2
y 3 ( l - y )3 +

1 - e2
 _____ 1 3

1 - e2"
 _____ 1 3

y(l-y) y‘

i + y.
- 1

3y3

-l l+y.
y2 (l-y)2 y.

(1+U3)

(1 1 )

where a = a2 /a3 ,

(a^, e2) refer to the orbit of m2 about m^ , â3 > e3  ̂ re;fer "to the 
orbit of m^ about the mass-centre of (m^, m2) and + or - refers 
respectively to co-rotational and counter-rotational motion (although 
we consider only the former in the remainder of the chapter).

Thus, from given values of y , y^ and e^, e^, a value for a, acr-
can be determined such that c2H(a,y, y^, e2, e^) as derived through 
Equation (ll) is identically equal to (c2H)cr as obtained by solution 
•of Equation (6 ) and application of Equations (7)> (8 ) and (9) i.e.
3= 0. This is interpreted as a critical stability surface in the 
parameter space 0yy„a such that a = a(y, y ) - for a given pairj cr j
e^e^ - is the value of a which results in critical stability for the 
system with mass parameters y, y^. If a £ a then the system is 
stable (equality again implying critical stability) and exchange between 
bodies cannot occur, whereas if a > a then exchange may occur. 
Although these surfaces are of interest in themselves (various cross 
sections have been presented, see Szebehely and Zare,1977)» ve proceed 
in the light of physical considerations to modify the problem slightly 
(in the next section) and translate the critical stability surface into

c
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the Qe23 ^ 2̂ ^2 3* Parame‘ter space.

U.lj- Determination arid Modification of the Critical Stability Surface

Referring to Equations (k) it is easily seen that the e23,e^ 
parameters,’ in terms of the dimensionless mass parameters y and y^ 
become

e2 3 = y(l-y) (1 2a)
and e32 = P3 o| 3 • (12b)

These may be taken respectively as a measure of the disturbance 
of (i) the elliptic motion of the mass y^ about the mass-centre of 
the binary (l-y,y) by the masses y and 1-y not being found at their 
common mass-centre and (ii) the elliptic motion of the masses ( l ~ y * y )  

about their common mass-centre by the mass ŷ . Thus, it is clearly 
reasonable to expect that if the values of e23, are sufficiently 
small then the elliptic motion will continue largely undisturbed for an 
astronomically long period of time. This is essentially the approach 
that Brown took in his Lunar Theory: he neglected the very small term

c

mg n̂ /Cnig + m^) r2/p2 in the expansion of the disturbing function and took
the motion of the Sun relative to the mass-centre of the Earth-Moon
system to be exactly elliptic since any disturbances to that motion
would be very small. It is therefore contended that the values e23,
will throw light on the possible stability or instability of hierarchical
triple systems, and therefore we proceed to find the critical stability
surface a = a,(e2 3 ,e00) in place of a = a(u,y0)> where as arguments cr id. cr $
for the function a1 we take initial values of e2 3 ,e32 viz*

e23 = y(l-y) a2 (13a)
and e32 = P3 °3» (13b)
the orbits being considered (at least initially) to be circular so 
that p2 = a2 and p^ ■= a^ .

*Note that the initial value of a23 is being considered here as equivalent 
to a, which, considering Equations (5) 9 is certainly true for circular 
orbits with which we deal here.



As a preliminary to the determination of the acr surface we 
examine the behaviour of the surface in Oyŷ ct parameter space as

0. If 1 then we can choose the dominant terms in
Equation (6 ) and derive the expression

(p + y ^ p 3 - 3 ■ «
which has the solution 

P =
y +  y -

%

cut)

(15)

Thus it can be. seen that for small y>y3 P »
If we then consider Equations (8 ) and (9)» neglect terms

involving products of y»y3 and approximate 1 + p = p (since p >> l),
then by Equation (7)» on putting y^ = ky, we obtain

- 2(c2H)cr = (k + l ) 3 (1 6 )

and similarly Equation (ll) (on setting e2 = e^ = 0 and taking the + 
sign for co-rotational motion) can be rewritten, upon neglect of terms 
of order y and higher

2 ( c.2 H.)„ _  ko + 2k2a  ̂+ k 3 + 1 + 2k + k2^ 1. (1 7 )
G2 y3

Equating (l6 ) and (17) then yields the equation for acr

t2cr
h  s+ 2k a - ( 3  + 3k)a + 2a + k = 0 , cr nmv%cr

1
2

cr (1 8 )

which has one physical solution, a = 1. Thus it is seen that as
y, y0 0, a -*■ 1. It can readily be seen by examination of3 cr
Equations (13) that acr

2 3
'32 0 also.

Since the expression for the e-parameters involve a it is clear
that, for calculation of the surface a — a!(e23 , e*„), an iterative ’ cr * 32 5
procedure is required, commencing with some estimated value. We use
the fact that for small (e23, £~0) a - 1 and commence calculation32 cr
of the surface from these small values working towards the larger
values, using previously calculated values of as the first



approximation in successive calculations. A suitable method of iteration 
was found to be as follows:

(i) calculation of values of y-and .ŷ  from approximate value of
a = a through Equations (13) *, cr

(ii) solution of Equation (6 ) by the Newton-Raphson method to
obtain the only root, p, for the above calculated values of y»y3 thus
yielding, through application of Equations (7)* (8 ) and (9) a value of
( c 2 H )  ; cr’

(iii) solution of Equation (ll), again by Newton-Raphson procedure - 
taking care to choose the "correct" root by considering the continuity 
of the surface - to obtain a new approximation to acr = a'te23^^)*
This process was repeated to yield sufficient accuracy in a •

Considering the expression fore23- Equation (13a) - we find the 
value of a is restricted by the condition that y e IR.

Now
e2 3 = y(l-y)a2 

may be recast in the form

y2 - y + e23 = 0  (19)
e

which is a quadratic in y which may be solved for given values of e23  

and a . The solution is

1 - ¥ ' ]
y = (2 0 )

2

where the " - " sign is applicable since y £ J. It is thus required 
for y to be real that

a * 2(e2 3 ) 2 . (2 1 )
Setting a = 2(e2 3 ) 5 defines the surface y — \ in the 0e23e ai 32

parameter space. Above this surface, i.e. a > 2(e23)2, y is lessi
than I and below this surface where a < 2 (e2 3 ) 2 it is found that y is 
in fact complex thus precluding the existence of any real systems in this
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region. This condition leads to the critical stability surface being
cut off beyond certain values of (e:23,^^) outwith which would
not comply with inequality (21). This implies the existence of
regions in the where no physically meaningful value of
ctcr exists for such e values and therefore any Teal system of three
masses, defined by y = y(e23,a), y^ •= y ^ e ^ ,  an<̂  a » a va*lue
greater than a = a(y,y~), and may therefore undergo an exchange of cr j
bodies. This is a consequence of the fact that no system may change
from one side of the critical stability surface to the other during
the transformation from a = a(y, y~) to a = a1(e23,e00): thiscr cr 9 32
point is discussed further in the next section.

As a first step the critical stability surface a = a(y, y^)037 j
(see Figure U.2) was obtained, the eccentricities e^ and e^ being zero.
The equivalent critical stability surface acr = a'fe23^ ^ )  (e2 e3 
again both zero) is shown in Fig.U.3 “ the diagram demonstrating the 
effect of the cut off of the surface due to inequality (2l).

The main difference between these two diagrams may be put as 
follows. In Fig.U'^2, which shows the critical stability surface in 
Oyy3 a parameter space, it is clear that for all values of ^
possible, with sufficiently small a, to arrange that a system with 
those mass parameters be stable since the surface extends in y^ from
—00 +00 —00 loffl 0.5)10 to 10 and from 10 to 10 & m y .  However, upon

examination of Fig.li»3 we see that the new critical stability surface
c

in the 0 e ^ e ^ a  parameter space is more restricted. The values of
n  q  § “ CO ^e 3 and e^  can both be very small, i.e. down to 10 , however, if any

possibility of stability is to remain (in the sense of ag acr)»
e values of any system must be less than the cutoff values. The
cut off values are defined as those values of e2 *£32 w^ere critical 
stability surface, ctcr = a’te23^ ^ )  intersects with the surface y = 5
(as shown in Fig.^.3). This intersection if projected onto the
e23,e32 -plane will form a line which is the boundary between the 
region where stability is possible (towards smaller values of e23 and

and stability is impossible (towards higher values of e23 and £32^9 
we stress here again that stability here implies closure of the zero-velocity 
surfaces and therefore an exchange between bodies is precluded. Thus

«



Figure b.2 The critical stability surface in Oyy a
/ . . .  -9parameter space. (n.b. Origin situated at y = 10

- 9y^ = 10 and a = 0 and Oy and Oy^ axes* scales are 
logarithmic).
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[±_:

Figure U.3 The critical stability surface in 0e23e.~ a
_ Qparameter space, (n.b. Origin situated at e23= 10 ,

= 10 ^ and a = 0 and the Oe23 and 0 axes' scales 
are logarithmic).
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regions in the.e23,e^2 ~ plane are determined where it is possible 
to state a priori ̂ without recourse to numerical solution of several 
equations, that the zero-velocity curves in a system found in this 
region are open and the system may be unstable.

5 Real Systems and the'Critical Stability Surface

In this section, in order to demonstrate the benefits of the 
alternative calculation of the critical stability surface in the 
form cccr = a * * a change in the presentation of the surfaces 
is effected: they are represented as contours of equal acr in either
the y, p^-plane or the e23 jC^-plane. Tabulated below are all the 
triple systems considered in this section (see pp. 8U - 93 ).

The systems which we have tabulated may be divided into three 
categories, according to their origin, as follows:

Category A 

Category B

Categoiy C

The Solar System

Simulated Planetary Systems - from numerical 
investigation by other authors
Triple Stellar Systems

Categories A and B can be further subdivided into the following groups:-

and

Group Al. 

Group A2.

Group A3. 
Group Ak.

Group Bl. 

Group B2. 

Group B3.

The Planetary System - planet disturbing planet

The Satellite Systems - satellite disturbing 
satellite

The Satellite Systems - Sun disturbing satellite 
The Asteroid System - planet disturbing asteroid

Superior planet of binary star system 

Inferior planet of binary star system 

Planetary Systems - planet disturbing planet.
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It may be noted here that some of these groups are essentially the
same. For instance A3 and B2 are essentially similar in arrangement
with a small mass in orbit about a larger mass being disturbed by a
large mass at a greater distance.. The difference between the two
arises in the values of y,yo and a one would expect for each system.

—3In the former case y is small (say <10 ), being very large*\j J3 - 3  #(greater than 10 ) and a ( ^ 10 ) small in order that the satellite
can be stable. The latter case would have a similar y value but y^
would be of order unity resulting in 1 - y - y^ - 1 , a double star,
with a being somewhat larger, say 0.1. Thus the divisions given
above do not indicate any essential difference between the systems:
the divisions are made solely for clarity of presentation and from
consideration of real systems.

Further, it is possible, given ranges of the mass parameters,
y and y^» to map out regions of the e2 3 ,e22”P-*-ane w^ere particular
types of system may be found. Considering Equations (13), we have
the following expressions for a» in terms of e23^ ^ *  P 811 ̂ P3*

and

a =

a =

. 2 3

y ( i - y )  

e.32
y .

Vs
(22a)

(2 2b)

Equating these two expressions, a relationship between the e-parameters, 
in terms of the mass-parameters, is found viz.

If we then consider a particular type of system and assume that in 
such a system y^ < y < y^ and y ^  < ^3 ^ ^3u 9 v^ere subscripts "U11

and "L” denote upper and lower limits, we may write

• (23)
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log £32 I log £ 23 + log r . p.3L
{p (i-y )> u u

(21+a)

and log £32
3 O qlog £Zd + log 3u

'2
(2^b)

These are the equations of two lines in the e23 je^-plane 
given system which falls into the group defined by the above limits on 
y and ŷ  will occupy a position on the e2 3,e^-plane between these 
lines.

For instance if we consider triple stellar systems then we may
“ 2 “ 2 suppose, in general, that yT = 5 *1 0 9 y = i, y,T = 5 *1 0Jj u _iLu

y ^  = 10, resulting in Equations (25) viz.

!°g £32 = 2 lQg e2 3  _ 0.398 (2 5a)

and
log e32 = | log e23 + 2.985. (25b)

Thus all triple stellar systems, included in the above range of mass 
parameters, will be found in the region of the e23 shown
shaded in Fig.U.H(a).

In a similar way we may treat the case of planet disturbing planet 
(Groups A1 and B3): here y = y • = 10  ̂ and yT = yOT = 0. TheU jU Li jLi
lower limits for y and y^ will cause infinities to appear in Equations 
(2U) and we therefore recast these equations as

(2 6a)

(26b)and log e

2log yu(l- yu) + 3 log g32
• _ y3L_

l0g ^ u  + 2 log ~ f23

yL(l“yL}
32

The first of these may then be rewritten as 

log e23 = log Vu ( l “ P ) + 2 log a
which results in, applying the limiting case of a = 1 ,
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log e23 = log Pu(-1_ yu) » 2̂7)

a vertical line in the e2 3,e 2̂-plane. a similar fashion we may
rewrite Equation (26b) as

l°g £32 = l°g P3U + 3 log a

to obtain, in the limit a = 1 ,

log e32 = los y3u 9

which is a horizontal line in the £2 3 ^wo lines given
by Equations (27) and (28) provide boundaries in the e23,£op_plane within

• • — 3 - 3  .which any planetary system with y £ 1 0 and y^ £ 10 will be found
(see Fig.U.l* (b)). Here it may be noted that systems consisting of 
the Sun, a planet and an asteroid will, by virtue of the small mass 
of the asteroid, occupy positions in the directions shown by arrows 
(i) and (ii) in Fig.l+.H (b). The case of an asteroid in a superior 
orbit with respect to the planet where e^2 smaH  occupies the 
region in the direction of arrow (i), the inferior case lying in 
the region indicated by arrow (ii).

The remaining types of system, the planet in an inferior or 
superior orbit in a binary star system and the case of satellites o odisturbing each other or being disturbed by the Sun, are given in 
Figs. h.k (c) - (f).

It may be noted from the tables that we have included in 
Table lul all possible combinations of triple sub-systems in the 
solar system. Not only are those which might be termed the dominant 
systems included e.g. Sun-Jupiter-Saturn, but also those which at 
first glance would appear to have very little bearing on the overall 
stability of the system e.g. Sun-Mercury-Mars. This is done partly 
for the sake of completeness but also to give an indication of the 
size of the total perturbation from all the other bodies on any one 
given body in the system. It may be remarked at this point that 
Jupiter has the largest influence, in terms of disturbance as measured
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Figure 4.̂ + Regions in the e2  ̂9ê -i>laiie occupied by the following systems
(a) Star-Star—Star (d) Planet-Satellite-Sun
(b) Sun-Planet-Planet (e) Star-Star-Planet
(c) Planet-Satellite-Satellite (f) Star-Planet-Star
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by the e parameters, on each of the planets. Thus if ve were to
include only the most dominant perturber of each planet we would
merely require to consider each planet with Jupiter in turn.

Similarly, for completeness,. we include all possible combinations
of triple sub-systems in Table k.2 for satellites in orbit about their
respective planets. However in their case it may be noted that in
general there is no one body which dominates the system in the way
Jupiter dominates the Solar System.

In Table ^.3 ~ systems of the type Planet-Satellite-Sun - it is seen
in all cases that the mass of the satellite is negligible since acr
does not vary from satellite to satellite of a system, to the limit of
accuracy given. That is to say, e2 3 is so small that the orbit of
the mass-centre of the Planet-Satellite system about the Sun is
essentially an undisturbed Keplerian ellipse as in the case of the
motion of the Earth-Moon mass-centre about the Sun (cf. Brown, 1 8 9 6).
Although acr does not vary from satellite to satellite within a
given satellite system the disturbance of the satellite by the Sun
does, as demonstrated by the e^2 values. Clearly the closer the
satellite is to the planet the smaller is the perturbation by the Sun
and the smaller is £3 2*

Table k.k gives data on asteroids. As mentioned above the small
mass of the asteroid results in small e parameters (small e23 for an
inferior asteroid, small e32 *’or a superior asteroid) characteristic
of negligible disturbances on the planet's orbit. They are, of course,
affected by the neighbouring planets and thus we give details for them
as disturbed by Mars, Jupiter and Saturn. The next two tables (Tables
U .5 and k.6) give data for numerical experiments by other authors,
and Table U. T gives data for eight triple stellar systems taken from
Szebehely and Zare (1977)•

Figures k.5 and k.6 show respectively the distribution of the
tabulated systems in the y,y^-plane e2 3 vith respect
to the contours of equal a • It can be seen that the out o ff ofcr ■ J J
the a - a’(e23 9e0o) surface (see Section l+.U) does to a very largecr 3*-
extent separate the stable systems (stable in the .sense that they 
last for a great many revolutions without significant changes in their
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Figure U.5 The critical stability surface displayed as contours 
in the y,y^-plane where the symbols have the following meanings:

• Group A1 - The Planetary System - planet disturbing planet V
+ Group A2 - The Satellite Systems - satellite disturbing satellite

® x Group A3 - The Satellite Systems - Sun disturbing satellites
0 Group AH - The Asteroid System - planet disturbing asteroids 
Q Group B1 - Superior planet of binary star system
■ Group B2 - Inferior planet of binary star system
• Group B3 ~ Simulated Planetary Systems - planet disturbing planet
• Group C - Triple Stellar Systems



23
10*'
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10 s-
32

Figure k.6 The critical stability surface displayed as contours 
in the e^e^-plane where the symbols have the same meanings as 
in Figure U.5 and the dotted line denotes the "cut-off" of thei
critical stability"surface viz. a = 2 (e2 3 ) 5 .cr
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constituent orbits) from the unstable: the present method therefore
does allow a very simple criterion to be applied to decide the
stability or instability of three-body systems.

At this point we note, however, a slight disadvantage of the (e23,
e^) analysis. Whereas in the Presentation, bhe value of acr
above a point (yf,y3') bhe y3“plane was indeed the critical value 
of a for (y'jy^1)# this relationship.is lost in considering the 
acr = a’Ce23^ ^ )  surface since e23 and e themselves depend on a9 

i.e. y,y3a orthogonal but e2 3 ,e32 »a 3X6 not. This is not to say
there is not a unique value of a = acr such that acr = a'(e23 >£3 2) 
ibut merely to say for a given set (e2390^2 bhere 83:6 bwo possible
values of acr- the first obtained from acr = a* (e23 *£3 2  ̂ 321(1 second
from acr = a(y» U3 ) where y = y(e23 »a) and y^ = ŷ ( e^soi)* In
every case, where the system is stable i.e. a < acr - a’Ce23^ ^ )
is found that a < a(y» ŷ ) < a'Ce23^^)* Wben a system is unstable
i.e. a > acr = a 1 (e2 3 #£3 2  ̂ 'then a > a(y9y3 ) > a'Ce23^^ ) *  ^
a = acr = a^e23^ ^ )  "then acr = a^e23^ ^ )  = a(y9 ^3  ̂* f*‘*ie 
following argument removes any disadvantage brought in by the lack of 
orthogonality of the set e23, £3 2 # a*

Let e2 3 9e^2 be bhe position of the real system (y,y^9a acrj.) bhe
e23 9e32“plane. Let e23, e ^  be the position of the critically stable 
system (y,y3 ,acr) in the e2 3 ,e32"Pla21e where acr = a(y9y3).

Then by Equations (1 3 )
V

°act 2 e32 aact
£ 2 3 acr e32 cr

(29)

There are three possible cases to consider depending on whether the 
system is (i) stable (ii) critically stable or (iii) unstable.
Case (i) a

1 — < 1 , thus- e2 3 < e2a and £~p < £~p 9 so
a* cr

that the stable system is moved, during the. translation from the 
Oyy^a parameter space to the Oe^e^a parameter space, relative to 
the critical stability surface, to a position where that surface is 
higher.
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Case ('t't) act _ , 23 “2 3 j ~ ■— -    = 1, so that -= and ~ e 2̂*
acr

Therefore the stable system remains in the same position relative to 
the critical stability surface (as we would expect).

a.ct > i9 resulting in e23 > e23 and > e32
acr

so that here the unstable system is moved, relative to the critical 
stability surface, to a position where that surface is lower.

Hence it is seen that no system can change from one side of the 
critical stability surface to the other during the transformation from

acr = to acr = afU 23 >e32).

Moreover it can be appreciated that there is some degree of sorting 
out of the systems depending upon how stable or unstable they are.

h»6 Discussion and Conclusions
In this chapter the aim has been to test the suitability of the 

e parameters for a discussion of the stability of hierarchical many-body 
systems by considering the three-body problem which allows the application 
of the critical stability surface. This surface, although it is clearly 
only rigorous in the case of three bodies in initially circular, coplanar, 
co-rotational orbits, would still appear to have significance when there 
may be four or more bodies and small, but non-zero, inclinations and 
eccentricities. For such systems where there is an observable dynamical 
hierarchy in operation e.g. in the Solar System, it can surely be said 
that for the system as a whole to be ‘stable, each of the three-body 
sublets of that system should satisfy (and preferably satisfy well) the 
critical stability criterion, i.e. a «  acr« justification for
this is given in some measure by consideration of the expansion of the 
force function given earlier. Considering Equations. (3.U0) it can be 
seen that the disturbances on the Keplerian orbit of the ith mass about 
the mass-centre of the first i-1 masses are, to the order given, purely
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additive. Farther it is a feature of classical perturbation theory 
that to the first order the perturbations on any body due to any other 
bodies1 actions are again purely additive. Thus it is contended that 
to this extent a many-body system is a set of three-body systems.

The erepresentation of many-body systems (both real and from 
numerical integration studies) and their distribution with respect 
to the critical stability contours suggests that for a hierarchical 
system to be stable (in the sense of the hierarchy lasting, without
any major change, for many orbits), then the e’s must, for the ith
mass, be constrained in the fashion

£ |ekl 1 + I |e„. | < E  < 1 (30)
k I

where i = 2 ,...,n; k = 2 ,...,i-l (i £ 3 ); % - i + l,....,n (i ̂  n-l):
cf. Equation (3.^0). It is estimated that E is in the range
-3 -k . . . .  . . . . .10 > E > 10 , since it is in this range that the critical stability

surface in the Oe^e^a parameter space, for the three-body problem,
is rising sharply to attain its highest values i.e. a > 0.9. This
is interpreted in the following qualitative fashion: if the above
condition is satisfied then it ‘is statistically unlikely that the
perturbations would build up sufficiently over an astronomically long
period of time to result in the hierarchical ordering of the system
being destroyed. We note however that in this present chapter we have
plotted only the three-body subsets of many-body systems. Nevertheless
it is clear that the vast majority of triple subsets satisfy the stability
criterion of Szebehely and Zare well and also lie in the region of the
plane where e23 and are less than 10

Clearly the stability is not solely dependant upon the values of
e23 and e but will be affected by the a values. It can be seen
from Fig. h,6 that the majority of real systems congregate around
e values where the critical stability surface is high i.e. o > 0 .8 .
Thus, except for extreme a > 0.8 it is sufficient for the stability

™ 3 ifof triple systems that e23 and z are both less than 10 or 10 .
We note that this is in contrast to Fig.U.5 in which the systems are
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plotted in the p, y^-plane with respect to the contours of the — 
surface.. Here there is no clear arrangement of the systems 

with respect to the contours.
Although this crude criterion in a is probably sufficient in the 

case of three-body systems, we feel it better to modify it in the light 
of the following considerations.

If, in a three-body system, the critical stability criterion of 
Szebehely and Zare is satisfied, but only marginally, then it is 
possible that, although originally zero, the eccentricities of the 
osculating Keplerian orbits of the systems could build up significantly 
due to the perturbations which, although not resulting in the violation 
of the hierarchy of the three-body system, would put the stability of 
a many-body system, which included such a triple subset, at risk due 
to the possibility of orbits crossing. Further, if e23 and e^2 8X6 

small then the perturbations on the Keplerian orbits within the system 
will be very small. Thus, it is felt that the system could exist close 
to the critical stability surface with very small overall changes 
occurring in the various Keplerian orbits of the system. On the other 
hand, if we consider larger E23 and then the system will have to 
lie further from the critical stability surface to ensure that the 
overall changes in the Keplerian orbits of the bodies are kept minimal. 
The following criterion on the value of each triple subset within
a many-body system is suggested:

< A < 1 (31)Cci  ̂cr
where a«-, is the actual value of p~/p~ for the three-body subset,a

23 2 K3 cr
is the corresponding critical value for the three-body subset

and A = A (e23, ^ )  : A + 1 as E23 and e ^2 -* 0.

Although the analysis was carried out for initially zero 
eccentricities of the two Keplerian orbits of the three-body system 
attention can be drawn to two remarkable systems. The first of these 
is the system Saturn-Titan-Hyperion (see Table k.29 Number TO). There
we see, that, for the masses given, and for circular orbits, the value
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of a is 0.861+1. We may assume however, due to the considerable cr w
eccentricity of Hyperion’s orbit (<v O.l), that a will be less than 
this value and indeed will be comparable to (and possibly less than) 
the actual value for the system. Alternatively, it‘might be considered 
reasonable that the parameter cl̂  should be given by

PT max V 1  +  Vd23 -   = “--------- = 0 .9 2

PH min ” eH^

where suffices "T" and nHM denote Titan and Hyperion respectively.
The orbits are almost coplanar and so by the critical stability criterion 
the system ooiiLd show instability; but it exists. There is however 
an additional factor to be taken into account namely the critical 
argument 0 arising from the 3 :1+ commensurability in mean motions n^ 
and n^ such that

0 = 1+ XH - 3 XT - trH ^ 1 8 0°; 1+rijj - 3nT - wH ^ 0

where and Am are the longitudes of Hyperion and Titan, while ttfrrn 1 xl
is the longitude of Hyperion's apse. The amplitude of 0 is about 36°. 
This critical argument ensures that the satellites' conjunction line 
librates about the moving aposaturnium of Hyperion so that the effective 

is never more than about O .7 8 which must be sufficiently below acr 
to ensure obedience of the critical stability criterion. Colombo and 
Franklin (1973) have argued that even if Goldreich’s tidal mechanism 
is not the cause of the Titan-Hyper ion resonance it may have arisen 
naturally. In other words, it is possible that Titan and Hyperion were 
formed at that resonance and, because it is stable, remained there.
What is being said here in support of Colombo and Franklin's suggestion 
is that other pairs of satellites, formed as close together as Titan 
and Hyperion are but without the resonance, would have dispersed because 
of their inherently unstable set-up.

The second system of interest is Sun-Neptune-Pluto (see Table 1+.8). 
It is well known that Pluto's perihelion distance is nearer the Sun 
than Neptune's mean radius vector. Up until ten years ago, because of
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the possibility of close approaches of Pluto to Neptune and of the 
possibility that' a = pn ^PP > ^ when Pluto was perihelion, 
standard expansion techniques - such as that dealt with in Chapter 3 
in the Jacobi coordinate system - could not be applied to Neptune and 
Pluto because of the non-convergence of series involving (p^/pp)1.
In the context of the present study, we would say that the critical 
stability criterion for the Sun-Neptune-Pluto system would show the 
system to be unstable, since can be greater than and indeed 
greater than unity.

It is now known, of course, from the work of Cohen and Hubbard 
(1 9 6 5) that a critical argument

6 = 3Xp - 2An - ttp ~ 180°

exists which lib rates about 1 8 0° with an amplitude of 76° and period 
1 9670 years, thus ensuring that conjunctions avoid the region of 
Pluto's orbit which is closer to the Sun than Neptune. The maximum 
effective a^  is thus never more than 0.75* It is also possible 
that the argument of Pluto's perihelion also librates, a suggestion 
put forward by Brouwer (1 9 6 6) who pointed out that a critical argument

0 = 3Ap “ 2Ajje— ftp

should exist ensuring that w = 0 '- 0 would librate. If so, then the 
high inclination of Pluto's orbit with respect to Neptune's could 
also increase the stability. Williams and Benson's study of 1971 
showed that oj did indeed librate about 90°  with an amplitude of 
approximately 2h°.

We now proceed to consider the distribution of certain real cases 
of triple system in the e^je^-plane together with the critical 
stability contours.

Thus far, the findings of this chapter are as follows: the
region of e2 3 ,e^2-plane such that

e23 <: 10 “ 3 -> 1CTU
-3 -1+and e $ 10 - > 1 0

is a region of high stability in the many-body problem given suitable 
values of
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In Fig.U.6 the available data for triple stellar systems were 

plotted. On this diagram one could superimpose the two diagonal lines 
shown in Fig.l*.U(a) delimiting the .area, of the e23 jE^-plane within 
which triple star systems could exist according to the possible ranges 
for the mass-parameters jj and y^.

The region of high e parameters would clearly always result in 
highly unstable triple systems. Furthermore, the high end of the a 
range would similarly produce unstable systems in a great many cases.
The eight asterisks denote the positions of the eight triple systems 
given in Szebehely and Zare (1977) “ see Table U.7*

Apart from the fact that several of these systems are only marginally 
stable, the outstanding feature of the distribution is the complete lack 
of data for the region of maximum stability i.e. e23 and both less
than 10 . There are three possible explanations:

(i) All the available data are not plotted.
(ii) There is an observational selection effect making the 

observation of triples with relatively large e parameters easier.
(iii) Such systems do not exist.
With respect to the first reason; it is certain that scattered 

throughout the literature lie additional data for triple stellar systems: 
a future search of the literature would harvest more points, possibly 
in the region of high stability-. Since however the three masses making 
up a stellar system are generally of similar size any shift in the 
e23 jE^-plane towards smaller values necessitates finding stellar 
systems with small values, possibly spectroscopic binaries with a
third ’-’visual11 component.

There could well be an observational selection effect however.
For stellar systems, as was mentioned above, any shifts in the e23, 
e^-plane are predominantly due to shifts in a23* '̂ ie s"̂â -*-e regi°n 
for triple stellar systems is thus one of low a ^  values, and 
therefore if the system (nL^m^) is a visual binary this results in a 
large period of revolution for the third star, m^, about the mass-centre 
of the binary. Thus for most visual binaries, possessing a third companion, 
two centuries of observation may not be long enough to detect the very
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large number of triples which exist. The best hope of finding such 
highly stable systems probably lies in considering spectroscopic 
binaries with a third companion so that the period of the third mass 
is relatively short.

The third explanation - their non-existence - implies that for 
some reason, triples of this kind cannot exist. As mentioned in Section 
3 .H this is undoubtedly the case for very widespread binaries themselves, 
let alone triples, sihce the central mass of the Galaxy itself plays 
the part of the third disturbing body rendering any binary star system 
unstable if the components are more widely separated than a certain 
limiting value. As an example we may take two solar masses whose 
separation r is a0~ times the distance R of the binary from the

kgalactic centre, taken to be 10 parsecs. The Galaxy's mass may be 
taken to be 1 0^  solar masses.

Now an e parameter may be calculated to characterise the size of 
the disturbance of the central mass of the Galaxy on the binary viz.

3
M 023

where ~ “2 3 = r/R. For stability it is required that
 ̂10  ̂so that-32

a23
M2 c32 
m3

^ 1 /5 0,0 0 0.

Hence r for the limit of stability of binaries in the region of 
the Sun is of the order 0.2 parsecs or 1*0,000 A.U. If for example 
we are looking for a triple stellar system whose third body is of the 
order 1*0,000 A.U. from its binary and we wanted it to be in the region— 6 — Q _ oe2 3 =10 , £^2 = 10 we would have c^g ^ 10 8111 the binary
semi-major axis no more than 1*0 A.U. If the binary semi-major axis 
is reduced to 1* A.U., with the third body's distance again at the limit
of 1*0,000 A.U., then c^g — 10  ̂with e23 ^ 10 ~ and ^ 10 ^ •
There is no way in which such systems could have been detected.

We now look at a similar set of systems, namely the planets of
double stars (see Table 1*.5)« The points in Fig.l* .6  given by numerical
experiments by Harrington (1977) delineate very roughly the boundary of
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the region where stability is assured given suitable for low e23

-3 . . .and 1,e* less than 10 . As can be seen by considering Figs.
l*.l* (e) and k.k (f) there is considerable scope for planets of binary
stars to lie inside the stable region of the e2 3 ,e 2̂“plane. It may
be noted here that, as shown by Figs. l+.Me) and (f), the small mass
of the planet results in, for an inferior planet, a low e23and high
e32* a superior planet gives high e23 and low £^2* is to say
the planet, in each case, barely disturbs the double star system’s orbit.

Now the detection of planetary systems of stars other than the Sun 
is impossible except for the very nearest stars. It is not surprising 
then that no points have been plotted in the stable region for real
systems. Some of the remarks made about the existence of highly stable
triple systems carry over to this case. For example, if we are dealing 
with inferior planets in orbit about one component of a double star 
with the other component disturbing them, the limiting separation of 
the two stars is again 1*0,000 A.U. - imposed by the central mass of 
the Galaxy - in the Sun's neighbourhood. On the other hand a planet 
in a superior orbit about a double star may not be placed more than 
1*0,000 A.U. distant from that binary.

It may therefore be concluded that as far as the e diagram and 
the perturbation of the Galaxy is concerned, there is no reason whyc
planetary systems should not exist in double star systems.

A further system which merits some closer attention is Sun-Jupiter- 
Saturn ( see Table l*.l, Number 27). This real system has also been 
studied numerically by Nacozy (1 9 7 6). It is found that, if we plot 
the real Sun-Jupitei—Saturn system in the 0e23 e^2a Paran*e‘ter space, 
it lies well below the critical stability surface, indicating a good 
measure of stability. If however, as was done by Nacozy, the masses 
of Jupiter and Saturn are increased and numerical integration tests 
carried out, it is found that the system remains stable until the 
masses are both multiplied by a factor greater than 2 9 .2 5 , whereupon 
secular trends appear in the orbital elements and the hierarchy of 
the system is broken. This system of augmented Jupiter and Saturn masses 
(see Table l*.l, Number 27N), if plotted on the e23>e -plane is found 
to be above its corresponding contour of the critical stability surface.
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Furthermore, as noted in Section a shift in the e2 3jê -piane
has occurred towards higher e parameters than the real system.
Thus no disagreement is found between the present treatment and that 
of Nacozy.

Clearly this situation implies that above the critical stability 
surface there lie zones of stability which are not obtainable in the 
analytical manner of Szebehely and Zare (1977)> i.e. the criterion of 
Szebehely and Zare is a sufficient, but not necessaiy, condition for 
stability. The aim of further chapters of this thesis is to map out 
these zones of stability above the critical stability surface - in 
the three-body problem - for certain sets of initial conditions.

Lastly, attention is drawn to the numerical integrations of 
Horedt, Pop and Ruck (1977)* Their numerical experiments involved 
work in the restricted and general four-body problem. The data and 
results of their four-body numerical integrations have been used by 
breaking their systems down into three-body subsets (see Table 1*.6).
It is then found that, in Numbers H5 - H1 3 in the above table, all 
the triple sub-systems give points that lie beneath the critical 
stability surface. It may be noted however that Horedt, et dl* found 
that one of the systems underwent a violation of the hierarchy, in the 
sense that the eccentricities of the orbits built up sufficiently to 
allow the orbits within the four-body system to cross - an inherently 
unstable situation. It is tentatively suggested, at this stage, that 
this violation of the hierarchy was due to violation of the criteria 
on the e parameters and a values presented earlier, (Equations (30) 
and (31)), whereby, although the triple subsets of a many-body system 
are individually stable, it is possible that taken overall the 
perturbations could build up statistically resulting in instability. 
Later chapters of this-thesis will involve consideration of four-body 
systems.

In the next chapter, however, an improvement is made to the 
critical stability criterion of Szebehely and Zare in preparation for 
a numerical study’ of the coplanar general three-body problem in terms 
of the e23 and parameters.



CHAPTER 3 REFINEMENT OF THE SUFFICIENT CONDITION FOR THE STABILITY 
OF-COPLANAR HIERARCHICAL THREE-BODY SYSTEMS

5.1 Introduction

In Chapter 3 of this thesis parameters were derived which were 
considered to be physically meaningful for the discussion of the 
stability of hierarchical many-body systems. These parameters arose 
through an expansion of the force function of a many-body system, where 
the equations of motion are expressed in the Jacobian coordinate system. 
The force function was expanded in terms of the small quantities cu ̂
(i = 2 ,...,n-l; j = 3 ,...,n; i < a) where ex.. = p./p. < 1, p = | p. |

■j, 1 J  1  J  Jx + * &

- ^k-l Pos^ ^ ori "the msuss-centre of the
subset of masses m^,... ,m̂ __̂ . For coplanar hierarchical three-body 
systems, referred to as CHT systems throughout the remainder of this 
chapter, two parameters arose from the analysis - e23 and e  ̂in the
present notation.

The importance of the parameter c2H in discussion of stability 
was demonstrated by the work of Zaire (1976, 1977)* summarised in 
Chapter 2. Further to this Szebehely (1977) and Szebehely and Zare 
(1 9 7 7) showed how a simple criterion could be applied to assess a 
measure of stability for CHT systems. This idea was extended to the 
concept of the critical stability surface in Chapter k whereby, on 
this surface, the actual value of c2H - (c2H) - of a system with

£tCX

given parameters y, y^ and a or e23 , <*23 ^as PreYi°usly
defined) was equal to the critical value - (c2H)ci>. If a system was 
represented by a point below the surface then that system could be 
said to be stable, inasmuch as an exchange between bodies was impossible 
if above then the system might undergo an exchange of bodies*. The 
critical value (c2H)ci> was obtained, qqite rigorously, from the 
appropriate collinear Lagrange configuration of the three-bodies; the

* This type of stability, where an exchange of bodies is prevented 
due to closure of the zero-velocity'surfaces, may be referred to 
as Hill-type stability, since it was first employed by Hill in his 
study of the Moon’s motion.



actual value (c2H)ac^ was obtained via a two two-body approximation to 
the three-body system in that the total angular momentum was taken to 
be the sum of the angular momenta contributed by m^ in its orbit about 
m^ and m^ in its orbit about with a similar expression for the 
total energy.

In Chapter H the stability criterion, employing the above two
two-body approximation, was presented as a surface in the Oe23 e^2

parameter space. This surface, defined as acr ? a’(e2 3 s u c ^
that if a 4 acr the system is stable, was only examined in the case
where the orbits are initially circular. In other words, the osculating
orbit of m^ relative to m^ was taken to be a circle of radius a^ while
the osculating orbit of m^ relative to ^  was taken to be a circle of
radius a_ so that a00 = a = a0/a~, a being the critical ratio of 3 23 2 3 cr °
a2 /a3 when (c2H)act = (c2H)or.

Now, more exactly, we consider = p2A>3 : P2 P3 a:re functions, 
through the usual two-body expressions, of (a^, ^a3 * 0 3 ,f3  ̂~
see Section U.2 , Equations(U.5) - where (a2, â ) are the osculating 
semi-major axes of what we may call the (m^, m^) and (M^, m^) subsystems 
respectively, (e2» e3 ) (*2 > ^3  ̂^e -̂nS the eccentricities of and
true anomalies in these osculating orbits. The remaining orbital 
parameters are the osculating longitudes of pericentre - W 3 )•
The e parameters themselves do not take account of any effect on the
stability of (t^,^). However, the angle 0, arising naturally during
the derivation of the s’s, and defined by cos 0 = P2 *P3^P2 P3 * inv°lves
a combination of f^ and f̂ . Because the e parameters appear
to be significant in determining the likelihood of stability, the effects 
on the stability of CHT systems of varying f2 and f^ should be
investigated. In other words, having obtained an exact expression for 
(c2H) in terms of (a., e., , f.; i = 2,3) it will be possible
to locate accurately the opening and closing of the zero-velocity 
curves in any given problem in terms of the parameters of the osculating 
orbits of the CHT system.

An exact expression for the value of (c2H) , is derived in Sectionact
5 .2  in order to allow the critical stability surface (the critical 
ratio of or p2 /p̂ ) to t>e determined with greater accuracy, for
given values of the orbital parameters e2 , e^, t»2 , Ttfg, f2> and fy



( c 2 H )  , is thus found to be dependant upon the masses (m.. , r u ,  m_) act . . .  ± d 3
and the two sets of (osculating) orbital parameters. Further, in 
Section 5*3 the expression is used to determine, in a general fashion, 
the effects of the various orbital parameters on (c2!!)^^ and thus on 
the stability.

Numerical results are presented in Section 5.̂ - to 5*7. For 
given values of the masses (m^, m^, m^) it is demonstrated how stability 
in terms of the maximum allowable values of the ratio a a ^ ,  such 
that the zero-velocity curves remain closed, is affected by variation 
of the orbital parameters e^, e^, 811(1 *3 ŝee Secti°n 5 .^ 0 •
The results are compared with those of Harrington (1972), which were 
derived from numerical integration experiments (see Section 5.5). In 
Sections 5.6 and 5.7 we consider two interesting real cases of CHT system 
viz. Sun-Jupitei—Saturn and Earth-Moon-Sun, the latter system being a 
borderline case of stability, in the sense of closure of the zero- 
velocity curves of the general three-body problem. The masses of these 
systems are varied in such a way as to investigate the degree of stability 
or instability of the real system (cf. Nacozy, 1976, 1977). The results 
are compared with those of Szebehely and McKenzie (1977 a,b) and those 
given in the above papers by Nacozy.

In Section 5*8 the results are discussed and certain conclusions 
drawn, attention being paid to some of the more important aspects of 
the analysis.
5.2 An Exact Expression for the Parameter c2H in Coplanar Hierarchical 

Three-Body Systems.
Formulating the equations of motion of an n-body system in the 

Jacobian coordinate ..system it was found (see Section 3.5> Equation (3.29) 
and Figure 5*l) that

m . M .

= 2 i u i = 2 ,...,n a)
i

where, in the usual notation, m^ is the ith mass
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p. = M. m. : M. _ being the position of the mass-centre
£ 1 l-l 1 l-l . . ..

of the system of masses mn9....m.
1 *• • l-l

V. is the gradient operator with respect to p.
~ l  «*in n
U = i E E ^  is the force function

k = 1 4=1 rk*
G • = 1

8113 rks> = I “k m*l •
To construct the energy integral, H, first form the scalar product

of Equation (l) with p . , givingl.

m.M. ..
— M - ' p. . p. = p.. V. U . (i = 2,...,n) (2)M. **X vl n1 **X

1

Summing over all i then results in
n m. M. • " n •E mi i-l p.. p. = E p. . V. U (3)
i=2 M. " i=2 "l

which, noting that

p,. .p'i = i ■ 4. (Pi • Pi) (V)«v l *>1 ax »i ** i

and U = U(p^) is not explicitly dependant on the time (i.e.
the R.H.S. of equation (3) is a perfect differential), results in

r mi Mi~l d_ /• • . _ dU , .
i=2 Mi # dt ^i#̂ i ~ dt *

Integrating once, the energy integral, H, is obtained viz.
n  >jr

H = J I mi i-l • • .. {rs
i=2 — “ £i • £i ■ “ u (6)

1

where U may be determined from the p. (i=2, • • • ,n) by use of EquationM 1
(3 .3 7) which gives the r in terms of the p..

The integrals of angular momentum, c , may then be obtained by 
forming the vector product of Equation (l) with p. and summing over

rm 1
all i giving
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Z mi Mi-1 .. - Z p. x V. U. (7)• o ----- 77  p . X p . . = . £ i ~ i1=2 M. • Zi li 1=2

Theorem:
n Ms mi Mi- 1  •• _
i=2 M. £iX £i —l

Proof: Now we have, by the definition of the p. ,
" -V 1

p. = R. - R. _ (8 )£i -l -i-l v '

where R^ is the position vector of the ith mass in an inertial 
coordinate system origin 0 viz. Qnu , while

i
1 , = i  E m. E (9 )

Mi j=l J J

is the position vector of the mass-centre of the first i masses in the 
inertial coordinate system and

M. = Z m. (10)
j=0 J

m = 0  being defined, o
We may then write

mi  ? i  =  Mi  5 i  “  Mi - i  5 i - i  ( l l )

and
m. p. = M.(R. - R. J  * (12)l £i i-l -i-l7

with similar expressions for their second derivatives.
Forming the quantities (cf. Plummer, 1918)

•• ••

mi  ® i  x  ® i  = \ -  (M i 8 i  -  Mi - 1  8 i - l J * ( M i  S i  -  Mi - 1  5 i - i >  <1 3 >

and
mi Mi-i •• Mi Mi-i
S T —  £ i  x  £ i  -  — ( ? i  -  x ( S i  -  V P  ( 1 U )

1 1

and then taking Equation (l*0 minus Equation (13) yields



On expanding'the vector products in Equation (15) and summing over i, 
from 1 to n, we obtain

n
£

i=l
m. M. n 1 i-l
M. P. xp. - m. P. x R. ~i ii l ~i _i

n
£

i=l M. , R. . x'R. _ - M.R.x i-l „i-l „i-l i„i

(16)
Remembering that Mq = mQ = 0 was defined we then have

n  M  n  •• —£ i i-l ..*• £ m. R. x R. + M R x R = 0. (17)• o — 7,---- P- XP- " • 1 ~1 - 1 n ~n **n -1=2 M. ~i 1=1l
which on noting that the second term is zero, since it is the time 
derivative of angular momentum expressed in an inertial reference frame, 
and the third is zero, since the mass-centre of the system moves with 
constant velocity, gives the required result viz.

n mr- m. M. ,£ i i-l
i=2

p . X P . = o. M. ~ l *s/il
(18)

Now Q.E • D.

P* x P.-
+0 X  +* 1

Cl / • \
’7T (Pn- x P_) dt l i (19)

since p. xp. = 0  , and using Equation (18), we haveVl ~ 1

n„ m. M. _ ,£ 1 i-l d , • x _—  (p. xp ) = 0dt »i ii=2 M.l
(20)

Integrating once yields the angular momentum integrals, c, viz.
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Particularizing to the case n = 3 we then obtain

and

where

c =
hl, m 

1 2 m3 m̂l + m2 ^
/' n £ 2 X p 2 p3 x £3(m1+in2) ^ ~ m± + + m3 "

(22)

H = I
m m  . . + mo)

p2 *Pp ~ — i-------- Pq • pqm1 +m2 ^ ~ mi + m2 + m3 - -
- U (23)

m m m m m hl
U = ■■■ — + ■ ■ —

12 23 31
By Equation (3.37)i forming scalar products »

(21+)

and

12

23

31

P2

2 2ml
p 3 + (m1+m2)2p2 " (m1+m2 ) p2 *£3

■ 2 _ 4  2 2 m2
P3 +( m ^ + m ^ P2 (m1+m2) P2* £3

(2 5a)

(25b)

(2 5c)

Equations (22) - (25) are general in nature, inasmuch as they are
applicable to non-coplanar motions. If we now restrict the motion of
the bodies to the £, n-plane then c and c vanish and we may put£ n
c = | c| = c • Thus the angular momentum integral is given by the 
following

m1m2  ̂ m3 m̂i + m2 ^
C mi+m2 P2 V2 sin,J;2 + + m2 + m^ K 3 '3p 0 V0 sin i/>3 (2 6 )

•  •where iK, are the angles between p_, p0 andpoJ p^ respectively. 2 3  *• <L ** d ~ 3 3
and V. = |p . | i = 2,3.1 ~i 1 .

Then if we define osculating orbits for the orbit of m2 relative
to m, and m„ relative to M0 by the elements (a., e.,tff.: i = 2,3) and

1  3  2  1 1 1 9 9

the positions of the bodies in these orbits by f^ (i = 2 ,3 ), we have the 
following standard expressions
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Pi

V. =

and sin ^  =

ai
1 + e. cos f.1 i
M. .1 + 2 e. cos f. + e?l i l l
a.
_ l - e?

1 + e. cos f. l i
(1 + e . + 2e. cos f.)

(27)

i = 2,3 (2 8 )

(29)

If Equations (27) - (29) are substituted into Equation (26) 
we obtain

c =
ffl-i111/} l » i nu(m, + m0) t i
r J~-T j  ao(l “ - 3r a|(l-ejg (30)(n^+n^)2 2 2 (n^ + m2 + m^)2 3 3

where the + or - sign in the equation depends on whether sin i|>2 and 
sin ijj are of similar or dissimilar sign i.e. whether the orbits are 
corotational or counter-rotational.

It is then immediately seen that the angular momentum does not 
in fact depend on any elements of the osculating orbit other than (a2, e2) 
and(a3> e )̂ nor does it depend upon the position in the orbit. This 
expression is identical to that obtained by Szebehely and Zare (1977) 
using the two two-body approximation to derive c.

Applying Equations (27) " (29) to the energy integral - Equations 
(23), (2l+) and (2 5 ) “ we obtain, after some simplification,

H = I
m1m2 m3(m1+m2) 1 + 2 e 3 cos * 3 + e 3

a2 a3 1 e3

nu nu _ , gJLa.
1+e3 COS f3 . 1T — o ̂ a „

23

l+e^ cos f^
r (31)

31

where

23

r31

2 ml
(m1+m2) a23 (m1+m2) a23
m.

1 +

P2

(m1+m2)
2

aa 23

23
a2 . 1“02

m2

(m1+m2) a2 3

COS 0

cos 0

1+e^ cos f^ 
l+e2 cos f2

(32a)

(32b)

(33)
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* £3and cos 6 = -— so that 0 (w0+f0) - (ur_+f0).p 2 P 3 ■ ..... c . d . 1 J

We define 0 as the phase angle of the system and also <j> = 
the initial angular distance between the lines of apses.

Thus, using Equations (30), (31), (32) and (33) an exact 
expression for c2H may be formed which allows for the dependance of 
c2H, and thus the stability of the system, upon factors other than the 
semi-major axes and eccentricities of the osculating orbits for given 
masses. It may also be noted that, as in the analysis by Szebehely 
and Zare, the value of c2H is not dependant upon the scale of the system, 
i.e. a^ and a^ only occur as the ratio a = a^/a^.

5.3 The General Effects of Orbital Parameters on the Stability

In Section 5*2 an exact expression for c2H was derived in 
terms of the osculating elements of a CHT system. It may be remarked 
that the value of c2H will be a constant for any given system. c2H 
may be obtained from the values of the osculating elements at any instant• 
Thus any results obtained in the following sections from initial values 
of c2H will not be vitiated by the fact that the orbital parameters 
vary with time.
(3 0) and (3l), we obtain

r -»2
1 o 1 11̂  o i l

(  c 2 H )

Introducing normalised masses y and y^ into Equations

act li(l-P) a5( l - e M ±  —
<1+1.3 )

- y(i-u)

2(i-y)y.

31

+ y. l+2e^ cos f^ _ 1 + e 3 cos * 3
l-ez3

1+e^ cos f^ 
1-e?

23
(3U)

where l“y:y: y3 =
(y: 0 < y s 5 )

m^ : m^ without loss of generality

a = a^/ a.3



The quantities denoted r ^  and are dimensionless: they represent
the distances r^^ and in units of i.e. r^ r ^  and
31 = p3 r31*

It is clear from Equation (3̂ ) that if one of a, ^2 3 * r3i
small then (c2H)acrk ^ 0* This implies a likelihood of stability for the
system, since this actual value of c2H may be less than the critical
value - (c2H)c^ - obtained from the collinear equilibrium configurations. 
The determination of the critical values of c2H will be dealt with in 
more detail later in Section 5«^* At the moment we will only concern 
ourselves with stability in the case of small a, that is (m^jm^) forms 
a binary system with m^ orbiting about their mass-centre, stability 
implying this hierarchical arrangement remains intact.

Any increase in e2 or e^ will generally decrease the stability of 
such an arrangement with given a(see Szebehely and Zare, 1977)* The 
degree of dependance of the stability on e^ and e^ is largely dependant 
on the relative sizes of y and ŷ .

The effect on (c2li)ac^ of> changing the initial value of 6 is
now considered.

By Equations (3̂ +) and (35) it is seen that 0 enters the expression 
for (c2H)&c .̂ in the form of a cosine function within the expressions 
for and r^. The effect of 0 on (c*H)ac^ may be obtained by partially 
differentiating Equation (3*0 with respect to 0. Noting that c # c(e) 
we have, dropping the suffix "act",

3H (36)
3 0  ~  "  3 0  *

To examine the behaviour of c2H with respect to 0 we require to find 
those values of 0 for which 3[c2H]/30 = 0. Clearly

le t>2H>  c2p3
1 + e^ cos f^

1 - e2

3r0 ar—y 23 1 -u __31
~2 ”2, r| 3 r ^

(37)

Upon deriving 3r,^/30 and 3r^/30 and substituting in Equation (37) 
we find that we require



so that either (i) 6 = 0 or t t  or' (ii) r23 = r l̂*

Case (i) In this case 0 = 0 or tt and the three bodies are in a 
straight line i.e. (0 = 0 ) or 0 =ir)

Case (ii) Using Equations (35) we find the angle 0̂ , at the turning 
points,such that

1 + (l-y)2a2 3 - 2 (1  -y) a23 cos ©T = 1 + y2 a2  ̂+ 2y a23 cos

(39)
that is

cos 0T = J(l - 2y) a23. (kO)

It is a straightforward, but tedious, matter to evaluate 
32 £c2Ĥ ] /302and show that case (i) results in minima of c2H while 
case (ii) results in maxima of c2H with respect to 0. We may 
therefore set up the case of least stability for any system with 
given (y,y„) and given initial values (a, e0, e_, fc, f._) if we limit 
the configuration by Equation(^O). This can be considered as a 
restriction on <j> for given (f2, f3) values where

<f> = f^ ^  ± cos 1 j^J(l ” “2 3 ] *

Using Equation (̂ 0) to eliminate 0 from Equation (35)» we obtain
the expression for the maximum value of (c2H) . - (c2H) - for aact max
CHT system, within the range of 0 to 2tt for 0, viz.

—i i
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where

r = r23 r31 = (l + y(l~y) a2 3 ) 5 (1*3)

The relative sizes of (°2̂ )ac^ a-t "t*16 turning values are relevant. 
In case (ii) it is clear that since (c2H)ac .̂ is 811 even-valued function 
of e, the two maxima defined by Equation (40) have the same resulting
value of (c2H)act*

Considering case (i), however, it is necessary to determine
whether C c2H)ac-t] i-s larger when 0 = 0 or e =  ̂ . Since 0 only
enters i-n two ‘terms within H we require to determine the larger
of and where

-ji + (Iz h ).
23 31 0 =  0

(1*1*)

and
ii + (l~u)
23 31 0 = tr

Since 0 < y £ 5 there are two possibilities:

(1*5)

(a) if h-j_ > H2 the configuration m^m^m^results in the larger value of 
l(c2H)act
(b) if < H2 the configuration m^m^m^results in the larger value of
l<c2H>acJ-

Now

and

Hi =

H2 =

1 -V

1 - (l-y)a23 1 + y a2 3

+
1 + (1_y)«23 1 a23

so that
H1 H2

= 2y(l-y) a23 l-(l-y)2a23 1 a23
(1*6 )



Hence H-. - H > 0 i.e. the configuration resulting in the more negative 2(c2H) . value is m m0m - unless y = g, in which case both configurations
a C u  X  c  j '

result in the same value.
As was stated by Zare (1977) the value of c2H controls the opening . 

and closing of the zero-velocity curves of the problem, and therefore 
its value can tell us whether an exchange between bodies is possible or 
not. The value of c2H to ensure closure of the zero-velocity curves 
is again denoted (c2H)ci>: this is purely a function of the masses.
For any given CHT system to be stable, in the sense of no exchange of bodies 
being possible, the value (c2H) must be less than or equal to the

8 ,C “G

prescribed critical value (c2H)ci> - equality implying critical stability.
If we consider again the effect of phase angle on (c2^)ac .̂ we can see 
that there are five possible situations (Fig.5*2) Tor given initial 
orbital parameters (a, e^, e^» fTj* *3 ) gi-ven mass parameters (y,y^) 
as follows:

(a) (c2H) . < (c2H) V0 • the system is stable for any given valueacT/ cr
of 0.
(b) (c2H) . £ (c2H) : the situation is as in (a) above, except thatacz cr
at 0 = ± 0 ,̂ the system is critically stable.
(c) (c2H) . < (c2H) except for a small range in 0 about 0 =±0™ac w cr j-
where (c2H) > (c2H) and where subsequently instability may set in.aco cr

There are four critically stable configurations.
(d) (c2H) . > (c2H) except for a small range about 0 = 0  whereact cr
stability is assured.
(e) (c2H) . > (c2H) V0 ' the system may exhibit instability at allact cr
initial phase angles.

The parameter (c2H)ac .̂ is also dependant on the true anomalies f^
and f^, the degree to which they effect it being dependant upon the
eccentricities e„ and e„. To examine the variation of (c2H) . with

2 3 act
respect to f^ and f^ we require to calculate (9 (c2H)/ ^ 2} f
(9 (c2H)/ 9fJ_ . , ■ .. , 3 .3 where m  both these expressions (a, e^, e^, <f>) are
held constant.

After some reduction it is found that
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Examining these expressions it can be seen that if 0 = 0, 0 ,̂ tt
(n.b. 0 = 0 ,̂ implies r2^ ® r3 î  ^  follows that if f2 and f^ take the
values 0 or/and tt then [3(c2H)/ 3f0 ] * £3(c2H)/ 3f^ ] are

3 2both zero.
In Chapter U the procedure adopted to investigate the stability

of any given system was, for given mass parameters (y,y^), to find the
value of the ratio a = a /a0 viz. a such that (c2H) . = (c2H)

2 3 cr act 7cr^«
We may now introduce the parameters 811(1 0 811(1 ‘the eccentricities
e2 and e^, which were neglected in Chapter and use a similar
procedure.

We have
( ^  ^ - ) a c t  e . Q , e Q , f q  , f ^ , 0 )

and
^c2l̂ cr = G^ 9 p3 ^ 9

so that we therefore require to find the value a such thatcr
F(p > y3»acr* e29 e39 f29 f39 = G(y,y3).
If a&ct is the value of the ratio a^a^for a given CHT system, 

defined by mass parameters y and y^, then, for given values of



e , e , L ,  L ,  0, if a £ a then the system will he stable c. 3 2 3 act cr
because the zero-velocity curves are closed. In this case the hierarchy
.(m^9 m^) as binary with m^ as external mass will remain intact. The
case a ■= a is referred to as critical stability. If however aco C3T
a > a then stability is not assured and an exchange of bodies is act cr
possible. We then see that if a ,/ a <<1 this is analogous toaCb C27
( c 2 H )  , < < ( c 2 H )  i.e. a very stable situation. As a ./a increasesact cr * . . act7 cr
the system will become less stable until eventually, when a ./ a »  1SC u C27
the system is unstable.

Figure 5»-3 demonstrates the effect of f^ and f^ on the value of
acr for particular values of the mass parameters y and y^ and orbital
parameters (e^, e^, 0).. It may be interpreted as follows.

The equal mass case is considered viz. y = y^ = s, 0 is taken to
be zero and e2 and e^ both have values 0.1. Then over the possible
range of f2 and f^ the largest value occurring is 0.3^0 and the
smallest is 0.32*1. This range is split into ten and contours of acr
are drawn on the f^f^-plane at the intermediate heights. The contours
are denoted 0.1, 0.2,... etc for increasing values of acr, for example
a of the 0.6 contour is cr

a = 0.32*1 + 0 .6  (0 .3*10 - 0.32*0. cr
It is then seen that the greatest stability occurs at f^ = ±tt and f^ = 0 
i.e. when the (m^, m^) subsystem osculating orbit is at apocentre and 
the (M^, m^) subsystem is at pericentre. The least stability is found
to be at f^ = 0, f = ±ir •

If the above calculations were repeated to obtain a diagram for
0 = 0̂ , the following situation arises: greatest stability occurs
when the (m^n^) subsystem is at pericentre with the (M^m^) subsystem
at apocentre i.e. f^ = 0, f^ = ± tt . Least stability is then found
at f = ±tt, f = 0. The former case results in a = 0.299 and the 

2 3 cr
latter a = 0.293 in the case with y  = y  = s, e0 = e = 0.1 and 0 = 0 .c x 3 d. T
The value 0= tt results in a similar situation to 0= 0 (excepting the 
acr values are reduced slightly) and it is found, admitting values 
of 6 other than 0, 0 ,̂ tt, that the" changes between the three situations 
vary continuously, i.e. the most stable (f^f^) configurations vary 
continuously with 0 .
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It is clear that if, initially, e^ = = 0, then 0 is still well
defined. It reduces to the difference in longitudes, 311(1 £3 as 
measured from some reference direction. 0 will then still affect the 
stability as demonstrated in the next section.

5 .U Results for Coplanar Hierarchical Three-Body Systems in General
As was remarked in Section 5*3 a large, negative value of (c2H) .j.

arises when one of a, r ^  3X1(1 is small. This is equivalent to 
saying that the mutual distance of two of the bodies is small relative 
to the distance of either of these two from the third. Since an exact 
expression is used for (c2H)ac .̂ 311(1 it ls no'b approximated by the use
of two two-body approximations, it is possible that, with certain 
configurations, (c2^)ac .̂ is large and negative, but not in a manner 
which provides stability of (m^jm^) as binary and m^ as the external 
mass •

We may define the initial motion of m^ to be in an osculating orbit, 
with given (a^, e2 » al)0uli ^  311(1 the motion of to be in an
osculating orbit, with given (a^, e^, f̂ ) , about 1^. However, it
is to be expected that if a is large ( = l) and 0 = 0  i.e. is small, 
the mutual attraction of m2 and m^ will be greater than m^ and m2 *
Thus we will have a situation where, in fact, m2 and m^ form the binary 
and m^ is the external mass. Alternatively, if a is again large but 
0 - tt , i.e. r ^  is small, a similar situation arises: here m^ and m^
form the binary, m2 being the external mass.

Thus it may be expected that in addition to the region of stability 
for a < 1 and 0 £ 0 < 2ir, we may find up to two other regions for which
( c 2 H )  £ ( c 2 H )  , implying stability when a is just less than unityacr cr
and 0 is within a small range of 0 or tt. We must therefore consider 
how the correct (c2H)ci> value for each region should be chosen, as 
the choice will depend upon the relative sizes of the masses.

There are three possible arrangements of three masses in the 
collinear equilibrium configurations viz. m̂ iî m̂ , m̂ m̂ iî  and n^m^m^.
(in principle there are, of course, six, but the additional three are 
merely the "mirror images” of the above). These three arrangements 
give rise to three values of (c2^)cr through a functional relationship 
which has already been described in Chapter however, for reasons



which will become clear as we proceed, the topic is dealt with again, 
in greater detail, in Appendix A. Let these three values be denoted 
(c2H)̂ , (c2H ) 2 , (.c2H )̂  , where (c2H ) 1 s(.c2H ) 2 £ ^c 2 h ^3 *
These are respectively the primary, secondary and tertiary bifurcation ' 
values of caH.

For any three-body system, as c2H rises from -» , we will obtain,
after the mahner of Zare (l9?6) (see Chapter 2), triply, doubly, simply
and un-connected forbidden regions. The values ( c 2 H ) ^  i = 1,2,3 above 
correspond respectively to the critical values of c2H associated with 
the transitions from triply to doubly, doubly to simply and simply to 
un-connected forbidden regions. A triply connected forbidden region 
will always provide a sufficient condition that no exchange between 
bodies will occur in a three-body system and, under certain conditions, 
only a doubly connected region is necessary.

If we consider the masses above and let m^ > m2 > m^ then the
ordering, in the collinear configuration, to obtain the primary bifurcation 
value is n^m^m^see Appendix A), ( c 2 H ) 2  and ( c 2 H ) ^  being obtained from 
the orders m^m^^and m^m^n^respectively. We now consider the arrangement
of the masses in a hierarchy. Letting (m^, m2) form the binary, m^ being 
the external mass, with m1 > m2 > m^, we require the largest possible 
value of | ( c 2 H )  | to ensure endurance of this hierarchy. Since nu

w A  o J

cannot lie between m^ and m2 the primary bifurcation is ruled out and we 
seek the secondary bifurcation so that (c2^)cr = (c2H)2»

If, however, m^ > m^ > m2 or m^ > m^ > m2 then the choice of the 
primary bifurcation is possible, and necessary, to ensure closure of 
the zero-velocity curves in the correct manner for stability.

In Figure 5*^ the procedure is again adopted of finding an acr
value for given (y,p^) and (e2, e^ 9 ^2 * ^3 *®̂  83 described previously.
The eccentricities e2 and e^, however, are set zero and therefore f2 and
f^ are redundant. The remaining parameter is then 0 , which is varied,
a  values being determined such that ( c 2 H )  , =  ( c 2 H )  . This results cr act cr.
in pairs of values (<*cr» Qqx) which may be plotted in polar diagram 
form to demonstrate the effect of 0 on the stability. Each area of 
the diagram is now considered separately.
(i) The central oval encloses a region where a <1 and 0 £ 0 < 2tt i.e. 
the CHT system consists of (m^,m2) as binary and m^ as external mass.



Within this region the pertinent, critical value of c2H is given by

(c2H) =cr
(c2H ) x if y < y^ 

(c2H)_ if y > y_

y = y^ resulting in (c2H)^ = (c2H )̂ * Therefore we seek pairs of
values (a , 0  ) such that the system-with such initial conditionscr cr
is critically stable. These points form the central oval 
of the diagrams. If then a system with given initial configuration 
(a, 0 ) lies within this oval, the system will always remain in the 
form (m̂ jHig) as binary and m^ as external mass since "will be
less than ( c 2 H ) cr

(ii) The right-hand lobe consists of an area where a £ 1 and
- A0 < 0 < +A0 where A0 << ^j2. i.e. the hierarchy defined by the 
gravitational forces will be (m̂ , m^) as binary and m^ as external mass. 
Within this region, since m^ (= 1 - y) is never the smallest mass, the 
primary bifurcation value of c2H is appropriate viz.

( c 2H )  =  ( c 2H ) 1 .cr 1

In a similar fashion to the above we seek pairs of values (a’ , 0' .)cr cr
which will give rise to ( c 2 H )  , =  ( c 2 H )  . Once plotted these valuesacu cr
will demarcate the region within which the above-mentioned hierarchy is 
stable.
(iii) The left-hand lobe is the area where a £l and tt-A0 < 0 < tt + A8 -where 
A0 << t t/2 i.e. the hierarchy defined by the gravitational forces will
be (m1 ,m̂ ) as binary and m^ as the external mass. Within this region 
the ( c 2 H )  value is given bycr

(c2H) =cr
(c2H )1 if y > y3
(c2H )2 if y <

which is the reverse of the situation in (i) above. Pairs of values 
(afcr, 0 *cr) sxs again sought, this time to delimit the region of 
stability for this hierarchy. Unlike, case (ii) above this lobe may not
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be present in all diagrams since for many pairs of (y, ^3)* a,cr > ^ 
when 0 - tt (see (iv) below).

(iv) The region a > 1 is excluded since we are primarily interested in 
the stability of the hierarchy (m^m^) as binary and m^ as external 
mass, and in no case can there be such stability if a > 1. The exterior 
circle on the diagrams denotes a = 1 .

(v) The region a < 1 outwith the areas defined in (i), (ii) and (iii) 
above. Nothing can be said about stability in this area by the means 
used in this paper, recourse to numerical studies being appropriate.

Thus we have the result: if a CHT system, where (nL^m^) is taken
to be the binaiy and m^ the external mass, has an initial configuration such
that it is defined by an (a,0 ) point within the central oval then
it is stable in the sense that an exchange of bodies is not possible.
If, however, the initial configuration defines a point within the right-
hand or left-hand lobes (or indeed a > l) then the given hierarchy is
definitely not stable. Within the remainder of the diagram the question
of stability is unanswered.

However, we now have not only an upper limit on a for stability
(in the above-mentioned manner) but also limits on a for the region
where stability is possible, but not assured by analytical means.

Figures 5.U (a) - (f) present these regions for six pairs of
values (y, ŷ ) in order to indicate the dependance of these regions on
the masses of the system. Table 5.1 is complementary to Figures 5*3i
it gives data on the critical values of a viz. a , a* for 0 = 0 ,cr cr ’
± 0 ,̂ir corresponding to these diagrams.

In Figures 5*5' (a) - (f) the equal mass case, viz.y = y^ = i, 
is discussed, eccentricities being introduced in order to investigate 
the effects of f^ and f̂ . For example, in Figure 5.5(b) we set 
e^ = 0 .3 , = 0 .0 , so that f is indeterminate, f^ being set equal
to ir. We then construct the (a,0) polar diagram as above. Similarly 
in Figure 5*5 (e), we set e^ = 0.0, e^ = 0.3; f^ is then indeterminate.
The situation is restricted still further by allowing only straight line 
configurations m^m^m^ i.e. 0 = 0 , and an (a, f̂ ) polar diagram is 
constructed to show the regions of stability and instability for the 
hierarchy of interest.
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Figs. 5.Ma)-(d)
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Figs. 5

Figures 5.U Effect of phase angle 0 on the stability in terms of
a 8Jnd a / cr cr for various sets of mass parameters V»V^
as follows:
(a) y = I »
(b) y = %  ,

_ 1 Vo “ 5
„3 = * °>

(c) y = I , y3 = i e2 = e 3 = 0 ; 2̂ * ^3 in^e"kerm -̂na"ke
(d) y = i ,
(e) y = ^  ,

"3 = 5
,3 = ii-r**II
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Figs. 5.5(a) - (d)
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7T 7T

7T 7T

3 7 T

Figs. 5.5(e) - (fj

Figures 5*5 Effects of phase angle 0 and true anomalies on
stability in terms of a acr
(a) e2 = 0.3 e3 = 0 .0 ;

f 2

(b) e2 =  0.3 e3 = 0 .0 ;
f 2

(c) e2 = 0 .0 e3 = 0.3; f2
(d) e2 = 0 .0 e3 = 0.3;

f 2

(e) e2 = 0.3 e3 = 0 .0 ; 0

O
J

<u = 0 .0 e3'= 0.3; 0

cr
= 0, f^ indeterminate; 0:O£0<2it
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We see that in each case of Figures 5*5 we obtain the familiar 
central oval which ensures the stability of the hierarchy, with either 
two, one or no other regions where the hierarchy is definitely unstable. 
These areas have the same interpretation as those of Figures 5«̂ »
The shape of the lobe however, in the case of an (a, f^)(i=2,3) polar* 
diagram, will be different from the shape in an (a,0 ) polar diagram.
Table 5»2 gives data for critical values of a applicable to Figures 5»5 
viz. acr»afcr ôr 0 = O**0̂ ^  where appropriate and f̂  = 0,ir (i=2,3) 
where appropriate.

5.5 Comparison of Results with Numerical Integrations
A numerical integration study of (equal mass) triple stellar systems 

by Harrington (1972) yielded maximum values of the ratio a possible to 
ensure the stability of the hierarchy (n^jm^) as binary and m^ as external 
mass. Harrington used various sets of initial conditions for the purposes 
of his study. In the present notation these are:

= 0.3, 0.5
^  = 0, ir/2
f2 = °

= I
e = 0.25, 0 .5 0 , 0.75
© 3  =  0 ,  tt/ 2

t - -

(m^jm^) subsystem

(M^m^) subsystem

where we have omitted any inclinations since the present criterion is 
only applicable to coplanar motions. We can however deal with a mutual 
inclination of 1 8 0° since this implies counter-rotational coplanar motion. 
Further, since we derive acr values for given masses and initial configurations 
we omit his a values chosen for use in his numerical investigation.

For the sake of completeness we also include the following

II.C
M tt/ 2 ,  tt

f3  “ 0 ,  tt/ 2

* 2  =
TT

II TT.



although we may note that not all the possible sets of initial conditions
to be derived from this data are independant. This redundancy arises
from certain symmetries of the equal mass system and is also due to the
occurrence of (tJ^,^, f2 * coinl:)̂ na't^ori 'to ?orm 0 within (c2lI)ac-f-
In Table 5.3(a) we present, for corotational systems, maximal and
minimal values of a , and also minimal values of a1 over the possiblecr’ cr
ranges of ®2,tff ,f2 and f̂ . We also include, from Harrington’s study,
the values of a denoted a and a . These are respectively the largests u
of the a values chosen by Harrington which gave stability of the hierarchy 
and the smallest of his values which produced instability of the hierarchy. 
Table 5• 3(b) presents similar data for counter-rotational systems.

Harrington (1972) defined stability of a system to mean 
"... that there had been no significant change in the elements during 
the -period of (numerical) integration, particularly in the semi-mac or 
axes or eccentricities; that is, the motion is that classified by 
Szebehely (1971) as Class 4 and termed revolution."

We would not therefore expect Harrington's limits on a for stability
to be exactly the same as those derived in the present study. However,
having said that, it may be seen from Tables 5.3(a) and (b) that in no
case does Harrington's value a exceed our value (a1 ) • , that is, itu cr m m ’ ’
appears that (a' ) • gives a useful limit outwith which numerical* cr nun
investigation of the stability of the hierarchy (m^,m2) as binary and m^
as external mass is meaningless. Moreover, all his values aQ and
lie close to (a ) . and (a ) , in the case of corotational motion,cr'mm cr max’ ’
indicating that there is not a significant region, not included within
the central oval, where stability is possible numerically but not
analytically by the present method. It is to be noted, however, that,
in the case of counter-rotational motion, such a region of significant
size does exist, as demonstrated by the fact that a and a are, ins u ’
general, about a factor of 3 or U larger than (a ) . and (a )cr m m  cr max
This is analogous to the case of the circular restricted three-body 
problem where, using periodic orbits to map out regions of stability, 
it is found that in the corotational cane there is only a small region 
of stability outside that which is stable due to closure of the zero- 
velocity surfaces in comparison to the larger region in the case of 
counter-rotational motion.
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5 .6  Sun-Jupiter-Saturn System
Ikk

Considering Equation (3*0 we have (as in Section 5*3) a function 
F such that

(c2H)act = F^»*13>a» e2»e3,f29f390^

and further, since F is an even-valued function with respect to 2̂ *^ 3  

and 0 , we can see that for given values of the remaining orbital 
parameters

F(f2) = F( - f2)
F(f3) = F( - f3)
F(0) = F(‘ - 0)

so that only the ranges [ o , tt]  of the variables need be studied, the 
ranges ( tt,  2tt) being neglected in what follows. Remembering that 
the critical value of caH is solely a function of the masses (see 
Appendix A), we have, as before,

(c2H)cr = G(v,v3).

We defined y and y^ above an follows,

V “
DU
m1 + m2

ml * m2

m.
and

m1 + m2

If we now introduce the factors y2 and y^ such that

y* =
Y2 m2
\  + Y2 m2

and Y3 m3 yf = -i— 2M 3
ml + Y2 m2

(̂ 9)

it becomes possible to solve for critical values of y2 and y^ such 
that

(c2H)act = (e2H)cr
or

F(yl,y'3 ,a, e2 ,e3 ,f2 ,f3 >0) = G(y*,yl ),



that is, to find mass parameters (y* ,y1 ̂ ) above which a given system 
defined by various orbital parameters may be unstable.

Nacozy (1976) presented a discussion on the stability of the
Solar System based upon work by other authors and numerical experiments 
by himself. In that paper, and a subsequent one - Nacozy (1977)» 
he studied the non-coplanar three-body problem of Sun-Jupiter-Saturn.
For the analysis he presented, the masses of Jupiter and Saturn were
augmented by the same factor y . He studied the stability of the systems
thus set up by integrating two sets of initial conditions for various
Y values.

These sets of initial conditions were derived in the following
manner from those given by Eckert et at .(1951) at the epoch of 19**0.
One group (set (l) in the notation of Nacozy, 1977) is obtained by 
holding the semi-major axes of Jupiter and Saturn fixed and varying
Y ; the other (denoted set (2)) is obtained by holding the ratio of 
the mean motions of Jupiter and Saturn fixed and varying y . In this 
way he hoped to gain insight into the validity of his results for many 
neighbouring sets of initial conditions.

By this means short-term numerical integrations.of the Sun-Jupiter-
Saturn systems, thus set up, may be used to discuss the stability of
the Solar System over a longer time scale (see KNS theory, Nacozy, 1976).
Two critical values of y were found by Nacozy viz. 29.h and 29.25 for
sets (l) and (2) respectively. For values of y larger than these values
Saturn was ejected from the system in 10,000 years or less after the
system had undergone an exchange of bodies.

Adapting Nacozy's method to the present treatment, we can derive
values of y for the onset of possible instability due to the opening
of the zero-velocity curves. Values of y ” YCrit ~ ma^ 130 Foun^ suc*1

that (c2H) = (c2H) i.e.act cr

F(yf,y'3,a, e2, e2, fg, f3,8 ) = G(y',yl3)

where
*■> + Ycr
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i.e. putting = Y3 = Y; -nij..and m^ being the masses of the
Sun, Jupiter and Saturn respectively. The real Sun-Jupitei—Satum 
system (i.e. y = l) is defined by the following data:

-kP = 9.569.10 
y = 2.865.10
a = 0.5U5l(
e2 ='U.81(35.lO-2 
e = 5.5682.10-2.

In Tables 5*^ and 5.5 are presented values of Ycr£t various sets 
of ^2 * ^ 3 0 forNacozy's sets (l) and (2 ) respectively.

Two points must be stressed here. Firstly, we are assuming that 
the mutual inclination of the Jovian and Saturnian orbits is negligible. 
Secondly, any Ycr.^ value derived will necessarily be less than that 
derived by Nacozy since we would not expect instability to set in 
immediately upon the opening up of the zero-velocity curves.

Noting the above comments, it may be seen that the values of 
Ycrit derived above compare favourably with Nacozy*s numerically obtained 
values. We obtain 17.6l £ Ycr .̂ £ 23.15 for set (l) and 1 ^*3^^Ycr£t £ 
2U .1 6 for set (2 ), the range resulting from the different sets of initial 
conditions. As in Sections 5.3 and 5.^ it is found that the straight 
line configuration (0 = 0 ,ir) results in the greatest stability, as 
revealed by the larger values for ycr^» Furthermore it again

« Gdemonstrates that the most stable straight line configuration occurs' 
with f^ = tt and f = 0 : that is, with the binary (m^jm^) at apocentre
and the external mass m^ at pericentre with respect to M^. When 0 equals
0T it is found that (m^m^) at pericentre and m^ at apocentre with 
respect to gives rise to the most stable situation, although this 
situation is less stable than any of the straight line configurations.

5.7 Earth-Moon-Sun-System

The Earth-Moon-Sun system may be modelled in several different ways. 
We could follow Hill and consider it as a restricted three-body problem 
and hence neglect the mass of the Moon. In this case it is also essential



to neglect the eccentricity of the Earth's orbit about the Sun, since
this eccentricity, however small, invalidates the use of the zero-
velocity curves of the (circular) restricted problem (see Chapter 2
and Ovenden and Roy, i9 6 0). Alternatively we could employ the zero-
velocity curves of the general three-body problem. Using Equation (3*0
and the appropriate value of (c2H)cr we could- find several values of
acr» given e 2 and- e^ for the Earth-Moon-Sun system, depending on ^2 *^2

and 6. If a . £ a , where a , is the real value of the ratio act cr9 act
a^/a^, then the stability of the system would be assured in that the 
Moon would forever be confined to the zero-velocity oval about the 
Earth; on the other hand if a > a then the system is possiblyEC u Cl*
unstable.

Furthermore, in a manner similar to that adopted in the previous 
section, we may solve for values Ycr^  ■̂*:Le mass factor y to 
examine the changes effected on the stability of the Earth-Moon-Sun 
system by altering the mass parameters defining the system.

The latter method is chosen since it appears, from the previous 
sections that ycr Is more sensitive than acr to changes in the parameters 
defining the system. This is then applied to several different situations. 
For the real Earth-Moon-Sun system the following data have been assumed:

y = 1 .2 1 8.1 0 - 2

11on 3.330.105

a = 2 .5 7 0.1 0 " 3

e2 = 5.1+9.10" 2

= 1 .6 7 2 6.10":

We now multiply the masses of the Moon and the Sun by a factor y to 
obtain (as in Section 5.6, Equation (50)),

. - VP , _ YPp -  ; p '  -  ----------------------

1 + (y-Dti 3 1 + (r-l)p

It is found, throughout the possible ranges of ^2 5^3 811 ̂ ® 9 ^
y < 0.011 then the system is stable. This is equivalent to yf = 1.327.10
and y ;̂  = 3 .6 2 8.1o \  which is readily seen to approximate to a system 
of a Saturnian satellite disturbed by the Sun e„g. Satum-Titan-Sun.
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If we now keep y constant and vary only y^ i.e. Equation (J+9)
with Y2 = we obtain another value of Ycrit which is slightly higher
than the previous at Ycr^̂. ^ O.O38 (V f^, f^, 9)> which is in close
agreement with Szebehely and McKenzie (1977b) who used the two two-body
approximation to obtain ( c 2 H )  . The resulting value of y '  is 1.289.1o\act. \
that is to say, if the Sun were reduced to a mass of 1.2 8 9.10 . (m^ + m ^ , 
then the Earth-Moon-Sun system would be stable according to the present 
method.

To examine the effect that the eccentricities have on the stability, 
we set e^ = e^ = 0. In this situation it is found, keeping other 
parameters fixed, that Ycr^t will vary from 5 to 8 depending upon the 
value of 0. (n.b. Both lunar and solar masses are again multiplied by
y.) ' Similarly we may set y very small, and therefore negligible, again 
neglect eccentricities, and thus set up a quasi-circular restricted 
problem using the general three-body treatment. The Ycr^t values obtained 
are similar to the above, again falling in the range U to 8 . If we then 
admit the use of the (small) e^ value in both the above situations we 
derive not dissimilar Ycr£̂. values and thus find this parameter to have 
little effect on the stability. Table 5*6 presents the data for these 
four models.

It is then seen that it is the introduction of the true value of e^ 
which, though small, combined with the large y^ alters the value of Ycr£t 
significantly, turning what was a borderline case of stability into an 
unstable situation. To demonstrate this effect we show in Figure 5.6 
(curve (a)) how a is affected by a variation in V when e_ = 0 , e_ =

-2 cr -3 3U.8^35* 10 , y^ = 10 * * 2 ^ en indeterminate and we take f^ = 0

and 6 = 0T. This is then a system of the type Sun-Planet-Jupiter. We 
allow the planet's mass, defined by y , to decrease and calculate critical 
values of a . As a means of comparisop we also show the graph of a^  
when e^ = 0 (curve (b)) - the other parameters being unchanged. It is 
then seen that whereas in the case of initially circular orbits the 
maximum allowable ot for stability increases asymptotically to the value 
0 .7 9 6, the similar value, obtained when e^ ^ 0 , appears to tend to zero 
as y 0. A similar situation would arise if we were to set ^ 0 and 
let y3 + 0 .
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l a ° r

(b)
0 8

0 6

0 4

02

410' * 10'

—  "3Figure 5.6 Effect of reduction in y on acr for the cases (a) y = 10 ;
e2 = 0, e3 = It.81(35.10-2; f3 = 0 , 0 = 6T (b) w3 = icf3;
e2 = °* e3 = °* 6 = ®T

This situation is analogous to the case of the circular versus the
elliptic restricted three-body problems, where results obtained from 
the use of the zero~velocity curves of the circular restricted problem 
cannot be applied to the elliptic problem in any rigorous fashion for 
very small eccentricities of the primaries (see Ovenden and Roy, i9 6 0).
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5.8 Discussion and Conclusions

The aim of this chapter has been to investigate the effect of 
parameters neglected in Chapter ^ on the stability of CHT systems.
The remaining parameters - f^, f^ and 0 — which are pertinent to CHT 
systems, were introduced and their effect on the stability, in 
combination with e^ and e^, was investigated.

It is clear from the results obtained that any increase in e^
or e^ generally results in a decrease of stability (as would be expected)
inasmuch as the maximum allowable value of the ratio a^/a^ for stability,
acr» decreases.. This is in agreement with Szebehely and Zare (1977) •
Further it was found in general that ctcr is affected up to the order
of 2 0$ by changes in the angular orbital parameters (i^* * 3 ®
the precise percentage change being dependant on the masses of the
system and the eccentricities. It has also been shown that a worst
possible configuration for stability exists which, it turns out, is
very slightly more restrictive on the range of a for stability than
the previous two two-body approximations of Chapter U and Szebehely
and Zare (1977)* At this particular configuration i.e. 0 = 0̂  if, by
way of example, we let p = p^ = \ and e^ = e^ - 0 , we would have, by the
method described in Chapter U (cf. Equation (U.ll)) = 0.311 whereas,
using Equation (k2) 9 a reduces slightly to 0.305.cr c

A further consequence is the introduction of another critical 
value of a viz. a’cr« This value, taken at 0 =0, will most likely 
provide a maximum value of the ratio a such that the hierarchy of . 
interest, i.e. (m^,m^) as binary and m^ as external mass, could be stable 
by numerical integration experiment. That is, if a > a* (0 = 0), 
then the above hierarchy is certainly not stable; the reasoning for 
this is as follows. Since the mutual gravitational effects of al 1 
three bodies are included in the present expression for (c2H) aCu
(Equation (3U)), regions are found near 0 - 0  and 0 - ir where a £ 1 
but the system can no longer be considered as hierarchical and of the 
above form. The hierarchy has in fact changed with (m2 ,m̂ ) becoming 
the binaiy in the region about 0 = 0 : while (m^m^) is the binary in
the region about 0 - t t .

It is now possible to further consider what might happen if
a > 'ct’ (0 = 0 ) but we allow the actual value of 0 to be different cr
from zero.



If the existence of stability results in the relative constancy 
of the osculating elements of a CHT system, then a will remain almost 
constant for a stable system. If the "path11 of a system in an (a»e) 
plot is considered, it would, if the system were stable, tend to follow 
a circle. If a > a1 cr (where afcr is again the value of a at 0 = 0  

where (c^l) , = (c2h) and a' > cu ) then such a circle would8.CG CP CP CP
clearly intersect the area which is certainly unstable for the 
hierarchy with (m^,]^) as binary. It therefore seems reasonable to 
suppose that any system with a > ot'cr is unstable no matter what value 
0 takes. The results derived in Section 5*5 with reference to numerical 
integration experiments by Harrington (1972) seem to bear out this point 
of view.

It is clear that contours of equal (c2H) , could be drawn on anact
(a, 0) diagram - indeed the central oval and the two lobes, right and 
left, are examples of such contours. Since c2H is a constant for any 
given system (once initial conditions have been defined), it follows 
that no system would be able to follow such a circular path described 
above, since it would in fact be crossing c2H contours. The above point 
is considered merely to illustrate the probable instability for a > a*cr 
for all initial 0 and not just small ranges about 0 and t t .  Further, it 
may be that a system could possibly be stable and show large variations 
in a , provided that these variations were periodic in nature. However 
throughout this thesis we are not considering such systems since they 
are not generally realised in nature.

It may now be remarked that it is possible to draw several critical 
stability surfaces in a manner similar to the previous chapter. The 
important surface, acr» giving an analytical limit on stability for 
(m̂ ,!!̂ ) as binary and m^ as external mass may be drawn for different 
sets of initial conditions - e^, e^, f̂ , f^ 9 8* These could be presented 
in either the Oyy^01 parameter space or the 0 e23 “2 3 parameter space -
noting that a = a^/a^ and a^  * Furthermore, we could construct
surfaces in either of these parameter spaces for a'cr to give the limiting 
a outwith which the hierarchy of interest is certainly unstable for 
0 = 0 or 0 s ir - and indeed probably unstable for the whole range of 
initial 0 (see Appendix B). These surfaces however, in the case of 
initially non-zero eccentricities, are of dubious value due to the 
severe reduction in a arising when y and y are widely differentCP j
(cf. Figure 5.6).



Let us now consider the real systems dealt with in this chapter.
The Y ^  values obtained in the case of the Sun-Jupiter-Saturn system
are all, not surprisingly, less than Nacozy’s values of y = 29.25 or
Y =s 2 9 .k. They are however closer than the value of 13.65 obtained
by Szebehely and McKenzie (1977a). This difference may be accounted
for as follows. In the paper by Szebehely and McKenzie the orbits of
Jupiter and Saturn were both taken to be about the Sun and the two
two-body approximation to (°2lI)ac^ vas constructed accordingly. The
present method considers the orbit of Jupiter to be about the Sun with
Saturn in an orbit about the mass-centre of the Sun-Jupiter "binary",
CaT say. Whereas it is clearly true that the real Saturn does effec- dJ
tively orbit the Sun, it is to be expected that if the masses of both 
planets were increased by a factor of 20 the discrepancy between 
the Sun-centred and Cgj-centred orbit would increase and the latter 
would be the more appropriate. The difference between the two approaches 
is reflected in the discrepancy between the values of Ycr .̂j- obtained 
in this thesis and the previous value of 1 3 .6 5 .

In Table 5*7 we give approximate values for for various
methods of considering the Sun-Jupiter-Saturn system. The two two- 
body expressions for (c2b)ac-fc bave been used in the computation of
these figures (as in Chapter k9 Equation (U.ll)) to give a comparison

<•between the figures obtained herein and those of Szebehely and McKenzie 
(1977a). (n.b. The values obtained may be slightly different from
those of the above authors due to small differences in the data 
defining the system i.e. in y,yg,a, e^, e^ .)

The system which most closely resembles those of Section 5.6
in Table 5*7 is Ref.No.1, the one resembling that of Szebehely and
McKenzie being Ref. No.2. Thus it is seen that the alteration to a 
regime with the Satumian orbit taken relative to the mass-centre 
of the Sun-Jupiter system results in an increase in ycr^  from about 
lU-15 to about 18-19. The latter figures are very close to the Ycr^  
values arising from the 0 = 0,p configurations in Tables 5«^ and 5.5.
The remaining increase from 18-19 to 23 or 2k arises from the use of 
the exact expression for (c2H)&c^ and the straight line configuration 
0 = 0.
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Of the remaining systems in Table 5*7 Ref. Nos. 3~6 are quasi- 

restricted problems in the sense that y^ has been set negligibly 
small in the expressions for (c2H) and (c2H) , hence eQ = 0 out£LCu CP c.

of necessity. In systems Ref. Nos.7 and 8 the eccentricities have
been set zero. We may see then from the former systems that neglect
of the mass of Saturn (or the eccentricity of its orbit) and, by
necessity, the eccentricity of Jupiter's orbit has a significant effect
on y ., as would be the case in the use of the restricted three-body ' cnt
problem. Furthermore, we see that the neglect of eccentricities 
in the general three-body treatment also increases Ycr£̂ .> as found 
by Szebehely and McKenzie who obtained Ycr£t ~ 15*08 for such a system. 
This result agrees with our system Ref. No.8 . Again the change to a 
Cgj-centred Saturnian orbit increases this value by about 5 to 20-21 
(Ref.No.7).

This sensitivity is again demonstrated in the application of
this method to the Earth-Moon-Sun system, although the picture here
is complicated by the large difference between y and ŷ  which results
in (c2H)act being veiy sensitive to e^. If we set e^ = 0 then Ycri-t
will vary, as in the above case, by a factor somewhat less than 2

viz. y .. = 4-7. The introduction of the true e~ value causescnt _ 2 3
the y • value to decrease to about 10 • In other words the'cnt
previously stable’ system ( Ycr£̂. > l) has become unstable ( Ycr .̂j. < l) 
upon the introduction of ê . In agreement with Szebehely and McKenzie 
(1 9 7 7b), therefore, we cannot decide, on this basis, the stability 
or instability of the Earth-Moon-Sun system: all that may be said0<?
is that the real system is possibly unstable since a > acr«

Williams (1979)» using the (circular) restricted problem of 
three-bodies as a model for the Earth-Moon-Sun system, found two 
values of Y for which stability was critical. This was considered a 
case of double bifurcation. If we now consider Figures 5«&(e) and (f) 
it is clear that if y^ is increased, y remaining constant, the 
central oval will shrink whereas the right hand lobe will expand i.e. 
otcr and alcr both decrease. It is now possible to envisage the 
meaning of the double bifurcation: ( 0  = 0 being assumed at al 1 times
as in Williams, 1979) commencing with y «  1 the system, with the 
Sun's mass much reduced, will be stable since the Moon will be contained 
in the central oval. Increasing y the central oval will shrink until



a , = a i.e. y = y .. and the system is critically stable, act cr . . cnt
Further increase of y will result in a < a < a’ i.e. the system

1 cr cr . .
is possible unstable, the question of stability or instability being
unanswered (y = 1 , the real system, lies in this range). y may
then be increased to y 1 .. where it is found that a.= a1 , thecriu cr
hierarchy has now changed. The Moon may no longer he considered to 
he In orhtt about the Earth. The zero-velocity curves are closed
in such a way as to ensure that the Moon and Sun form a binary which 
cannot be disrupted by the Earth. When y > Yfcr^  this situation 
is reinforced. The values obtained by Williams (1979) were y . - 2.5

C371”C

and Yfcr£̂. ~ 210. The result Ycr^^ > implying stability of 
the real system, arises through the use of the restricted three-body 
problem as a model.

It is admissable then to suggest that the Moon may have been 
captured by the Earth in the past or may escape in the future as 
was noted by Jeffrys and Szebehely (1978). In any event the applicability 
of a model involving only point-mass gravitational effects is thrown 
into question since the long-term evolution of the system is affected 
by other factors e.g. the effects of tidal friction.



CHAPTER 6 EMPIRICAL STABILITY REGIONS FOR COROTATIONAL
COPLANAR HIERARCHICAL THREE-BODY SYSTEMS

6.1 Introduction

In the previous three chapters a set of stability parameters 
has been developed for hierarchical many-body systems arising from 
consideration of the dynamics of the problem (Chapter 3); the 
suitability of these parameters for a discussion of stability, in the 
three-body case, was examined by the use of an analytical stability 
criterion developed by Zare (1976, 1977)» Szebehely (1977) and 
Szebehely and Zare (1977) (Chapter h). Finally, by considering all 
the orbital parameters appropriate to the three-body case, the 
analytical stability criterion was refined and yielded some further 
information in the form of exact lower and probable upper bounds for 
the ratio P2 /P3 within which it is necessary to seek stability of 
hierarchical three-body systems by numerical integration experiments 
(Chapter 5)* It is the aim of this chapter to study, by means of the 
e parameters, those regions of stability which are outwith the scope 
of the analytical critical stability surfaces studied in Chapters ij- and
5.

The e ,e^ parameters { i = 2,...,n; k = 2,...,i-l (i £ 3 );
H - i + 1,... ,n (i £ n-l) }, as has been previously stated, are taken 
to characterise the size of the disturbances on the various Keplerian 
orbits of the problem. These parameters are the coefficients of the 
leading (disturbing) terms in the expansion of the force function for 
a hierarchical many-body system where the arrangement of the bodies 
in non—crossing orbits of successively larger and larger semi-major 
axes allows the equations of motion to be properly written in Jacobian 
coordinates, thus permitting the expansion of the force function in 
terms of the ratio of the smaller radius vectors to the larger. 
Furthermore these parameters are dimensionless and are normalized to 
the appropriate central two-body <force.

Now in the three-body case there are two Keplerian orbits 
defining the initial arrangement of a system: masses m^ and m^ are
taken to move in disturbed Keplerian ellipses about their common



mass-centre, which as before is denoted by the mass m^ is then
found at a more remote distance such that its orbit is, at least in 
some initial phase, wholly outside the orbits of m^ and mg relative to 
Mg (i.e. the pericentre distance of m^ from Mg is greater than the 
apocentre distance of either m^ or m^ from Mg). In practice we may 
consider that m^ £ nig, without loss of generality, so that in all 
cases the apocentre distance of m^ from is less than the apocentre 
distance of nig from M^ and we then need only consider the latter with 
respect to the pericentre distance of mQ. The e23, e~0 parameters 
then provide, respectively, a measure of the disturbance on the orbit 
of what may be called the (M^m^) subsystem by m^ and nig not being 
found at their common mass-centre, Mg, and a measure of the disturbance 
by m^ on the orbit of the (m^, m^) subsystem.

Now if the e parameters were zero for any given system then 
clearly the disturbance produced on the Keplerian orbits of the system 
would be nil. As the e parameters are increased, either by an increase 
in the mass parameters y(j= mgAm^ + m^)] and + or
by an increase in (the ratio of, p^, the radius vector of the
(m^, mg) subsystem, to p^, the radius vector of the (Mg, m^) subsystem) 
or both , it would be expected that the variations on the elements of 
the Keplerian orbits of the system would also be increased. It is 
considered that the e23, e^2 terms characterise the major disturbances 
on the orbits of the system; the value of the ag^ ratio is only of 
secondary importance. Hence to maintain a constant degree of perturbation 
systems are studied by holding fixed the e23^ ^  values, and choosing 
an (initial) ctĝ  value for the numerical experiment.

To reduce the number of parameters to an absolute minimum we only 
consider, at present, orbits which are coplanar, corotational and 
initially circular. We further restrict ourselves by considering only 
initial configurations such that m^, m^ and m^ lie on a straight line 
in that order.

To delimit the regions of stability outwith the critical stability 
surface it is then necessary to find, for a given e2 3 ,e^2 pair, the 
largest value of the ratio a2 3 > ^ 23^ 0 sa^» or^er that the system
defined by (e23^ ^ ,  (oig^^) is just stable. That is to say, a system



with a00 > (a00) will he unstable and a system with a00 < (a00)c j do o do do O
will be stable. The unstable behaviour mentioned above may be
exhibited in a number of ways, described in Section .6,2, Also in 
this section are defined the sets of initial conditions used to examine 
the empirical stability regions, how degrees of stability may be 
defined by.which we may state whether one system is more or less 
stable than another and what results might be expected if the empirical 
stability regions do indeed exist.

In Section 6.3 the results of several hundred numerical integration 
experiments are. presented in graphical form. It is shown how stability 
in general varies as the values of the e23 >£^2 P8-1*31316̂ 31,3 "the 

ratio are varied; in Section 6 .U special cases of where
commensurabilities exist are studied. Finally in Section 6.5 the 
results are discussed, conclusions drawn and consideration given to 
systems containing four or more bodies.

6.2 Definitions and Description of the Numerical Experiments
The essential parameters for the stability of hierarchical 

three-body systems are considered to be e23 and £^2 * ^  ^ese parameters 
are small then it is to be expected that the variations on the Keplerian 
orbits of the (m^, m^) and (M^, m^) subsystems will also be small.
The e23 >£32 parameters were defined through the expression of the

• • • c  ^equations of motion of a hierarchical three-body system in the Jacobian
coordinate system and an expansion of the force function viz.

£2 = GM2 ^  f1 + e32 P2 Ĉ2 3  ̂ + hi8fter order terms }j (l) 

= GM^ ^ 3 "jr* (1 + e23 P2^C23̂  + or(ier " t e r m s (2 )

where
e
_ _ m-i mQ _23 = -A .JL  . ,ag (3)

(m-L+m^

m3 3
e32 , ' °23 W(m1+m2)

and the other symbols have their usual meanings (see Chapter k9 Section U.2).



It may be seen then that the e2 3 ,ê 2 parameters are the 
coefficients of the leading ’’disturbing" terms in the expansion of 
the force function; neglecting the higher order terms the only other, 
term present represents the central two-body force, and thus, if the 
e's are small, the motion will continue largely undisturbed given a 
suitably small value of a^.

It may be conjectured that the disturbances, characterised by 
the e parameters, are applied in a pseudo-random fashion. The 
question of whether a system with given (e2 3 ,e 2̂ > <*2 3  ̂ is stable or 
not depends upon whether the variations on the orbit, due to these 
pseudo-random disturbances, are large enough to give rise to a 
situation where instability sets in. Clearly, of course, the distur
bances , for any particular system are not applied in a random fashion 
since the variations in the semi-major axes and eccentricities will 
depend strongly on the fundamental frequencies of the system. However 
in a situation where we have no a ‘priori knowledge of what the basic 
periods of the system will be, as defined by the masses and the 
initial values of the semi-major axes, it may loosely be considered 
that there is an element of randomness about the perturbations. 
Obviously cases may arise where a commensurability in mean motions 
exists which will alter the behaviour of the variations in the orbital, 
elements of a system. This point will be discussed in greater depth 
in Section 6 .U.

Summing up, it is considered that the size of the e parameters 
may determine how far the semi-major axes and eccentricities 
defining the orbits in a system may depart from the initial values 
by what may be termed a ’’random walk” process. Instability or 
stability will then depend upon whether this random walk can or can' not 
lead the system into an unstable configuration.

The systems are examined in terms of the e parameters and the 
<*23 value. We choose the e's in preference to the masses, defined by 
y and ŷ , since it appears, on the dynamical grounds outlined above, 
that the e's are of more direct relevance to the variations on the 
orbits of a system than the actual size of the masses. Hence a 
numerical integration experiment will consist of the choosing of a set



of parameters (e23^ ^ *  a23^ :for & Yen eccentricities, longitudes of
pericentre and phase angle (see Chapter 5» Section 5*2 for definitions),
and carrying the numerical integration forward from these initial
conditions over a specified time interval long enough to examine the
system for possible stability or instability. By studying a group of
systems of. the same e2 3 ,e^2 values we may then keep the perturbations
on the orbits largely the same while' varying the initial value to
find the largest a ^  value, (<*2 3 )0 sa^» such that a system will be
stable if (initially) < (<*2 3 )0 * The value (a2 3 ô nat
confused here with a or as determined in Chapters k and 5»cr 23cr
The value a2 3Cr gave a sufficient but not necessary condition that an 
exchange of bodies would not occur. As has been remarked previously 
it is not expected that instability would set in immediately upon the 
opening up of the zero-velocity curves. It may be remembered that
Nacozy (1 9 7 7) found his value y, the factor by which the masses of

'Jupiter and Saturn must be multiplied, for the onset of instability 
to be around 30. However the largest value obtained analytically in 
Chapter 5 was around 25: this indicates the existence of a region of 
stability which is outwith the scope of the analytical critical 
stability surface, as would indeed be expected. The aim of the current 
investigation is to determine this region of stability in an empirical 
fashion using the e parameters. The value (a23^0 ^ en a necessary
and sufficient condition for stability.

The question of how the stability or instability of a system may 
be defined is now considered.

A stable situation may be defined to exist when the Keplerian 
orbits of the (m^, m^and (M̂ , m^) subsystems continue to be executed 
throughout the duration of the particular numerical experiment 
exhibiting only periodic variations in the semi-major axes and 
eccentricities. Secular trends should be absent.

Instability may then occur in one of three ways:
(a) A close approach may occur between two of the bodies in the system, 
due to the variations on the initial orbital elements being sufficiently 
large, which may result in one of the bodies being thrown into a hyperbolic 
orbit and escaping the system: this is termed break-up.



(b) The orbits in the system may undergo secular changes [or possibly 
large (amplitude) periodic fluctuations in their semi-major axes and
eccentricities so that the pericentre.distance of m^ from becomes
less than the apocentre distance of m^ from The distance of
from is always less than the distance of m^ from if we prescribe
that m^^m^i.e. y £ §. Hence we need only consider the distances
M^m^ and M^m^ to decide if this situation, called cross-over , occurs.

(c) The third possibility is similar to (a), but is not so severe:
a close approach between bodies occurs resulting in significant non- 
reversible (i.e. non-periodic) changes in the semi-major axes and 
eccentricities of the orbits of the bodies. For example the mass m^ 
may, upon a close approach to m^, be thrown into an orbit with very 
long period and large eccentricity, this is clearly not a stable 
situation. This type of occurrence is termed a close encounter.

The degree of stability, which may be called the durability, of 
the system is then measured by considering the time it takes for one 
of the above possibilities (break-up, cross-over or close encounter) 
to occur. The longer the time required, the more durable the system. 
If no such occurrence arises the system is termed stable.

A "unit of time" is clearly required to measure the above.
This unit must possess a definite significance for the system under 
consideration. Three units of time immediately come to mind:
(i) the orbital period of the (m^, m^) subsystem (ii) the orbital 
period of the (M^, m^) subsystem and (iii) the synodic period of the 
(m^, m^) and (M^, m^) subsystems. Any other time unit is unsuitable 
since it would depend upon the values of the constant of gravitation 
and the masses. We choose (iii) above by consideration of the 
following example: suppose two planets are moving, in orbits of
small eccentricity, about a central star i.e. y and y^ are small. 
Further let us suppose a to be very large i.e. approaching unity.
If we commence with the planets in a straight line on one side of the 
star and then set them off in their orbits they will come into 
conjunction one synodic period later. Now if this situation was 
unstable such that at the initial conjunction one of (a) - (c)



above occurred we would say that the situation is very unstable.
However, if one of (a) - (c) occurred on the following conjunction, 
one synodic period later^ then it might be remarked that the system 
is slightly more durable s it having survived over two conjunctions 
rather than just one. Measuring time in units of the periods of 
either the (m̂ , m^) or (M^, m^) subsystems will clearly not give a 
satisfactory picture of this since with a being large, one synodic 
period is composed of many (m^, m^) and (M^, m^) orbital periods 
(this factor between the synodic period and the other two tending to 
«> as a tends to one and y and y^ 'tend to zero. Hence'the situation 
when instability occurs on the second conjunction is better measured 
as being one synodic period later rather than what may be many 
thousands of (m̂ , m^) or (M^, m^) orbital periods. The synodic 
period gives directly information on how many conjunctions a system 
has survived without exhibiting some form of instability: this is clearly
relevant since the grossest perturbation will occur around the time of 
conjunction. Hence we choose to measure time by the use of the synodic 
period.

For simplicity all the orbits in this study are taken to be 
coplanar, corotational and initially circular (i.e. e 2 = e 3 =
W2 * ^ 3 * ^2 ^3 8X0 ^hen no^ defined initially): furthermore
the bodies always begin in the straight line configuration m^m^m^
(i.e. 0 = 0 -  see Chapter 5> Section 5*2 for definition of the 
orbital parameters). In other words the initial distance between^ 
m^ and m^ is a^, their relative velocity, V^, being the required 
value of circular velocity viz.

V, (5)2 a,2

Similarly, the distance between M^ and m^ is a^, where = a^/a^,
initially, their relative velocity being



In the notation of Chapter 5 the initial conditions for each numerical 
experiment are as follows:

These initial conditions are then used to commence a numerical 
integration procedure, using a numerical method developed by the author, 
described and discussed in Appendices C and D, over a specified time 
interval. The length of the integration is determined by successive 
passages of the (m^jm^) subsystem through its initial sidereal direction 
i.e. will commence at some longitude, J^q say, with respect to a 
fixed reference direction ( initially hence 0{ = = 0 )
and successive passages of the (m̂ , m^) subsystem through = %>0 

determine the time interval over which the integration is carried out.
An experiment is continued for 100, 200, U00, etc. such successive 
passages depending upon requirements.

It was remarked earlier that systems are studied in terms of their 
e parameters. To this end values are chosen of e23 = 10 ^ and
£32 = 10 ^ w^ere P = 2, 3 » ^ 9 5»6 and q = 2 ,  3, ^ , 5 A value 
of CX2 3 is then chosen such that a2 3cr < <OL%23cr ■̂n"teSration
executed over the required time interval. Studying values of 
outwith this range is not necessary since if a S 2 3cr ^ en 
system is stable. While if a23 £ a'23cr hierarchy is
being considered is definitely unstable (see Chapter 5)»

It may be expected that as the initial value of tends towards
a2 3cr durability of the system will diminish, resulting’in the
system becoming extremely unstable. On the other hand, when the 
initial value of equals then the system will definitely be
stable. It is then required to determine (o^)© (such that
ct0 0 < (a00) < a' ) where systems with initial a < (ano) are

2 3cr 23 o 23cr 23 23 o
stable. A gradual increase in durability is therefore expected as
is decreased from a* towards (a«->) .23cr 23 o

*Both ci2 3cr 8X6 câ -cu-*-a"̂ed i‘or 0 = 0.

a2 = °23 
e0 = 0

1

undefined
undefined

0

undefined
undefined

and 0 = 0 /



It is not possible to determine the value of (aor>) from ao
particular numerical experiment since this value is that which results 
in the system executing an infinite number of orbits before exhibiting 
instability. By use of the e2 3 se 32 Parameters» however, obvious trends 
may appear, enabling an accurate prediction of (c^^q ancL possibly also 
the durability of any given system.

6.3 The Results
In this section are presented the results of almost 300

numerical integration experiments. In Figures 6.1 to 6.25 (see pages
172 to 196 ) graphs of number of synodic periods (Ng) until
instability sets in versus initial "value are presented. The
symbols on the graphs are defined as follows.

The abscissa is "the initial value of the ratio P2/P3 which,
since the orbits are initially circular, is equal to a^/a^. The
ordinate is N the number of synodic periods* until instability arises s
A trial integration is run for a specific time interval to detect any 
instability, and the time the first instability occurs is noted, Ns
is calculated and the point (a2 3 »̂ ŝ  Plated with one of the letters 
L, C, X, or B above it. These letters denote respectively that no 
instability has thus far been exhibited, a close encounter has occurred 
a cross-over of orbits has arisen or the system has undergone break-up. 
The dashed line appearing to the left of the data points (on most 
graphs) denotes the value of a2 3cr* Pushed line to the right 
denotes the position of a'2 3cr*

*The number of synodic periods is calculated as follows. The real 
integration time, until one of break-up, cross-over and close 
encounter occurs (or the time limit on the integration is exceeded), 
is noted and using the value of the synodic period, as calculated 
from the 'initial conditions3 the number of synodic periods is 
calculated. Note that the actual number of synodic periods is not 
considered since until instability sets in this is found to be little 
different from the value calculated above.



It is immediately apparent from the graphs that the durability
of systems, as measured by Ng, decreases, as expected, as the initial
value of <*22 tends towards a,23cr’ furthermore as approaches
the value denoted (aCo) it is seen that N climbs rapidly to largeij o s
values indicating a good measure of durability. It is also apparent
from the graphs that o-23Cr < â23^o* (̂-fference between the two
decreasing as the e values decrease, as is expected since (o^ J q is
constrained to lie between and23cr 23cr

All the graphs show a distinctive curve which steepens as (<*2 3 )0  

is approached: this is especially clear in Figure 6.13. This trend
is masked to a greater or lesser extent in certain other graphs by 
the appearance of peaks in the curves at certain values of i*1

the next section these peaks are examined and it is shown that it is 
possible to ascribe them to the occurrence of commensurabilities in 
mean motion.

Neglecting these peaks, for the moment, it is possible to fit a
curve to the points on each of these graphs. To achieve this we
examined results by the use of different functions to predict values
of N . In the absence of any analytical guidelines which might s
dictate the form of these functions it was felt that they should be 
kept as simple as possible. To this end two functions were studied 
viz.

N

and
N = s

1 - â23^o
3

“ 23 â23^o_
±

1 - “23 1 H •

“ 23 â23^o_

(7)

(8)

The form of these was chosen to allow that as a23 1*, then N

*It is sufficient to use 1 and not a'23ct s^nce> over bhe range of 
e23 and being studied, a'2 3cr ^ ^ ers so libtle from unity as 
to not alter the results significantly.



and as a -> (a~) then N -> 00 . It may he noted here that the 23 23 o s
quantity (l - a2 3 ^ a23 ” ^a2 3 ô  ̂ could have been incorporated in 
other formulae of a more complex form:. there would however have been 
no justification for the use of a more complex function. The parameters 
^a23^o 8,11(1  ̂8X6 ^hen var^e<i i-n Equation (j) to obtain the "best fit”
curve to the data points. Similarly in Equation (8 ) (a23^o 9  ̂ 811(1

Y are varied to find a best fit curve.
In this way one can determine empirically the values over

the range of e2 3 ,ê 2 parameters studied (i.e. e23 = 10 e = 10 q- 
p,q = 2,...,6 ).. At non-integer values of p and q the value of (cu^q 
may be obtained by interpolation since the surface (<*2 3 )0 = 
is generally found to be smooth. Moreover it is also possible by this 
scheme to predict how durable a system will be. For those systems 
with initial “ 2 3 > â23^o a numl:>er syno<3-ic periods until instability 
sets in can be predicted by whichever of the above functions appears 
to be more appropriate.

By examination of a wide range of the parameters (<*2 3 )0  a-11** 3 a-s 
appropriate to Equation (7 ) and (<*23^0 *  ̂an(1 Y as aPProPr^abe to
Equation (8 ) it was found, by trial and error, that the latter yielded 
curves of a better fit.

Having chosen the appropriate formula - Equation (8 ) - values of 
â2 3 ô *  ̂ 811(1 ^ curves which "best fit" the available data
may be calculated. This was carried out as follows. Taking a set of 
data points for a given (e23 >£3 2  ̂ P a l -r 9 811(1 a trial value of ( 2̂ 3^0 9 

these were plotted on a graph in the form In [ln(Ng + l) v e r s u s
1 ” a'- It is found that the majority of the data pointsIn 23

a23 “ â23^o
(generally those which lie away from commensurable values of the ratio
do-J fall in a. line. If the value of (cu-J is too small then this 23 23 o
line will be concave icp̂ if (**2 3 )© is too large the line will be
concave down. The correct value of (ct^O is the one which results in23 o
a straight line in this representation. The value of 3 may then be 
obtained from the intercept of this straight line with the In [ln(Ng +l)J 
axis and the value of y directly from the gradient of the line viz.
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ln[ln(Ns +l) = y Iii
1 . - a23
a23 "  ̂a23^o

+ In (9)

In practice the "straight line" may he concealed by commensurabilities 
which allow values of Ng other than would be expected. This feature 
will be dealt with more fully in the next section.

Since the largest perturbation of the orbits occurs at conjunctions 
it is to be expected that any unstable behaviour will occur there.
This will be (almost) an integral number of synodic periods from the 
initial time. Hence can only assume approximately integral values.

f l  “  a.This results in the graph of InQIn(N + l) J versuss In ‘23
a23 ”^a2 3 ô

being relatively smooth when N is large; however if N is smalls s
then the graph will have a "stepped" appearance since the difference
between successive ln[ln(N +l)]] values may be substantial. Fors
this reason more weight was always given to the positions of data 
points at larger values rather than smaller values of N ,

This procedure was carried out for each (e2^#e ) pair and values
of (<*2 3 )0 » 3 and y were determined: the results are presented in
Table 6.1. The values in brackets denote trial values and not correct 
values since the data at these low values of e23 and appeared to 
have been very largely affected by commensurabilities rendering it 
impossible to obtain good values for 9  ̂ an<* ^ *



Table 6.1 - Curve Parameter Values

e23 e32 (0 2 3 )0 8 y agscr a'23cr
ic f 2 io~2 0.1+75 O .6 9 0 .3 2 0.321* 0 .8 7 2

1 0”:3 0.619 0.63 0 .3 9 0.1*95 0.907
io 0 .6 2 2 0 .5 8 0 .1*6 0 .5 1 8 . 0 .9 1 2

10”5 0 .6 3 2 0.79 0 .3 6 0 .5 2 0 0 .9 1 2

IO"6 - 0.627 0 .1+8 0 .1*0 0 .5 2 1 0 .9 1 2

1 0 " 3 io ” 2 0.511 0.99 0 .2 3 0.397 0.885
IO” 3 0.791 0 .7I+ 0 .2 6 0.707 0.939
10 0.790 0 .9U 0.38 0 .7 6 8 0.952
10" 5 0.793 O .5 8 0.1*3 0.776 0.951+
io “ 6 0.79^ 0.32 0.53 0.777 0.951+

10“ 11 io ” 2 0 .5 1 6 0.83 0.39 0 .1*12 0 .8 8 6

io ” 3\ 0.789 0.59 0 .1*1 O.7 6O 0.91*9
io ~ k 0 .9 0 2 0.55 0 .6l 0.871 0.972
10”5 . 0.911 0 .1*H 0 .8 2 O .8 9 6 0.977
io ” 6 0.91U 0 .0 6 1 1 .0 2 0.899 0.978

10-5 io “ 2
_ Q

0 .5 2 0 0 .2 6 0.75 0.1*13 0 .8 8 6

10 3 0.798 0.65 0.31* 0.767 0.950
io "u 0.915 0.0097 1.87 O.8 9I* 0.977
10”5 (0.91*3) (0 .0 1 ) (2 .0 0 ) 0.91+2 O .9 8 7

IO*"6 (0.953) (0 .0 1 ) (2 .0 0 ) 0.952 O .9 8 9

io "6 10~ 2 0.519 0 .1 2 1 .0 2 0.1*13 0.887
io ” 3

-k
0 .8 0 0 0 .3 8 0.39 0.767 0.950

10 0.917 0.15 0 .7 8 0.897 0.977
10-5 (O.9 5I*) (0 .1 0 ) (1 .0 0 ) 0.953 0.989
IO" 6 {0.91b) (0 .1 0 ) (1 .0 0 ) 0.973 0.991+
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6.h The Effect of Commensurabilities on the Degree of Stability

It is to be expected in the present numerical investigation that 
some sets of initial conditions will be found which give rise to 
commensurable situations during the time interval of the integration.
As a rule - there are no exceptions - it is found that on commencing 
the numerical, integration procedure (with the above mentioned initial 
conditions) the semi-major axes of the system change in a systematic 
fashion. The semi-major axis of the (m^, m^) subsystem always decreases, 
whereas that of the (M^, subsystem increases. This tends to reduce 
the running or osculating value of a (the ratio â : With these
facts in mind we proceed to examine those features in Figures 6.1 - 
6 .2 5  where the number of orbits executed is found to be greater than 
the number predicted from the empirical stability curves.

In Table 6.2 are presented the notable features as they occur on 
the plots. The value of the e2 3 ,e^2 parameters are given along with 
the initial 0^3 ratio which gives rise to the feature. Also given 
are commensurabilities which arise from a values immediately below 
(if possible) the which appeared on the graph. This choice is
due to the reduction in the running a value as commented on above.
It is noted here that since we deal with initially circular orbits 
the initial a v a l u e  is equal to the initial value of a . Excluded
from this table are any results arising from Figures 6.19, 6.20,
6 .2l+ and 6 .2 5 i.e. e pairs (1 0 ,̂.10’"̂-) where p = 5 , 6 ; <1 - 5 , 6

for reasons which are discussed below.
The a values which give rise to commensurabilities in mean 

motion may be found in the following manner. Let n^ and n^ be the 
mean motions of the (n^, m2) and (M^, m^) subsystems respectively 
(n^ > n^). n^ and n^ here may be defined from the set of initial 
conditions or any other set of osculating orbital parameters as follows

n2 a2 = G m̂l + m2 ^
and

n2 a^ = + m2 + m^). (ll)
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Table 6.2 - Commensurabilities in Mean Motion

- 2 3 ' E32 23 Commensurability/ Corresponding. a

10-2

10-2

10-2

10-2

10-2

10-3

10-3

10-2

10-3

10-1+

10,-5

10- 6

10-2

10-3

0.1+78
O.U87
0 .5 0 0

0.623
0.635
0.627
0.61+0
0.631
0.635
0.629
O.6 7O

0.513
0.792
0.795
O .7 9 6

3:1

2:1

2:1

2:1

2:1
11:6
11:1+

10:7

10“ 3 10“ ** 0.805 7:5 0.799
10" 3 10" 5 0 .8 1 8 <1 1 : 8 0.809
1 0” 3 io“ 6 0 .7 9 7 10:7 0 .7 8 8

0 .8 2 0 1 1 : 8 0.809

10H

1 0 - 2 0 .5 2 6 8:3 0.507
0 .5 3 2 5:2 0.531

1OH

10“ 3 0 .7 9 5 10:7 O .7 8 7

1 0"^ 10"^ 0 .9 0 8 7 :6 0 .9 0 2
0 .9 5 0 13:12 O.9I+8

1OH

10” 5 0 .9 2 0 8:7 0.915
io~u 1 0 - 6 0 .9 5 0 13:12 O.9I+8

10” 5 io “ 2 0.535 8:3 0.507
0.5^5 5 :2 0.531

•0 .1+66

0.629

0.630

0.630

0.630
0.668
0.1+96

0 .7 8 7
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Table 6 .2 (continued)

e23 e^2 a 23 Commensurability/Corresponding.a .

10‘ 5 id”3 0 .8 0 0 7:5 /0.799
0 .8 3 0 k:3 /0.825

ID' 5 io“U 0.955 1^:13/0.952
I<f5 io”5 - “ / -
1 0 ~ 5 io”6 ' — - / ~

H o 1 ON io“2 0.535 8:3 /0.507
0 .5^0 5 :2 / 0.531

H O 1 ON io”3 0 .8 1 0 1 1 :8  / 0 .8 0 8

H f 6 1 0"U 0 .9 2 6 9 : 8  / 0 .9 2U
0 .9^0 1 1 :1 0/ 0 .9 3 8

io”6 io”5 - / -
- 6 - 6

10 10 - / -



A commensurability is defined to occur when the ratio

n.
n. (12)

where and A^ are integers. Now if we divide Equation (10) by 
Equation (ll) we obtain, remembering a = a^/a^,

n.
n. (l + v3)1/3‘

(13)

where, as usual, = + we now n2 :n 3 = ^2 :^ 3

then a value of a which gives rise to a commensurability can be defined 
to be

a =
( l  + v3)1/3

(lU)

The periods of revolution for the two subsystems, (m̂ , m^)
and (M2 , m^), may then be written as

T = —
2 “ 2

and T^ = 2tt 
n„ (15)

so that the expression for the osculating value of the synodic 
period, S, of the system may be written as

S = 2ir A0 /{n2 (A2 - Aq)}. (16)

From Equation'(l6 ) it is easily seen that straight line configurations 
of the three bodies can only occur along a finite number, v, of sidereal 
directions where

(IT)

This system of conjunction lines, somewhat like the spokes of a 
wheel, are fixed if the commensurability is exact. An inexact 
commensurability will result in the system of conjunction lines, or 
the "wheel”, rotating.



201

The commensurability therefore causes the number of positions of 
conjunction lines to be limited: the conjunction line may not assume
any sidereal direction. As in the case of Sun-NeptunerPluto, 
conjunctions cannot occur in the direction of Pluto's perihelion: 
this co.uld result in close approaches of the two planets and hence 
instability.

Now if during a numerical integration experiment a situation 
should arise giving a commensurability in mean motions this could 
enhance the durability of the system. Suppose during an experiment 
substantial eccentricities have built up on the osculating orbits 
of the (m^, m^) and/or (M̂ , m^) subsystems. Without a commensurability 
this system will tend to find itself rapidly in a conjunction where 
the (m-̂ j.m̂ ) subsystem is around apocentre and/or the (M^s m^) 
subsystem is around pericentre. This will cause further drastic 
changes to the orbital elements possibly resulting in instability.

However, if a commensurability in mean motions were to exist then 
this would restrict the system to conjunctions in specific sidereal 
directions and hence specific regions of the orbits. The possibility 
arises that the system may avoid the "worst11 conjunctions and survive 
a little longer until the inexactitude of the commensurability causes 
the "spokes on the wheel" to rotate allowing a conjunction to occur at 
a (m^, m^) apocentre /(M^, m^) pericentre type situation.

•Clearly commensurabilities giving the "best chance of survival" 
are those which result in as few conjunction line directions as possible 
i.e. small v', since this will sample the smallest number of all possible 
conjunction positions. Furthermore, it is probable that v being odd 
is favourable since if the number of conjunction lines were even and 
one was placed at the most favourable position then automatically 
there would be a conjunction line at the least favourable position.

Of all the features noted in Figures 6 . 1  - 6.25 only five of 
these seem accountable to commensurabilities resulting in even values 
of v. The probability of an event occurring r times in n trials 
is

r n-r C p a r
n„ ri!where C =---  :----r (n-r)! rl



p = probability of event occurring 
and q — probability of event not occurring.

If it is then considered that it is an even chance (i.e. p = q = §) 
whether a commensurability with an odd or even number of conjunction 
lines, v». should arise then it is readily calculated by the above 
formula that there is less than one chance in 1 0 0 0 0 0 that only five 
of the thirty-six features which arise would be attributable to 
commensurabilities with even values of v» ^  would seem that this 
is not a chance occurrence and that there is indeed a preference for 
commensurabilities resulting in odd values of v.

In Table 6.3 are given the frequencies of the values of v arising 
from the features of the curves noted in Table 6.2. It is seen that 
the values of v are all small and even values are avoided.

Table 6.3 - Frequency of Numbers of Conjunction Lines

v__________ 1 2  3 ** 5 6______ I___________
Frequency 15 5 11 0 k 0 1

The "one spoked wheel" type of commensurability is clearly the 
most favourable of all since there is then only one possible direction 
for the conjunction line. Such commensurabilities i.e. 6:7* 7:8S 
8 :9 » etc. are concentrated at a ^  values greater than 0 .9 : it is
felt that this explains the poor fit of curves at (e23^ ^ )  pairs 
(10” 5, 10” 5), (10“ 5, 10” 6), (10“ 6, 10“ 5), do"*6, 10“ 6) since at 
these values systems of > 0 * 9 are being studied.

6.5 Discussion and Conclusions

The aim of this chapter has been to examine, by means of the 
e parameters, the stability of systems lying in the‘region outwith
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the critical stability surfaces. In Section 6.3 it was shown that 
the durability of systems increased rapidly on approaching a certain 
value of (which value being, dependant on the e parameters).
This value was denoted (a2 3 0̂* '̂ ie remaining parameters for each 
of the empirical stability curves were also determined viz. 3 and y 
- these also being e-dependant.

To examine the validity of the empirical stability curves for 
predicting the durability of systems three sets of numerical 
integration experiments were carried out. Each set consisted of 
one value for each of the twenty-five e23^ ^  pairs [ (1 0 10

p = 2 ,...,6 ; q = 2 ,... ,6 J as before.
Set (l) was taken at the value = ^ 23^0 * for each £ 2 3 ,e 32

pair, and hence should be stable - the results are given in Table 6 .U. 
In this table denotes the number of passages the (m^, m^) subsystem 
made through its initial sidereal direction (see Section 6.2). 
is the corresponding data for the (M^, m^) subsystem. Hence if 
the orbits of the system were not disturbed and would be
exactly the number of orbits executed by the (m^, m^) subsystem 
and (M-, m ) subsystem respectively. N is the number of synodic

c. j  S

periods computed in the fashion described in Section 6.3. If no
perturbation was suffered by the system then N would equal° s
N'(= N_ - N._). It may be noted, as we would expect, that N differs s 2 3 s
from N' , that difference being greatest when the perturbation on

 ̂• o’ —2 —2the orbits is greatest i.e. eZi- 10 and = 10 •
difference between N and N* varies reasonably smoothly with thes s
e parameters.

Set (2 ) - see Table 6.5 - includes systems which, excepting
those at small e values, are predicted to. run for several tens of
synodic periods. Clearly the predictions will be affected by the
errors contained within the curve parameters (a2 3 ô *  ̂an<̂  ^ #
It is therefore necessary to find out how sensitive the predictions
are to errors in these parameters. To this end we differentiate
N , as calculated by Equation (8 ), with respect to (a0-) , 3 and s 23 o
Y to obtain
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Table 6.1+ -  Set C l); Experiments at Empirical 
Stability Limit

e 2 3 e32 . °23 H2 N1.........s
N

s

H o
i ro io ” 2 0.1+75 1+00 • 121 279 2l+l

10“  3 0.619 1+00 179 221 201
io "1* 0.622 hoo 182 218 203
10“  5 0.632 hoo 183 217 199
io “ 6 0.627 1+00 182 218 . 201

10“ 3 io "2 0.511 1+00 130 270 216

io “ 3 0.791 1+00 255 ll+5 111
10~^ 0.790 1+00 262 138 118

10“ 5 0.793 1+00 263 137 117
io “ 6 0.79U 1+00 263 137 116

ioH 10“ 2 0.516 1+00 133 267 2ll+
io "3 0.789 1+00 261 139 111
10"U 0.902 1+00 329 71 56
10-5 0.911

00-d-
0

339 6 l 52
io~6 0.91U 1+00 31+0 60 50

ic f  5 io “ 2 0.520 1+00 13l+ 266 212
io ” 3 0.798 1+00 263 157 105
10~k 0.915 1+00 339 6 l 1+8
10-5 0.91+3 1+00 362 38 33
10“ 6 0.953 1+00 367 33 27

io -6 io ” 2 0.519 1+00 131+ 266 212
io ” 3 0.800 1+00 263 137 10k

io ” 1* 0.917 1+00 31+0 60 1+7
io ” 5 0.951* 1+00 358 1+2 26

10“ 6 0.97^ 1+00 382 18 15
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Table 6.5 - Set (2): Predictions of Durability

e23 032 a2 3

Predicted Values Actual. Values
N . ± AN . N Time, s s s Comments

OJIoH io“2 0.1+761+ 100 5̂ 50C 1 .6 6 0.1 0 2 151B
1 0 " 3 0 .6 2 1 3 100 39 200L 1 .2 1 6.1 0 3

io"1* 0 .6 2 6 1 100 26 201L 1 .21+1+.1 0 3

io"5 • 0.633T 100 30 87C 5.578.102 159B
io~6 0.6283 100 71 95C 5 .9 I+6 .IO2 100B

1 0 “ 3 io”2 0 .5 1 1 6 100 88 89C 3.1+22.102 90X: 90B
io”3 0.7912 100 331 366c 5.1+75.103 380 X :380B
io”1* 0.7931 100 28 780 1 .181+.1 0 3 88X: 93B
io~5 O.7 9U7 100 60 223L 3.558.103

io'6 0.7953 100 92 118C 1 .8 0 9.1 0 3 130 X-.132B

H O 1 •fr* io~2 0.5219 100 15 213L 8.573.102

1 0 ~ 3 0.790U 100 68 221L 3.303.103

io"1* 0.9055 60 21 57C 2.21+3.103

io"5 0 .9 1 6 8 50° ll+ 1+1C 1.81+6.103 1+2B
ID* 0.9155 1+0 51 29C 1 .2 9 9.1 0 3 36X

io"5 1 0 ~ 2 0.5301 100 IT 9 6C 1+.0 0 0.1 0 2 97B
io~3 0.7989 60 1+8 210L 3.311.103
io”1* 0.9183 50 56 790 3.61+6.103 81+B
io"5 0.9^58 1+0 51+ 8i+x 6 .0 6 3.IO3

io“6 0.9559 10 9 2 6l 2.31+5.103

10 “ 6 io"2 0.5321 100 1 8 6 8C 2 .8 7I+.IO2 70B
1 0 ~ 3 0 .8001+ 80 181+ 1+3B 6 .8 7 1.1 0 2

10^ 0.9183 1+0 1+1+ 21C 9.736.102

10-5 0.9556 15 13 13C 1 .1 5 8.1 0 3 ll+X
IQ- 6 0.9750 10 1 2 . 1 2C I.9I+I.IO3
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and

m

a(a23)o

SN

(1. - a23)Y

(a23

1 " a23 
°23 ”^a23^o

r i-
. e

^ 3

(a23*"( °23^o

1 ~ °23 
a23 ”^a2 3 ô

3Ns 1 ~ a23 Y. in 1 “ a23
3Y 3

a23 "^a23^o I J a23 ~ (a23}oI

(18)

(19)

1 - 23
a23 ^23^

(20)

These may be used to find the error in the predicted value of Ng due
to an inaccuracy in each parameter -  ̂ ^ * e»S»
AN = f3N/33l.AB . It is found, assuming an error half the s — s ^
size of the least significant digit in each parameter, that the
predictions for set (2 ) are most sensitive to errors in (“23^ 0 •
These errors are presented in Table 6.5 along with the predicted
value of N , the actual value of N obtained by numerical experiment s s
and the details of the instability(s) the systems suffered (if they 
were unstable).

Set (3) is similar to set (2) except that the predictions are 
for a small number of synodic periods, ten or less. It is found here 
that errors due to an inaccuracy in any of (a23^0 >  ̂ or Y 
negligible. The data presented in Table 6 . 6  is similar in form to 
that of Table 6 .5* ?

From the experiments of set (l) it wan found that, over 
the time interval of the integrations, secular trends in the semi
major axes and eccentricities were absent. Only periodic variations 
in these were apparent.

Among the twenty-five predictions of set (2) 17 are correct
inasmuch as the actual value for N is within the error bounds on thes
predictions. In fact the predicted value is generally close to the 
actual value. Of the remaining 8 experiments 7 have exceeded the 
maximum possible predicted values and are still executing their 
orbits with no sign of secular trends in the semi-major axes or
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Table 6 .6  - Set (3): Predictions of Durability
at .a23 > ( o ^ o

Predicted Values Actual Values
e23

e32 a23 . Ns ± AN Ns s Time Comments

C
M1OrH 1 0 "2 O.U855 10 0 125c l*.27l*.102 127B

CO 
, 

10H

0.6310 10 0 56c 3.569.102 76B
10"^ 0.6385 10 0 13c 8 .806.101 . 20B
10" 5 0.6^71 10 0 5C 3.108.101
10"6 0.6336 10 0 38C 2 .1*09 .102

CO1OrH 10"2 0.5212 10 0 13C 5.021+.101 ll+B
10"  3 0.7932 10 1 198B 3.013.103
io"1* 0.8065 10 0 32C 5.231.102 56X:60B
IO" 5 0.800U 10 0 222C 3.52U.103 225B
10"6 0.7985 10 1 229L 3.586.103

-3-1OH 10"2 0.5^59 10 0 32C 1.1*09.102 33B
IO" 3 0.7957 10 0 12B I.8 7 6.IO2

10“ U ‘ 0.9130 6 0 7C 2.799.102 9X
10~5 0 .9 2H6 5 0 2X 1.057.102

1 0"6 0.9173 h 1 2 5C 1.115.103

10" 5 10"2 0.5^36 10 0 15C 6 .6 7 5.1 0 1 16B '
CO 

.

'0H 0.8057 6 0 9C 1 . 506.102 11B
10"U 0.9199 5 2 5C 2 .1U3 .1 0 2 5X
1 0 " 5 0.9^72 h 1 U5X 3.337.103

10“ 6 0.9580 1 0 6C 5.65l*.103

H O
1 O
N

1 0 " 2 0.5^32 10 0 26c 1 .11+2 .1 0 2 32B
10“ 3 0 .8 0 2 2 8 1 112C 1 .8 0 8.1 0 3 lll+B
10~k 0 .9 2 0 8 k 0 hX 2 .0 1 2 .1 0 2

1 0 ~ 5 0.9578 2 0 1*9 L 1+.6 6 1.1 0 3

H 0
1 O
N

0.9773 1 9 '5X 8 .1 1 9.1 0 2



eccentricities. Referring back to Figures 6.1 - 6.25 it is possible
to attribute these to the peaks which appear on the graphs and
therefore they seem to be due to temporary commensurable situations
arising during the integration experiment. One system has exhibited

_ 6instability a little earlier than expected i.e. e23 = 1 0 , = 10

In Figure 6.26 these results are displayed in the form of a histogram
to demonstrate the spread of the actual values about the predicted
values. Along the ĉ-axis are plotted the deviation of the actual
values, N , , from the predicted values, N . relative to the ’ sact’ ’ spre*
latter value i.e. (N . - N )/N . This scale is divided intosact spre spre
divisions of 0 .2  and the number of systems which fall within each
division is counted and displayed by a vertical bar. For example it
is found that 3 systems lie within ± 1 0$ of the predicted value
of N , etc. The relatively good agreement of e values 10  ̂and _6S
10 is probably fortuitous since the values of the curve parameters 
here were only chosen by comparison with neighbouring values.

The results for set (3) do not follow the predictions as closely. 
This however is not surprising since a temporary commensurability 
could arise in many of these systems causing the actual value of Ns
to greatly exceed the smalt predicted value. Having said that it is 
worth noting that only 4 of this set of twenty-five actually accomplished 
a greater number of orbits than the corresponding experiment of set (2 ). 
Furthermore only 2 actually survived for a time less than that predicted. 
It appears then that the empirical stability curves give a good lower 
limit on the possible number of synodic periods a system will survive 
through. Figure 6.27 displays the results of Table 6 .6  in the same 
way as Figure 6.26.

The empirical stability curves thus, in general, allow reliable 
predictions to be made of the durability of three-body systems. The 
value (“2 3 )0 demonstrates the existence of a region of stability 
outwith the analytical- stability region given by the critical stability 
surface. Furthermore, the division between the regions of stability 
and instability is sharp: the empirical stability curve climbs rapidly
to obtain very high values of N over a small range in a0~. This 
is in agreement with Nacozy (1 9 7 7) who found that secular trends were 
immediately apparent in the elements of Saturn1 s orbit when the masses
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of Jupiter and Saturn were multiplied by a factor beyond about 30.
Below this value secular trends were apparently totally absent
indicating a rapid transition from stability to instability. Nacozyfs
work will be referred to later.

It has been shown that only in cases where temporary commensura-
bilities arise does the actual value of N differ significantly froms
the predicted value. Clearly of course the (<*23^ 0 va-*Lue may
be affected by commensurabilities. If the empirical stability curve 
should begin to rise close to an value which can give rise to a
commensurable situation then this will tend to increase (<*23^0 an^ 
steepen the curve. This situation appears to have arisen when
e23 = 10 and z 0 - 10 since at these e values (aOQ) is

— 3 — 1+ ^ — 1*greater than the value at e23= 10 and = 10 or e 23 = 10
and e^2 = 10 Similarly at e23 = 10 2 and = 10  ̂ ^a23^o
is again anomalously high. The commensurabilities do indeed appear
to be the reason for the peaks in the curves of the actual values of
N • It would be unlikely, if they were chosen at random, that only s
five features would arise from commensurabilities giving an even
number of conjunction line directions. The reasons for this were
stated in Section 6.H.

It is an interesting feature of all the experiments conducted
that in all the systems studied the body which was removed from
the system was the one with smallest mass. This is reasonable since
the smaller body will generally experience a larger disturbing force
i.e. a larger e value. This point will be discussed further in
Chapter 7 where the relationship between the e parameters and the
variations imposed on the osculating Keplerian orbits of the (m^, m^)
and (M^, m^) subsystems is examined.

As was mentioned previously Nacozy (1977) found that the Sun-
Jupiter-Satum system became unstable when the masses of Jupiter and
Saturn were multiplied by a factor about 30. Saturn was ejected
from the system in 10000 years or less. This increase in the Jovian

— 3and Satumian masses results in e values of e23 = 7.899.10 and_ oe^2 = 1*361*.10 (see Chapter U, Table U. 1). Now if we consider the 
values of derived previously and interpolate, the appropriate
value of (0-22 ^ ^or sys'tem augmented Jupiter and Saturn masses
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may be obtained, viz. (a2 3 ) 0 ^ 0*62.. This value is greater than the 
actual value of “ 239 0*55> and would suggest that Nacozy's system
should be stable. However the effect of the eccentricities of the
Jovian and Saturnian orbits has been neglected. It is reasonable to 
suppose that the value (a2 3 ô ^ 0 , 6 2 should be compared with the
value of arising at a conjunction of Jupiter and Saturn occurring
when Jupiter is at aphelion and Satufn is at perihelion viz.

aT 1 + eT= —  .     (21)• 23 ag 1 - e

where suffix "J" denotes Jupiter and suffix nSlf Satinm. Substituting_2 _2 values for a-j/a-g = 0 *5 5 » ej = U.8 .1 0  and eg = 5 *6 *1 0 we obtain
= 0.6l at this configuration. This is remarkably good agreement.

In fact we might expect, due to the large e values of Nacozy's system, 
that the eccentricities of the orbits would be increased, due to the 
greater perturbation, allowing > 0 .6 2  and hence resulting in
instability. It is therefore expected that agreement with Nacozy's 
study would be possible if eccentricities were included in the present 
study. In the next chapter we proceed to examine the changes in the 
eccentricities and semi-major axes of the systems due to various ranges 
of perturbation.



CHAPTER T THE PREDICTION OF THE AMPLITUDE OP'THE~VARIATIONS IN 
SEMI-MAJOR AXES AND ECCENTRICITIES IN'COPLANAR,
• COROTATIONAL, INITIALLY CIRCULAR, HIERARCHICAL 
' THREE-BODY SYSTEMS . .

7.1 Introduction
Due to’ the way in which the e parameters arise in the equations 

of motion, when the latter are expressed in the Jacobian coordinate 
system, it has been conjectured that they will be related to the changes 
imposed on the, Keplerian orbits of a hierarchical system by perturbations 
from the other bodies of the system. In other words, the e parameters 
are taken to characterise the magnitude of the disturbance on the 
Keplerian orbits of a system relative to the central two-body force: 
it is reasonable to suppose that these in turn are directly related 
to the changes in the osculating semi-major axes, eccentricities, etc. 
defining the orbits of the system. For example, it is reasonable to
suppose that a system which results in e parameters of the order of
-3 . • .10 will m  general have its constituent orbits perturbed to a greater

extent than one in which the e parameters are around 10

Following the above argument it was decided to carry out a study 
to determine empirically, if possible, the relationship between the 
e parameters and the changes in the osculating semi-major axes and 
eccentricities in the coplanar, co-rotational, initially circular, 
hierarchical three-body problem. The reasons for choosing to study 
three-body systems is again purely on the grounds of simplicity.
Questions which this chapter will try to answer are:

For stable systems, are the amplitude of the periodic variations 
in the semi-major axes and eccentricities directly related, in a 
simple way , to the e parameters?

Over what range in e parameters and a ratio is the relationship 
valid?

In Section 7.2 a brief description is given of the numerical 
experiments which were used in the investigation; a fuller description 
of these has already been given in Chapter 6 , Section 6.2. The results 
are given in this section in graphical form and enable us to draw 
attention to several interesting features arising from the graphs.



The effect commensurabilities have on the relationship between the 
e parameters and the variations in the semi-major axes and eccentricities 
is also considered (see Section 7«3)» Discussion of the results is 
presented in Section J.b along with some conclusions.

7.2 The Numerical Experiments arid Results
As in Chapter 6 the systems are examined in terms of their e

parameters - e23 ,e^2 ” 811 cl. initial a^  ratio. The e parameters
were allowed to take values in the range 10 1 where i = 2 ,3 , . . . , 6

1
with the c&22 value lying between 2 (e2 3 ) 2 and unity; the former value 
being the lower limit .for real systems as given in Chapter 1+. Generally 
values were taken at steps of 0 . 0 5 in initial 0 2 3*

Again our attention is restricted to considering only coplanar, 
corotational and initially circular orbits (i.e. e^ = e^ = 0 ; 
f^, f^ are then indeterminate initially): also only initially straight
line configurations are studied where the bodies assume the order 
m^m^m^ (i.e. 0 = 0 as defined in Chapter 5). These initial conditions
were also described in Chapter 6 (see Section 6.2).

The time interval over which the numerical experiments were carried
out was determined by the method as described in the above section.
Each integration in this study was continued for 200 passages of the 
(m-pm^) subsystem through its initial sidereal direction, as referred 
to some fixed reference direction, or until one or other of the 
osculating eccentricities exceeded unity indicating that a break-up 
had occurred.

Some 1*5*+ experiments of the above type were carried out. In each 
the maximum deviations (from initial values) of the semi-major axes 
and eccentricities of the (m̂ ,!!̂ ) and (M^jm^) subsystems, denoted 
(a^e^) and respectively, were determined. These variations
in semi-major axes and eccentricities were denoted Aa^, Ae^s Aa^ and
Ae^. (it may be noted that some of the values from the high range of
a23 ^ °2 3  ̂^.8 ) are omitted for certain pairs of e parameters; this 
occurs since the system is so unstable that meaningful deviations 
from the original values of the semi-major axes and eccentricities are not 
obtainable).



Having obtained the maximum variation in the important orbital
parameters - (a^, e^) and (a^, 6 3 ) “ these were then plotted in the
following fashion. The variations in the semi-major axes were first
normalized i.e. Aa^/a^ and Aa3/a^ were formed. This done, the
values of log1 0 (Aa2/a2), log1 0(Ae2), log1Q(Aa3/a3) and logl(/Ae3  ̂W6re
plotted against the initial value, for a given pair of eparameters.
The graphs obtained are shown in Figures 7*1 “ 7 *2 0 .

On each figure five curves are displayed: each curve is marked
with a bracket of the form (i,j), where i and j are integers, this gives
the values of the e parameters for that curve viz. e23= 1 0 1, £32 = 10

The curves are arranged so that on each figure the e parameter
which is relevant to the variation being plotted goes through the range 

—2 - 3  —610 , 10 ,...,10 the other e parameter remaining fixed. Thus there
are five figures for each of the variations - Aa2 /a2, Ae2, ^ey

The other information presented on the graphs is the appropriate
value of the ratio a for critical stability, i.e. acr» as calculated for
e2 = 63 = 0 and 0 = 0 .  This is displayed as a short vertical bar
crossing the appropriate curve.

The curve to the left of a (i. e . a < a  )is shown as a solidcr cr
line. This is the region of stability (i.e. no exchange of bodies is
possible) where there indeed seems tobe a relationship between the
e parameters and the variations on (a2 ,e2) and ^ 3 ,6 3 ). To the right
of a the curve is shown as a dashed line except very close to the cr
acr value where the above relationship seems to be maintained. This is
a consequence of a being less than the empirical stability value (a__)23 o
(as derived in Chapter 6 ) and thus these systems will still be stable 
and exhibit only periodic variations in semi-major axes and eccentricities: 
secular trends are absent. The dashed part of the curves show no 
distinct relationship between the e parameters and the changes in semi
major axes and eccentricity. This is' due to two factors. Firstly the 
systems are unstable and hence we might expect the relationship to be 
lost at these high 0̂  values. It is also due, in part, to the integration 
experiments being terminated as the osculating eccentricity exceeds unity; 
the values of the variations plotted is then the highest value previous 
to when the osculating eccentricity of one of the orbits exceeded unity.
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7.3 The Effect of Coimhensurabilities on the Amplitude of the Variations

In the solution of the Lagrange planetaiy equations, correct to 
the first order in the masses, the expressions for the elements of a 
disturbed planetary orbit involve three types of term. These are 
(i) secular terms (ii) short-period inequalities* and (iii) long- 
period inequalities.

To ensure stability of a hierarchical system in the sense of 
maintaining the order within the hierarchy and the position of each 
orbit relative to the others it is essential that the expressions giving 
the semi-major axes, eccentricities and inclinations do not involve 
secular terms. The remaining angular elements may involve secular 
terms with no detriment to the stability of the system.

The short-period inequalities generally involve variations of the 
orbital elements of the orbit of the disturbed body which operate over a 
time scale which is comparable to the orbital periods of the system.
The terms which arise in the expressions for the elements have divisors 
of the type ign2 + ^3n 3 ^ 2  811(1 ^3 integers); if one of these
divisors is small, then the corresponding term in the expression for 
the element is enhanced giving a disturbance greater than might be 
expected.

The last type of term, the long-period inequalities, arise from 
the occurrence of approximate commensurabilities, in certain instances, 
of the mean angular motions n  ̂and n^ as discussed in Chapter 6 , Section 
6.1*. The terms of this type constantly involve divisors of the type 
i^n 2 “ ^3n 3 ( ^ 2 331(1 i 3 positive integers) which, if n^/n^ - ^3/^2 »
will be small, resulting in the corresponding term in the expression for 
the element being magnified and having a greater effect than would be 
expected a priori.

Thus in all the numerical experiments carried out it would be 
expected that there will be short period variations of the semi-major 
axes and eccentricities with long period variations showing up especially

*Inequality is used here to mean the deviation from purely elliptic 
motion i.e. the perturbation of an element due to the effects of 
other bodies.



about values of a where coramensurabilities arise. In the numerical 
integrations where a^  < (a2 3 0̂ there should be no secular trends 
apparent in the semi-major axes and eccentricities. This was always 
found to be the case.

If we now consider the diagrams, it is apparent that peaks occur 
on several of these. The most frequently occurring peak is at 
a23 = i‘e* a = O . 6 5 since initially circular orbits are dealt with .
here. The peaks only occur when a2 3cr  ̂O.6 5 , that is, when the case 
a = O . 6 5 is stable. This value of a, it may be remembered from Chapter 
6 is very close to the 2 : 1  commensurability i.e. a = 0 . 6 3 0 when y^ = 0 . 
When >0.75 another peak arises in the graphs a t = 0.75.dJCT d.3
This peak is close to the 3:2 commensurability i.e. a = 0.763 when

Since the integration experiments are carried out at intervals of 
0.05 in (*22 the graphs contain no information as to the exact width 
of these peaks. Indeed the apparent "shoulder” on the peak at = O.6 5 , 
which occurs at = 0.60 on Figures 7.7 “ 7.10 and 7.18 - 7*20,
may be due to another commensurability and is not necessarily due to the 
effect of the 2:1 commensurability. To answer the question as to how 
wide the peaks are it would obviously be necessary to carry out further 
numerical integrations at intermediate initial values. In general 
the height of the peaks in the curves giving the changes in semi-major 
axes is less than that of the curves giving the variations in eccentricity.

An interesting feature, not included in the graphs, occurred in the 
range of small on the curves pertaining to Ae^. Between the values
°23 = 811(1 a23 = 8 Sma-L-L Pealc appeared on each of these curves.
The smooth curves were obtained by considering only the amplitude of 
the short-period variations at these values of initial The longer
period trend which gave an increased degree of perturbation operated over 
a time scale comparable to the period of the orbit of m^ relative to M^- 
the mass-centre of m^ and m^. The systems in this region are generally 
of the type Star-Planet-Star i.e. inferior planets of binary star systems 
and it is possible that the larger perturbation due to the disturbance 
by the more massive m^ (relative to m^) in conjunction with the small 
value of n^, relative to n^, could cause a periodic trend in the elements of 
the orbit of the close pair i.e. the orbit of m^, the planet, relative to



m1 which is of longer period than the shortest period terms and possibly- 
magnified due to the smallness of i^n^ + as mentioned above.

At larger initial a ^  ratios the orbital periods of the system are 
of the same order and hence the short period terms will all operate 
over similar time scales. When the initial value is smaller then 
in this case the numerical experiments have not been carried over a 
real integration time comparable to the period of m^ about the mass- 
centre of m-̂  and m^ and hence these trends, such as occur in the range
0 . 0 1  $ £ 0 .1 , would not have sufficient time to manifest themselves.

If the integrations in this region were carried over a longer 
time scale then it is felt likely that although the curves might change 
in appearance slightly the overall simplicity of the relationship 
between the e parameters, ratio and variations in semi-major axes 
and eccentricities would not be lost.

7.1* Discussion and Conclusions
Although this brief examination of the relationship between the 

e parameters, a ratio and the variations in the orbital, elements 
(a^, ê ) and (ag> ” the important ones for stability of coplanar 
hierarchical, systems - has been carried out in a simple fashion, it 
is evident that such a relationship does exist. By simply considering 
the largest values of Aa^, Ae^, Aa^ and Ae^ obtained over a specified 
integration time - these being calculated only at specific sampling times - 
it is possible todemonstrate these relationships.

Excepting the occurrence of commensurabilities it is apparent that
a main conclusion may be drawn: the order of size of the relevant e

-2  -5parameter e.g. 10 or 10 etc. decides the order of size of the 
perturbations on the elements a and e of the osculating Keplerian orbit 
of the body being disturbed. The particular value is of secondary
importance inasmuch as it only modifies the magnitude of these perturbations

It is probable that a better method of calculating the variations - 
Aa£> Ae2 » Aa^, Ae^ “ would have been to employ some type of time averaging 
scheme. For example calculate as follows:



where t is the time of integration and (a0) is the initial a0 valueO   c. O____ cL
with similar expressions involving Ae^, Aa^ and Ae^. These values 
would give information on the mean deviation of the semi-major axes 
and eccentricities from their initial values.

The classical method of secular inequalities (see Smart, 1953) 
yields the amplitude of the long period variations in eccentricity 
and inclination in the planetary case of three-body systems, assuming 
that the changes in the semi-major axes are zero. The present treatment 
suggests that the changes in the semi-major axes are limited in a 
similar way to the changes in eccentricity and inclination (although 
clearly no variations in inclination have been obtained herein since 
only coplanar systems were considered). The results also suggest that 
relationships are obtainable, which would allow the calculation of 
these variations over a veiy large range of masses and ratios.
It would be an obvious extension of this present work to tiy to obtain 
analytical relationships which would positively identify the dependance 
of Aa^, Aeg* ^a^, Ae3 (^^ even Ai^ and Ai^> the variations in 
inclination) on the e parameters and ratio. This point will be
discussed further in Chapter 10.

It was remarked in Chapter 6 that the smaller mass was always the 
one ejeeted from the three-body system if instability, in the form of 
break-up, occurred. Similarly when considering the variations imposed 
on the orbits of the (rn̂ jm̂ ) and (M^jm^) subsystems it is found that 
depending upon whether m^ or m^ is smaller then the larger variations 
will generally occur on the semi-major axis and eccentricity of the 
(m^n^) or (M2 ,m̂ ) subsystem respectively. Again it is observed that 
the larger variations are associated with the larger disturbing e 
parameter . However it may be noted, in passing, that if e23 and 
e^2 8X6 the same magnitude then the variations imposed on the (m^,m2) 
subsystem are slightly larger than those imposed on the (l-̂ , m^) subsystem.



CHAPTER 8 THE EMPIRICAL STABILITY PARAMETERS FOR THE HIERARCHICAL
FOUR-BODY PROBLEM AND THEIR APPLICATION IN THE COPLANAR,
COROTATIONAL,'INITIALLY CIRCULAR CASE

8.1 Introduction
Thus far only hierarchical three-body systems have been considered

in any depth. The justification for this is that it is the simplest
case in which the use of the e parameters may be tested. However it was
remarked at the end of Chapter that it might be possible to use the
e parameters to consider the stability in n-body hierarchical systems
where n £ h. To this end it was proposed that the relevant stability
parameter for any given orbit within a hierarchical system should be
the sum of the e parameters which operate on, i.e. disturb, that
particular orbit (cf. Equation (U.30)). It was further recognised
that there would also have to be a criterion on the a. . ratios

1J(i=2 ,...,n-l; j=3 5...,n; i < j) for a given set of stability parameters
(cf. Equation (*+.3l)).

The use of the four-body problem is the simplest case where the 
applicability of the summation of the e parameters for each orbit as 
a stability parameter may be tested. It is also the simplest n-body 
case where no analytical stability criterion exists.

Considering the four-body case we require three osculating 
Keplerian orbits to define the motion of the system. Mass m^ moves in 
a disturbed Keplerian ellipse relative to m^, m^ moves in a disturbed 
Keplerian ellipse relative to M^ (the position of the mass-centre of 
m^ and m^) and m^ moves in a disturbed Keplerian ellipse relative to 
M^ (the position,of the mass-centre of m^, m^ and m^). There are 
therefore three two-body subsystems which may be denoted (m^,!^),
(M2 ,m3) and (M^,m^).

Now these three orbits are disturbed by the other masses present.
The orbit of (m^m^) subsystem is disturbed by the masses m^ and m^.
The (M^, m^) subsystem has its orbit perturbed by the masses m^ and m^ 
not being at their common mass-centre and by the mass m^. Finally, the 
(M , m^) subsystem’s orbit is affected bym^ and m^ not being at their 
common mass-centre, also by M2 (i.e. m^ and m2) and m^ not being at 
their common mass-centre. Thus each orbit has a disturbance placed



on it from two sources: each of the three equations of motion for
the system will therefore contain two z parameters (see Section 8.2).

In Section 8.3 the numerical experiments which were carried out 
are described. The results derived from these experiments are given 
in the following two sections - Sections 8.1+ and 8.5. A discussion 
of the results is given in Section 8.6.

8.2 The Empirical Stability Parameters Defined
In Chapter 3, Section 3 .6 , the equations of motion, in Jacobian 

coordinates, were used to derive the z parameters. The relevant 
equation was Equation (3.1+0) with the form of the £ parameters being 
given by Equations (3.1+1). Let us now consider the case when n=U: 
there are three equations of motion, one for each of the two-body 
subsystems - (m̂ , m2), (M̂ , m^) and (M^, m^) - viz.

£ 2 =
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To form the empirical stability parameters for four-body systems 
we consider the straight line configuration m^ m^ m^ m^, i.e. C ^

- 1> so that p2^C23^ " P2^C£l+̂  = P2^C3l+̂ = Th^S conf^Suration 
is chosen since it is in this situation that the mutual perturbations
among the bodies are at a maximum. The stability parameters E^,
may then be defined as follows:
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E2 ~ e 32 + e42

Z 3 ~ e23 + eb3

E^ = e24 + e34

(5)

Thus E^ (i=2,3,4) is a measure of the disturbance placed on the
orbit of m. relative to M. _ (the position of the mass-centre of 

1  l - l

the masses m^^...,m^_^).

Alternatively we could have defined an "average” empirical 
stability parameter as follows:

E2 = t [ [ e32 P2^C23^ + eU2 P2 ^C2^  J dt ^
J o

with similar expressions involving an<3- Ê . In this expression
the £3 2 * ^23* e42 811(1 C24 are :func'tions 0;£> "fche time, t. It would 
be sufficient, for the present purposes, to use the solution of the 
two-body problem to give these parameters their functional form.
The time of integration T is given by considering the orbital 
periods of the system defined by the initial conditions. T is the 
shortest time interval such that

T = k. ^ 2 3 = ^3 4  ̂̂

where k and SL are positive integers, S... = T.T./(T* - T. ) is the
i j  1  j  J  1

synodic period of the (M. ,m.) and (M._..,m.) subsystems (j > i) and1 -1 - 1  J 1 J
T. (i=2,3,U) are the orbital periods of the masses m. relative to 
Mi-1 #

Thus after a time T the system'would return to its straight 
line initial configuration, assuming there to be no perturbation of 
the subsystems’ orbits.

For the present investigation, however, the former definition 
of the E parameters is adopted for reasons of simplicity: there
is no reason to believe at this stage that either definition is more 
appropriate than the other.



Following the same reasoning used for the e parameters in 
Chapter 6 , section 6.2,. it may he assumed that the disturbances on 
the Keplerian orbits of the four-body system are applied in a pseudo
random fashion. The question of whether a four-body system with given

or no^ will then depend upon whether 
or not the resultant pseudo-random variations in the elements of the 
constituent Keplerian orbits of the system are large enough to cause 
some form of instability.

8.3 The Numerical Experiments

The numerical integration experiments in the four-body problem 
were carried out along the same lines as those in the three-body problem. 
The motion of the three constituent subsystems - (m-̂ , m 2)» (M2 , m^) 
and (M-̂ , m^) is defined by three sets of osculating elements (a-£,e£,73̂ )
{i = 2 ,3 ,1+} , for coplanar motion, along with three true anomalies 
f̂  {i = 2,3,1+} , giving the positions in these osculating Keplerian 
orbits. Since only the initially circular case of the problem is studied 

and f̂  { i = 2 ,3 ,1+} are indeterminate initially and reduce to 
{i = 2 ,3 ,1+} the longitude of the body as measured with respect to 

some fixed reference direction i.e. if x is a unit vector in that
areference direction then cos 0. = (p. . x)/p..

•The initial conditions of each integration are restricted still 
further by considering only the initially straight line configuration 
m ^ m ^  i.e. z2 = £3 = (= say initially). We thus have the
following initial conditions < •

p. = (a., 0 , 0 ) ; p.  = (0 , V., 0 ) ' (i = 2,3,*0 (8 )AS -L J- vl 1

where â  are the semi-major axes of the subsystems (M^-^j m^) i=2 ,3 ,l+
" velocity viz.

(i = 2,3,1+) (9)

and is the required "circular" velocity viz.
12

V. =l
G M.l
a.l

*0nly two initial a.• parameters are required, although three arise inJ
Equations (l)-(l+), since a \= P2/p^ = (p2/p3) • (p3/p1+0  = “2 3 * a3h*
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The time interval over which the integration was carried out 
was determined by the successive passages of the (m̂ jrn̂ ) subsystem 
through its initial sidereal direction i.e. The integrations
in this chapter generally continued over 200 such passages. If the 
system exhibited instability by one of the eccentricities e^(i=2 ,3 ,̂ ) 
becoming greater than unity then the integration experiment was 
terminated. Various data were noted from each experiment. The data 
include: the time up until the above instability, if any, occurred,
the number of passages {i=2 ,3 ,̂ } the subsystems (M^_^,m^) {i=2 ,3 9̂ } 
respectively, made through their initial sidereal directions9 the 
maximum deviation of the semi-major axes and eccentricities from 
initial values and which body, if instability occurred, was ejected 
from the system. The data is similar in form to that noted for the 
three-body systems excepting that no examination of the experiments 
has been made so far for evidence of close encounters. Also, although 
crossover of orbits was noted in several cases, no use was made of 
the time of this occurrence. Only break-up was considered as giving 
an indication of instability. (Clearly it will be necessary in future 
to examine the data of the numerical experiments for evidence of close 
encounters and cross-over and to note the time of their occurrence).

The systems were studied in terms of the parameters (i=2,39U) 
and (<*2 3 » a3 l̂  » °'tlier a value is redundant since a ^  =
a2 3 * a3k* ®he n 9 fixing a^ = 1 in all the experiments, we have
a2 = a23 * a3  ̂ 311 ̂ a 3 = a3U * '̂ie **-as  ̂piece °f information
required, to obtain the initial conditions, the values for the 
masses ru (i=l,...,U), is determined in the following fashion.

Let the ratio m^: m^: m^ be denoted by 1-y:y: where
p S \ i.e. m^ is always the larger of m^ and m^ . The £ and 
e parameters for the four-body case are then

Z2 e32 + eU2 (10a)
I3 = e*3 + ^ 3 (10b)

= .e2" + e34 (10c)
where, from Equations (U),
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.23 =

.2*+ =

y 3 “23

y(l-y) ^23 *

y.( J-TJil ~2
a2i+ 9

1 +y3

el+2

eî3

,-34

»k a2k

1+y. a3b

Vo 2
— 2 -  2 a3Jt.
(i+y3)

(lla)

(lib)

(1 1c)

Now by Equations (10a) and (lla)

a2k
(2]2 ^3 a23̂ (12)

and by Equations (10b), (lib) and (12)

(1-u) = —
‘23

Z3 "  T
a23

(Z2 ~ y3 a|3) 
1 +

(13)

Using Equations (12) and (13) in Equations (10) and'(ll) then gives

Ei. =
2“3** 

1 +y. Z3 -
23 1 + y 3 J

y 3 o£, . (lU)
(i+p 3)

'3k

Upon multiplying Equation (l̂  ) through by (l + we obtain a
quadratic in y^ viz.

E^ y| + (2E^ “ * C Z 3 + 5 ^ 3  + Zh a3U Z3 " a3 o a2 3
= 0 (15)

which may be solved, in the usual fashion, to give

r-<2 SU - & 3 + 21 )± j 2Su--“^ D: 3«l) 2-tau Sk~alk E - e3~ L 3 *2V . . —

2E,>* (1 6 )
where the M - " sign is taken to give real values for the mass parameters. 
Having obtained y^ the value of y^ may be obtained by application of 
Equation (12) and also the value y(l-y), and hence y, from Equation 
(13). Thus the mass parameters VjV^ and y^ are determined allowing the 
calculation of the initial velocities.



Thus far systems have been studied over the range 10 1 (i=2,...,6) 
in Eg, ^3 an<̂  resulting in one hundred and twenty-five triple sets 
(Eg, E^j E^). At each of these points - (Eg, E^, Ê ) - in the 
parameter space the ratios and have been -taken over a spread
from the lowest values* possible up to unity. This range of parameters 
is found to cover the complete range of V-body hierarchical dynamical, 
systems e.g. quadruple stellar systems, planetary or satellite systems, 
planets in multiple stellar systems, etc. The preliminary results 
of this investigation of the (Eg, E^, E^, <*239 sPace
in the corotational, coplanar,initially circular case of the four-body 
problem are presented in the following two sections.

8 .U Results - The Stability of FourrBody Systems
In examining the stability of coplanar, corotational hierarchical

three-body systems with initially circular orbits the problem was made
easier by the availability of analytical stability criteria in the form
of and . These values could be used to indicate the regions23cr 23cr
in Oe23 e <*23 parameter space where numerical investigation was 
required to decide the stability. Upon moving to the four-body problem 
we lose this advantage. There is no comparable analytical tool to use 
as a guideline. The following methods were adopted instead, utilising 
the three-body a2 3cr Va-Lues*

If we consider the structure of the hierarchical four-body system
c ,

then we may break it down into three three-body subsystems (cf. the 
break down of the Solar System into three-body subsystems in Chapter h).

*There is a restriction on the possible values of (*23 for given
values of Eg, E^j E^ in order that the values a^d y^ are real
and positive in much the same way as ciĝ  £ 2 (e2 3 ) 2 in the three-body 
problem. In the present case however the exact analytical limits have 
not yet been determined. The systems investigated were chosen by 
„finding by computer those sets of parameters (e2» E^* E^, a^)
which resulted in "real" systems over specified ranges in E and a 
parameters.



The subsystems are (m^, m^, (^s n^m^and (m^, m^,m^). Of these
three it can he noted that (m-p m^in^) and (m^m^m^) both contain two 
of the bodies which move in neighbouring orbits; the other subsystem 
(m^jm^^m^) contains the two bodies which move in the innermost and 
outermost orbits. Therefore the triple subsystems which are most 
relevant to the stability of the four-body system are (m̂ jm̂ jin̂ ) and 
(m^,m^jin^): because of the nature of the Jacobi coordinate system
the latter of these is rewritten as ( M g i . e .  we "throw the mass 
of m^ into m^.*" The mutual perturbations of m2 amd m^ are smaller 
than those of m^ and m^ or m^ and m^ excepting in some special cases 
where a large value of m2 or m^ may alter this situation.

Having separated out the important triple subsystems we now 
proceed to calculate a2 3cr ” "tyP6 values by two means:

(i) using the mass parameters ^>^3 83(1(1 

and (ii) using the sigma parameters £3 811(1

The procedures are described below.
(i) Here we use the critical stability values of 023 as determined 

by the masses for the initially circular, three-body case i.e. 
a2 3cr = y3  ̂ 11363 the two two-body approximation to the three-
body motion as was described in Chapter H, Section ^.3tsince the 
following criteria are only approximate anyway.3 Hence for the (m̂ jmgjin̂ ) 
triple subsystem we calculate

a2 3cr = f ŷ» y3)
and for the (Mgjm̂ jin̂ ) triple subsystem we calculate

min(l,y3) y^
'Oil "* ^34 cr  ̂1 + y 1+y.

(18)

This expression indicates that we add to the mass of m^ that of m2 , 
the resultant mass being positioned at their common mass-centre i.e. M2 .
The justification for so doing is that while neglecting the direct 
perturbations by m2 on the rest of the system we do include the indirect 
perturbation by considering the orbit of m^ relative to Mg (see Danby>1 9 6 2),



Thus we obtain two possible, approximate limits outwith which these 
subsystems could be unstable, i.e. if ctĝ  > a23cr aS ^etermine<1 by 
Equation (17)» then the (m^, mg, m^) subsystem may be unstable and 
if ctĝ  > u^kcr ^ 2 9 XQ39 subsystem may be unstable.

(ii) Alternatively we may use the E parameters to determine the
a ^  and a-,) values. The critical stability values used here are. 23cr 3+cr
derived from the function aggcr = ^’(e23 ^ 3 2  ̂ :E>or three-body
case, i.e. the critical value of is determined from the r values > 23
using the two two-body approximation for the three-body motion (cf.
Chapter h, Section ^,*0. For the (m^, mg, m^) subsystem we calculate

“23cr = f' (Z3» l2) (l9)

where Eg, being the parameter characterising the total perturbation of 
the (Mg, m^) subsystem, takes the place of e23 (cf. the effect of m^
and mg on the (M̂ , m^) subsystem of the three-body ease) and Eg, being
the parameter characterising the total perturbation on the (m̂ , nig) 
subsystem, takes the place of e^g (cf. the effect of m^ on the (m^jm^) 
subsystem of the three-body ease).

Similarly for the (Mg, m^, m^) subsystem we calculate

“3l»or = f' (zU>I3 ) (20)

where E^, being the parameter describing the total perturbation on the 
outer subsystem - (M^, m^) - of the three-body subsystem, takes the 
place of e23 (cf. the effect on the outer subsystem of the three-body 
case) and E ̂  being the parameter characteristic of the total perturbation 
on the inner subsystem - (Mg, m^) - of the three-body subsystem, takes 
the place of (c »̂ the effect on the inner subsystem of the three-
body case).

Then using the criteria of (i) or (ii) above we may say, as a'
first approximation, that hierarchical four-body systems where ciĝ  £
a00 and a^, £ a~i, will be stable and if either cu-> > ou~23cr 3+ 3Acr 23 23cr
or > agi|Cr then they may be unstable.

We could, of course, consider a value ctĝ cr derived by the methods 
outlined in (i) and (ii) above; however, if the subsystem (m^, m^, m^)
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was unstable then it is certainly true that either (m̂ , m2, m^) or 
(M2, m^, would also be unstable. For example, consider that 
(m^, m^) is unstable due to m^ being a large mass placed at an
insufficiently large distance from the (m^, m2) subsystem i.e. the 
orbit of m^ about m^ will be unstable. Then consider the position 
of m^: * it will be between râ  and m^, even closer to m^ than m2 is, 
and hence its orbit about M2 will also be unstable. The other case 
would arise in the following manner: if m2 was large in comparison to 
m^ and m^ was. not sufficiently far away for its orbit to be stable 
then it would follow that the orbit of râ  would also be unstable. The 
converse arguments are not true: if either of the triple subsystems
(m̂ , m2, m^) or (M2, m^j is unstable then it does not follow that the 
system (m^,m2 ,m̂ ) would also be unstable. However it is probably a fair 
assumption that if both the (m^, m2, m^) and (M2, m^, subsystems are 
stable then the m2, m^) subsystem will also be stable, and hence
the four-body system, as a whole, will be stable.

It will be remembered in Chapter 6 that, for three-body systems, 
if (*23 £ (“23^0 ^ en were stable and showed no signs of
secularity in the semi-major axes or eccentricities. On the other hand 
if a23 vas ĉ ose UHity this resulted in instability in all cases.
If we now use the a2 3cr and d3^cr values, derived in the above- 
mentioned manner, we may say that, as a first approximation, if 023 - 
a2 3cr ^ en m2 9 m3  ̂subsystem is stable and may be expected not
to exhibit secularity in a2 or e2< Similarly if = ^^hcr
then the (Mg* m^) subsystem is stable. If either 023 or ct^ equals 
unity then the relevant subsystem - (m, » m. , m ) or (M , m , m, ) - isJ- » j  ̂ j H
extremely unstable. It may thus be reasoned that subsystems, of 
hierarchical four-body systems, of "equal instability" are those 
where the values (ce^ - a23cr)/(l - a23cr) or (a^ - a3l(cr)/(l - a ^ )  
are equal, which one is considered depending on the subsystem under 
study [cf. the'exponent in Equation (6 .8 ) ].

The situation for stable systems is slightly different. In this 
case if = a23cr m2 9 m3  ̂ subsystem is just stable:
when a. = 0* then the system is as stable as it possibly can be.

*Such an 023 value may not be possible since the range is restricted by 
criteria similar to that obtained for the three-body problem (viz.a^ > 2(e2 ^ ) 5 

The maximum stability is merely chosen to be zero for convenience. Similar 
comments may be made as regards the value.



Similarly, for the (M^, m^, m^) subsystem the complete range of 
"degrees of stability" will occur between = a3Ucr a3l+ =
Thus subsystems in which - a ^ ) /  or (a^ -
(which one is used depends on the subsystem under consideration) are
equal will be those of "equal stability".

To obtain an initial indication as regards the stability of 
hierarchical four-body systems the numerical integrations were plotted 
in the Oxy plane where the positive x coordinate is ( “ a23cr^
(l- a2 3cr) * positive Y coordinate is ( -  a ^ ci>)/(l - &2^cr) the 
negative x and y coordinates are respectively ” a2 3cr^a2 3cr an<̂
(a^ - ct3i+cr)/°t3UC:r* ^  k°3?e(i that hierarchical four-body
systems of equal overall stability will be represented at the
same point in such a diagram.

The results of such an initial investigation are shown schematically 
in Figure 8.1. The real systems, i.e. U-body sub-sets taken from the 
Solar System’s planets and satellites, eg. Sun-Mercury-Venus-Earth, 
were found to occupy the shaded region in the lower left quadrant of 
the Oxy plane. The numerical integrations were used to draw contours 
of "equal instability" in the remaining three quadrants. To measure 
the degree of instability the number of synodic periods accomplished 
by the most disturbed subsystem (i.e. S ^  or ^3 )̂ each four-body 
system was noted*. Approximate contours of equal numbers of synodic 
periods were then drawn among the points: this yielded a diagram of
the type shown in Figure 8.1 for both the critical a ratios derived 
by the mass parameters (y, y^, ŷ ) (case (i) above) and the sigma 
parameters (Z^ , Ẑ » Ê ) (case (ii) above).

Thus it is seen that real systems occupy the positions of greatest 
stability. Furthermore the stability increases as one moves to the 
bottom left of Figure 8.1. The contours which lie on the diagram could 
be drawn very simply; there were no areas of the diagram which involved 
contours of great complexity.

*It may be remarked here that the line x=y is the set of four-body 
systems in which the (m̂ , m^) and (M̂ , m^, m^) subsystems have
equal measures of stability or instability.
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Figure 8.1 The stability of four-body systems in the x,y - plane 
where the coordinates are as follows:

x(+ve) - (ag3 -a23er)/(:L ~ a23c2  5 x _̂ve  ̂" (“23 _°23er^a23cr 
y(+ve) - (a3)) -a3Uer)/(l - o ^ )  ; y(-ve) - (a^ - * & or)/*&cr'

The contours represent lines of equal stability for four-body systems. 
They are only shown here in a very idealised form. However, from the 
numerical integrations it is clear that as the stable region is 
approached (lower left quadrant) the degree of stability, in the sense 
of the number of orbits completed before instability, climbs rapidly 
so that very stable systems are obtained over a short range in a^  
and £cf. Figs. 6.1-25 where, in the three-body case, the empirical 
stability curves rose steeply on approaching ( •



This last result indicates that it should be possible to derive 
results for four-body systems similar to those of Chapter 6 for the 
three-body case. The results could be displayed as contours of
or S in the 0 a ^  plane for each set of Z parameters (z^, Z^, Ê )
investigated.

Three cases of particular interest arose in this initial investigation 
two were real systems, viz. Satum-Titan-Hyperion-Iapetus and Satum- 
Titan-Hyperion-Phoebe, the third being a numerical integration. The former
are marked approximately on Figure 8.1 as "X”, the latter as an "0",

It may be noted that the two real systems both including the triple 
subsystem Saturn-Titan-Hyperion are very much closer to the unstable 
region than are the other real systems considered. This is due to the 
relatively large cx^ value: the (M^, râ , m^)» i.e. what may be called
(Saturn + Titan) - Hyperion-Iapetus or (Saturn + Titan) - Hyperion - Phoebe 
subsystems, subsystem is stable in both cases. Here we may refer back to 
Chapter k9 Section k.6 t where the commensurability in the mean motions 
of the Titan-Hyperion system was considered.

The numerical integration case was interesting from the point of 
view that it was unstable but was very close to the stable region.
However, having said that, it only appeared in this position on the 
diagram which used the mass parameters (y^^sH^) to calculate the <*23cr 
and a^tcr vad-ues« diagram, when using critical values of the a ratio
derived from the use of the sigma parameters, was separated quite

• • • • • r •distinctly into two regions: the bottom left quadrant contained only
stable systems (the real ones being well-away from the unstable region); 
all the unstable systems were in the other three quadrants. This suggests 
that the critical values of a ^ d  derived from the use of the 
sigma parameters are a better indication of whether the four-body system 
will be stable than those derived from the mass parameters.

8.5 Results - The Prediction of the Amplitude of Variations on the
Eccentricities

In the same manner as the maximum variations in semi-major axes and 
eccentricities were used in Chapter 7 to demonstrate the existence of 
simple relationships between the empirical stability parameters (c23 ^ 32)



and these variations, relationships can be established between the
5 L̂|.) parameters and the maximum variations in eccentricities 

in the four-body problem.
This is not unexpected since the e terms in Equations (l) - (3) 

appear to be "additive”. In other words if we consider the orbit of 
m^ relative to m^ i.e. Equation (l) then this orbit will have variations 
in semi-major axes and eccentricity. Due to the presence of m^ we 
have amplitude of variations da^ — k^ -̂e2 = z^2 an<̂
due to the presence of m^ we have 6a^ - k^ e^2 ^e2 ~ ^2 ek2
where k^,k^ and Z ^ 9 &2 are functions of the e parameters. and a ratios.

The total amplitude of these variations in semi-major axis and 
eccentricity will then be Aa2 , Ae^ where

Aa^ ■— da^ 5a^ — k-̂  ^^2 ^2 "̂1+2

and Ae2 = de2 + 6e2 = ^  e32 + e^2

respectively. Similar arguments will hold for the other subsystems 
orbits.

Let us now consider a few examples of the amplitude of variation 
in eccentricity as they have been determined from the present preliminary 
investigation into the four-body problem. In Tables 8.1 - 8.9 are 
presented the amplitude of the variations in eccentricity for nine sets 
of sigma parameters. These tables fall into three groups Tables 8.1 - 
8.3, 8.1+ - 8.6 and 8.7 - 8.9

In these three sets we consider systems with the same a ratios but 
different E parameters. Specifically, the sigma parameters are reduced 
by an order of magnitude from table to table in the three sets. It 
may then be seen that when the order of magnitude of the z’s changes 
then generally the corresponding Ae values also change by an order 
of magnitude. In particular, if the system is stable, then it is 
often found, to a fairly high degree of accuracy, that

(Aej h  = (Aei>2 (i=2,3,l*) (21)
( Zih (

i.e. with E- = (E*)i -10 giving an amplitude of variation in e. of1 1 / \ 1
size (Ae^)^ = a^.10 +c then E^ = (E^^ = ^  ^ results in an amplitude



of variation (Ae^)2 = a^.10 where a^ and a^ are positive real,
with a^ - a^, and b,c,d are positive integers. The more stable the
systems become, i.e. the smaller the 2 values are for constant a ratios,
then the better becomes the agreement of Equation (21). Indeed if an
individual subsystem is more stable than the remaining parts of the
system then the E 'V Ae relationships for this subsystem will be more
exact than those for the rest of the system. For example consider the
systems denoted Ref.No.1 in Tables 8.1 - 8.3. It may be seen that the
agreement between the Aei values, along the lines of Equation (21), is

—1|very good. The Ae^ values agree well except for the value at E3 - 10 
while those for are slightly less good. It may then be noted from
the critical values of and (as calculated from the sigma
parameters) that the (m^, m^, m^) subsystem is less stable than the 
(M2, m^, m^) subsystem i.e. a2^ is "closer" to a23cr than is to 
a3^cr* This type of relationship may break down when the instability 
of one part of a system affects the remaining stable orbits.

The same pattern shows up in Tables 8.k - 8.6. In all cases the 
(m^, m2, m^) subsystem is stable i.e. £ a23cr* however when = 0
then the (m2> m^, m^) subsystem becomes unstable i.e. > a3^cr«
This is reflected in the loss of the relationship of Equation (21). It 
may be noted however that the instability of the (M2 , m^, m^) subsystem 
(Table Q.k - Ref.No.2) has resulted in an "unexpected" value for Ae2 ;
the unstable nature of the (M , m , m, ) subsystem’s orbits has clearly

2 3 4 c e-
affected the orbit of m2 about m^. The reason for the instability 
affecting the (m^, m2) subsystem’s orbit is due to the fact that, of 
the two two-body subsystems in the (M2> m , m^) subsystem i.e. (M2 , m^) 
and (Mg* m^) it is the former which suffers the larger perturbation 
(cf. the large value). This subsystem, (M2 , m^) is also a subsystem 
of the (m^, m2 , m^) triple subsystem and will tend to affect the orbit 
of the (m^, m2) subsystem. If it had been the case that the (M^, m^) 
subsystem’s orbit was affected most by a larger value of Z^ then this 
instability would not have affected the (m , m2) subsystem to such a 
large extent (see Table 8 .10).
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Table 8.1 - (10 \ -1+ -hs10 , 10 d  : a23cr = °*86, a3l+cr = °-86

Ref.No, 23 a3V ' Ae2 . . . . . . Ae3 ....... • ........

1 0.8000 0.6250 7.20.10”3 1.1+2.10"2 6.87.10"3
2 0.8000 0.8125 2.1+6.10-2 1.27.10"2 6.68.10-3
3 0.9500 0.681+2 2.97.10”1 2.1+2.10*"1 2.77.10”2
1+ 0.9500 0.81+21 7.11+.10-2 7.59.10”2 1+.08.10-2

Table 8.2 - d o ”5, 10”5, 10”5): a23cr = °*9U’ a3l+cr = °'9k

Ref. No. a23 a3U Ae2 Ae3 Ael+
1 0.8000 0.6250 -1+5.12.10 4 1.19.10"3 6.88.10-i+
2 0.8000 0.8125 6.59.10"^ 8.1+7.10-11 8.37.10“^
3 0.9500 0.681+2 1+.15.10”2 1+.00.10-2 -1+3.07.10
1+ 0.9500 0.81+21 2.75.10"2 2.1+6.10~2 1.11.10“3

Table 8.3 - do'6 , 10“6, 10*"̂ ): a23cr = 0,919 a3l+cr = °*9T

Ref. No. a23 a3l+ Ae2 Ae3 Ae^

1 0.8000 0.6250 1+.85.10"5 -1+1.23.10 6.80.10"5
2 0.8000 0.8125 6.73.10"5 8.88.10"5 8.57.10”5
3 0.9500 0.681+2 1.09.10"3 1.05.10"3 1.23.10”5
1+ 0.9500 0.81+21 5.38.10*"^ 1+. 87.10"^ 5.17.10"5
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Table 8.It - (10 U, 10-2, 10 3): o23cr = 0.50, a3l)cr = 0.35

Ref. No. a23 a3b Ae2 Ae3 Aek

1 0 .2000 0 .2500 5 .2 2 .1 0 2.T9.10"2 1 .U 2 .1 0 " 3

2 0 .2000 0.5000 2.12.10*""3 3 .8 2 .1 0 - 1 2 .0 0 .1 0 -2

3 0 .3000 0.3333 -u5 . 1*9 .1 0 2 .9 2 .1 0 -2 i . i * o . io ” 3

Table 8. -  ( io ~ 5 , 1 0 "3 , 10_1* ): a23cr = 0,76 * a3l*cr = 0#Tl1

Ref. No. a23 a3b Ae2 Ae3 Ael*

1 0 .2000 0.2500 1*.91.10“5 2.T7.10*"3 -k1.1*7.10
2 0.2000 0.5000 5 .0 l* .1 0 ~ 5 1 .7 8 .1 0 " 2 -1*3.03.10
3 0 .3000 0.3333 5.1T.10-5 2.75.10-3 l . l a . 1 0 ” 11

Table 8. 6 #\
VO10H1 -1* - 5 \  10 , 10 a23cr = 0,89> a3Ucr = 0,88

Ref. No.
a23 a3b Ae2 .. Ae3 Ael*

1 0.2000 0.2500 U .9 2 . 10” 6 2 .7 6 .1 0 “ ^ 1.1*7.10~5
2 0.2000 0.5000 5.0T.10"6 1 .8 U .1 0 " 3 3.27.10*"9
3 0.3000 0.3333 5.1T.10"6 -k

2 .7 2 .1 0 1 .U1 . 1 0"5
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Table 8.7 - (10-3, 10"‘2, 10“U): a23cr = °*U8’ a3ltcr = °-36

Ref. No. a23 a3l+ Ae2 Ae3 ■

1
-

0.1+000 0.1250 1.09.10”2 1+.97.10“2 -1+1.31.10
2 0.5000 0.1000 1.89.10-2 6.81+.10-2 1 ”1+1.1+6.10
3 0.5000 0.2000 5.19.10”3 1+.17.10 “2 -1+1.35.10

Table 8.8 - (10"\ 10"‘3, 10"5): a23cr = a3l+cr = °-lk

Ref. No. a23 a3U Ae2 Ae3 Ael+

1 0.1+000 0.1250 “1+6.13.10 1+.1+5.10-3 1.1+9.10” 5
2 0.5000 0.1000 1.16.10 ” 3 1+.35.10"3 1.1+7.10”5
3 0.5000 0.2000 5.23.10-1* 1+.11.10-3 1.1+1.10"5

Table 8.9 - (10~5, 10“ 10'6): a = 0.88, 23cr * a3l+cr = Q:89

Ref. No. a23 a3l+ Ae2 Ac3 Ael+

1 0.1+000 ' 0.1250 5.83.10"5 . -i+1+.72.10 1.1+8.10"6
2 0.5000 0.1000 1.16.10”^ i -1+i+.55.10 1.1+8.10”6
3 0.5000 0.2000 5.37.10"5 -1+1+.02.10 1.1+0.10”6
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Table 8.10 - o.^ = 0.1+, a  ̂=0.8

V - V • V . QUo 23cr 3^cr ...Ae2 .... Ae' ‘ 3 .....
10~3

10“ U

10“3
io ~ u

io ~ 2

10~3

0 .6 8  

0 .8 6

0.1*8

0 .75

1 .0 3 .1 0 -2

1 . 1 6 . 10-3

1 . 7 1 . 10” 2

8 . 0 6 . 10” 3

5 . 69 . 10” 1

l . l ^ . i o ” 1

The remaining Tables 8.7 ” 8.9 again show the familiar trends in 
Ae^s Ae^ and Ae^ as the sigma parameters are changed.

8.6 Discussion

The aim of this chapter was to present a brief summary of preliminary 
results which have been obtained for the hierarchical four-body problem 
in the coplanar, corotational case with initially circular orbits. It 
would appear from these results that it is indeed possible to obtain 
results similar to those of the three-body case which were derived in 
Chapters 6 and J,

Clearly the preliminary results only give a very incomplete survey 
of the whole picture. A very much larger number of numerical integrations 
will have to be used to obtain results comparable to those of the 
hierarchical three-body case. However it is hoped that the results gained 
in the latter will be useful in ensuring that only the minimum number of 
computer experiments will have to be used to examine the four-body case.

As yet it has not finally been decided how most effectively to measure 
the real time intervals of the various integrations. In the three-body 
case the number of synodic periods i.e. “ T2T3 ^ T3 ” ^2^ 
whole system was used to determine the degree of stability. We would then 
say that a system which executes 30 synodic periods before exhibiting 
instability is more stable than one which only accomplished 10. Moving 
on to the four-body problem we lose this convenient time unit. There 
are now three synodic periods viz.
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and

T2 T3
T ,- T„3 2

T2
Tl* -  T2

T3
T4 ~ T3

(22)

23

'2k

'3k

A method of measuring time until instability in the four-body 
problem is now proposed. Remembering that the number of conjunctions 
which occur in the three-body problem is directly related . to the 
number of synodic periods which have elapsed, we adopt the following 
method.

Suppose it is the orbit of the (m̂ jin̂ ) subsystem which is disrupted 
most during the unstable behaviour. Then the time till this occurrence
will be measured as t^ where

e32 M s 23 + M sglt (23)
•32 + £1*2

and . (i < j) is the number of synodic periods elapsed between the
(M._ m̂ ) and(M._-. ,m') subsystems from the initial time up until thel 1 j J. j
time of instability. Similar measures of the time will apply to the 
(M̂ jiû ). and (M̂ jin̂ ) subsystems if they are unstable so that finally 
the time will be measured as

t = < "3 =

e32 N s 2 3
+ ek2 N s 2 U

e32 + ck2

e23 Ns23 + eU3 N s 3 ^

e23 + ek3
e 2 4 Ns2l, + e31+ ®s3k

e2- + e 3k

if (M^jmg) is most unstable

if (M̂ jin̂ ) is most unstable

if (m 3 ,m^) is most unstable

(2U)

Note that these time measures are essentially a combination of the number 
of synodic periods weighted with respect to the e parameters, that is we 
have essentially weighted the conjunctions with respect to the relevant 
e parameters.
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Consider by way of example what happens to t^ if one of the e
parameters is very small relative to the other. Suppose
then t^ - N ■ and the time measure reduces, as it should with 2 s23

so small, to that of the three-body case.
It is hoped that by the use of these weighted time measurements 

and by considering close encounters, cross-over of ..orbits and break-ups 
(see Chapter 6, Section 6.2, for definitions), results in the four-body 
problem similar to those derived for the three-body case may be obtained.

The amplitude of variations in the semi-major axes and eccentricities 
should also be investigated. However, if it proves possible to derive 
these analytically (cf. Chapter 7» Section 7.^0 by a method similar 
to the classical method of secular inequalities then this will substantially 
reduce the required amount of numerical investigation in this part of the 
work for hierarchical four-body systems.



CHAPTER 9 SPECIAL CASES OF HIERARCHICAL DYNAMICAL SYSTEM

9.1 Introduction
In Chapter 3 stability parameters were derived for many-body

systems. These parameters were obtained through an expansion of the
force function when the equations of motion are expressed in terms
of the Jacobian coordinate system. The expansion was dependant upon
the a. . terms being less than unity where a.. = p*/p* (i < j) and p. ij ij l j i
is the magnitude of the radius vector of the ith mass from the mass- 
centre of the first (i-l) masses. Certainly in the case of satellites 
being disturbed by the Sun this is valid since a ratios in this case 
can be veiy small e.g. about 1/U00 for the Earth-Moon-Sun system.
Also in the case of many stellar systems the a ratios can be sufficiently 
small: in fact since the masses are all of comparable size with the
orbits being of generally substantial eccentricity and mutual 
inclination there are no other small quantities which would admit such 
an expansion. However in the case of planets (or indeed satellites) 
disturbing each other it is not always the case that the a ratios 
are small. Indeed the a ratios may be as close as we wish to unity 
and still result in stable systems by making the planetary masses 
sufficiently small. In fact the masses (of the planets) are smalt 
in comparison to the central mass i.e. the Sun. This fact may be made 
use of to carry out another expansion of the force function, along 
the lines of Chapter 3, but not assuming the a ratios to be small, 
in order to evaluate the applicability of the e-parameters in the 
planetary case (see Section 9.2).

Having done this we will have sufficiently examined all types 
of naturally occurring system within the Solar System with respect 
to their e values. The other remaining type of system lies outwith 
the Solar System, An example of the type was given by Evans (1968) 
in his "mobile diagrams" and-was denoted Quadruple‘.Hierarchy 2. This 
is a system of a more general nature than those considered in the 
Jacobian system. Indeed this hierarchy may be extended so as to 
obtain octuple, l6-tuple, etc. systems.
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Consider the following simple example. A star may be observed 
which appears, to the naked eye, as a single star: binoculars may
reveal it to be a binary system. Employing a large telescope it may 
further be found that the components of the binaiy are in fact 
binaries themselves forming a quadruple system. Indeed we may suppose 
that each of the stars in the quadruple could, upon spectral examination, 
be shown to be a spectroscopic binary. This simple example gives a 
picture of how a generalised form of the Jacobian coordinate system 
could be formed. Each subsystem would consist of disturbed binary 
motion, the sizes of the binary orbits decreasing as we- delve deeper 
and deeper into the system. This coordinate system, applicable to the 
above-mentioned general type of hierarchical system, is described in 
Section 9.3.

In Section 9 ,h it is shown how an expansion of the force
function in this coordinate system can yield e-type parameters which 
provide, as in the Jacobian coordinate system, a measure of the dis
turbance of the system's orbits by all the other bodies in the system.

The results of this chapter are discussed in Section 9.5 and 
some conclusions are drawn.

o9.2 The Planetary Case - A Re-evaluation of the "e" Parameters
In the planetary case of the many-body problem, where several 

planets are considered to revolve about a central mass in disturbed 
Keplerian orbits, classical perturbation theories have made use of 
the relative smallness of the planetary masses compared to that of 
the central mass as an aid to .expanding the disturbing function of 
the problem. Now in Chapter 3, Section 3.6,the expansion of the force 
function was carried out solely in powers of the terms where
a. . = p. /p . (i=2,... ,n-l; j=3,... ,n: i < j) and p. < p .. However

1 J 1 J 1  J
in the planetary case it is possible for these ratios to assume 
values close to unity and it is therefore necessary to examine the 
validity of the e parameters in this case. To do this another 
expansion of the force function is considered which takes account 
of the smallness of the planetary masses as compared to that of the 
central body.
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Consider a system of n-1 planets in orbits about a central star. 
The star will be denoted m^, the planets m^,...,!^ in order of 
increasing distance from the star. Then in the Jacobian coordinate 
system we have, as in Chapter 3,Section 3*5»

where

and

m- M.
1  l - l

M.l
£i
n

V. UA»1 (i=2,...,n) (l)

U = G E m, B„ is the force function 
£=2 £ £
l-l m.
E ~k=l r, „ k£

(2)

(3)

m^ is the ith mass

M. =l E m. 
0=1 J

(U)

: denoting the position of the
mass-centre of the masses m^,...,m^ ^

V. is the gradient operator with respect to p.•'I <vl

rk£ " V t l  •
The expression for the r° as a function of the p. is the same"k I £i

as Equation (3.37) i.e.

-kjl
£-1 m.

P 0 " Pv + % P; (k < Jt) (5). . M.J=k J

where p.. = 0  was defined.

Thus to obtain U as a functi* 
forming (rfcJ, • Zk£) viz.
Thus to obtain U as a function of the p. we calculated r, ̂  byi k£ J

-1 l-l
1 +  “k l  " 2\ n  CM  + 2 . ! k T[  a3 t (Cj t -  V V

J
£-1 l-l 

+ E E
j=k h=k * aj£ “hJl jh , Vk,£ (k < l) (6)
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where a. .ij = p ./p .

c..ij
.. ~i. ~ ±  
■ pipo

and pi = 1 £il •

Now whereas the expansion in Chapter 3,Section 3.6,was carried
out in powers of the a.•, neglecting powers of the a's greater thanJ
two, the present expansion will make use of the smallness' of the eu 
(i=2,...,n) as compared to m^. Equation (6) may he rewritten as

£-1
-1 k£ 1 + Sk£"

m.
2 “j£ (CM  ” “ki Cjk)

£-1 £-1 m .
A  h=k Cjl1

- 2

where k£
( l + a k Z ~  2akZ V

1 •
2

(7)

(8)

Using the binomial expansion for (l+x) 2 we will now expand out 
the square bracket of Equation (7) to the first order in the ratios 
m^/m^ i=2,...,n. Thus we obtain

“ °<p
r 1
k£

k£ 1 - s:
£-1 m, 
Zk l • .fk ^  “j* {cjz - % z  V (9)

In Equation (9) any contribution from the double summation of Equation
(7) has been neglected since these terms are of order m^m^/m^ and
are therefore negligible. Further it is sufficient to approximate
m./ M. = m./ m. since by the binomial expansion, using Equation (h) 9J J ■ J -L

m.-J.M.J

-1
m.= —J. ♦

J
1 + Z

m_g
“i . 6=2 “l
m. I j m= _JL _ • Z
■x mx g-2 ml

J 2,.•• ,n
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m.
(ij j “ 2,.«.,n).

Note finally that there is no contribution from either summation
in Equation (7) when j and/or h equals one since then, although m-J
or m^ is m^, pj or is zero, ^  = 0 being defined.

Substituting Equation (9) into Equation (3) the expression for 
the B may be obtained viz.

X

B
l - l
Z S

k=l pl **

"l
*_1 ™ q
z ^

k=l “l pl

s *  -1 " !• k£ . s m.
\  j=k J

£-1 £-1
Z Z J Z L

k=l j=k P£

CiJ

m
mj a:.(C. -? aj£ j£ " “kJl jkC z j

(10)

Now in Equation (10) the first summation in the brackets contains one 
term of order unity i.e. k=l and £-2 terms of order (k=2,..., £-1)
The double summation contains £-1 terms of order m^/m^, i.e. k=l again, 
with j running from 1 to £-1, and terms of order m^m./m^
(j=2,..., £-1; k=2,... ,£-l:k £ j) which will be neglected. Noting* 
that = 1 and = 0 when k=l, i.e. P^/p^ = 0 since p - ^  = 0
is defined, the final expression for B is obtained:X

B.
£-1
Z

k=l V k£
1-1
Z m.

j-i i t  i l  '

(i d

The Legendre polynomial of order r in x, i.e. P^(x), is defined
as follows:

(1 + ,2 _ 2ax)
Z

r=0
ar P (x) r (12)

6



where p0w
P1(x) 
P2(x) 
P3(x) 
etc. •

= 1
x
i(3x2
§(5x3

1)
3x)

It is therefore possible using the relationship of Equation (12)
to rewrite S  ̂in the form

00
Sk2 = *  r=0

r
“k* W

(13)

which, on noting that PQ(x) = 1 and H II X , yields
£-1

B n =  *
36 k=l p * k=l ^£

a, „ C, A k£ k£
£-i m.

+ E —  . 
k=l P*

00
• {  £  

r=2
\f. P:r « W >

s
V

H 
H 

1 
w 

II
o) 

,r3 
1

“j)t cjn • ( 1 U )

In the second and fourth terms of Equation (lU) k and j are dummy 
suffices, thus

M
B, £-1 £-1 

+ I V  { » (15)k=l "I ~~ r=0

which may be substituted into the force function, Equation (2), to give 

n m,U = G E J L  
1=2 P.'

M£-1
£-1 

+ E. , ”k ak«. { E. v  W ^ i } }k=l r=0
.(16)

Let us now rewrite Equation (l) thus

m. M. n p. = M. V. U .1 1-1 Cl 1 '"I

Substituting the expression for U - Equation (l6) - into the above 
yields

ffl- M. , p. = G M. V,.1 1-1 vl 1 ^1
n m 
E' -  
£=2 P V l  + E mk °kf{ S “kj,

k=l r=0
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Upon observing that all the p. are independent we then have

m. M. n p. = G M. 7 . 1 l-l *1 1 ~i
m. M. n m. i-11  i - l  . 1

+ 77 . \  “ki{ Z „ “ki Pr+2(Cki)}i k=l r=0

n
+ m.i ^  (CU ) }

£=i+l r=0

which on dividing through by nu gives the result (cf*. Equation
(3.U0))

*
p. = G M. V. Z1 1 ~i

l-l .ki n
—  {1 + E 6 S, . + E S„. S' }

k=l ki wili i££=i+l
(17)

where i*i - ^
“l ki (18)

and

6U

S13

& 3—  a? m^ i£

E a f . P (C. .) . i'j r+2 ij'
r=0

(19)

(20)

Comparing Equation (l8) and (19) to the definitions of the z parameters 
given in Equations (3.^1) it may be seen that, correct to the firqt 
order in the masses m^ (i=2,...,n),

xki _ ki 0 = e and 6„. = e„.
£ 1  £1

*This expression, as it stands, also contains terms of second order 
in the planetary masses which should be neglected. These terms arise 
by considering the product of the masses m̂ ,...,!!!-̂  contained in on
the R.H.S. of the expression with the 6 terms contained in the two 
summations. However, the terms arising from the product of and
V^(l/p^) (which represents the central two-body force) are all of
first order in the masses, or greater, and should therefore be retained. 
It is thus seen that the use. of the Jacobian coordinate system already 
includes several of the terms of first order in the masses.

<4



Also if we neglect all but the lowest powers of the ol ̂  ratios i.e.
S.'. = Pp(C. • ) Vi,j then Equation (17) reduces to Equation (3.^0) ij 2 ij
correct to the first order in the masses.

The difference between Equation (3.H0) and the present Equation
(17), for small masses m. i=2,...,n, is contained in the S.'. terms.1 . . . i j

It may readily be seen that if the a. . are close to (but less than)
unity the S. . terms may become large. This may significantly alter 1 J
the magnitude of the disturbing terms in Equation (17).

For example consider a system of n-1 planets in the straight 
line configuration m^ m^ ^i * ^ : "then we have

S'. = Z c l .
^  r=0 1J

since P (l) = 1 V r. It is a standard result that r
00 m 1
* a = 7“m=0 1_a

whence we have the. result

(a < 1)

1
Sin “ 1 - „ • <21)U  1 " “ij

Substituting Equation (21) into Equation (17) we then find

p. = G M- V.-Ci 1 */i
, i-1 ki n .* u  + z _s—  + s _ i * L
1 k=l 1 £=i+l 1 -aiZ

whereupon it is seen, if any of the a.. terms are close to unity 
they may very significantly alter the importance of their corresponding 
6 term.

However having said this it is clear that, if a.. is less than
1J0.9 then the effective size of the mutual disturbing terms of the ith

and jth planets will be altered by less than an order of magnitude
when these two planets come into conjunction. Therefore it may be seen
that, except for the very high range of the 6 parameters, andJ
hence the e's also, are indeed representative of the sizes of the 
perturbations on each orbit of the- system by other members of the 
planet aiy system.



9.3 A Coordinate System for General Hierarchical Systems

Evans (1968) discussed, by means of "mobile diagrams", the 
different types of hierarchical arrangement of naturally occurring 
dynamical system. These were described in Chapter 3> Section 3.1.
Thus far we have not considered the types of system denoted Quadruple: 
Hierarchy (2) by Evans (see Figure 3.1(c)). This is but one 
example of an arrangement common to many multiple stellar systems.
For example in Chapter 3 the Castor system was described briefly.
In this case there are six stars arranged in three binaries: these
are further arranged into a close pair of binaries with the third at 
a more remote distance. The orbits of the system will be disturbed 
Keplerian ellipses as follows. Each of the stars in the three pairs 
will execute their orbits with respect to the mass-centre of their 
respective pairs. The close pair of binaries will execute their orbits 
such that their mass-centres revolve about the common mass-centre of 
the four bodies in this part of the system. The third pair will 
execute their orbit such their mass-centre moves in a disturbed 
Keplerian orbit about the mass-centre of the close pair of binaries.

Clearly we would expect that each part of the system, whether 
it be one single mass, a pair of masses or more will disturb the . 
orbits of the other bodies in the system. For example we might expect 
from the analogy of a triple stellar system that the remote binary 
in the Castor system will tend to disturb the relative orbit .of the 
close binaries in much the same way as the binary in a triple system 
has its orbit disturbed by the third mass. It is plain that such 
systems do not fall within the scope of the Jacobian coordinate system. 
Nevertheless a similar type of coordinate system may be arranged 
which uses the mass-centres of the various subsystems of such a 
hierarchy in the same way that the Jacobian system takes the position 
of each mass, nn, relative to the mass-centre of the masses m^,...,nu

Consider a system of n bodies, where n=2m (m being an integer), 
and let the bodies be arranged hierarchically such that they are 
in 2irt"̂' binary subsystems which themselves pair up to form 2m ^ 
quadruple subsystems, etc. The situation is shown diagramatically in 
Figure 9«1 for the case n=8 i.e. m=3.
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l12

22 l3h~m k

01

11

21

°

Figure 9»1 The hierarchical arrangement of an 8-body system along
the lines of the arrangement observed in many naturally 
occurring dynamical systems. The positions marked M.• 
are the mass-centres about which disturbed two-body 
motion occurs if the system is stable (see text for 
definitions of M.. and description of the motion of the 
bodies).



Considering the masses to lie in the above-mentioned hierarchical 
arrangement, as shown in Figure 9*19 at least in some initial phase 
of the motion, the division of the n(=2m )-body system into various 
subsystems may be carried out as follows.

The quantity

M. . =ij

where

and

b
E

k=a
m-i

j.2m-i

+ 1 (22)

denotes the jth subsystem in ZeveZ % of the whole system.
To explain this nomenclature let us again consider the case m=3.
Here we find the following values of M. . :-̂0

M01 s nl + m2 + • • • ..+ m g
M11 = "1 + *2 + m3 + m k
M12 = “5 + m 6 + By + m 8
^21 2: ml + “2
“22 — ”3 + % V

“23
“ + m 6

“21, = ”7 + m8
M3k = (k=i,, •QO••

(23)

It can be seen readily that is the sum of all the masses in 
the system; it is the zeroth level and contains 2°(=l) subsystem
i.e. the system i t s e l f . w i l l  denote the position of the mass- 
centre of the system.

and occupy the first level which contains 21(=2) 
subsystems. The numbering of the masses is done in such a way that 
the masses in and constitute two separate quadruple systems, 
If we denote the positions of the mass-centres of these quadruple 
systems by and p then they will, if the system is stable, 
execute disturbed Keplerian orbits about their common mass-centre, 
which has a position denoted by
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AMoving on to the second level ve find 2 (-=U) subsystems, each 
M ^ - ( i = l b e i n g  a distinct binary subsystem by using an appropriate 
numbering system for the masses. ' The- (i=l,..*,H) will again denote 
the mass-centres of these binary systems; M ^ and will, if the 
system is stable, execute disturbed Keplerian ellipses relative to 
their common mass-centre M1 ̂ . Similarly M ajad move relative 
to M^.

In the third level we find 2 (=8) subsystems which in this case
are the masses themselves. The M0. (= m. ) are found to execute3i i
disturbed Keplerian ellipses relative to the mass-centre of their 
binary: e.g. m^ and m2 move relative to m^ and mg relative to

etc.
In this way a system of n (=2m ) bodies may be subdivided into

its separate subsystems. In general there are (m+l) levels, denoted
• • • • k0 to m, in a system, with level k containing 2 subsystems. The

HT""ksubsystems in level k contain 2 bodies e.g. if m=3 and k=2 then 
the subsystems are binaries, if m=5 and k=3 the subsystems are 
quadruples, etc.

In an inertial reference frame origin 0 let

P. . = OM. . « {2k)ij

where M.. is the position of the mass-centre of the jth subsystemJ-J
in level i (cf. Figure 9*l)» The vectors P. . may be expressed in ̂Jterms of the position vectors of the masses viz.

(25)

(26)

i.e.

P. . = i \
Mi j h=a A 4

where a = (j-1) 2m_i + i
b j. 2m -i

and h = ° \  •
■ —- >

be M. . M.De i+l,2j-1 l+l,2jThe vector p.. is defined to

£ij = ° Mi*l,2j - OM.i+l,2j-1
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0r £ij ~i+l,2j £i+l,2j-l (27)

where the P.. are given by Equation- (25). Differentiating Equationij
(27) twice with respect to time and using Equation (25) we then have

£ij I m E - 1

where

a n d

M. .i+l,2j g=a

a = (2j-l). 2™-1-1 + 1
b = (2j).2m-1-1
c = (2j-2) '2tnrl~^ + 1
d = (2j-l)2m_1_1 .

M 2 (28)
i+l,2j-1 h=c

(29)

Now the equations of motion of an n-body system with respect to an 
inertial reference frame origin 0 are, in the usual notation

(i=l »2 n) (30)m. R. 1 **i V. U~i

where
n n

U = I G E £ \  m£
k=l 1=1 r. (k* l) (31)

k£

is the force function
is the gradient operator associated with R^

m^ is the ith mass"
R. is the position vector Om.1
r. . = | r. . | =ij 1 ~ij1 |R. - R.|1 ~i1
G is the gravitational constant

and a dot denotes differentiation with respect to time.
Thus we may recast Equation (28) as

b
£ij 1 V U -

M.i+l,2j 8 a M.i+l,2j-1
• S vh u.

h=c

i . e .

M. . M. • 0» •i+l,2 j i+l,2 j-1 £ij M. . V U - M VII1+1,2j-1 • g=a ~g U i+l,2j • h=c ~hU

Supposing gi = (Xi, Yi# and p_  = (£_, n 5.  ̂ in the 

inertial reference frame consider the x-component of Equation (32) viz.

(32)



By Equations (25) and (27), noting that g and h are dummy suffices,

35. .max.
m

Mi+l,2j

ax.h

- mJL
Mi+1,2j-1

thus

’* 9U
Mi+l,2j Mi+1,2j-1 5ij = 35V.J Mi+l,2j 6=3

which using Equations (22) and (29) gives

Mi+l,2j-l h C
“h

M. _ 0 . M* , 0 • , . = M. .l+l,2j i+l,2j-1 ij i,j
9U
iJ

By considering similar results for the y and z components the equations 
of motion for the general hierarchical system are found to be

Mi+1.2.i Mi+1.2 j-1 n .  . = V-• U (i=0,... ,m-l; j=l,.,.21) (33)<vlj *VlJ -M. .
where is the gradient operator with respect to Equations
(33) form a 6(2m-i)^ order system, the reduction from the original
6(2 ) order system being effected by the use of the six centre-of-mass
integrals (as in the case of the Jacobian Coordinate system). In the 
next section we consider an expansion of the force function analogous
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to Chapter 3, Section 3.6, for the general hierarchical system. The
expansion will be carried out in terms of the ratios p . -/pv0 » ̂ ■ ■'■J
where i=0,...,m-l; j=l,...,2 : k = 0,...,m-l; £ = 1,...,2 : k <i,
which are all less than unity.'

9.U The Expansion of the Force Function in the Case of General 
Hierarchical Systems

The equations of motion of an n(=2m )-body system were derived in 
the previous section, in a coordinate system specially suited to the 
general hierarchical arrangements found in many_multiple stellar 
systems. The equations are

- » J '» 3 p£i = V.. U i = 0 m-lj (3U)
M. . ~ J 11 • iij J=1,...,2A

where n n
U = I  G E I ak m )

k=1 4=1
( k M  (35)

is the force function of the problem. The other quantities in these
equations are the same as in Section 9.3.

Clearly U, as it is found in Equation (35)» has to be expressed
in terms of the p.. instead of the r, „ : it is therefore necessary to~k£ ^
obtain an expression for r. as a function of the p... Now * ~k£

thus
£kJt - -  &

~k£ = s* - Sk (36)

St."
1 n - “  y m R

V  g=i 6 ~s
(3TT)

is the position vector of m^ with respect to i.e. m^ .
There is a similar expression for Q^. To obtain an expression for
0, in terms of the p. . consider ther l6-body system (i.e. m=i|) of Figure

<\/i J
9.2. This has been drawn schematically to emphasise the ordering of 
the masses and the directions of the vectors o-••
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P33AJ

P 32
£22

22
£21

21

£o i

P 38
P 12

P36
P 37

Figure 9*2 Schematic representation of a particular case of the 
general hierarchical coordinate system where m = 1+ 
(see text for meanings of symbols used).
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Firstly notice that

M. . + M. .ij i,j-(-l)^ Mi-l,int(-^~)

where int(x) denotes the integer part of x.
Furthermore, M. . and M. \j are the mass-centres which move inIJ 1 J J \”-w
disturbed Keplerian ellipses about the mass-centre •
Let us denote ^

and

thus

f(j) = j - 

g(j) = int (Ĵ -)

M. . + M. _/ . \ = M. .. f'\»i,j i,f(j) l-l,g(j)

(38)

(39)

(bO)

Now the p. . were defined so that £ij
p. I / .v = M. M. , ri-l,g(j) i,a i,b

where a = min(j,f(j)) is odd
and b = max(j,f(j)) is even.

( h i )

(h2)

Consider now the vector, Qf. f r o m  a mass-centre of a subsystemij
which is in level i i.e. to another mass-centre of a subsystem 
which is in level i-1 i.e. g(j)* Note that the former subsystem
is itself a subsystem of the latter. Then it is readily seen, by 
considering the figure, that

i-l,g(j)
(U3)

Furthermore this process may be continued as follows:

£i-2,g0(j)
q »  ̂j ̂ mS i-l,gl(j) = -(-1) 1 i-l,f(g1(j))

tMi-2,g2(j)
( J ̂ vr

S'i-2,g2(j) = "^“1  ̂ i-2,f(g2( j))

M-  ̂ / .xi-3,g3(j)
A'̂ -"3,g3( j)

( k b )

etc,
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where 6^ 0) 55 g ^ - i ^ ) )  (i > i) (^5)

and g (j) = j is defined,o
By this process we may commence with M . and proceed to M # %m,K m-J. jg^\K/ ,

thence to g (k)> eventually reaching Mq^. Thus
m - 1  g . ( k )  . / V h , f ( g ( k ) )

Sk = ^ ~ Pm-l-hŝ +1(k) (1+6)
m-l-h.gj^k)

There is a similar expression for g thus we may form r ^  as 
follows:

m-1 /n\ M

(k7)

rk Z = I (-1)--------------------- • ■ r h - l . ^ U )  -
° m-h-l>gh+i(st)

( 1) . ------- -------i r t - l 1%+1(k)
*ar-h-l,^l+̂L(k)

Notice that in Equation (1+7) it is sufficient to sum over h from 0
to a, where a is. the value such that g ,;(£) = g .-.(k). From h = a+1£L+J. Q» ■ «L
to m-1 the terms in the summation cancel exactly. For example consider 
r^g in Figure 9.2: the steps which make up r^g are as follows

© o . ©
Mi „ **■ M~ M, ( M„ ) M_ ”>■ M ■** M Mi .H3 32 21 ll v 01 'iJll 22 33 1+6

c

Clearly we may omit the step in parentheses. This is essentially what 
is Being done By summing over h from 0 to a.

Let us now, following Chapter 3, Section 3.6, obtain r, ̂  By1 zLX*
forming (r^ . r^) *• Firstly, however, let us rewrite Equation (1+7)
00as

a-1
£k& £m-a-l,ga+1(A) + ^mhA Sm-h-ljg^^Cl) Fmhk ^m-h-ljg^^k)

(1+8)



where
F . = (-X)mh&

^ - h - l . g ^ U )  

andwe may'note that P ̂ a-l.g^'U) = £,rarl.,g (k)

(U9)

Thus
-1 a-1

+ 2 Z F n p

a-1 
- 2 E Fh=o mhk ^m-h-l,gh+1(k). ~m-a-l,ga+1(k)

a-1 a-1
+ h^Q FmhJi Fmj££m“h-l,gli+1( £). £nr-j-l,gj+1( £)

+ h=o *=o Fmhk F^ k ^ - l 9gh+1(k). £nr-j-l,gj+1(k)
a-1 a-1 

a-1 a-1
”  ̂  ̂ 0. F~ tvPth-Vi —  ̂ - 1 « ' P-h=o mh£ mjkA?m-h-l,gji+1( Jt). ^m-j-l,gj+1(k)

a-1 a-1 
Z Z F Fh_0 j=Q mj*- ^  iw-j-l*6.j+1U) .^nrh-l,g^+1(k)

where there is no contribution from any summation if a = 0*. In 
Equation (50) the last two double summations are equal, since j and h 
are dummy suffices, and thus may be combined. Realising that the 
first and second double summations are symmetrical in j and h, and 
separating out the terms where j=h, we have

(50)

-1
'kit

a-1 
Z FB-arl*8a+l(t) + 2  h=o ^ n r h - l . g ^ a )  pnr-a-l,ga+1<*) 

m-h-1,gh+1(£)
m-a-l,ga+1(t)

* n.b. In all the summations below there is no contribution from the
summation when the lower limit is greater than the upper limit •



' a-1 m-h-lj^^Ck)
"* 2 hf0 Fmhk Pm-h-1,gh+1 (k ) pm-a-l,ga+1(k) Cm-a-l,ga+1(k)

a-1
h^o  ̂Fmh% Pm-h-l,g^+1(I) + Fmhk pm-h-l,gh+1(k) )

,2 .2 . _2 .2

a-1 a~l
+ 2 h=o J=h+1 F,nh£ *“•>* P^ ~ ^ e h+1U) V j - i , g j+1U). 

«-h-il%i+1(£)
' *rj-l,gj+1(l)

a-1 a-1
h=o j=h+l Fmhk FmJ'k Pm-h-l>Sh+1(k) Pffl-j-lsgj+i(k)>

c»-h-l>gh+1(k )
m-j-l,g.+1(k)

a-1 a-1
h=o j=o ^  Vh-i,gh+1(t) pnrj-l,gj+1(k).

-im - h - l ^ ^ U )
* Cm-o-l,gj+1(k)

where
pi» j i S i , 3

and * j  —
k,Jt

~ i „ r  J 

pi.,0  1

Defining
A  ■

J-**a _ 
k #& pk,Jl

and noting that p _ ,Km-a-l,ga+1(jl)

(51)

(52a)

(52b)

(< 1 when k < i) (52c)

pm-a-l,ga+1(k) (since 6 +1U) = ga+l^k ^  ve have
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-1
"k* PBr-a-l,ga+1(i)

1 + 2 f F am_h_1>gh+l(£)mh£ m-a-l,g ( z) m-a-l,g _ (z )h=o sa+l sa+l

m-h-l^^Ck) m - h - i ^ ^ k )
Fmhk am-a-l,ga+1(k) m-a-l,ga+1(k)
a-1. m-h-l,gh+1(£) 2

+ h|Q.  ̂Fmh£ âm“a-l,ga+1(jl)̂  + Fmhk^a m-a-l,ga+1(k)
m-h-1 ,gh+i(k ))2 ^

nrh-ljg^U) m-j-l,gj+1U ) nrh-l.g^U) 'a-1 a-1
+2 h=o j=h+l Fmh)l Fmjt Va-l,ga+1U) V a - l , g a+1(jl) 

m-j-l,g. (Z)
. c ’J+l 

“*a_1>ga+lU)
a-1 a-1 m-h-l,g, + (k) m-j-l,g. (k)

+ 2 £ £ ‘ F ,, F .. a -j /, \ a /1 \h=0 j=h+l “hk mjk m-a-1.6a+1(k) m-a-l,ga+1(k)
m-j-ljg^-, (k)

. C 5j+l
m"a_1 *ea+l(k)

-2 Z
a - 1  a - 1  m - h - l , &  ( O  m - j - l , g .  ( k )

_i Jp JJ1 ^  ^  V

h = 0  j » 0  m b *  m j k  m - a - l , g a + 1 ( £ )  m - a - l , g a + 1 ( k )

. C
m-j-l,gj+1(k)
m'a_1>ga+i(k)

1-2

m-h-l,gh+1(k) 
m-a-l,ga+1(k)•

,m h 1,sh+l^ ̂ 
n-a-l,g (i) •

• which on application of the binomial expansion of (l + x) 5 gives,
< correct to the second order in the a 1*;? ,k,£

-1
CkZ Pm-a-l,ga+1U)

a-1 m-h-l,g.+1 (a) m-h-l,R (z)
1 “ S { F _ oc n ±  c , f0\h=Q «*«. m-a-l,ga+1(i) m-a-l,ga+1(£)

_ “-h-l>Sh+1(k) m-h-1.Sh+l(k) }
mhk °m-a-l,g_., (k) m-a-l,g_(k)
a-1
Z

h=o

*a+l
m-

5a+l
rh”1,eh+l^\2Prt(Cm h 1,gh + l ^ )  + F (a , #S|:1+1!,+ Z { Fmh£ (a XiT'L, x)^Jr2' - , v
nra"1 »«a+1(A) • nra-1-»ea+i(A)

mhk m-a-l,ga+^(k)

m-h-l,g (k)



a-1 a-1
+ E Z 

h=o j=h+l Frah Z FmjZ am-a-l,g^,n(Z)3a+l

'nra-1,g&+1 (z), m-a-1,ga+1U)

m-j-l,g. (Z) 
a J-1-m-a-1 . g ^ U )

m-h-1, g ^ C k )a-1 a-1
+ Z Z F . . F a n \

h=o j-h+l * *  “•* m-a ,sa+l
tt-h-l,g^+1(k), m-j-l,gj+1(k)m-

V a - l , g a+1(k), m-a-1,ga+1(k)

a-1 a-1 m-h-1,g (Z)
t? t? a h+1

h=0 j=o 'DhZ mjk. “ra";L*«a+1 (t)
r h - l j g ^ U ) ,  m-j-l,gj+1(k)m

J] clm-a-l,ga+1(Z)9 m-a-1,ga+1(k)

m-j-l,gj+1(k)

““ra"1 ’6a+l(k)

rj-1.6j+1(k)
m_a_1»ga+l(k)

(53)

where E
i»j »k»Z
p,q,r,s

i>J k 
3 C C - C

P><1 r,s k yZ
(5U)

Consider the contribution, say, made to the force function 
by the terms of order in Equation (53). Thus

n n
Ul = “ 2 G • .E

M M ,mi?, mk
A=1 k=l Pm-a-l,ga+1(1)

a-1 m-h-1,gh+1(Z ) m-h-1,gh+1(Z ) m-h-h-l,gh+i(k)
y rF c — F cx •1 mh z m-a-l,ga+1(jl) m-a-1, gQ +1 (z) mhk m-a-l,goJ_1 (k) *h=0 a+1

m-h-
. C

h 1 «6h+i(k ) j
'm-a-1,gft+1(k)

â+l

which may be rewritten as
n n M „ M . TT 1 n m Z mk^  = - 2 G £ £

. C
m-h-1, g ^ U )
m-a-1, g&+1U)

a-1

Z=1 k=l pm-a-l,ga+1(jt) h=o

m-h-1,gh+1(j)
v F ci / \ •mh£ m-a-l,g U)
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n n M  0 .M v+ l 0  z s
. 4=1.k=l pm-a-l,g (4)

a- 1
Z

h=o
, a m‘h"1 >gh+l(k).
irihk m-a-l,g t-.(k) a+i.

. C
m"h"’1 ,Sh + l ^
m_a_1 »ga+l(k)

On observing that g _ (£) = g , (k) and that k and I are dummy suffices
0*» -L S t  j..

in these summations it is seen that = 0. This result is analogous 
to that of Lemma 1 in Chapter 3,Section 3.6.

Of the remaining terms in Equation (53) it may be shown quite 
readily in any particular case that the double summations do not make 
any contribution to the force function (see Appendix E). Thus it is 
found that

n n
U = I G Z Z 

£=1 k=l
M . M 0mk ml,
pm-a-l,ga+1 U)

1 +

a- 1  
+ Z 

h=o
m-h-1 ,* U) 2 m-h-l,& +1 U).

F 2 (a , / J  Pp(C / J +mh£ m-a-l,ga+1(£) 2 m-a-l,ga+1U)
m-h- 1  »g. +1 (k) mrh-l.g. , (k) 1

+F * (a ^  /, J 2 PQ(C , Jmhk m-a-l,ga+1 (k) 2 m-a-1 »ga+1 (k) (55)

Let us now particularize to the case m=2 i.e. the U-body problem
o  <swhere the system consists of two close binaries which move around each 

other in disturbed Keplerian orbits (see Figure 9.3). The relevant 
equations are then

where
U = G

pll 
^ 1 ^ 2

V. . U

Pi 2

{ 1 + • (a“ )2P0(c“ ) + ---I - -  •
M,

i=0 ,l j ^x.21 (56)

M M  M M i
21 22 23 2k1 1 + — —— —  +

P01
2

iqi) v^01

" k

.(an2f P, (C*?) } J

01' 2 ' 01' H 2

(57)
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Figure 9.3

correct to the second order in the . Remembering that the
are all independant we then have

where

and

jPoi G Moi 8£oi

£ 1 1 G “ii 3Pll

= GI^  ^
11

:01

12
e01

K01

1

Pll
1

P12

11 11 12 12 ,
* 1 + £0 1 P2 ^C0 1  ̂ + e01 ? 2 ^C0 1^

{ 1 + ei:L p2 (Coi) *

v 01 12

{ 1 +  £12 P2(C01»

“ 22 . 1 1 .2
' 0 1 ;" a

M23 , a?x21--- \ a ^ n  )M:12

M i l  ^ 0 1

e P i  =  * * 1 1

01

01
en ( n i3

'12 1^3
(“01>

(58b)

(58c)

(59a)

(598)

(59c)

(59a)

(58a)



in this simple case the meanings of the e parameters defined in
Equations (5 9a-d) are obvious.

is a measure of the disturbance produced on the orbit of
relative to due to and not being positioned at their common
mass-centre ° ^ er words a measure of the disturbance of m^
and m2 on the orbit of what may be called the (M^  , sut>sirs'tei11*
Similarly is a measure of the disturbance of and M2  ̂(i.e.
m^ and m^) on the orbit of the (M.^, subsystem* Note the e notation:
e0 1 ^eno^es disturbance produced by the masses and which tie
on the vector p^ 1 on the orbit of and M^2 which lie on the vector
p~, . These two e terms are similar in form to e23 of the three-body 

a/U-L

case in Chapter If.
s^  is a measure of the disturbance produced on the orbit of the

(M__, subsystem which lie on the vector pni by the masses and
2 1 22 A.J-J. dz>
which form the subsystem which is positioned at p ^ ^  with respect

to c12 ^ en a meas 121,0 ^he disturbance by and °n the
orbit of the (M^* ^2 )̂ subsystem. Note that these two £ terms
are similar to e^g the three-body case. In fact we may recover
the form of e^g by setting one of the masses m-̂  or mg zero in
and m or m, zero in e?* .3 b 11

The derivation of the e parameters in this case and also the eight- 
body case (i.e. m=3) is considered more fully in Appendix F.

We will now, using the results for the eight-body case, derive
e parameters for the Castor system. The actual values derived will 
necessarily be approximate due to insufficient data for the system.

Firstly let us recapitulate the situation as regards this 
sextuple system. The following data were obtained from Heintz (1978) 
and Kopal (1959). The system consists of three binary systems which 
are denoted A, B and C: A and B are spectroscopic doubles with periods
of 9.2 days and 2.9 days respectively while C is a close eclipsing 
binary of period 0.8l days. The subsystems A and B form a quadruple 
subsystem, the binaries revolving about their common mass-centre in a 
period of probably 1*50 to 500 years. Subsystem C revolves about the 
mass-centre of the quadruple subsystem consisting of A and B in a

kperiod estimated to be of the order of 2.10 years. The masses of the 
binary C are about equal: both are 0.6U times the mass of the Sun.



286

The masses of the larger components of binaries A and B may be obtained, 
with sufficient accuracy for present purposes, from their spectral 
classification. The primary in binary A is an A5 type star while that 
of binary B is an A1V. This results in masses of 2.09 and 3.23 times 
the mass of the Sun respectively (see Allen, 1973). The companions of 
these two stars both have low masses and no visible spectra: we will
assume they are both around the lower limit for stellar masses and 
luminosity which results in a mass of 0.1 times the solar mass. The 
eccentricities of the orbits will be neglected in the following; 
these being unknown for most parts of the system except binaries A and B 
which have eccentricities of 0.5 and 0.002 respectively. The latter 
is negligible, the former will cause a change in the relevant e 
parameter of a factor less than (0 .5 ) 2 or (0 .5 ) 3 depending on the 
e type i.e. or (i >_k) respectively.

Now the equations of motion for the eigiht-body system, given in 
Appendix F (Equations (F.U)) are reduced to the six-body case in order 
to derive e parameters for the Castor system. If we let p2g and f>2k 
tend to zero then the equations of motion for these subsystems are 
removed and and Mgg "become one mass" viz. similarly Mg^
and Mgg combine to form (Alternatively we could have set = mg = 0
and neglected the equations of motion for and P̂ij.̂ * •̂ ie eQ.uations
now become, remembering p2g = p2  ̂=

3£oi
11 11 ,

Joi ^  + eoiP2 ĉoi^ + e
21 21.

£ 1 1 = G ^ 1 3pn

12 p
0 1 2 

22 p
0 1 2

21 . 21. 22{ 1 + en,Po(0n1) + e0 1 P2

+ e0 1P2 ^C0 1  ̂+ £

'11 2 ' 11'

+ 01p (CU ) ell 2 01

/ x

>

(6 0a)

}

£l2 = ° ̂ 2

£ 2 1 = 0 ^2! 

£ 2 2 ° M22

d 1

3£l2
-  p12

8 1

3£ 2 1 _  P21

9 ”  _JL
^£22 p22

01 12 
{ 1 + £12P2(C01} }

11 21
{ 1 + £21P2(C11) + £

01
'21 P2

11 22 01

21 
(coi) J

22
{ 1 + e22P2 Ĝll^ + G22 ^ 2 (C0 1  ̂J

(60b)

(6 0c)

(6 0d)

(6 0e)
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where binary A is represented by the subsystem
binary B is represented by the subsystem ( ^ 3 * M3Û  

and binary C is represented by the subsystem **2^

Equations (60 a,b,c,d,e) are respectively the equations of motion for: 
(a) the mass-centre of binary C relative to the mass-centre of the 
quadruple system of binaries A and B, (b) the mass-centre of binary A 
relative to that of binary B, (c) the masses of binary C relative to 
each other, (d) the masses of binary A relative to each other and (e) 
the masses of binary B relative to each other.

Referring to the data for the Castor system we may derive, using 
Kepler’s third law (i.e. n2a3 = y), the following values for the semi
major axes of the system in astronomical units. (Since circular orbits
are assumed the p. . are the same as the semi-major axes values).J
Then - lltOO

Pll = 1 0 8 ; p1 2 = 0.0185
P21 = 0.112 ; p22 = 0 .059U

with M31 = 2 .0 9 , M = 0.1, M33 = 3 .2 3 , = 0.1, = 0.6U and
= 0.6U (in terms of the solar mass). Then the e parameters may be 

obtained by using Equations (F.5) of Appendix F. Thus

e 11E0 1 = 1 .U2 .1 0 " 3 9 £ 12E01 = î .37.10” 1 1

e21E0 1
rr 1 .1 1 .1 0 " 10 9 e22E0 1 = 3 .1 6 .1 0 " 11

e21
1 1 = U.6 9 .10“ 8 9 E 221 1

= 8 .8 1 .10” 9

e 01
E1 1 = 1 .0 6 .1 0“^ 9 E 0112 = 9.95.10” 15

e 112 1 =  ' 1 .7 0.1 0 ” 9 9 £ 0 1 
21

= 2.99.10” 1 3

e 1122
1 .0 9 .10 ” 10 9 1 £  0 1 

22 = 2 .9if . l O ” 1 ^

From these values it is plain that the three binaries - A, B and C - 
are each disturbed very little by <the other components of the system. 
Furthermore, their binary nature does not disturb their arrangement as 
a triple system to any great extent. The major disturbance, i.e. e^, 
is that produced on the orbit of binary C relative to the mass-centre



of the quadruple system consisting of A and B by the binaries A and B 
not being found at their common mass-centre. Also, an order of 
magnitude less, , the effect of binary C on the relative orbit of
binaries A and B. Thus we see that the most stable components of this 
sextuple system are the binaries themselves: C being the most stable
and A the least stable. The least stable part of the system is the 
arrangement of the binaries as a triple system.

9.5 Discussion and Conclusions
It would appear from Section 9*2 that thee parameters (derived in 

the Jaoobian coordinate system) are a good measure of the disturbances 
on the orbits for the planetary case. Only in the high a range (greater 
than 0.9) are the perturbations, as characterised by the e parameters, 
modified by more than an order of magnitude. For all the real cases 
arising in the. Solar System the a values are less than 0.9 and thus 
it may be safely assumed that the e values are a good measure of the 
disturbances on the orbits. Alternatively it would be possible to 
define a revised set of e parameters (e* »e,£i^ i=2,...,n; k=2...,
i-1 (i £ 3); & = i+l,...,n (i £ n-l)}so that

€ ,ki _ ^  ^k-1 ^ i
1- ĉ . \  Mi-1 1 -
e£i m£ ai£

Al "ai£ 1 "ai£

(62)

the notation being the same as that of Chapter 3, Section 3.6. In 
the range of small a i.e. satellites of planets disturbed by the Sun, 
triple stellar systems, the l/(l-a) factor will not alter significantly 
the original e parameter. In the range of efs for planetary systems 
the parameters will then be suitably modified.

Turning our attention to the general hierarchical arrangement, 
found occurring naturally in many jnultiple stellar systems, a coordinate 
system was derived in Section9 .^applicable to these systems. This 
coordinate system was used to derive a generalised set of e parameters 
for two particular cases of the general hierarchical type of system 
i.e. the four- and eight-body cases.
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The eight-body case was used, after a little reduction, to consider 
the stability of the Castor star system. The values of the e parameters 
obtained suggested that the binaries of the system are very stable. The 
triple arrangement of the binaries is less stable. The generalised 
e parameters may therefore be used to discuss the relative stability of various 
subsystems contained within a system. Indeed it could well be possible 
to decide which parts of a system may be unstable and which are stable.

Again considering the Castor system, it is noted that binary C lies 
a considerable distance from the mass-centre of binaries A and B. It 
is possible, using the coordinate system for the general hierarchical 
systems, to consider the disturbance imposed on the orbit of C relative 
to the mass-centre of A and B by the central bulge of the Galaxy.

Let p2 2 > (>2k and p12 'to zero ^#e* masses M3 5» • • • »M3Q
coalesce to form one mass Further let denote the mass of the
central bulge of the Galaxy i.e. about 10 times the Solar mass. In the
following, since the binaries A, B and C appear to be affected by and
themselves effect their triple arrangement very little, we will neglect
their binary nature and assume each of them to be one mass. Thus binary
A is represented by and binary B by M^. The p22 value tends to
zero and M^2 represents the mass of binary C. The relevant equations
of motion are then (see Appendix F)

£ 0 1

P
~ 1 1

P  51~ 2 1

11

G ^ i

G ^ i

= G M.21

d 1

3£oi - P01

3 1

3£ii _ pll
3 1

3£ 2 1

H

f 1  +  4 1  P 2 ( V +  P 2
21

r  c 2 1  ,  2 1 s o 0 1

{ 1 + 11 P2 (CU >  + E11 P2

. 11 , 21 01
+ e21 2 Ĉll' + e21 p 2

« & ) }

(col)}

(63a)

(63b)

(6 3c)

where is a measure of the disturbance produced by the binary (A,B)
and mass C on the orbit of the mass-centre K .. relative to the galactic

2 i .mass K.; e is the effect of the binary nature of (A,B) on the same 
21 .orbit; e is a measure of the effect of binary (A,B) on the orbit of

• 0!C relative to the mass-centre of (A,B); e measures the disturbance of
n  01the central bulge of theGalaxy on the same orbit; 811(1 e21 are
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characteristic of the disturbance on the orbit of A relative to B by C 
and the central bulge of the Galaxy respectively. For data we have

poi
pn
P21
m 3i
**22

2.10 A.U. 
1U00 A.U. 
108 A.U.

11
e01
e2111
e11

21

2.19
1 .2 8

n 
ii

CM 
CM

sTsT

3.33 
1 0 11 : '

I in terms of the solar mass. Thus

.  -iU 7.1*9.1 0 ^ » = 5.67.10’ 16

1 .1+2 .1 0 “ 3 » ell = 5 .0l*.1 0 ” 9

1 .0 6 .1 0"** 9 = 2 .8 5.1 0 " 12

(6k)

From these values we may see that the perturbation due to the central 
bulge of the Galaxy is several orders of magnitude lower than the 
mutual perturbations of the three binaries A,B and C* The effect 
the triple nature of the system has on the orbit of its mass-centre 
relative to the galactic centre is totally negligible (see and

21e values). Comparing the two sets of e parameters - Equations (6l) 
and (6k) - it is observed that the perturbation due to the Galaxy on 
the triple arrangement of the binaries A, B and C is of roughly the 
same order of magnitude as the perturbation due to the individual 
masses of the binaries on their triple arrangement.

It would have been possible, by deriving the equations of motion 
for the l6-body case, to include the binary nature of A,B and C and 
the galactic mass in one system . Then a direct comparison of the 
perturbations would have been possible. Indeed by the use of a system 
containing sufficient bodies (i.e. sufficiently large m) any hierarchical 
arrangement of bodies may be examined. For instance, if a planet was 
in revolution about one component of a multiple stellar system, it would 
readily be' possible to consider the perturbations on the planets orbit 
due to each subsystem of the stellar system. If the planet possessed 
satellites, they could be included: the disturbance on their orbits due



the presence of the stars in the system could then be measured, 
this way many exotic types of system can be modelled, and their 
e parameters examined.
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CHAPTER 10 FUTURE WORK

10.1 Review
The aim of this thesis has been to introduce a set of parameters 

which have a physical meaning for the stability of hierarchical 
dynamical systems. These parameters were derived in Chapter 3 for 
systems of the type exemplified by triple stellar systems, planetaiy 
systems, satellite systems, etc. Throughout succeeding chapters 
these parameters have been examined in the case of the three-body 
problem - the simplest case available. The analytical stability 
criterion involving the zero~velocity curves of the general three-body 
problem vas employed in the coplanar, corotational initially circular 
case to show that the e parameters may be used to determine regions in 
the pi0116 where stability is assured, given a sufficiently
small (*22 ratio, and instability is certain (Chapters h and 5)»

By the use of numerical experiments it was possible (in Chapter 6 ) 
to show that predictions of the durability of three-body systems 
could be made. The e parameters could also be used to predict the 
amplitude of the periodic variations on the semi-major axes and 
eccentricities of the osculating Keplerian orbits of the system 
(Chapter 7 ) •

The four-body problem was briefly examined in Chapter 8 and it was 
demonstrated that it is possible to obtain similar results for thi^’ 
type of system as for the three-body systems by defining the E parameters.

In Chapter 9 a set of e parameters was derived which is applicable 
to systems of any type of hierarchy. The use of these e parameters in 
a numerical investigation has not yet been considered.

10.2 The Extension to Non-Coplanar, Co/Counter-Rotational and 
Initially Non-Circular Orbits in the Hierarchical Three-Body Problem

All the numerical results obtained for hierarchical three-body systems 
and presented in this thesis cover a very restricted range of initial 
conditions. In every case the motion was coplanar and corotational, the 
osculating orbits were always, initially circular with the initial



configuration such that the masses lay in the straight line m^m^m^. 
Clearly the effect other orbital parameters have on the stability 
needs to be assessed.

In Chapter 6 the numerical integrations of the Sun-Jupiter-Saturn 
system by Nacozy (1976,1977) were considered. It was found that if 
we considered the largest ratio which can occur in the system
i.e. when Jupiter is at apocentre in its orbit and Saturn at pericentre, 
then this value,for the case Nacozy found to be just unstable, gave 
remarkably good agreement with the values of (<*23^ 0 which were derived 
from the present numerical investigation. It is therefore hoped that 
eccentricities may be introduced into the hierarchical three-body 
systems without greatly complicating the situation. The relevant 
value of is probably that which arises at the time when the
(m ,̂ m^) subsystem is at apocentre and (M^.m^) subsystem is at 
pericentre.

The other orbital parameters, in the coplanar case, are TBg, ^2*^3 
and 0. Preliminary numerical investigations with non-zero values 
of 0, in the initially circular case, have confirmed the conclusions 
of Chapter 5 that the initial straight line configuration m^rn^m^* 
i.e. 0 = 0, is more stable than the configuration when the bodies are 
in the order n^m^rn^ i.e. 0 = tt which in turn is more stable than 
0 = 0̂ ,, the value of 0 which maximises the value of c2H given that 
the other orbital parameters are held constant. The other parameters, 
being indeterminate in the initially circular case, have not yet been 
introduced. Using the analytical results of Chapter 5 we may choose 
the interesting cases to study. For instance, introducing values 
of e^ and e^ and setting 0 = 0 we know from the results of Chapter 5 that 
if the (m^m^) subsystem is at apocentre and the (M^, m^) subsystem at 
pericentre then the stability, for this 0 value, is at a maximum 
Conversely if the (m^, m^) subsystem is at pericentre and (M^, m^) 
subsystem is at apocentre then analytically the system is at a minimum 
of stability. These types of initial configurations for the bodies 
of the system are the ones of interest for numerical studies.

Inclinations may also be introduced although there will be no 
analytical stability criterion since the stability criterion of Zare 
(1976, 1977) is only for planar motions.



These parameters, including the possibility of counter-rotational 
motion, permit a very large range of possible initial configurations 
of the bodies. Therefore a very large number of numerical integrations 
would be necessary to cover the whole range. It is hoped that by the 
use of the e parameters definite trends will appear which will allow 
an easier and more rapid examination of all these cases. For instance 
if it is found that the value (“2 3 ^  related to the largest possible 
<*2  ̂value in a given system then this will significantly reduce the 
required amount of work since it will become largely unnecessary to 
examine the effects of f^, f^ and 0 .

10.3 The Analytical Determination of the Amplitude of Variations in 
Semi-Major Axes, Eccentricities and Inclinations in the General 
n-Body Problem

The classical method of secular inequalities allows, for planetary 
systems, the calculation of the amplitude of the changes in eccentricities 
and inclinations, provided it is assumed that the changes in the semi
major axes are zero. The analysis uses the fact that in planetary systems 
the ratios of the planetary masses to the central mass are small, also 
that the eccentricities and inclinations are small. The orbits of the 
system are considered to be heliocentric i.e. centred on the central 
mass.

In Chapter 7 it was demonstrated by the use of numerical integrations 
that the e parameters and a ratio for three-body systems, i.e. (e23, 
e3 2* a2 3  ̂* are re-̂-a^e<̂  a simPle way to the variations in semi-major 
axes and eccentricities in coplanar, corotational hierarchical three- 
body systems with initially circular orbits. The simplicity of the 
relationships suggests that it may be possible to derive the variations 
in the elements analytically for hierarchical n-body systems. The 
problem would involve a treatment similar to that of classical secular 
inequalities using the Jacobian coordinate system in place of the 
’’heliocentric” type of coordinate. system.
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10.1* Numerical Investigation of n-Body (n ^'k) Hierarchical Systems
When these types of system are considered it becomes necessary to 

consider a ’’sum of e parameters” e.g. the Efs as defined for l*-body 
systems in Chapter 8 . This is an advance on the examination of the 
three-body problem since there the e parameters appeared singly in 
the equations of motion. Also, as yet, there is no analytical stability 
criterion available for these systems. This allows us to test whether 
we may consider a sum of the e parameters as relevant to the stability 
of each orbit of the system. The results for three-body systems may 
be used when considering the four (or more) body problem by splitting 
it into three-body subsets. For instance, in Chapter 8 , the critical 
values of in the three-body problem were used as a "stepping stone"
for assessing the stability/instability of each triple subsystem of 
the four-body system.

The reason for this procedure is obvious if we consider the way in
which the e parameters arise in the equations of motion in the Jacobian
coordinate system. Suppose all the masses in an n-body system are of
the same order of magnitude (excepting the central mass, denoted m^,
which is larger). Then an e parameter in the equation of motion for
the orbit of m^ relative to which arises due to the presence of
the (superior) mass m.... contains an a ratio a. . raised to thel+l i,i+l
third power i.e.

'i+l,i ^ + 1  a 3 M.l i ,i+l

Considering the next mass, ^ +2 » we have a disturbance on the orbit of 
the mass m^ characterised by

i+2 ,i i+ 2 a- • 
“  * ,1 + 2l

Comparing these two expressions we have the result, if ̂ +-j_ - m£+2 »

£i+l,i
ei+2 ,i

l ,i+l 
ai,i+2 

1

ot.l+l,1+2
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That is, the disturbance due to the mass m . j 0  is a factor ( a- . l0)* . .. 1+2 1+1 ,1+2
down on the effect of A similar line of reasoning would apply
to inferior bodies. Thus it may be seen that often only the disturbances 
due to the bodies immediately on either side of the booty" under examination 
need to be considered. Of these two dominant e parameters the larger 
will allow the calculation of an approximate "a " value by using the 
critical a value of the three-body problem. Thus we may use the 
three-body problem to aid progress in consideration of the four-body 
problem. Having obtained results for the four-body problem it would be 
possible to use these as an approximate model for the four-body subsystems 
of five-body systems. • It is further to be expected that the predictions 
from four to five bodies would be more accurate than the predictions 
obtained for four-body system from the case of three-bodies.

It would also be interesting to investigate the stability of planetary 
orbits in multiple stellar systems and other hypothetical dynamical systems 
by means of the generalised e parameters derived in Chapter 9. The 
systems may then be discussed in terms of which part is least stable or 
indeed unstable; if unstable then it may be predicted how many orbits 
it might be expected to exist for before instability would be exhibited. 
Which parts of the system might be expected to last through these 
catastrophic changes due to their great stability may also be predicted.

5
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APPENDIX A - Ordering of the Masses in Collinear Equilibrium 
Configurations to Obtain Primary * Secondary and 
Tertiary Bifurcation Values of c2H

The three bifurcation values of c2H are obtained from the 
collinear equilibrium solutions of the three-body problem. These are 
related to the primary, secondary and tertiary bifurcation points 
where the nature of the solutions to the motion of the three-body 
system may alter due to changes in the topology of the curves of zero- 
velocity. The method to locate the collinear configurations is 
described elsewhere (see Zare, 1976; Szebehely and Zare, 1977 > Roy, 
1978) "but we outline it below, then proceed to demonstrate the required 
ordering of the masses to obtain each collinear configuration and hence 
a particular bifurcation value of c2H, denoted (c2H)gy.

If masses mA , nig and m^ are positioned in collinear equilibrium 
configuration vn the order mA nig m^, and we let the ratio of the
distances |mgmcl : |mAmB l be X : 1 then X is obtained by solution of 
the quintic equation

F(mA , mg, mQ, X) = 0
where

F(mA , mg, mc, X) = (mA + mg)X5 + (3mA + + (3mA + mg)X3

-(3*c + ^ ) x2_ (3mc + 2nig)X - (mc + m^. _
Having calculated X, we may obtain a bifurcation value of c2H 

(the one obtained being dependant upon the relative sizes of m^, m^ 
and m ) by substitution of X into the equations

v

f(x) = mAmg + A C + V c (2)
1+X

g(x) = mAmB + mAmc(l + X)2 + nig^X2 (3)

from whence
(■c2h ) = - (U)

BV 2M
where M is the sum of the masses.
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If we now let
m. = ( 1  + e) a ; mg = (l + e) ̂  ; mc = (l + e)

where a, $,Y take the values -1, 0, +1 only, then, supposing e «  1> 
we have

m. = 1 + ae ; nig = 1 + 8e» mc = 1 + Y£ to 0 (e).
We may substitute these values into Equation (l) to obtain 

F( e, X) = 0
for given a, 8»y values, and, noting that if e = 0 (equal masses) 
then the solution of Equation (l) is X = 1, we may put

F(e. l) + higher order
~9F(e, X)~

X = 1 - (5)

8X X=1
Substituting in the expressions from above we obtain 

X = 1 + Ae

where A = (Y"- ot) •
29

(6)

Equation (2) may then be expressed in terms of e,a,8»Y

f(X) 1 + ae+ 8e + 1 + ae + ve + 1 + Be + ye
2 + Ae 1 + Ag

which, upon application of the binomial expansion, gives

f ( x )  = |  {1 + |  [3(a+y) + |  Ae > + 0( e2) .  ( 7)

Similarly, we have
g(X) = 6 .{ 1 + |  [5(a+y) + SgQe + AE }+ 0(e2). (8)

Thus on substitution of Equations (7) and (8 ) into Equation (U) we obtain
(c2h)jv = - (•§)- G^ { 1  + ^ 0 [17(o+Y) + l6e]e}+ 0 (e2 )2 2 (9)

Note that A does not appear in Equation (9)» which is correct to 0(£). 
This must be so since values of X arise in pairs (eg. if X results 
from the order m^m^m^ then l/X will result when considering the order



m^m^m^) and each will result in the same (c2H)gy value.
If we now consider possible arrangements and relative sizes of 

the masses, excepting the case a = 3= Y when X = 1, we have nine 
possibilities as depicted in Table A.I.

This table shows that the primary bifurcation value of c2H requires 
the smallest mass to assume the central position in the collinear 
configuration, the tertiary requiring the largest mass and the secondaiy 
the intermediate mass to be so positioned. We see further that, if 
there are two equal masses and the third is smaller, then the secondary 
and tertiary bifurcation points occur at the same c2H value. In the 
same way we see that, if the third mass is larger, the primary and 
secondary bifurcation points have the same c2H value. (When all masses 
are equal then the three bifurcation points occur at one value of c2H).

We now consider a hierarchical system, with (iiipiiî) as binaiy 
and m^ as the external mass. Then, if the smallest mass is contained 
in the binary i.e. m^ or we seek the primary bifurcation value of 
c2H. If m^ is the smallest mass then the configuration which results 
in the lowest bifurcation value of c2H is not allowed since this 
would involve violation of the hierarchy by placing m^ between and 
m^* We instead use the secondary bifurcation value, obtained by 
placing the smaller of m^ and m^ in the centre of the collinear 
configuration•
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APPENDIX B - The Surfaces of Critical Stability in the Initially
Circular Case of the Coplanar% Corotational, Hierarchical 
Three-Body P r o b l e m . • -

If we consider the three masses m^, m^ and m^ to Be arranged 
hierarchically, at least in some initial phase of the motion, such that 
m^ and m^ form a binary system and m^ is placed at a more remote 
distance then, as has been shown in Chapters k and 5» critical stability 
surfaces may be derived which determine whether exchanges between bodies 
are possible or not. In Chapter H the parameter controlling the opening 
and closing of the zero-velocity curves of the problem, i.e. c2H, was 
determined by a two two-body approximation for the three-body system. 
Having derived the exact expression for c2H in Chapter 5 the dependance 
of the critical stability surfaces on other orbital parameters could be 
assessed. Moreover, another critical value of the ratio a arose which 
was greater than the previous acr> but less than one. The aim of this 
Appendix is to show how the orbital parameter 0 , as defined in Chapter 
5 , affects the critical stability surface and also to determine the 
other critical stability surface defined as a = a’cr in Chapter 5.
The effects of e^ and e^ (and hence f^ and f̂ ) are neglected since the 
introduction of eccentricities severely restricts the region of stability 
obtainable analytically when the mass parameters y and y^ are widely 
different (see Chapter 5» Section 5*7)•

In Figure B.l are presented contours of the critical stability 
surface acr = a(y,y^» e2, e^, f2, f^,0), where (e2, ê ) are zero,
(f2, f̂ ) are therefore indeterminate and 0 = 0 , in the y, y^-plane.
We are therefore dealing with the case of the three bodies initially 
lying in a straight-line configuration. If we now let 0 assume the 
value 0 ,̂ i.e. the value of 0 which maximises the value of 
for a system (given that the other orbital parameters remain fixed), 
another surface may be determined: this is shown in Figure B.2. It
may be noted that the surface resulting from the straight line 
configuration is slightly higher than that arising from the configuration 

0 = 0rp. This implies that the straight line configuration is stable, 
in the sense of no exchange between bodies being possible, over a 
larger range of a than the configuration 0 = 0 ,̂. the surface arising



from 0 = 0^ is very slightly lower than the original surface of
Chapter h which was obtained using the two two-body approximations 
to the three-body motion to calculate c2H.

The other important critical value of a derived in Chapter 5
was denoted a1 , and was calculated at 0 = 0. This is the value of cr ’
a such that the system of the above mentioned hierarchy is definitely 
unstable. This arises since the zero-velocity curves are closed so 
that m^ and m^ are constrained to be the binary with m^ as the external 
mass. The surface a'cr = e3 » where ê2 * e3 ^
are zero, (f£, f̂ ) are therefore indeterminate and 0 = 0 ,' is shown as 
contours in the p, y^-plane in Figure B.3.

These three surfaces may readily be transformed into the 0e23 

e32 a23 Parame’t'er space, as was done in Chapter and hence be 
displayed as contours in the e23, e22”P^ane• ■̂ie surface arising 
from the straight line configuration is shown in Figure B.U; the 
configuration 0 = 0^ results in the surface shown in Figure B.5; the 
surface <*'cr is displayed in Figure B .6 .

The dashed line in these three diagrams denotes the 11 cut-off” 
of the critical stability surfaces, as discussed in Chapter 1*, Section 
k,h. The 0.1 contours on Figures B.l* and B.5 and the 0.7, 0.6,..,0.1 
contours on Figure B .6  are omitted for clarity as they all lie between 
the appropriate contour and the dashed line parallel to the e23 axis.

Finally it may be noted that there are regions in the e23, 
where the hierarchy of interest, as defined above, is definitely unstable*. 
If a system lies in the region outwith the dashed line in Figure B .6  then 
a prior'i , without consideration of the a value, the zero-velocity 
curves are closed so that m^ and m^ are constrained to form the binary 
with m^ as the "external mass".

*Note however that since a <1 then e23 = p(l-p) a2 < 0.25, for a-11 
real systems.
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APPENDIX C - A Description of the Recurrence Delation Scheme
Used in the Numerical Integration of the Equations 
of Motion of the Many-Body Problem - Its Application 
to the Restricted Three-Body problem and Comparison 
with Similar Methods Used Previously

C.l Introduction
The use of recurrence relations to compute the coefficients for 

an (explicit) Taylor series integration procedure was shown by Roy 
et al. (1 9 7 2), in the simple example of the two-body problem, to be 
more efficient than the classical single-step integration procedure 
Runge-Kutta Four (RKU). In this context "efficiency" is a measure 
of how quickly any given problem can be carried out by a computer and 
how accurate is the resulting information. The use of recurrence 
relations as a tool in integrating various problems in celestial 
mechanics has been pursued by other authors (e.g. ^rachin and Sizova, 
1970; Broucke, 1971; Moran, 1972, 1973; Moran et al.% 1973;
Black, 1973).

In particular Moran (1973) " see also Moran (1972) - applied 
recurrence relations to the three dimensional elliptic restricted 
three-body (ER3) problem in order to determine classes of orbit for 
which one or either of the standard Cowell or Encke formalisms of the 
equations of the problem (cf. Danby, 1962) was preferable. Due to* e cthe large amount of computer time currently spent on the (numerical) 
Integration of many-body systems, e.g. the ER3 problem, it is 
advantageous to cut the required computing time to a minimum by a 
suitable choice of numerical integration method. We seek, in this 
present method, an improvement on the recurrence relation scheme of 
Moran (1973).

In Moran (1973), expressions for the Taylor series coefficients 
were derived using a set of four auxiliary variables (u, w, s and a 
in the notation of the above paper) per relative position vector, each 
of these being represented by an infinite power series in the time t. 
In this way the differential equations of the system were reduced to 
quadratic form; substitution of the power series representation of



the variables and equating coefficients of powers of t then yielded 
the required recurrence relations. The integration step-length at 
each point in the orbit was automatically adjusted throughout the 
integration; this was accomplished by comparing the results of a 
single forward integration step with those obtained from two consecutive 
half-steps, subsequently halving, doubling or leaving unchanged the 
step-length, as appropriate, so as to keep the local truncation error 
(LTE) below a certain specified amount.

Instead of four auxiliary variables per relative vector we herein 
find that the introduction of only two is required (u and s in the 
notation of Moran, 1973). In our procedure, the recurrence relations 
are obtained by an application of Liebnizfs Theorem rather than by 
equating coefficients in an infinite power series. This obviates the 
need for the basic differential equations of the system to be in 
quadratic form and so enables the above reduction in the required 
number of auxiliary variables to be effected. Moreover, this scheme 
would appear to possess a greater simplicity than schemes such as 
those of l̂ rachin and Sizova (1970) whose treatment, although involving 
the same number of auxiliary variables , u and w ^ in the above notation, 
results in more complicated expressions for the Taylor series coefficients. 
Also, in the present treatment, the integration step-length is adjusted 
by comparing values of each position and velocity vector from before 
the integration step and after consecutive forward and reverse steps 
of the same step-length. This removes the need for the wasteful 
evaluation of derivatives at the halfway point (for approximately 
half the number of steps - see Section .C.3) and also admits a much 
more accurately fitted step-length to be used throughout the orbit.

The above improvements all constitute substantial savings in machine 
time, and therein lies their importance. After establishing the recurrence 
relations, appropriate to the ER3 problem, in Section C.2, and presenting 
the method of step adjustment in Section C.3, the power of the new method 
is illustrated in Section C.U by providing computational results which 
compare the efficiencies of the method Moran (1973) and the present 
method. In Section C.5 the results are summarized and some conclusions 
are drawn.



C.2 Equations and Recurrence Relations

In the ER3 problem, particles S, of mass (l-y)., and J, of mass y , 
revolve around each other in a Keplerian ellipse, and we are concerned 
with the motion of a particle P, of negligible mass, in the combined 
gravitational field of S and J. In a reference frame, with its origin 
at S, the equations of motion are

r = -

and

(l-y) X +
r3

R

A R 
y < A3 + R3 >

R = - -
R 3

(1)

(2)

where r = (x,y,z) and R = (X,Y,Z) are the vectors SP and SJ 
respectively,

A = r - R (3)v
and r = | r | , etc. The units of time and distance being
chosen such that the constant of gravitation, G, is unity, with a dot 
denoting differentiation with respect to time.

We now proceed to set the above equations in recurrence relation 
form. Define the auxiliary variables a, A,a as follows:

= r~ 3 ; A = R~ 3 ; a = A~ 3 (U)

Equations (l) and (2) may be rewritten as

r = - {(l-U) ar + y( aA + AR)J , (5 )

R = - AR. (6 )
and

We now apply Liebniz's Theorem on multiple derivatives of products 
to Equations (5 ) and (6 ) obtaining

n~ 2 (i) (n-i-2 )
( n )  =  
r (l-y) . a

n- 2

+  y  I  

i=0
n-2
i

(i) (n-i-2 ) (n)
a A - y R (T)



<n) _ _R
n-2

i=0 ( n l 2 )  ( i } r - ? (8)

In the above denotes dnr/dtn , etc and (̂ ) is a binomial
coefficient viz.

(?) = k! (9)
( k - £ ) :  £ *

In order to use the relations (7) and (8) we clearly require expressions 
for the higher•derivatives of a, A and a.

For a general function g = r where q is an integer, we see 
that, defining

b = r.r (10)

we obtain, successively,

• *"(o.+l) • “(q+2) , -Qg = -q r r = - qr b = ^ 2g

(q+2)gb + qgb)=  +  g ^ )  +  ^  g b 2  =  “ 2 ».]
etc., from which it readily follows, by mathematical induction on the 
number of differentiations with respect to time, that

g r2 .j=l
a ( t i >  + s t ^ 1)

J  J -  J

(i-j) (j-D
g b (11)

where we define ( ) = 0 for % > k. Thus 
* i

(i) _ _ 1 E
a r2 . ,

J = 1
3 (^ ih  + 2(1_r1)

J  -L J

(i“j) (j-1)
a b , (12)

( i ) ( i ) *with similar expressions for ^ and , involving B = R.R and
6 = A.A respectively.

V  *4
Finally it is required to calculate the higher order derivatives

( j )  ( j )  ( j )b , B and $ . From the definitions - Equation (1 0 )  - and again
using Liebniz's Theorem, we obtain

( j )  i  , j ,  0 0  ( j _ k + 1 )v = (i ) r. r
b  k = 0  k  “  “

( j )  ( j )
with similar expressions for B and 3 .

(13)



The relations given in Equations ( 7) 9 (8), (12) and (13) enable 
us to compute derivatives of r and R up to any order we please,
given the initial state vectors x. (i=l,...,6) and X.(i=l,...,6).

1 • •1 • .A suitable sequence of evaluation would be A, A, {a}, (b} , r, R, A,
•• ••    * *

{a}, {b}9 r, R, A, etc., where {a} denotes the set (a, A,a), etc.
These may then be combined with the appropriate factorial term to 
yield the desired Taylor series coefficients.

C.3 Adjustment of the Integration Step-length

Since it is required that the method be applicable to any set 
of initial conditions of the problem, including those in which there 
is a resulting close approach of P to either S or J, and/or a period 
during which P is at a great distance from both S and J, it is clearly 
necessary that the method employs an automatic scheme for adjusting 
the integration step-length to be used at any point in the orbit. In 
previous studies by Moran (1972, 1973)» l̂ yachin and Sizova (1970) and 
Roy e t  a l ,  (1972) this adjustment is accomplished in the manner 
described below.

Let the trial step-length be h and integrate the configuration 
using (a) one integration step with step-length h and (b) two 
consecutive integration steps with step-length h/2. Then the 
difference in final configurations obtained by the two methods compared 
to some specified accuracy criterion gives insight into the suitability 
of the step-length h for the integration step under consideration.
The step-length is then either kept the same, halved, or doubled, 
as appropriate before proceeding to the next step by means of the 
more accurate two half steps. This method is outlined in much more 
detail in Moran (1972).

This procedure is considered to be uns&tisfactoiy for a number of 
reasons. Firstly, the derivatives have to be evaluated at the 
intermediate half-step point: this procedure is lengthy and wasteful
of machine time if the result of the error comparison is other than a 
halving of the trial step-length. Secondly, the crude halving and 
doubling procedure results in truncation errors which can only be 
adjusted to within large factors of the acceptable error. This is



315

because the truncation error e *  h , where n is the order of the 
Taylor series employed: frequently, the value of n may be of the
order of 10 for optimum efficiency, of the method (cf. Section C.U), 
implying that e can only be adjusted to within a factor 211- 2000. 
Thirdly, the optimum step-length for a particular integration step 
will not, in general, be equal to 2?  times the initial step (where p 
is an integer), thus time will be wasted running a portion of an orbit 
at a step-length h, when a step-length of say 1.9 h would yield 
sufficient accuracy. These last two points have also been raised by 
Barton et al, (1970) in their discussion of general Taylor series 
integration schemes.

A method of step-length adjustment is therefore now presented 
which removes all the above objections. The method is based on the 
consideration of the truncated terms in the Taylor series used, a 
technique studied by other authors (e.g. Barton e t  a l , % 1970; l̂ rachin 
and Sizova, 1970; Moran, 1972). Moran (1972) found that this 
technique yielded unfavourable results. This, it is felt, was due to 
insufficient rigour in his procedure which is remedied below by 
supplying a detailed error analysis of the method proposed herein. The 
method employs the device of consecutive forward and reverse integration 
steps with a trial step-length, followed by a comparison between the 
pre-integration and post-integration values of the position and velocity 
vectors in order to determine the necessary adjustment. The derivatives 
computed for the reverse step may then, under suitable conditions 
described later, be used for the next forward integration step.
Thus their evaluation is not wasteful as in the doubling/halving methods 
of step adjustment. Furthermore, the method permits a much more 
refined step adjustment than a mere halving and doubling: this results
in the local truncation error always remaining close to, but always 
less than, the specified allowable error. This latter point removes the 
second and third objections above.

Consider a function r(t) and its Taylor series expansion about
t = t , up to order n in the derivatives, viz.

0  /  • \

n r (tn) h1
r(t) = Z :L— S'---  , (1*0i=0 il

where h = t - t .o
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The (local) truncation error is clearly given by

e  =

(n + $ n -  ^  v,n + 1
s t y h

(n+l)!
+ 0 (hn+2  ̂ , (15)

where 0(hn) means "terms of order h11 and higher”.
Next consider the quantity r'(tQ), obtained by backward in te g ra t io n 9

by Taylor series, from r { t )  with step-length (~h), also up to order
n in-the derivatives, viz.

n . (i) /. \ . iVj. \  ̂ / n\i r (t ) hr(to) = I • (-1) _ (l6)
i :

Using Equation (lU) in Equation (l6) we derive

r'(t ) = E (-1)1 —  
~ 0 i=0 i!

n-i (iJj) (t )hj (?+1)(t )hn_i+1 E — ---- 2--- +--  2------
j=0 jl (n-i+l)I

+ 0(hn-1+2) (17)

Reversing .the order of summation over i and j in the double summation 
above we obtain

(i+j)
( - 1)'*

n  h P  r1 (t ) = Z ~  
o .  . . ,j=0 j!

n-J
Z

i=0
r
/V

(to)h1

n

n
= Z 
0=0

(n+l)

(n+l) n+lr (t )h
+  z  ( - 1 ) 1 7 - - . — ' ■ +  0 ( h n + 2 )i=0 (n-i+1)I li

(j)
r (t -h) h"

(n+l) n+l

r (t )h
(M O

J i

n+l

(n+l)I

•.t ** (t )h- (-l)n _ J . o
(n-j+l)!jI

Z (-1)1 (nt1) + 0(hn+2) 
i=0 1



= r(t ) -~ o

(n+l)

n+l
(n+l):

n

(n+l) 
r (tQ-h) +

j* (n+l)+ r (t ). 1 1 j >~ o . ~0=0

n-j+1 '(-D -(-DJ + 0(hn+2) (18)

Now, using the identities

n+l
E (-1)J ,n+l,

j=0' ' j ;
n+l ....
E (-1) “J 1(n+l) _

j = 0  J
(19)

,n+lobtained by expanding (l-x) by the binomial theorem and letting 
x *> 1, we derive

Ar = r(t )- r(t ) = 
^  o  ** o

- h
n+l

(n+l):
(n+l) (n+l)
r (t -h) - 2 r (t )•v o o

- h
n+l (n+l)

+ 0(hn+2), n even

n+2<
(n+l)»

r (t -h) + 0(h ), n odd~ o
(n+l) (n+l)

In either case, since r (t -h) = r (t ) + 0(h), we see that 9 ** o  o

Ar
(n+l)

r  h  m  o  I

(n+l):

n+l
+ 0(hn+2) , (20)

which is exactly the same, to 0(hn+2), as |e| (see Equation (15)). 
Thus evaluation of |Ar| by consecutive forward and reverse integration 
steps yields the size of the (local) truncation error, |e| , for the
forward step alone.

It will now be demonstrated how, by consideration of this local 
truncation error, the integration step-length may be adjusted at each 
point in the orbit so that the introduced error in the configuration 
after the integration step using the adjusted step-length is less than 
but close to, as denoted by the symbol < , some specified acceptable 
amount.



Let u denote any one of the position or velocity vectors of the 
problem, and let the local truncation error determined, using the 
above procedure, for an integration step about t =-1 using the trial 
step-length h be e , i.e.

e =
n+l
(n+4:

(n+l)
n+2

H (to> + (n+2):
( n u \ t )  +  0 ( h n + 3 ) .  ( 2 1 )

A# O

Further, let u be that vector, either position or velocity, such 
that |e| is a maximum. Then, letting the acceptable local truncation
error be £ and denoting |£| by £, etc. we clearly have two cases.

O  I A* ■

Case (a) e > e
o

Here we must clearly decrease h, to h* say, such that the resulting 
local truncation error Pf(h*) < £ • Now

^  v ' i o  c q

h ,n+l (n+l)
(n+l)I

u (t ) +
t  ~  O

,n+2 (n+2)
(n+2):

u (t ) + 0(lin+3).

Let
(22a)

(cf. the procedure outlined by Barton e t  a t . (1970)> except that 
here e is c a lc u la te d  > and is not an e s tim a te d quantity); then

(n+l)

where

e o  h n + 1

(n+l)!
(n+2)
1 a  t t o )|

(n+l)
I S '  ( V l

1 +  &  + 0 ^ ' 2) (23)

is a quantity of order unity. Using Equation (21) in (23), we derive

I + (-X-ufo^ta+l)h n+2 e ‘

h +

+0(h2), (25a)

which, since eQ/e < 1 << JL means that e1 < eQ as required.
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Case (b) e < eo
Here we require to increase h-, to- hM say, but-still such that 

e"(h") * e0. Let

h" = h (— ) 1/fa+2) . (22'b)
e

(Note that if h" was defined along the lines of Equation (22a) e" 
would be slightly g re a te r than eQ by Equation (25a), this is clearly 
unacceptable).
Then by a similar procedure, we obtain

„ n
—  =  ( * - )  

eo £o
V(n+2) 1  ,

h + ^n+2^
+ 0(h2) (25b)

which is seen to be at most ^ 1, as required, upon neglect of the terms
of first and higher order (since h £ l).

Although we have chosen to use Equation (22b) to control the local 
truncation error this is by no means a unique way to tackle the problem: 
an equally applicable method for increasing h would be

h" = h (— -) /(n+1°) (22c)
e

where the factor k(^ l) ensures the local truncation errors introduced 
by the step-length h” are acceptable. It is important to stress also 
that the revision of the step-length amounts to a V inear p re d ic t io n

and it becomes apparent upon writing Equation (25(b)) in the form

fE _ )1 / ( n+2) .  i  + _x_
^  ^   ^ _ n ± 2  ( 2 5 c )

£  +

that this prediction is not valid if h is not small and/or n is not 
large, as in such cases the first term in the numerator of Equation 
(25c) is no longer dominant. The allowances made for this shortcoming 
in the method will be discussed more fully in Section C.5*

It may be noted that the above errors refer to v e c to r  m agnitudes.



This procedure is, in the opinion of the author, more appropriate 
than representing e by expressions of the type (cf. Moran, 1972)

j

2 |q'. “ q. |
e  -  n a x i  _ L _ J ------h i   ( 2 6 j

k ‘il + U i  I

where q̂  and q’̂  are components of the state vectors x^ and X^(i=l,2,...,6) 
obtained after one integration step and two half-steps respectively. 
Although this expression could be carried over into the present treatment 
(by taking q^ and q1̂  to be the component values before and after 
consecutive forward and reverse integration steps) this would introduce 
artificially small step lengths when one of the q'^s is near zero.
The definition of e viz.

(27)£ = max r Ar Ar AR AR> * » T"
L r r R R

where, for example,

Ar = [(x* - x)2 + (y* - y)2 + (zT - z) 2 J2 (28)

and e refers to the r e la t iv e  error in any vector, does not encounter this 
difficulty. It is clearly feasible to define a different eQ value 
for each vector; Equation (27) then reduces to a set of conditions 
the appropriate one being that which produces the smallest step-length. 
Further we may also include in Equation (27) the relevant values for 
the relative errors in A and A.

The adjusted step-length, once obtained, is used in one of two 
ways as described below.

(a) e > eo

Here we return to t ='t and compute a forward step with step- 
length h* (Equation (22a) which, by Equation (25a) results in an 
acceptable local truncation error. The procedure is then repeated 
using h 1 as the trial step-length for the next forward integration step.



(b) e < eQ

In this case we may take the results of the integration step with 
t r i a l step-length h since e < in any case. Then using the 
derivatives, p re v io u s ly  c a lc u la te d  f o r  the  reve rse  in te g ra t io n  s te p ,  

we cariy out the next integration step with h ” as the trial step-length. 
Hence, by not having to compute derivatives for the next forward step 
machine time is saved.

As a final comment in this Section..it may be noted that we assume 
the knowledge of a fairly good approximation to the required step-length. 
While this is true as -the integration proceeds, i.e. we may use the 
step-length of the integration step immediately previous to the current 
step as an approximate trial value, as described above, it is clear 
that initially, when commencing the integration, some iterative procedure 
will have to be adopted to ensure accuracy is not lost through the 
predictions of Equations (22(.a), (b)) being erroneous due to an 
inaccurate approximation for the step-length of the first integration 
step.

The scheme adopted was as follows:
(i) Assume a trial step-length, hQ say, and calculate the local 
truncation error e aJid adjust the step-length accordingly by one of 
Equations (22(a) and (b)).
(ii) Test the predicted step-length, h^ say, against the original hQ.
If 2 |hQ - hjJ /{ | h | + | hjJ } is greater than or equal to
a specified amount 6h then return to (i) above and repeat the 
procedure using h^ as the new trial value. If less, then the required 
step-length has been found.

For this procedure 6h was taken to be
6h = —  (6 <1) (29)

(n+l)
by the following reasoning:

Suppose we have a trial step-length h which results in ao
truncation error e and a correct step-length, h_, which results in a

n + 2truncation error eQ then, neglecting 0(h ), we have



If we further suppose that hQ = h1 + Ah , then Ah being positive and 
there:
(31),
therefore e > e , then we have, dividing Equation (30) by Equation

or Ah
h.,

h± + Ah

(— )
eo

1

1/

n+l

(n+l)
- 1

(32)

(32)

Equation (32) forms the basis of an iterative procedure to find the
correct initial step-length; a limit is required for the size of
e in terms of e • Suppose we allow e = e (1+6) for the first o o
step-length, where 6 < 1, then the iteration will continue until

^  =  ( i  +  5 ) / ( n + 1 )  - i  h

i.e. Ah
h

6
n+l (33)

Any discrepancy between e and is so small nowsince 6 < 1.
that any error introduced on the first integration step will be
effectively £ e The values taken for 6 are generally less than
10- 1

C.lj- Computational Results
In this section it is demonstrated that the above improvements 

to the recurrence relation and step-length. adjustment schemes do in 
fact constitute savings of machine time for given calculations. 
Clearly we must demonstrate that both improvements yield savings in



machine time, to this end we examine th re e methods of integration:

(a) the original method as described by Moran (1972)
(b) a "combination” method using the above recurrence relation 
scheme but retaining the halving/doubling step-length adjustment and
(c) the full method as described above.

In this way comparison of (a) and (b) shows the savings in time due 
to the reduction in the number of auxiliary variables and comparison 
of (b) to (c) the savings due to the refined step-length adjustment.

Using each of these methods a number of "interesting" orbits 
in the ER3 problem were computed with varying accuracy criterion eQ 
and Taylor series order n. Table C.l describes two of the orbits 
studied which yielded results representative of those obtained 
generally.

The total machine time (TMT) necessary for a given calculation 
is clearly a function of n*. We therefore require, to make a fair 
comparison among (a), (b) and (c), to optimise each with respect to 
n. This may be done by constructing graphs such as Figure C.l, of 
TMT versus n for a given method, orbit and accuracy criterion, and 
recording the value of n at the minimum turning point of the graph, 
which is denoted n For Figure C.l n ^ takes the values
10, 10 and 8 for methods (a), (b) and (c) respectively. The minimum 
arises from the following considerations. As n is increased the 
required step-length for a given cQ increases (cf. Equation (21)); 
this results in a shorter TMT necessary for a given (real) integration 
time. This trend prevails until the time required to compute the 
larger and larger number of derivatives begins to dominate the TMT 
and so the curve rises again.

Using the value n  ̂orbits A and B (Table C.l) were integrated 
for the same length of (real)time by each of the methods, and for
*Note that n is kept fixed throughout any given integration as opposed 
to schemes such as that of Ityachin and Sizova (1970) which use a f ix e d  
step-length and a d ju s t n so that the local truncation error remains 
acceptable.
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Figure C.l The TMT required vs. Taylor series order
n for methods (a), (h) and (c) for orbit A and 

_ 8eQ = 10 . The optimum n-value, n0p-̂ » ^or each
method is shown arrowed (cf. Tables C.2 and C.3). 
Note the broad form of the curve for method (c) 
compared with those for methods (a) and (b); 
this is a consequence of the more refined step- 
adjustment procedure described in Section C.3.



Table C.2 - Comparison of integration methods
for orbit A.

°0 Method and ■ TM T.. <s) M o p t b max 8

fa) 7.46 8 4 1
1 0 -6 (b) 6.32 8 4 1

(c) 2.82 4 10800 8030

(a) 11.38 10 5 2
1 0 -8 (b) 9.63 10 5 2

(c) 4.76 8 130 49

(a) 17.41 12 1 1

O I © 14.65 12 1 1
(c) 7.29 10 66 26

(a) 28.17 10 180 76
I 0 - 12 (b) 22.53 10 170 72

(c) 10.37 12 150 59

Table C.:5 - Comparison of integration
for orbit B.i

Method and ^MT ' ŝ) ôpt d mJ, S

(a) 16.26 8 2040 870
I0 “ 6 (b) 13.70 8 2040 870

(c) 7.42 6 343000 147000

(a) 26.13 10 680 280
10~8 (b) 22.17 10 680 280

(c) 12.21 8 90100 38200

(a) 38.68 12 4500 1910
10—10 (b) 32.34 12 4490 1910

(c) 18.28 10 74900 31800

(a) 71.65 10 69600 29600
i o - 12 (b) 59.27 10 69400 29500

(c) 25.56 12 29800 12700



accuracy criteria z of 10 10 10 10 The resulting
TMT necessary, as well .as 6 and 6, the maximum and mean J * max 9
accumulated (truncation plus round-off) errors respectively (in units 
of eQ)9 for each calculation are presented in Tables C.2 and C.3.

It is clear from the results of these tables (and also Figure C.l) 
that savings in machine time accrue from each of the modifications to 
the Moran (1972) method. These savings are discussed more fully in 
the next section.

C.5 Discussion and Conclusions

It has been demonstrated that it is possible to effect a reduction, 
over previous methods, in the number of auxiliary variables required 
to obtain the recurrence relations necessary for the generation of 
the coefficients for a Taylor series integration step in the ER3 
problem. It is believed that these algorithms possess the maximum 
conciseness possible for a representation of the equations of motion 
in a recurrence relation form; there appear to be no gains in 
efficiency from the use of a single auxiliary variable. It has already 
been amply demonstrated by Roy e t  d l• (1972) that recurrence relation 
techniques are faster and more, accurate than implicit single-step methods 
such as RKH. Furthermore, Barton e t  a t. (1970) concluded that the 
method of numerical integration of ordinary differential equations by 
Taylor series methods does not suffer from numerical instability 
over a wide range of required accuracies; thus it would appear that 
the present algorithm is an extremely effective single-step method for 
computing orbits in the ER3 problem, and as such provides an ideal 
standard with which to compare the multi-step methods e.g. Adam's 
method and the Gauss-Jackson method (cf.Merson, 1973), which are 
generally accepted to be the most efficient methods currently in use.

Moreover, we have seen that further savings in machine time 
result from the use of a continuously variable integration step- 
length, adjusted by comparison of pre-integration values with those 
after consecutive forward and reverse integration steps. This 
replaces the time-expensive halving and doubling method. However, 
slight caution is required in cases where the step-length, h, is large



and/or n is not very large since the method of linear prediction of the 
correct step-length, when h is being increased, breaks down. This 
problem could be circumvented by employing an iterative step-length 
adjustment scheme (cf. Barton e t  a l ., 1970); this* however, would 
result in large increases in machine time requirements. At any 
rate when increasing h the result of the step using the trial h is 
accepted. Therefore, it is felt an iterative scheme is unnecessary 
(except for the initial step) providing any increase in step-length 
is limited to a factor 2 (cf. previous doubling method). By calculating 
a c tu a l values of the local truncation error as the integration proceeded 
for various sets of initial conditions it was in fact found that the 
value of e always remained close to, but less than, eQ.

Computationally it has been shown that the present integration
method optimises for Taylor series of around order 10, at least for
the orbits considered herein. The exact value of nQp̂. depends on the
imposed accuracy criterion and is fairly independent of both the orbit
being integrated and the method in use. Accumulated truncation plus
roundoff errors (6 ,6) are, for large e , larger for method (c) thanmax o
for the halving/doubling methods (a) and (b) ; this trend diminishes, 
and is in fact reversed, as is reduced. The explanation for this 
is that for large zQ truncation errors dominate the S's; these are 
controlled more accurately by method (c) than by (a) or (b) which 
therefore result in unnecessarily small 5's (cf. Section C.3). It 
is expected, as sq is reduced and round-off errors begin to dominate, 
that the better conditioned method (c) will give lower accumulated 
errors. It is also evident from Tables C.2 and C.3 that even in the 
truncation error dominated regime the more stringent eQ value 
required by method (c) to give values comparable to methods (a) and
(b) still results in less TMT for a given calculation.

TMT savings of the present method (c) over the original Moran 
(1973) method are in excess of a factor of two and become larger as 
the allowable truncation error per step is reduced. Extension of the 
above scheme to the general three-body and many other types of dynamical 
system occurring in celestial mechanics is a straight-forward matter, 
due to the general nature of the terms in the basic equations of motion 
of such systems.



APPENDIX D - Applications of the Explicit Taylor Series Integration
Scheme, Employing Recurrence Relations, and its Comparison 
with Classical Single-Step and Multi-Step Methods of 
Numerical Integration (as available on the Glasgow 
University ICL2976 Computer)

D.l Introduction

In Appendix C the explicit Taylor series (TS) numerical integration 
scheme used throughout this thesis for numerical experimentation on 
many-body systems was described and compared to similar methods used 
previously; in particular, with the method of Roy e t  cd . (1972).
In that paper a comparison was made between the classical single-step 
(CSS) integration procedure Runge-Kutta Four, as described by Henrici 
(1963), and the TS scheme involving the use of four auxiliary variables 
to set up the required recurrence relations. It was this latter method 
which was used in Appendix C for comparison with the present TS scheme 
involving only two auxiliary variables. Combining the results of the 
paper by Roy e t  a l ., where it was found that their TS scheme was of 
the order 6 to 15 times faster than Runge-Kutta Four, and Appendix C, 
which produced a further factor between 2 and 3 in saving of machine 
time, it can be appreciated that a saving up to a factor about 50 in 
machine time may accrue from the use of the present TS method as 
opposed to the CSS methods.

From several authors it appears that explicit TS schemes for 
numerical integration are more efficient i.e. f a s te r and more 

accu ra te than CSS methods (see Deprit and Zahar, 1966; Barton e t  a l  

1970, Roy e t  a l* , 1972). Moreover, among TS methods, that of Appendix 
C possesses a certain conciseness which makes it readily applicable 
to many of the differential equations arising in celestial mechanics.

Also, since it is generally accepted that classical multi-step 
(CMS) methods of numerical integration (e.g. Adam's, Gauss-Jackson 
methods, etc.) are among the most efficient currently in use (Merson, 
1973) it is considered that the method of Appendix C is the ideal 
single-step method with which to compare the multi-step methods.



It is therefore the aim to give a comparison of three numerical methods: 
the TS method of Appendix C, a CMS method and CSS method are compared; 
the latter two being available on the Glasgow University ICL2976 computer 
(these being the obvious alternatives for use in the numerical experi
ments of this thesis).

The equations of motion and recurrence relationships for a few 
"common types" of dynamical systems are presented in Section D.2. In 
Section D.3, using the simple case of the two-body problem as an 
example, we outline the (numerical) integration procedures and ranges 
of parameters used. Data on machine time and errors for given numerical 
integration experiments are given in Sections D.U and D.5; a summary 
and discussion of these results being given in Section D.6.

D.2 Applications - Equations of Motion and Recurrence Relationships

In this section, by way of example, the differential equations 
governing the motion of several dynamical systems are presented: also
included are the appropriate set of auxiliary variables and hence the 
recurrence relationships which are set up to enable the calculation
of the higher order derivatives of the position and velocity vectors.
The systems treated are:

o

(i) The Two-Body Problem (which will be considered again later)
(ii) The Eestricted Three-Body Problem (and the associated

variational equations used in determining the stability of 
periodic orbits)

(iii) The General Three-Body Problem
(iv) The Motion of a Satellite about an Oblate Planet
(v) The Motion of a Satellite about a Planet with an Atmosphere

relative motion for a body of mass m^ about a 

+ m2) (1)

Example (i):
The equations of 

body of mass m^ are

r = -G(m,
** 1



where

and

r =
r = m2
G is the constant of gravitation.

We introduce the auxiliary variables

and
a = r~^
b = r.r

(2)
(3)

and hence, by substitution of Equation (2) into Equation (l) and 
application of Leibniz’s Theorem on multiple derivatives of products 
to the resultant expression we obtain (cf. Appendix C)

n-2(n) n-2r = - G ^  + m2)  ̂ (“^ )  a
(i) (n-i-2)

W
1=0

(k)
where r denotes the kth derivative (with respect to time) of r. 
Expressions to obtain the are thus required. These are (cf. 
Appendix C).

(i) , 1
a  =  -  ~ 2  S

where j=l
(j-1) _ (k) (j-k)
b , * v k J r . rk=0

(i”j) (j-l)
a b

(6)

(5)

gives the required derivatives of b in terms of r and its derivatives.
The relations (U) to (6) enable us to successively calculate the higher

• • • • #order derivatives of r i.e. given r and r, initially, we evaluate
•  •   .successively a, b , a, b , r, a, b , r, etc.

Example (ii):
As was seen in Section C.2 the equations of motion for the 

restricted three-rbody problem, involving massive bodies S and J and 
massless particle P, are

and

r = -
A *

R =

(l-»0 ~ 3 + y

R

R 3

A  H  

A 3 R 3
(7)

(8)
where the notation is as in Section C.2.



In studies of periodic orbits, and their stability, we are also 
interested in the variational equations of the problem. These are 
(cf. Zagouras and Markellos, 1977)

^  d x .

= E • (9)k=l xoj
d _

at
3x.1
3 x  .

I ° 0 J

where x^ i = 1,...,6 is the state vector (x,y ,z,x,y ,z) of the 
particle P with respect to S and the subscript zero refers to initial 
conditions. Denoting the variations 3x^/axQj by v^ ., we readily 
derive from Equation ( j )

’(i+3),v. . = V/ .
1 J

i  = 1 , 2 , 3

" i j  = k=\ ' f i  k vko 1 = h ' 5 ’ 6

j = 1,...,6 (10)

where we have denoted

fik = s V v  . w

In explicit form, in our inertial reference frame, the functions
f.. ; i lk* * t , 5 , 6 ; k  =

= -  Q

=

f U 3
= R ^ x z

f 5 1
=

f k 2

f 5 2
= r  Q  ■

f 5 3

~
^ y z

f 6 l
=

f U 3

O
J

fiv
o

.

=
f 5 3

f 6 3
= -  Q  •

(12)

where
Q

=  i U i  +  JJL . 

r3 A3 *
■d _ o ( lz E l . f> _ 3ji 
E 1  •  3  r 5  * .  E 2  -  i t

(13)

Since the equations of motion - Equations ( j )  and (8) were set in 
recurrence relation form in Appendix C we will deal here with only the



equations of variation. In addition to the previously defined auxiliaiy 
variables

-3 ~3a = r ; a = A ( I k )

ve now require also 
d = r“5 ; 6 =  a " 5  , (15)

giving
Q - (l-y)a + ya ; “ 3(1”y)d; “ 3(l~y)s (16)

We now apply Leibniz 's Theorem to Equations (10) obtaining
(n)
v. .
1 0

(n)
v- •
1 0

( n - 1 )  

= v
( , 1 + 3 ) 0

3 n-1
z z

k=l 1=1
(n? )

( a )  ( n - A - 1 )

f.. v .ik kj

i = 1,2,3

i = *+,5,6
(IT)

In order to apply Equations (17) we clearly require in addition 
to the higher derivatives of a and a» as given by Equation (C.12) 
using Equation (C.13), the higher derivatives of the 1 and 6 •
The former are obtained easily from Equations (12) by application of 
Leibniz''s Theorem and Equation (l6), if expressions for the higher 
order derivatives of d and 6 are available. These are (cf. Equation 
( C . l l ) )

(i)d = -
0=1

5 b i b  + 2( i : 1 )
«J -L  J

(i)
6

(i“0) ( o ~ l )
d b (18)

The required expressions forwith a similar expression for
( o )  ( o )

b and 3 are as given in Equation (C.13).
Thus by the introduction of a further two auxiliary variables, d 

and 6 , the variational equations of the restricted problem may be 
integrated along with the equations of motion.

Example (iii);
For the general three-body problem, defining normalized masses 

]LL, U2 * u3» such that yl + y2 + p3 1 yl: y2 : y3 = ml ’’ “2 1 m3»
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and letting G be unity (without loss of generality) , the equations of 
motion are

where

and

•• 5k
5k + -T

rk
__j.

5i = m2m3
__y

ro = m^n^
__>

rQ~3 = w

IL . E -f (k=l,2,3) (19)
£=1 9,

b. = r. .r. k ~k ~k

Again defining auxiliary variables 

\  = r t 3

we may derive the recurrence relationships 

(n)

(k=l,2,3) (20)

and

5k

(i)
®k

( 5 - Db,

n-2 (i) (n-i-2) n”2 ,n-2,(i) (n-i-2)
+ "k * ,S_( i > a, r1=0 £ = 1  & ~  I

(21)

= - “ a. £Tk j=l
3 ( k ^ )  + 2 ( k 1 )

(i-j) (j-l)
«k bk (22)

j-l . (h) (j-h)
E ( . ) r, . r, ., ~ h ~k ~kh=0

(22)

Given initial values of £k’5k (k=l,2,3) we may then successively 
evaluate the derivatives viz. (a^), ( \ )  > b̂k ^
(r^), etc., where (â ) = a^(k=l,2,3)j etc.

Example (iv):

MacCullagh's Formula (cf. Roy, 1978) provides an expression for the 
potential, U, at a point P outside a body of arbitrary shape, where its 
centre of mass is taken as origin of the coordinate system Oxyz viz.
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U = GM + G_ (a + B + C-31) 
r 2r3

(23)

where M is the mass of the body
r = OP <\> 1

and A,B,C and I are respectively the moments of inertia of the body 
about the Ox, Oy, Oz and OP axes.

Suppose a satellite is in motion about a planet of arbitrary shape 
then its equations of motion will be

r = VU {2b)
A#

where U is the potential function (Equation (23))
and V is the gradient operator with respect to r.

Expressing I in terms of A, B, C and r [=(x,y,z)]we obtain, 
after some reduction,

r = - GM £ + G (F - 3A') £ -

- 5G (Bfx2 - B'y2 + 3A'z2) - 7
r

(25)

where A’ = i(C - g(A+B))
B* = 5(A-B) 

and . F = (-2B', 2Bf , -6A').
.  . .  .  .  - 3  - 5  - 7By defining the auxiliary variables a = r , 3 = r , y = r

and differentiating Equation (25) n-2 -times we obtain the recurrence
relationships

(n) 
r

n-2 n_2 (i) (n-i-2) n-2 n_2 (i)(n-i-2)
= -GM .E_ ( . ) a r +Gm(F-3A») E ( . ) 3 ri=U 1 *s/ ** i=0 1

n-2
-5G E (n.2) 

i=0 1
i . (j)(i-j) (j)(i“j)
E ( .) (B* x x - B ' y  y +

0 = 0  J  v

T  n-i-2 ,n-i-2/k> (n-i-fc-2)
+3A' z z } • _• . 1 .( k ) Y r , (26)

. k=0 .
(i) (i) (i)

where a > 3 » y may be obtained in the usual way by defining b=r.r.
The successive evaluation of derivatives is then carried out similarly 
to (i) and (iii) above.



Example (v):
The equations of motion for a. satellite of mass m in orbit about 

a planet of mass M possessing an atmosphere are (cf. Roy, 1978)

r = - GM ** — i CL Ap • • / nrj \
*  D ~ r r. . (27)m

where r = [ r [
is the aerodynamic drag coefficient 

A is the average cross-sectional area of the satellite 
p is the air density at height (r-R) above the planetary 

surface ____
and R is the radius of the planet.

Introducing the auxiliary variable "a" again we obtain, upon 
differentiating n-2 times,

(n)
r = - G

n-2
I (n:2)

(i)(n-i-
Q  -V*i=0 CL I

n-2
E (n:2)

(i+lXn-i- 
r r

i=0 JL

V  A V  /n-2\ „ i (28)
- * C D  m p

( i )
where again the- a are obtained by the introduction of b = r.r.

D.3 Numerical Integration Experiments
The main disadvantage of the application of a Taylor Series method 

to any given problem in celestial mechanics arises from the lack of any 
readily available computer programs for general application. In most 
cases it is used on an ad hoc basis, inasmuch as the computer program 
is written for one specific set of differential equations. From this 
apparent disadvantage however, one advantage is forthcoming: the
algorithm when implemented should be the most economical in machine 
time since it was designed for a specific context.

It is for this reason that the present comparison is made between 
the TS method of Appendix C and the CSSand CMS methods of numerical 
integration available on the Glasgow University's own computer. It 
is felt appropriate that the TS method should be compared to alternatives 
which would g e n e ra lly be used.



The integration experiments were all carried out on an ICL2976 
computer in double precision arithmetic (17 significant decimal 
digits). The integration procedures used, with appropriate references, 
were:

(a) TS method - as described in Appendix C
(b) CSS method - Merson’s method, which is a Runge-Kutta type 

procedure, (see Mayers, 1962).
(c) CMS method - Krogh's method, which is a form of the Adams- 

Bashforth method with Kroghfs step-length adjustment scheme 
(see Krogh, 1971)*

The accuracy criteria (e ) imposed on all experiments to control local
®  _  s' _  o  , n  — l O

truncation error were e = 10 , 10 , 10 , 10 . In the TSo
method these accuracy criteria are used so that the relative errors 
in |r| and |r| after one integration step are both kept less 
than or equal to the chosen value eQ. The CSS and CMS methods employ 
the criteria to control the absolute error in the individual components 
of r and r after one integration step. This point will be considered
further in Section D.lj- when the errors in the numerical experiments are
considered.

To examine the machine time used by the various methods, and the 
associated accumulated truncation and round-off errors, numerical trials 
were run using the two-body problem. This problem is chosen since it 
affords itself of analytical solution whereby the accuracy of the 
numerical solution may be readily examined. Using a range of values 
for the eccentricity (e = 0.00, 0.25, 0.50, 0.75, 0.95) we examine 
the way the solution is affected by the number of step-length changes 
required. The trial runs were all started at pericentre with the 
following initial conditions:

1
x = 1-e ; y = 0; x = 0‘; y = Ql+e)/(l-ef|2 ,

M i l  r f f ' / ' where a = li
Since, we may also set,

n 2a 3 = G(m1 + m^) = 1'

we have T = 2^ in all cases.
Continuing any trial run through an integral number of periods



will result, in the absence of errors, in the values of x,y,x,y 
returning to their initial values. Any discrepancy will arise from 
the accumulation of truncation and round-off errors.

D.U Machine Time
Figures D.l and D.2 display, by way of example, data on total 

machine time (TMT) taken by the TS method to accomplish one trial- 
run for various orders of the TS expansion (n = U,6,8,...,2U) and 
each of the four accuracy criteria. Also included are the data 
points for the CSS and CMS methods.

One trial run includes:

(a) the accessing of the program which is to be run from the computer
H  I Imemory

(b) the input of the required conditions and
(c) the numerical integration through ten orbital periods.

To obtain the machine time required to accomplish only the numerical 
integration it is necessary to subtract out the time taken for (a) 
and (b) above - this time was found to be three seconds, to a veiy 
high degree of accuracy, in all cases.

The graphs show that, for the TS method, a minimum in machine 
time occurs for a given = 10 1 when n, the order of Taylor Series in
use, lies in the range i to i + 2. These minima are independent of 
the eccentricity and arise solely from the trade-off between the 
required number of integration steps, which decreases as n increases, 
and the time to evaluate the derivatives at each step, which increases 
as n increases.

In order to compare the time taken by the TS method against those 
taken by the CSS and CMS methods, the relative efficiency is defined 
to be the ratio of the time taken by either the CSS or CMS methods to 
the time taken by the TS method for any given trial run. The results 
of this comparison are given in Table D.l. The machine times used 
are those required to accomplish ten orbits i.e. the observed time for 
a trial run less the above-mentioned three seconds.

It may be noted that as the accuracy requirement increases, the 
TS method gains over the CSS method. Whereas, as e is increased the
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T.M.T.
[SECS.]

3 8 -2 .

t
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i a 1 6

Figure D.l Graph of total machine time (in seconds) taken by the TS
method per trial run for varying n. The orbital eccentricity 
value is 0.25. The open squares and circles indicate the 
corresponding data for the CMS and CSS methods respectively, 
(n.b. For a given method the trial runs will take a longer 
time to execute as is decreased from 10“  ̂through 10”®
and 10”10 to lo”12).



3^0

T.M.T.
secs.]

Figure D.2 Graph of total machine time (in seconds) taken by the TS
method per trial run for varying n. The orbital eccentricity
value is 0.75* The open squares and circles indicate the
corresponding data for the CMS and CSS methods respectively.
(n.b. For a given method the trial runs will take a longer

- 6  — 8time to execute.as cQ is decreased from 10 through 10
and 10 ^  to 10 12).
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advantage of the TS method is decreased. When the CMS method is 
compared to the TS method it is found that at all e values, except 0.00 
the gain in machine time is of the order of a factor of two. The 
different behaviour at e = 0.00 results from there being few, if any, 
step-length adjustments round a circular orbit; this will advantage 
the CMS method in which step-length changes are time consuming.
In all cases however the TS method is faster.

D.5 Errors
In all the experiments the initial conditions were such that the 

two masses were at pericentre. This results in the components x and y 
being initially non-zero whereas x and y are both initially zero. The 
errors presented in Tables D.2 to D.6 below are therefore r e la t iv e  

for x and y and a b so lu te for x and y.
-12 .In no case was an accuracy criterion of less than 10 imposed 

on any trial run. This was to avoid the effect of round-off error 
on the result since the round-off will then generally be several orders 
of magnitude below the truncation error. The most obvious feature of 
these tables is the larger size of the errors in the initially zero 
as opposed to the initially non-zero components: the difference
is often as much as three orders of magnitude. This was remarked 
upon by Roy e t  a t . (1972).

.Tables D.2 toD.6 show the accumulated errors in the components 
from an integration run for each of the eccentricity values and each 
of the accuracy criteria. The TS method was used at the particular 
value of n giving a minimum in machine time for the specified eQ 
i.e. n However, it may be remembered that for an accuracy of
10 1 the curve of TMT versus n was approximately "flat" in the range 
of n from i to i+2. Therefore to decrease the accumulated truncation 
error by decreas ing the required number of integration steps the 
order chosen should be the la rg e s t possible in the flat region i.e.
nopt = as a &enernl rule*

For any given eQ and e values, the errors for the three methods 
are comparable; although the TS method shows a slight improvement 
over the other two. This is attributable to the use of relative 
errors for the control of LTE in'the TS method as against absolute
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errors in the CSS and CMS methods. All components are generally of 
order unity or less. When |r | and |r| always remain of order 
unity (i.e. a circular orbit) the absolute and relative error tests 
are essentially the same. However a highly eccentric orbit will 
result in small |r| at pericentre and small |r| at apocentre: 
in these cases the relative error test is the more stringent and 
would be expected to give smaller accumulated truncation errors, 
as is indeed the case.

Accumulation of round-off error is dependant upon the required 
number of integration steps for any given problem. Table D.7 presents 
data on the approximate number of integration steps for each method. 
Generally the TS method is found to require fewer integration steps 
than either the CSS or CMS methods.

D.6 Conclusions
From the results of this Appendix it would appear that the use 

of an explicit TS method to integrate the differential equations of 
celestial mechanics can result in substantial savings of machine 
time while allowing computations of such an accuracy as to be 
eminently comparable to other methods.

Comparison has been made between the TS method and classical
0

methods available to the author since these were the alternatives 
which could have been employed. It is noted that the TS method 
did not give the expected saving of a factor 50 in machine time 
over the CSS method, but "only" a factor of 20. This may be explained 
as follows: The Runge-Kutta method of Roy et al, (1972) used a halving
and doubling method of step adjustment; this was found to be wasteful 
of time in Appendix C. Hence, since the CSS method used here employed 
a better step adjustment scheme it is expected that some saving in 
machine time would appear.

In comparing the TS and CMS methods, it appears that, in general, 
a factor two in machine time accrues from the use of the TS method. 
This factor is reduced however in the case of circular orbits which 
do not require time-expensive step-length changes to be made by the 
CM3 method.

The contrast between the two methods is that, whereas the CSS



method gains on the TS method as e increases the CMS method is best 
in comparison to the TS method at small e values.

From the above results it may be finally noted that the present 
TS method offers considerable savings in machine time combined with 
high accuracy. The large integration step-lengths it allows will 
result in relatively less accumulation of error (truncation and 
round-off). It seems that the method, as written for a specific 
problem, possesses considerable advantages over currently available 
methods and does not involve the formulation of complex computer 
programs.



APPENDIX E - Derivation of Expressions for the Force Function in a 
General Hierarchical Mahy-Body System in terms of the 

- The Four-Body and Eight-Body'Cases

In Chapter 9 # Section 9*^> the expression for r ^ was found toJ£ jL
be, correct to the second order in the a.

r 1 =
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where the notation is as described in Chapter 9.
The double summations can be shown not to contribute to the force 

function by considering any particular case. We will consider the 
cases where there are four bodies and eight bodies.



To obtain the expressions for each term arising from the double 
summations a short computer program was written in BASIC for -use on 
the "Commodore PET" computer in the Department of-Astronomy at 
Glasgow University. This program, a listing of which is included 
towards the end of this Appendix, generates the terms which arise 
from the double summations.

In the four-body case there are four such terms. These are:

M i M 3 M 2 , 4 M 2 , 2 12 11 12 11 12
-------- a----------. . R . Pi E3U U — L- 3 R .-1
P 0 , 1 M 1 , 2 M 1 , 1 01 01 01 01 11
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-------- „--------- ,---------. fl .ft ESC C - C 3
P 0 , 1 M 1 , 2 M 1 , 1 01 01 01 01 11o

The nomenclature may be most easily defined by considering one of 
the terms: for example the first term, if written in the nomenclature
of Chapter 9 would be

• 3 * .3-g a12 a11 (3C12 c11 - c12)p0i 01 01 ̂ 0 1  °01 °11;‘

By noting the sign of each of the four terms above and the fact that
= m^ (i=l,2,3,̂ ) in the l+-body case it is seen that the sum of

these terms reduces to zero in the pairs denoted A and B. Hence the 
expression for U, in the four-body case, noting the symmetry of the 
region of (k,&) summation, is
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where there is no contribution from a summation when the lower limit 
is greater than the upper.

Considering the eight-body problem we find 10l* terms. These are;
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The terms above arising in the eight-body problem are again each
denoted by a letter i.e. A -> 0. Terms which are labelled with the same
letter are factored by the same a1  ̂ (3 C1  ̂ - C.1 )̂ terms.pq rs pq rs kl



By examination of the mass factors in front the terms denoted 
by the same letter it is readily found that the sum of all the above 
terms is zero: the terms reducing to zero in their groups denoted
(A), (B), etc. as follows:
Group A:

M
(A) = ijl ’ M21 '*£“ {(mi ’ m2)('“3M3^ + “‘‘V  }

On noting that = ^  ” ml+ i-s clearly zero.

Group B :
(B) = —  - •{(“]_ + m2 + m3 + mlĵ m5M36 " m6M35̂  } = 0

p01 ^ 2

since = m^ and = mg.

Group C:

(C) _ _JL • _L_ { (m^ + + nu + mgHnigM^ - ) } = 0
" p01 ^ 1

since = m^ and Mg^ = m^.

Group D :
M

(D) = i  ■ i £ T V { (ffll ’  + “ s V  } = 0

since = m^ and Mgg = mg.

Group E:

(E) = {(“3 + * k " ^  " ”2)(m5M36 " “6V  } = 0

(as Group B). ■

Group F :
1 M

(F )  = ^ ' 7 7  { U l  "  m2 K  ^ ' (m5 + m6 ) M 2 b  + (mT + m8 )M23 J >12 21
which on noting that M^g = m^ + mg and = m^ + mg is zero.



JSOP

Group G:
1 Mpo(G) =   { (™ + m - - m» ). [I (m7 + .mg)M -(m + m^)M ,"]} = 0
P01 1

(as Group F).

Group H :
_ _!_• JL_ {(m + m + m + m, )(mftM - m A fi) } = 0

(H) “ P01 ^

since M.^ = and M^g = mQ*

1 . M3!t
Group I :

(I) = f(mi " m2)(m8M3 7 " W  } = 0

(as Group H ).

Group J :
(j) - 2. » 1 * + m2 - m3 - m^)(mgM - nyi^)} = 0

P01 ^ 1  
(as Group H ).

Group K:
(K) = 1 » 1 {(nit- + + My + mg)(m^M33 - m M ) } = 0

P01 M11
(as Group A).

Group L:

(L) = ~ * W * 2 2  {(”3 ' mi*)(m6M3 5 " m5M36> } = 0

(as Group B ).

Group M :

<M> = — ~'vT~y^~' { U 3 " ”V I I (m7 + m8)M23 " (“5 = 0P01 "12" 22
(as Group F).



Group N :

- m^)(mgM  ̂- m^M^g)} = Q

(as Group H ).

Group 0 :

(as Group H ).

Another interesting feature of how the terms cancel can also be 
seen. If we consider the terms marked (A) we observe that they are 
similar’ to the U-body case dealt with previously. In other words, 
the sum of these terms taken over the U-body subset, consisting of 
m^m^ni^m^, is zero. A similar situation arises if we consider the 
four-body subset m^m^m^mg. The terms arising from these masses are 
denoted (0) and are seen to cancel among themselves. If we let [ee[] 
denote the double summations of Equation (1) then the contribution 
to the force function from these terms, in the 8-body case, is 
where

• [ J E ]  . (3)
V.

Now we may separate out the two l|-body subsystems as follows



The first term in is merely the sum of terms arising from the l|-body 
subsystem m-jin̂ nî râ  with the fourth term being the sum of terms arising 
from the m^m^m^mg subsystem. These are both zero -by considering the 
H-body case. may then be rewritten, since k and £ are dummy suffices

U2 = G M3k M3& 
Pto— o  —k = l  1=5 m - a - l , g a + 1 ( I)

r — —1'• z z •
k. - 4

(5)

This result is general since an n-body system, where n=2m , can clearly
TO—1be divided into two systems of 2 bodies each. These two subsystems 

can then be divided into four 2m  ̂body subsets, etc.
The expression for U, in the eight-body case, may simply be 

written as,
8 8 

U = G Z Z
k=l £=k+l

M M „3k 3&
pm-a-l,6a+1(t)

1 +
a-1
Z

h=0
r r - h - l , ^  U )  2

F_2_(a 'mh£ ).
m"a“1 #Sa+lU)

.P0(Cm“h"l 9gh+l(£)) + F* (am“h'1 ’% +l(k))2po(cm-h-1»gh+l(k)) 0 • nhk a n /, x 2 , /. /- - m-a-l,ga+1(k)m-a-l,ga+1(£) il_a 1 #ga+l^k^

(6)
where there is no contribution from a summation when the lower limit is 
greater than the upper. In Appendix F the terms arising from Equations 
(2) and (6) are derived explicitly and the equations of motion for
the four-body and eight-body cases are formed, correct to the second 
order in the
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APPENDIX F - Derivation of the Equations of Motion and Generalised 
e Parameters for General Hierarchical Systems - 
The Four-Body and Eight-Body Cases -

The expression for the force function, taking into account the 
symmetry of the region of (k,&) summation, is

M . M „mk mion n 
U = G Z Z

k=l £=k+l Pm-a-1 ,ga+^(&)

a- 1  
1 + Z 

h=0

2 , m-h-1 »8h+lU) 2
mhj. am-a-l,ga+1( {,)•

m-h-l,g, U) m-h-l,g, (k) 2 m-h-l,g. (k)T3 ( n n l  \ 4. -p 2 (~ f  ̂p (n f \
2 m-a-l,ga+1U) mhk m-a-l,ga+1 (k) 2 m-a-l,ga+1 (k)

(1 )

for the case n=U and n=8 . This expression vas used, in a similar way 
to that of Appendix E, to set up a computer program in BASIC to 
calculate the terms arising from the triple summation. The program was 
run on the "Commodore PET" computer in the Department of Astronomy at 
Glasgow University, The program is included at the end of this 
Appendix.

In the four-body case eight terms arise from the triple summation. 
These are:

m i  m 3 r  n 2 ; 4 12  r  12 1 2  r  12 1
 „ |   ! . | r | , |p (C > j

1 L  M i  , 2 J  L  81 J  L  2 01 J

M 1 M 3 T M 2 , £ 1  2 f  11 1  2 f  1 1 1
 „ |   I . I f l  ! . i P CC > !
P 8 , 1 L  M .1 , 1 J  L  81 J  L  2 81 J

M 1 M 4 T M 2--------j +----- i 2 r 12 i 2 r
-! 7 i a**" i 7 i

i ! 
!

R1 J

M 1 M 4 T M £ . 2 1  2 T i l  “ 1 2  f

P 8 , 1 L  M 1 , 1

1 1 1
1 fi 1 . 1 P !
L  01 J  L  2 81 J



M 2 M 3 r H 2 , 4 1 2 r 12 n 2 r 12 "1
 . |   I . I fl i . I P <C > ! '• Fi >
P 9 .. 1 L  M 1 ■ 2 J  L  81 J  L  2 0.1 J

m 2 m 3 r  n 2 , i  n 2 r  11 i  2 r  n  i

n 1 ., 1 1 A

I i
J

M C- —1 •-.> 1 Cm

l ■
M 1 .■ 2 J

M 2 .. 1 1  2  
-  !

M 1 .. 1 J

a
L 01 J L  2 01 J

r 1 '~ l 1 2 r 12 1
j fi 1 . 1 P *::c > I '"fl
L 01 j L  2 01 J

r 11 1 2 r 11 1
! Fj ! . I P :c > ! <E
L 01 J L  2 01 J

The notation in the above is explained by considering the first term 
by way of example. In the notation of Chapter 9 this is:

mlm3 .
P01j “ 12

. P2 (Coi) •

Thus, gathering terms together and including those arising 
from the double summation of Equation (l) , U is determined, correct
to the second order in the ratios, viz.

U = G M21 M22 **23 “ll “l2
  +  — — — — —  +  — — ~

'11 p12 P01

+  ^ 3  M2l| , 12 2 12
^a0 1  ̂ 2  ̂ 0 1 ^

! + ! k J k  ( ii)2P (Cn ) +
t a o i ; 2 o i

• (2 )

Remembering that the are all independent, the equations of 
motion may be formed as in Chapter 9 [Equations (9*58 a-c) and (9*59 a-d)[] 

Proceeding to the eight-body case the number of terms arising 
from the triple summation increases to 80 viz.
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H ,1 M 3 !~ f-t 3 , 4 1  2 T  22 1  2 T  22 1
fi . I P 03.- >

P 1 , i  L  M 2 , 2 J  L  i i  J  L  2 11. J  

M 1  M 3 r  M 3 , 2 "1 £  r  21 n  2 r  21 1

P 1 , 1 L  M 2 1 J
f fi 
L  11 J L  2 i i  J

>.fi>

M i  M 4 F M 3 .■ 3 "1

P I ,  i [
r  22 1 2 r  22 1

-------------------i . i fi i . i p <:c > j
M 2 , 2 J  L  i i  J  L  2 l i  J

M 1 M 4 f  i i 3 2 1  2 r  21 1  2 r  21
fi I . I P (C > I

P i  , i  L  M 2 , 1 J  L  i i  J  L  2 l i  J

M 1 M 5 r  M 3  , 
 ! - t  1  2 F  23  1  2

fi I . I P <C . > | 03>
P 9 , 1 L  M 2 , 3 J  L  01 J  L  2 01 J

M 1 M 5 f  M 3  .. 2 1  2 T  21 1  2  f  21 1
-J - H ! . I P 02 > ! <D>

P 3 , 1 L  M 2 , 1 J  L  01 J  L  2 01 J

M 1 M 5 T M 2 , 4 *7 2 T  12 "1 2 r  12 0
--------------- .1   ! . ! fi ! . I P (C > i

L  01 J  L  2 01 JP G , 1 L  M 1 , 2 J  

M 1 M 5 T M 2 , 2 1

I +

M 1 .. 1
1 «

J  ‘

M «r,
r .J

1

fl 2 j J

M 0  2 
-- !

M , 1 1

fi
i i  i  2 r  i i " i

{ , ! P <C " ' I

! fi . i F

2 1
fi ! . ! P 03

P G , 1 L M 2 , 1 J L 01 J L 2 01

iT



376

M i n e r  n 2 , 4 i  2 r  12 "i 2 r  12 1
 :---------- j    1 „ | ft I . ! P CC ' > I <E>
P 8 , 1 L M 1 , 2 J  L SI J  L 2 01’ J

M i n e r  m 2 , 2 1 2 r  11 1 2 r  111
! . I P CC > I

M! I 1 . H' i J L 01
I m

J

M q 1 2 
, i

r  24
j p

1 2 
I

M 2 .. 4 J
1 n

L 01 J

M q
• 2 1 2 

i
r  21
1 fi 
L 01

1 2 
r

M . 1
! •

J
1 *

J

I . ! P <C > I

C11 !

M 1 M 7 r  M 2 , 3 1 2 r  12 n 2 r  12 1
+. fi .  IP <C * > I CE>

P 0 , 1 L  M 1 , 2 J  L  01 J  L  2 01 J

M 1 M 7 r  M 2 , 2 1 2 T 11 1 2 T 111
 j   ---------------------------------------| .  j fi | . | p  <c > 1
P 0 , 1 L M 1 , 1 _J L  01 J  L 2 01 J

M 1 M 8 r  M 3 
 . | +----
P 0 , 1 L  M 2

7 1  2 r  24  1  2 r  24 1
—  I . I f i I . .  I P  CC > I CG>
4 J  L  01 J  L  2 81 J

M 1 M 8 r  M 3 , 2 1 2 r  21 1  2 r  21 1
------------- j    I . I fi I  , I P CC > I
P 0 , 1 L  M 2 , 1 J  L  01 J  L  2 01 J

!’ II 'I

M 1 M 3 r  M 2

P- 8 ,■ r  L  M 1

3 1 2 r  12 1 2 r  12 1 
—  I . I fl I . I P CC ) I 
2 J  L  01 J  L 2 01 J

M 1 M 8 r M 2 , 2 1 2 r 11 1 2 r ill
-------, I   I „ I fi ! . ! P <C > I
P 8 , 1 L M 1 .= 1 J L 01 J ‘ L 2 01 J
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! ■+-

M 2 M 4 r  M 3 ,

P I , 1 L  M 2 ,

+•

 . | + |
P 0 , 1 L  M 2 , 1 J

I 4 - .

r~ -i --iI dicL "1 c! r w* cl 1
! fl 1 • I P ■:;r  . ;:* 1
L 11 J L 2 ” n ’ J

r  2 i 1 r 21 1
1 fi 1 9 I P >:’C ’:< 1
L 11 J L cL" l l ’ j

r  22 1 r dm ” 1
! H 1 i P c* f! J 1
L 11, J L 2 ” n ’ J

r  2 i 1 r 21 H
i fl1"* 1 ■ i P (x  ;:■ 1
L 11 J L 2 n J

r  23 "1 -t r "1
i fi 1 ■ 1 P ■:x  ;:« I
L 01 J L 2 01 J

r  2 i 1 •-I r 21 1
! fi 1 9 1 P *:; c ;> 1
L 01 J L 2 01 J

r  12 “ I r 12 1
i fi i * 1 P >:x  ;J !
L 01 j L 2 01 J

r  n n r n —1
i fi i u ! P ■:[ C !:■ i
L  01 j L 2 01 J

r  23 n c~ r “t **1 1
i fi c i 9 1 P <:c ::■ 1
L 01 j L 2 01 2

r  2 i n r _21 n
r fi i ■ rp X !:« !
L 01 J L 2 01 2

(fl-*

•: fl >

(i:
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m 2 ri S- r m 2 , 4 i 2 r 12 i 2 r 12 1
--------.1   :------ I . ! fl ! . ! P <C ■ > 1 <E>
P 0 , 1 L M 1 , 2 J  L 01 J  L 2 81 J

m 2 m 6 r  n 2 , 2 n  2 r  11 "i  2 r  i r  1
 :— „ |  --------------------- I . I fi I . ! P <C ) I <F>
P 8 , 1 L  M 1 , 1 J  L  81 J  L  2 81 J

M 2 N 7 r  M 3 , 8 1  2 T  24  1  2 T  24 1
 * | — ! » ! fi ! . I P  ( C ) ! ( G)
P 8 , 1 L  M 2 , 4 J  L  81 J  L  2 81 J

M 2 M 7 T H 3 ; 1 1  2 T 21 1  2 T 21 1 , | +----------- ! . ! fl ! . | R ce > i <ro
P 8 , 1 L  M 2 , 1 J  L  81 J  L  2 81 J

M 2 M 7 r  M 2 , 3 1 2 T 12 1 2 r  12 1
--------------- j  + --------------------- ! „ ! fl ! . ! P 03 > I <E>
P 8 , 1 L  M 1 , 2 J  L  81 J  L  2 81 J

m 2 ri 7 r  n 2 , 2 n  2 r  n  n  2 r  11 i
--------------- j    i . ! fl ! - I P  03 > ! ( F )
P 8 , 1 L  M 1 , 1 J  L  81 J  L  2 81 J

ri. 2 M 8 r  M 3 , 7 1  2 r  24  1  2  r  24  1--------j +-----
P 8 , 1 L  M 2

H 1 - IF* 03 > I 03)
4 J  L  81 J  L  2 81 J

M 2 M 3 T M 3 t 1 1  2 T  21 1  2 r  21 1
----------- j  + ------------------------- i . | fl I - I P 03 > I D)
P 8 , 1 L  M 2 , 1 J  L  81 J  L  2  81 J

M 2 M 3 T M 2 , 3 H  2 r  12 1  2 r  12 1
 , I + ---------------------- ! „ ! fl | a ! p <C ) !
P 8 /  1 L  M 1 , 2 J  L  81 J  L  2 81 J

M 2 M 3 T  M 2 , 2 1 2  T  11 1 2 T  1 1 0
--------------- j  _ --------------------! „ I fl I , I P (C ) I
P 8 , 1 L M 1 , 1 J L 81 J L 2 81- J

<F>
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M 3 M 5- r  M 3 . 6 1 2 r  23 1  2 r  23 1
---------------u |   ! . ! fl I . IP  CC O  I <C)
P 0 , I L M 2 , 3 J  L 01 J  L 2 01 J

M 3 M 5 r  M 3 , 4 “7 2 T 22 1 2 T 22 “1
 — l . j —  ! . i f l  I . I P  01: i <H)
P 0 , 1 L  M 2 , 2 J  L 01 J  L 2 01 J

M 3 M 5 T M 2 , 4 1 2 r  12 7  2 T 12 7
------------- j    ! . I fl ! . 1 P <C > I <E>
P 8 , 1 L M 1 , 2 J  L 01 J  L 2 01 J

M 3 M 5 T fl 2 , 1 7 2  r  11 7 2  T  1 1 1
 „ J + ----------- la ! fl la ! P I F
P 0 , 1 L M 1 , 1 J L 01 J  L 2 01 J

M 3 M 6 r  M 3 .. 5 7  2 r  23  7  2 1 “  23  1
---------------- j  +  1 , I fl I . I P <C > I
P 0 , 1 L  M 2 , 3 J  L  01 J  L  2 01 J

M 3 M 5 T  M 3 , 4 7 2 f~ 22 7 2 f  22 1
-----------   I   I . I fl I a I P '• C > I ( H )
P 0 , 1 L M 2 , 2 J  L. 01 J  L 2 01 J

H 3 H 6 r  . fl 2 , 4 7  2 T  12 7  2 r  12 1
  . |    I . I fl I . IP  <C > I <E>
P 0 , 1 L M 1 , 2 J  L 01 J  L 2 01 J

M 3 M 6 r fl 2 , 1 7  2 r 11 7 2 r  111
   j  +  I a I fl 1» IF* <C > I <F)
P 0 , 1 L  M 1 , 1 J  L  01 J  L  2  01. J

M 3 M 7 r  M 3 .. 3 7  2 T  24 7  2 T  24  7
--------------- a I ”   I a I Fi ‘ I . I P  <C ) I <G>
P 0 , 1 L  M 2 , 4 J  L  01 J  L  2 01 J

M 3 M 7 r n 3 , 4 1 2 r 22 7 2 r 22 1
-------j _---------- ! . f fl | „ | R (C >1 <H>
P 0 , 1 L M 2 , 2 J L 01 J L 2 01 J
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M 3 M 7 r  M 2 , 3 n  2 r  12 "1 2 r  12 1
 ,------- j  +  I ■ I fl • I . I P  CC .* > ! CE >
P 0 .. 1 L  M l  .< 2 J  L  01 J  L  2 01. J

M 3 M 7 T M 2 , 1 1 2  r  11 1 2  r  11 1
------------- ,; +----------------- | . | fl i „ ! p <c > I CF>
P 0 , 1 L  M 1 , 1 J  L  01 J  L  2 01 J

M 3 M 8 r  M 3 , 7 1  2 r  24 1 2 r  24 1
------j + ! „ 1 R ! . I P CC > | CG>
P 0 .. 1 L M 2 .• 4 J  L 01 J  L 2  0 1 J

M 3 M 8 r  M 3 , 4 1  2 f“  22  1  2 r  ' 
--------------- j     ! „ | R I m I P  CC ! C H )
P 0 , .1 L  M 2 , 2 J  L  01 J  L  2 01 J

M 3 M 8 T M 2 , 3 1 2  f  12 1 - 2  T  1 2 1
--------------- . i +  ! . | R 1 . I P  CC > | <E>
P 8 , 1 L  M 1 , 2 J  L  01 J  L  2 01 J

M 3 M 8 r  M 2 , 1 1  2  f  11 1  2 r  1 1 1
--------------- j -+ --------------------- | . | R | . | p <c > I
P 0 , 1 L  M 1 , I  J  L  G I  J  L  2 01 J

<:f >

M 4 M 5 r  M 3 , 6 1  2 r  23 1  2 T  23 1  
  ! . 1 R ! . I P  <C > I

P 0 , 1 L  M 2 , 3 J  L  01 J  L  2 01 J

M 4 M 5 r  M 3 , 3 1  2 r  22  1  2 r  22  1
 „i  + --------------------- 1 , I R ! . I P U I H
P 0 , 1 L  M 2 , 2 J  L  01 J  L  2 01 J

M 4 M 5 T  M 2 , 4 1  2 r  12 1  2 T  12 1
 j    i „ j r j . I P ,:;c >1 <E>
P 0 , 1 L  n 1 , 2 J  L  01 J  L  2 01 J

M 4 M 5 r  N 2 , 1 1  2 T  11 1  2 f  1 1 1
--------------- j -+ --------------------- i . ! R 1 . I P CC ) i
P 0 , 1 L M 1 , 1 J L 81 J L 2 01 J
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M 4 M S' r  M 3 , 5 1  2 T  23  1  2 r  23  1
--------------B j +------------------- I , | fl I . ! P U ' I
P 0 , 1 L  M 2 , 3 J  L  01 J  L  2 01 J

H 4 M 6 T M 3 , 3 1  2 r  22  1  2 T 22  1
  — .! +----------I . I fl I „ I F <C >1 <H>
P 0 , 1 L M 2 , 2 J  L  01 J  L 2 01 J

i[
j ri 4 m s r m 2 , 4 1 2 r 12 i 2 r 12 1
I  j  ~ In  ! R I . IP  02 > i < E >
I P 0 , 1 L M 1 , 2 J  L 01 J  L 2 01 J

ri 4 ri s r ri 2 . 1 1 2 r 11 1 2 r 11 1
--------j + | . | fl | . | p 02 > 1
P 0 , 1 L M 1 , 1 J L 01 J L 2 01 J

M 4 M 7 T M 3 .. S “ 1 2 r 24  1  2 f  24  ” 1
---------------   I---------------------- I „ I fl I . I P 02 > I ( G >
P 0 , 1 L  M 2 , 4 J  L  01 J  L  2 01 J

1

M 4 M 7 r  r n  o n  2 r  22 1 2 r  22 1
--------------- J  + --------------------I . 1 fl I . I P <C >1 <H>
P 0 .* 1 L  M 2 .. 2 J  L  01 J  L  2 01 J

m 4 m 7 r  n 2 n  1 2 r  12 1 2 r  12 1
--------------- .1-+ ------------------- I . j fl i . 1 P 02 > I <E>
P 0 , 1. L  M 1 , 2 J  L  01 J  L  2 01 J

m 4 . m 7 r  n 2 , 1 n  2 r  11 -n 2 r  11 1
---------B|-+----------- I . I fl I . I P CC > j <F>
P 0 , 1 L  M 1 , 1 J  L  01 J  L  2 01 J

n 4 n s  r  m 3 m  2 r  24 1 2 r  24 1
--------------- , |-+ --------------------- i n  ! fl I n  IF* < C > ! < G >
P 0 ;  1 L  n 2 , 4 J  L  01 J  L  2 01 J

m 4 n 3 r n 3 , 3 n 2 r 22 n 2 r 22 1
---------, 1  + 1 n 1 R ! . i P 02 >1 <H>
P 0 , 1 L M 2 , 2 J L 01 J L 2 01- J
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M 4 M 8 T f1 2 , 3. 1 2 r 12 1 2 T 12 1
— ;---------- . | +  I . I fl I . I P ( C > I '■ E >P 0 , 1 L M 1 , 2 J L 01 J L 2 01 J

m 4 m s r m 2 , i n 2 r ii i 2 r 11 i
 :— J - +  I o 1 f l  i . I P <c ) ! CF)
P 0 , 1 L M 1 , 1 J L ©I J L 2 01 J

.M 5 M 7 f M 3 8 "1 2 r 24 1 2 r 24 1 .----- ;!    I . I fl 1 . I P <C > 1  C I )
P 1 , 2 L M 2 , 4 J L 12 J L 2 12 J

M 5 M 7 r  fl 3 . b 1  2 r  23  1  2 T  23 "I
 .1 ----------------------! „ ! fl I . I P <C ) 1
P 1 .. 2 L  M ‘2 .. 3 J ' L  12 J  L  2 12 J

CT)

M 5 M 8 T M 3 , 7 H 2 T 24 1 2 T 24 1
----------j  + I - I fl I . IP  CC >1 < I )
P 1 , 2 L  M 2 , 4 J  L  12 J  L  2 12 J

m 5 n s r m 3 , 6 n 2 r 23 i 2 r 23 1
----------,1   I . I fi ! . I P -::c ) I CJ)
P 1 , 2 L  M 2 , 3 J  L  12 J  L  2 12 J

M 6 M 7 T H 3 , S 1  2 r  24  1  2 r  24 1
 :-------J    I .. ! ft I . I p <c > I a )
P 1 , 2 L  M 2 , 4 J  L  12 J  L  2 12 J

M 6 M 7 T M 3 , 5 1  2 f  23  "1 2 T  23 1
--------------- , j +„ I « j fl i . I P L- ) I J
P 1 , 2 L  M 2 , 3 J  L  12 J  L  2 12 J

M 6 M 3 T  H 3 , 7 1  2 T 24 1 2 r 24 1
 ul +   I . I fi I . I P (C > I '• I >
P 1 , 2 L  M 2 , 4 J  L  12 J  L  2 12 J

M 6 M 3 r M 3 , 5 *1 2 r 23 1 2 T 23 1
-------j +----------| . | fl | . | p C | CJ)
P 1 , 2 L M 2 , 3 J L .12 J L 2 12 J .
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In the above each term has been marked with a letter between A 
and J: terms marked with the same letter are each factored by the
same (ot̂ ) 2 P0 (c£*|) term. To simplify these terms the mass factors will•KL& £- .K%
be considered in the groups (A) to (J).

Group A :
(A) = m^m cn

2 + m ^ f M 1 33 2+ m2m3 + M 133
M22  

h 4
M22  

 ̂ 4
M

22  
 ̂ 4

= M M3!* 'M2 133
M22

Group B :
(B) = m1m3

fM ]2 fM 2 fM 12 f M 'I+ m ^ 32 + m m " 3 1 + numi, _31
M 
< 2 1 .

**21 
* J

2 3 M21  I ̂
2 4

H

M31M32 * ^22
21

Group C:
(C) = m̂ m,- N +  n ^ m g pSs l

2
+  m 2m 5 '“ 36' i

f

+

CM

^ 3 U) w

+ m3m5 M.23
+ m3m6 MasM,23

+ m ^ M36
M.23

+ mum6 fM 1asM23

”  **35 56* M11  

**23
Group D:
(D) = m m  1 5

+ m2m5

32
21

M31 
I **21 J

+ m.m^ 
1 6

+ m2m6

M.32
M21
M31
M21

+ m1m7

+ m2m7

32
21

M31
M  ̂21

+ m ^ g

+ m2m8

M32
M21
fM 1 31
M.21-



[ V
2 M21* 2 f M ' 23 2 M23

[“12, + mim6 Mis, + ”lm7 A s ,
+ JUjMq

“12 k J
f “2 1 12 r“2i] 2 r“23]2 rMs3im2m5
A s .

+ m2m6

A s .
+ m2m^

“ 12k .

+ m2mg
> .

“ 21
2 '“2 1 '2 f M 1 2 3

2 [“2 3 ]
m3m5 l“i2 |

+ m3m6
[“1 2 J

+ m.jri,,3 7 [“1 2 J
+ m3m8

“ 12k J
“2 1 ]

2
A i l 2 2 A s '

V 5
i V

+
[“is ]

+ mhm7 MA 2.
+ m^mg

W

**23 “2l '
“ 12

Group F: 
(F) =

+ m2m5

+ m3m5

<U22
M.11 
M22
MV 1 1,
!k

+
M.21
M.11

+ uliiv 1 6

+ m2m6

+ m3mg

+ mi.m,km6

M22
*11
M22
^L1

' M '
? 21

V
M21

i V

+

+ m2m^ 

+ m3”r

+ mum7

M22
* 1 1

M22
“ll

“ll

* 2 1

+ m_ inV “8

+ m2mg

+

+ mj(m8

! k“n
M22
“ll

“ll

! k
“n

“ 21 “2 2 * ,^ 2
“ 1 1

Group G: 

(G) =

+ nuiru 3 7

M
3 8

M.2k

“2I

+' m ^g

+

= M M3g. 115
” sh

M
.31
“ 2 1

“37
“ 21

+ V 7

+

2 8

21

38
2 1

+ m2mg

+ m^mg

21
2l

f M  1 131
2k
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Group H : 

(H) =

+ mi.in,■U“5

2
*3!t

2

+ m3m7 M
2

+ m 3m 8
“ 22V. J

+ m 3m 6 Mgg “ 2 2 . L**22 <
fM 1

33

“ 2 2 .

2

+ m ^ m g
M 3 3

“22 I ,

2

+  mi m „4 7

M33
M
L 22

2
+ m ^ m g

M33
M 22 V J

M M  ̂ . $2.
“ 22

Group I:

(I) = nyn^
M.38
**2U

+ m5m8
M
i n
**21*

+ m6“7
M,= V  m38. _£3

M.38
M2k %mQ

M-21

Group J ;

(J) = n y ^ M36
l* > 3

+ mcm0 5 o
M.36 
*̂*23 ‘

+ m6mT

“35 “36
M.. 2k
M.23

M
-25.
lM23

+ m6m8
M125
VM23

The expression for U (for the eight-body case) may then he written 
down, correct to the second order in the ,

U = G **31 M32 , M33 M3k | **35 M36 { M3T M38
_ P2i P22 p2 3 ' P2U

M M  M M21 22 31 32 t 21
p u  { “2!

/ p , 2^  , M33 M3H f 22vo r ,22(a- , - , )2 Po(Cin) +  ZTT~ (ai;L ) 2 ^S- l '  >M,22

**23 **2l+ **35 **36 / 2 3 \2 t 23\ **37 **38 / 21t\2 2l+\
+ 771 ' ^  + M U  12 P2 12 + M 2 12 P2 °12 *p12

**11 **12

P01
{1 +

23

**21 **22 , 11

**11

**2U
,M«« M,

(*0 1 > 2 + C >2 P2(C0 1 }
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M-g 21 « 21 22 2 22

+ M11 M21 â01  ̂ P2^C01  ̂ + ^  ^ 01  ̂ P2 Ĉ01^21

Mqc: Mo£ 23.woc IV̂  23 2 23 Mo7 24 2 24♦ ^ 2 6 (a„J2 P,(C„J+ j g - ^ ( a 0 1 ) P 2 (C01)>
M12 M23 01 2 0 1 ‘

(3)

Using Equation (3 ) we may now form the individual equations of
motion for the eight-body system remembering again that all the p . .** ij
are independant. From Chapter 9" Equations (9.3^) and (9.35)"'we have:

£ 0 1 G ^ i 3£oi
1 11 , 11
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£ll G M 11 9£ n
21

'1 1

£ 1 2 G M 12
9£l2

■ M i +

'11
23

12
+ e

£ 2 1

£22

£23

'2k

= G M.
2! 3p21

= G M.22 9P 

G M 23

22

a
3p-23

= G M, a r-
2k 3£2k

21
1

*22

23
1

*2k

{1 +

21
011 2 11
01 , ,+ .£__ PQ(qJi) }
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22 22
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24 , 24 
P2 C0 1 ^01

22 22 
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( kb)

23 24 24xP0 (Cn0) + 012 P2 (C12)'12 2 ' 12 
01 Po(C^) }12 2 01 (kc)

11 21 01 21
(ha.)21 p2 (cn )  + £ 21 W }

11
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/ 22x
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01
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2 01 } (he)
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where e.
11

eoi = M21 M22 11 o
* (a0î  »

12
e0l = M23 M2U 

“l2 * <aoi)2

21
eoi = M31 M32 

“u “2l
. (<£>* ;

22-
£01 = M33 M3V 

“ll M22 • O 2

23
eoi =

M M35 36
“ 12 “ 23

. (o01)2 ;
24
eoi = M37 M38 

\ 2 M2k

24
.(aQi)2

21
£11 = M31 M32 

W21

21 „
• (“u > 2 »

22
en =

M M .33 3U
M22

22(an)2

01
£11 = *12 

M u  ■ ( a >  ; 23
e12 = M35 M36 

M23 *(a12^2

24
G12 = M3? M38 • (a^)2 » 01

£12 = “ii .
“l2 (aW )3

11
G21 = M22 

M21 *
21 .(an)3 ; 01

E21 = "12 .
M21 O 3

11
e22 = “2! 

“22 ‘
22 „ 

(an)3 •
01

e22 = **L2
M22

22
(a01)3

12
£23 = 5 *  •

^ 3
23'

(a12) • *
01

£23 = “ll
“23 V

23
(ooi)3

12
C2k = M23 . 

M2U
24 „

(a12) S
01

e2U as “ll . 
“2U

2-3
'“oi’

f we let i = 1,. .. ,m; k = 0, • • •,m-ls . • ,2 , Z

y (?)

i > k then we may consider the meaning of the e  ̂individually.
11 . 1 The term is a measure of the disturbance of two binaries

(i.e. m^ and m^) and (i.e. m^ and m^) not being at their common
mass-centre, M-q* on ĵj_ ĵ_2 re-1-a^^ve each other.
A similar meaning may be attached to The disturbance of and
M00 not being at their common mass-centre on the orbit of li, relative to 
3d 21 22 2 3 24

is measured by the terms: the eQ-p eoi* e01 ^erms characterise
similar disturbances from the other three binaries of the eight-body 

21 22system, e ^ and £ are measures of the disturbance on the orbit of
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M21 relative to Mg2 by the binaries ( ^ i 9 ^3 2  ̂ 811(1 ^ 3 3 * M3^  respectively. 
In the other quadruple subsystem composed of binaries (^3 5 * ^3 6  ̂ 811(1

(M^,p M3 8  ̂ ei2 811(1 e12 a sijnilar role.
Turning our attention to the e terms of the type we will also ̂J

consider these individually. The disturbance of the masses in the
quadruple subsystem (M^_, M_^, M__, M„q) not being at their common35 3o 37 3o
mass-centre on the orbit of relative to M^2 is characterised by ê j-.
The term e®2 I1213 similar meaning for the relative orbit of and

which is affected by the masses The relative orbit of
the binary subsystem ^3 2  ̂ l̂as ^isburbances imposed on it from
other parts of the system: e2-[ characterises the disturbance due to
the masses of the binary subsystem (^3 3* M not being at their common 
mass-centre, and ê-J- the disturbance due to the masses of the quadruple 
subsystem (M̂ ,-,... ,M̂ g) not being at their common mass-centre. The 
other pairs of e parameters viz. (e** , sjjl) # ( ^ 2 3 9 G23  ̂ 811(1

(£2  ̂ 9 e2^  have similar roles to play in the(M^, M^), ^ 3 5 * ^ 5 )
and (M3y» ^3 8  ̂^^nai r̂ subsystems respectively.

It may be noted in passing that the e^  terms are analogous to the 
e terms of the expansion of the force function in the Jacobian 
coordinate system where i = 2,...,n-l; j=3,...,n; i < j. Similarly
the Ej, j terms are analogous to the terms in the previous expansion.
Further, the similarity between the sets of e parameters in the quadruple 
subsystems of the eight-body system and those derived in the foirr-body

0 ..
case are obvious: the two sets of e parameters (e^i9 ei p  £2 1 9 e2 2 ^
for the (M31,... ,M3l+) subsystem and (e^|» e2 3 * e2^  f°r the
(M^.,... ,M̂ g) subsystem are directly comparable to the set
(eqi# eoi» eii» ei2  ̂ ^°r four"body case«

Lastly we may note that by setting various masses equal to zero 
or reducing particular a ratios to zero this general hierarchical 
eight-body system can be made to provide several different systems.
For example we may recover the original Jacobian coordinate system, 
for the four-body case, if we let p22 + 0 , p2  ̂-> 0 , p ^  0 and p 0 :
this results in a four-body system with masses M^p M3 2 > ^ 2 9 ^12



Alternatively if we let m^ = m^ = m̂ . = mg = 0 then a four-body system
consisting of masses Mgi9 ^32* ^3 3 * M35 resuib* The equations
of motion involving the zero magnitude masses i.e.. p* , Poos P* i » P-io

■ cLcL **c.2> **Xd
are then neglected.
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