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SUTTARY.

Haemopoiesis ("blood cell production) is a process subject to
active physiological regulation. It constitutes one example
of a biological process controlled through a hierarchy of
feedback loops acting at a range of levels from the
molecular to the macroscopic.
The thesis describes mathematical studies of the more
macroscopic (physiological) levels of the control of
haemopoiesisi with special emphasis on granulopoiesis.
Following review of pertinentebackground material
in cybernetics, physiology and pathology, attention is
focussed on the mathematical representation of cellular
proliferation and maturation, and a representation formulated
in terms of experimental observables is proposed. This leads
to the study of a non-linear transcendental equation of the

form ~

Ntt, =

w - X

with X the unknown quantity. An iterative method of
solution is proposed for this equation, which permits
kinetic analysis of a certain class of non-steady-state
processes. The method is used for the analysis of maturation
kinetics of embryonic erythroid cells.

Attention is then turned to the causal basis of the control
of haemopoiesis. It is pointed out that certain features of
haemopoietic regulation lead to the expectation of
oscillatory phenomena, and that observation of such

phenomena can be revealing.



With this in mind, a simple model is advanced for
the control of granulocyte production. The model comprises
two feedback loops, one regulating *de novo’ granulopoiesis
in accordance with marrow granulocyte numbers and one
regu.lating release from the marrow in accordance with blood
granulocyte numbers.

The model is described by the system of delay-differential

A

equations
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where , CI3 are (respectively) the marrow granulocyte

number and blood granulocyte number, both at time t® , and
s p , & J % , N , Y and co are parameters,
chosen to give maximum physiological realism.
Since 'de novo’ granulopoiesis 1is believed to constitute a
drain on primitive ‘stem cells’, regulation of stem cell
number appears necessary. A model for stem cell mitotic
autoregulation based on a diffusible inhibitor concept is
proposed. This theory leads to the study of a pair of
differential equations which, utilizing probable order-of-

magnitude differences in relaxation tines, may be reduced to

the single equation
1 dK H* ~ N
d e TN

which admits of a closed analytic solution. This equation
exhibits both self-limiting and non-self-limiting modes of

behaviour, the biological implications of which are discussed.



77ith parameters selected for stability, the stem
cell mitotic autoregu ticn loop may be adjoined to the
granulopoiesis control system, previously considered, to
obtain a composite model. However, the unstable and capricious
behaviour of this multi-loop combination renders it
physiologically unacceptable, Modifications which restore
stability seem to imply heterogeneity of the stem cell
population, representation of which lies outside the scope
of the study described.
In the following chapter, consideration is given to the
physical basis of regulation of 1de novo’ granulopoiesis
with emphasis on 'in vitro' evidence relating to 'colony
stimulating factor' and the possible role of positive
feedback in regulating granulocyte numbers in infection. By
mathematical formulation of a recently proposed pcsitive-
feedback model it is shown that positive feedback systems can
be stable in the absence of overt negative feedback loops
provided passive damping elements (e.g. cell death) exist and
satisfy certain criteria. It is shown, however, that the
criteria concerned are incompatible with known features of
the regulation of granulopoiesis in infection and the
existence of additional, negatively-acting, loops is
deduced. Some possibilities in this direction are proposed.

The model studies may illuminate the

pathogenesis of some disorders of the control of
granulopoiesis, notably cyclical neutropenia and myeloid,
leukaemia, In the former case, reduced stem cell input, or
intramiedullary or vascular granulocyte destruction appear the

factors most likely to be responsible for cyclical



neutropenia* An additional factor - delayed maturation - a
theoretically possible cause of granulocyte oscillations,
does not appear to contribute to the pathogenesis of
cyclical neutropenia in practice*

The pathogenesis of myeloid leukaemia remains a major
problem* Model studies, however, suggest that two features
may be of critical importance ; i.e.

(a) slowed maturation of granulocytic precursors

(b) increased input to the granulocytic pathway.

If the indicated association of these two factors is causal,
rather than fortuitous, the simplest interpretation implies
that cellular differentiation includes an early,, labile
phase, stability being a property acquired in the course of
maturation.

Now that there exist techniques for growing human
granulocytes in culture,, the computational method described
in chapter 4 should permit analysis of development of both
normal and leukaemic cells. The proposed theory of cellular
maturation in leukaemia might then be open to experimental

test.



MATHEMATICAL MODELS IN BIOLOGY AND MEDICINE*



1. MATEEHATI PAL MODELS 1IN 3IQLCC-Y AND MBDICINE.

Introduction.

Historically, mathematics has played a less important role
in the study of biology than of almost any other natural
science. In recent times, it has become standard to
describe the results of experimental investigations in.
terms of their statistical properties and, to some extent,
this represents a departure from tradition.

Nevertheless,, mathematical theory - and in
particular deterministic theory - is utilised in biology to
a slight extent only. The work described in this thesis is
untypical in that it consists of the application of
deterministic mathematical modelling to a specialist area of
biology and medicine. Moreover, the mathematical models
considered are of a deterministic rather than a stochastic
nature.

Purely deterministic models represent, of course, a very
idealized conception of what is occurring, in that' it is
never possible to describe in finite terms the totality of
causal influences responsible for a given process or
phenomenon. Those influences excluded in any deterministic
representation are allowed for in a stochastic model by
replacing deterministic certainty by statistical
probability.

Nevertheless, deterministic models can be useful in
identifying particularly strong causal influences, such as
would be exerted by mechanisms responsible for the active

regulation of biological processes or system behaviour.



In the present instance, mathematical models are employed
the analysis of the modes of interaction of wvarious
elements of particular systems. It is not widely
appreciated that mathematical models can he helpful in
providing qualitative insights into system behaviour or
organisation. Not every theoretical precept is capable of
mathematical formulation nor is this necessarily useful
where it is possible. For a large (and growing) class of
systems, however, it is recognised that mathematical
modelling is not only useful, but may be indispensible for
the conceptual understanding of how the elements interact

to generate the properties of the composite system.



Cybernetics and the Theory of Control*

Confronted with a large set of elementary components, the
exploration of all possible modes of organization arising
from random coupling of the elements would hardly be a
feasible undertaking. However, the majority of possible
modes of coupling may be eliminated in advance by the
application of some relatively simple precepts.

The outstanding characteristic of living
creatures, recognized from ancient times, is the
'goal-directedness' of their bodily and mental processes.
This observation gave rise to the Aristotlean doctrine of
*teleology’', an animistic concept based on the temporal
inversion of cause and effect.

Nowadays, 1t 1is universally recognized that
goal-directedness can arise in two main ways,, neither of.
which violates the principle of causality. In the first
place, a selection mechanism rejecting all systems not
conforming to the prescribed standard would result in the
numerical domination of the appropriate type - provided
this type alread}?- existed in. the initial population¥*
Random mutation, combined-with Darwinian selection, 1is the
mechanism which confers goal-directedness on.
biological evolution..

The second type of mechanism is more elegant conceptually,
and avoids the wastefulness of Darwinian selection, and can
operate over extremely short time scales- This requires a
system (which may be a product of the slower evolutionary

process) which establishes a causal coupling between the



measured 'distance' (in a generalized sense) and a mechanism
capable of increasing or decreasing this 'distance'. Such
systems are referred to as 'feedback control systems' Dboth
in engineering and biology.

If the system acts to minimize the 'distance', it is a
'negative feedback system' while if it maximizes the
'distance' 1t is a 'positive feedback system'. The utility
of feedback control systems has been appreciated in
engineering only within the last century, but feedback
control is ubiquitious in biology. The kinship of
biological and engineering control systems was emphasized by
Norbert Wiener who proposed the name 'cybernetics.' for
'the study of control and communication in the animal and
the machine'’ (1).

Certain very general cybernetic principles are useful in.
devising plausible models of biological control systems.
Goal-seeking responses usually involve negative feedback.
Goal-avoiding responses, or processes involving
'amplification' may depend on positive feedback. Models of
biological control systems are usually built up as a
hierarchy of negative and positive feedback loops rather than
by randomly coupling the elements together.Mathematical
formulation of the causal relationships represented by the
system of. loops then provides a deterministic mathematical
model.

In the past two. decades, considerable progress has been
made in the analysis of. mathematical models of. various
kinds of control system.. This analysis has given rise to a

bodyv of knowledoe known as 'control theorv'.



Unfortunately, the mathematical models which result from
consideration of biological control systems are usually
very complicated and can seldom be treated by the existing
methods of control theory..

Most biological control systems are not 'analyzed* (by
application of analytic theorems) but 'simulated' (by
numerical solution of the control equations using computers).
Pending further developments in the mathematical theory of
control, simulation is the best available method for the
examination of the properties of mathematical models in

bioclogy.



The Control, of Haemopoiesis.

Blood cell production - haemopoiesis - is only one of many
biological processes of interest from the viewpoint of
cybernetics. However, 1t possesses certain advantages over
most other such processes.
Firstly, the spatial distribution of (mature) blood cell
populations renders haemopoiesis a more tractable subject
of study than other cellular production processes whose
end-products are distributed in highly complex patterns and
arrangements.
Secondly, haemopoiesis is a relatively accessible example of
the process of cytodifferentiation, one of the most
fundamental biological problems under current consideration.
Moreover, haemopoiesis has for some time attracted the
attention of experimental and clinical investigators and a
considerable body of information has been accumulated.
Finally, the control of haemopoiesis 1is not a
subject of only academic interest. Under normal
circumstances, the haemopoietic control system exhibits the
familiar, biological properties of homeostasis or adaptive
regulatory response to changed conditions. In pathological
situations, these features may be absent or deranged with
consequences of varying severity. Hopefully, improved
understanding of haemopoietic regulation may assist in the
alleviation of a group of diseases whose present therapy is

necessarily empirical and often inadequate.
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2. PHYSIOLOGICAL ASPECTS OF THE REGULATION OF HAEMCFOIESIS.

IntroductiomBlood and Blood Cells.

Blood is not a true ligquid but a dispersed cellular tissue
borne by a liquid - the plasma. The coexistence of these
different physical phases imparts to blood a rather
complicated set of. properties in relation to fluid flow and
viscosity..

The cellular components of blood are extremely varied.. Among
the more important cells are the erythrocytes (red blood
cells), platelets and leukocytes (white blood cells) — the
last named being a very heterogeneous grouping of different
types.

Erythrocytes are distinctive cells in more than one respect.
Topologically, they are biconcave discs, a shape which may
reflect an evolutionary comprise between that optimal for
stream-lined flow and that for efficient chemical exchange
with the plasma and tissues.

The distinctively red colour of blood (in higher
animals) is due to the haemoglobin content of the
erythrocytes. Haemoglobin is a chromo-protein molecule with
a molecular weight of about 43000 which can exist in both an
oxygenated and a reduced fom... Erythrocytes containing
oxygenated haemoglobin convey oxygen from the lungs to the
tissues while erythrocytes containing reduced haemoglobin
convey carbon dioxide in the opposite direction..

An important feature of haemoglobin is
that iron is one of its molecular constituents.. Red cell

precursors which synthesize haemoglobin may therefore be



labelled using radioactive isotopes of iron ( or Ve. )O.
The availability of a selective label has facilitated the
investigation of red cell production (erythropoiesis) and
more 1s known, about this production process than any other.
Platelets are small disc-like pieces of
actively-metabolizing cytoplasm.. They result from the
disruption of. the cytoplasm of giant multi-nucleated,
precursor cells (megakaryocytes) in the bone marrow.. The
main physiological function of platelets consists in their
aggregation at the site of any bleeding wound and
participation in the complex sequence of biochemical events
leading to blood clot formation. However, it may be that other
functions exist also (1).
As already mentioned, 'leukocyte' 1is the name applied to any
white blood cell. There are three major classes of leukocyte::
granulocytes, lymphocytes and monocytes. They differ in.
morphology and function. The lymphocytes, which are
important components of the immunological system and the
monocytes, which are large phagocytic cells of the
reticulo-endothelial system, will not be further considered
(However, see chapter 9).
Granulocytes form a main topic of interest in the chapters
which follow. As the name implies, they are leukocytes
exhibiting granulation of the cytoplasm. They may be
sub-divided into neutrophils, basophils and eosinophils
according to their avidity for biological staining reagents
and other criteria.
The physiological functions of the granulocytes are net

firmly established. However, the neutrophils and (to a



lesser degree) the eosinophils, display phagocytosis —
engulfment of foreign bodies - and it is apparent that they
participate in defence against bacterial infection*

The relative numbers and cell sizes of the
more important blood cells are specified in table 1 ..
As may be seen, neutrophils comprise the great majority of
granulocytes and therefore tend, to dominate the kinetics of

granulopoiesis unless granulocytes are classified

differentially.



Cytodifferentiation of Prokaryotic Cells : The Jacob-Honod

Model.

In bacterial cells, the process of cellular specialization
and adaptive regulation of protein synthesis has been very
intensively studied. In 1961, Jacob and Monod (2) proposed-,
a specific theory of the control of protein synthesis in
prokaryotic cells. This theory has since been favoured by a
considerable body of experimental evidence - notably that
accumulating from studies of the metabolism of the sugar
lactose by the bacterium Escherichia Coli.

Essentially, Jacob and Konod suggested that
bacterial genes are linked together in functionally related
and spatially compact groups called 'operons'* A particular
gene - the 'operator' - was supposed receptive to a
'repressor' molecule synthesized elsewhere in the genome.-
On this model, transcription, of the operon proceeded
spontaneously but was inhibited by the binding of the
repressor to the operator. The repressor could however be
inactivated by another molecular species - the 'inducer' -
so enabling transcription of the entire operon to proceed.

Jacob and Ilonod argued that if the inducer were a
molecule which oouidld be usefully metabolized by the cell,
and the proteins coded by the operon were those
implicated in the metabolic process, then a teleologically
appropiate loop was established, the cell synthesizing
enzymes only as they were required (fig. 1).

In a subsequent paper, Monod and Jacob

(3) described hypothetical control loops of the above type



which might underlie cellular specialization in non—

bacterial cella. However, specialization in eukaryotic

cells is evidently a good deal more complicated than in
prokaryotic cells and, despite intensive study,

it remains

very poorly understood.



Cytodifferentiation in Eukaryotic Cells.

The most characteristic difference between cellular
specialization in prokaryocytes and eukaryocytes is the high
degree of stability of specialized type in the case of the
latter.

In Jacob and Konod's scheme,, the induced enzyme synthesis

is terminated by the departure of the inducing molecule.*
Even. if. the inducer is internally synthesized (3)j. a
transient blocking action should be enough to destabilize
the induced pattern of protein synthesis.

This lability is not typical of terminally
differentiated eukaryocytes. To take the example of higher
animals, all somatic cells in the adult derive from a
single fertilized ovum, yet they comprise a large variety of
distinctive specialized types none of which exhibit any
propensity for 'de-differentiation' back into a fertilized
ovum.

Where 'de-differentiation' is referred to (e.g. by tumour
pathologists) it usually means a loss, transient or
otherwise, of the distinctive phenotype characteristic of
the cell type concerned. This phenomenon, is logically
distinct from true 'de-differentiation' involving the
reacquisition of the properties of an ancestral cell type..
Apparently, cytodifferentiation in eukaryocytes
involves one or more irreversible steps before its
completion - which is not to say that such steps are not
preceded by a reversible phase (see chapter 10). One kind of

irreversible process would be the loss from the cell of all

2 3



genes not required for the maintenance of the specialized
phenotype. An extreme example of this is the extrusion of. the
entire nucleus, as happens in the development of the
mammalian erythrocyte. However, such mechanisms appear very
exceptional. Moreover, the well-known Iltotipotency' of plant
cells, as well as recent studies on reactivation of

quiescent genes by cell fusion (4) provides evidence that the
genome of terminally differentiated eukaryocytic cells is
usually intact.

The alternative to gene loss in differentiation is the
imposition of some restriction, on the expression of the
genome. In theory this restriction could be upon either the
ltranscriptionl of the genetic DNA to messenger RITA or the
'translation.' of this RITA to protein. Although Harris (5) has
strongly argued for translational control, most workers
consider that some regulation of transcription.must occur,,
with or without translational blocks.

A scheme favoured by some molecular biologists
involves a relatively non-specific blocking of transcription
by histone molecules, with a specific de-blocking mechanism
mediated by acidic proteins (6,7) or special kinds of
RITA (8,9). Tsanev and Sendov (10) have further proposed that
the small number of histone types could be the 'building
blocks' of an epigenetic code, Jjust as the four bases in
various nucleotide sequences constitute the genetic code.

At any rate, the positive regqulation of gene
switching in the course of. cytodifferentiation seems highly
probable. The study of the control of presumed switching by

physiological signals is a very active research field, and



developing blood cells are favourite subjects for these

studies-



The Development of I.Iammalian Blood Cells.

Phenotypically at least, cytodifferentiation in the cells' of
higher organisms is a temporally protracted process. This may
be interpreted on the following hypothesis;. The onset of
cytodifferentiation results from the arrival of an inductive
stimulus at one or more receptor loci of an ancestral cell
fype* This stimulus removes blocks at either or both of the
transcription and translation level and permits protein
synthesis to proceed. The newly-synthesized RNA and protein
molecules can, in their turn, remove or impose further
blocks on synthesis, so promoting a cascade process whose
outcome 1is the establishment of stable pattern of protein
synthesis appropriate to the mode of differentiation
induced’.

This process 1s time-extended, and the phenotype of the

cell gradually alters as different proteins and nucleic
acids make their appearance. Usually, development is
accompanied by cell divisions and it 1is possible that
division is obligatory for certain developmental steps to
take place (11).

In the case of many cell types - amongst them the main

types of mammalian blood cell - experimental techniques

have been developed which permit the classification of a
particular developing cell as being at one of several
defined stages.of the differentiation process. The progress
of the cell, or its daughters, from one recognizable stage
to another provides a means of ’tracking* the process. As

might be expected, classification is least difficult for



late, well-characterized cells and is most difficult for
cells in which the process of specialization has only
recently begun.
When the developmental ancestry of erythrocytes,
granulocytes and platelets is traced backwards in time, the
ancestral lines are seen, to be convergent, but classification,
tehcniques cease to be reliable just before the lines
coalesce. The straightforward interpretation is that these
three cell types derive from a common precursor cell of
uncertain morphology. Direct evidence, based on chromosome
examination of developing blood, cells in vitro, supports
this interpretation (12,13).
The common ancestral cell, generally called a ’'stem cell'
(14) is not of course ’'undifferentiated' being, 1like all
somatic cells a specialized derivative of the fertilized
ovum, but its differentiation is evidently non-terminal
inasmuch as stem cells can develop into (at least) three
different kinds of terminally differentiated cell types
according to the inductive stimuli which impinge upon them.
The development of erythrocytes, granulocytes and
platelets from a common stem cell is schematically depicted
in fig. 2.1. The terminology is that employed in the recent
comprehensive review by Metcalf and Moore (15).
Evidently, blood cell development provides a rare
opportunity to study, in adult organisms, differentiation
processes which, 1in most tissues, occur only in the
embryonic phase.
In adult mammals, haemopoiesis is largely confined to the

active (red) bone marrow of. the skeleton and - to a lesser



extent - the spleen. In the embryo however, the anatomy of
haemopoiesis is rather more complicated and embryonic
'extra-medullary' sites of haemopoiesis,, normally inactive
in the adult, may be reactivated in adult life in disease

states or other abnormal conditions.



Haemopoiesis in the Idammalian Embryo.

Embryonic haemopoiesis is a multi-phasic process in which the
anatomical site of blood cell production changes with
gestational age.. Haemopoiesis 1is initiated in the so-called
'blood islands' of yolk-sac mesoderm proximate to endoderm.
The region of mesoderm which is close to
endoderm apparently provides a 'permissive' environment for
haemopoiesisi as a diminished haemopoiesis can occur in.
mesoderm even if endoderm be totally removed (16,17).

Thereafter, haemopoiesis becomes established in the
liver before moving, finally, to. marrow and spleen - the
sites usually active in the adult. The mechanism of
transition of haemopoiesis from one anatomical region to
another has attracted a good deal of attention. Current
views are that a blood-borne migration of stem cells,,
originally derived from yolk-sac,, is responsible (18,19).

A simple mechanism might be that haemopoietic stem
cells are rather unadhesive to most tissues and accumulate
pr.eferrentially in tissues and organs whose adhesiveness,, or
suitability as a site of stem cell proliferation,, alters
with embryonic development.. However, in the context of
immunology, de Sousa (20) has proposed an active cellular
homing process ( 'ecotaxis' )' guided by appropriate signals,,
and this could be important in the present context also..
Each of these suggestions is speculative and direct
evidence 1is lacking.

In most species, the shift of haemopoiesis from one site to

another is accompanied by a change in the composition of the



haemoglobin synthesized by erythroid precursor cells.. As a
rule, the haemoglobin type is not organ-specific, but an.
important exception is the mouse embryo, in which 'embryonic
haemoglobin' is synthesized by cells resident in yolk-sac
only (15)-

Baglioni (21) has proposed! that the number of cell divisions
in erythroid cell development is a determinant of the type of
haemoglobin synthesized.. This opinion,, however, is not shared

by other workers (22).,



Homeostasis and Adaptive Regulation of Blood Cell Number.

In adult animals, the control of blood cell number
well-illustrates the 1lgoal-seeking' behaviour of biological
systems. In brief, blood cell number appears to be regulated
in accordance with functional demand.

This form of control may be usefully separated into two
components; that involving the restoration of 'normall blood
cell number following a transient perturbation, and that
involving the adjustment of blood cell number in response to
alterations of the level of functional demand*

The restoration of blood cell numbers following depletion has
been thoroughly investigated.. It is known that haemopoiesis
is increased following blood loss and that differential
regulation of erythropoiesis,.- granulopoiesis and
thrombopoiesis occurs in response to selective perturbation
of numbers of specific blood cell types. Conversely, in-
animals rendered polycythaemic by injections of packed red
cells, erythropoiesis quickly drops to low or even, zero
levels. The corresponding experiments on granulopoiesis and
thrombopoiesis are more difficult, technically.

Adaptive regulation of erythropoiesis is exemplified
by the enhanced erythropoiesis which occurs at high
altitudes in normal individuals* Teleologically, the
increased red cell number partially compensates for the
reduced oxygen level by improving the efficiency of the
oxygen transport system.. Conversely, erythropoiesis is
reduced under hyperbaric conditions.

It is not quite 30 easy to study adaptive granulopoiesis as



adaptive erythropoiesis. However, granulocytes are certainly
implicated in the defence against infections and it is
undoubtedly significant that bacterial invasion, or infusion
of bacterial endotoxin can stimulate granulopoiesis to a
marked degree. This phenomenon is further considered in

chapter c\.



The Regulation of Erythropoiesis.

That erythropoiesis is actively controlled has been known for
many vyears. As far back as 1906, Carnot and Deflandre (23)>
noting the capacity of serum obtained from anaemic animals to
stimulate erythropoiesis in normal animals, suggested that
production of a humoral erythropoietic factor v/as invoked by
anaemia.

This suggestion is now known to be in essence correct, but it
v/as not until the second half of the twentieth century that

experimental evidence in favour of a circulating stimulator

of erythropoiesis became compelling (24 - 27)r A reliable
'in vivo' assay of the stimulator - now generally known as
'erythropoietin' - became available with the use of

polycythaemic mice in which endogenous erythropoiesis had
been suppressed (28 - 30) but an equally reliable 'in vitrol
assay system is still awaited..

Good evidence now exists that erythropoietin functions as an
inducer of terminal cytodifferentiation, acting at an
epigenetic level on erythroid precursor cells of uncertain
morphology. Erythropoietin has been shown to stimulate iron
incorporation (31) and haemoglobin synthesis in cells
hitherto inactive in this respect (32 - 34). The molecular
biology of erythropoietin action remains controversial. Paul
and Hunter (35) observed that erythropoietin stimulated a
transient burst of RITA synthesis, followed by ENA synthesis,
in embryonic cells, while Ortega and Hakes (36), v/ith adult
narrow cells, found a ENA-dependant synthesis of RNA but not

synthesis of ENA itself. In either case, removal of a



transcriptional block appeared to have taken place.

It has been suggested that, in high concentrations,,
erythropoietin may accelerate the maturation of erythroid
precursor cells allowing insufficient time for the usual
number of cell divisions. If, for example, erythropoietin
were to control the rate of haemoglobin synthesis, and if a
critical haemoglobin concentration signalled the cessation of
cell division (37), copious amounts of erythropoietin might
lead to large, well-haemoglobinized erythrocytes
( 'macrocytesl ) whose size exceeded normal due to the
smaller than usual number of cell divisions in erythroid
development (38), The observation, that anaemia (which
increases erythropoietin production) shortens the mean
maturation time of erythroid precursors (39)> is therefore of
appreciable interest.

The site of erythropoietin production v/as initially thought
to be the kidney, and this presumption is supported by the
erythropoiesis-depressing effect of nephrectoms?# (40,41)

It now seems however that the kidney
manufactures an enzyme which activates - possibly by
cleavage - an erythropoietin precursor produced elsewhere
(42 — 44) > possibly in the liver (45)*

By and large, erythropoietin production is inversely related
to functional demand for oxygen transport between the lungs
and the tissues. It has for some time been supposed that
renal hypoxia accelerates erythropoietin production directly,
but it is becoming apparent that the viscosity of the blood
(46,47) and the total red cell mass (48) may also be

important,

3if



The identity of the ’'target celll for erythropoietin is a
very controversial subject which will be discussed
subseocAiently.

Apart from erythropoietin itself, a number of factors are
known to influence erythropoiesis. Iron, for example, can be
a limiting factor if body stores are depleted, Oocbalt ions,
androgens and oestrogens all alter erythropoiesis..

Vitamin &»2.is essential for erythroid cell development and
lack of ,2underlies ‘pernicious anaemial. Whether any of
these factors act through the intermediacy of

erythropoietin remains to be established,.
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The Regulation of Granulopoiesis.

Granulopoiesis is less easily studied than erythropoiesis.
The reasons for this include the lack of a specific label for
granulocyte precursors, continuing uncertainty about the
physiological function of the granulocytes and the existence
of large numbers of mature granulocytes in the marrow and the
tissues as well as in the wvascular system.

Two points of control of granulopoiesis have been

established with a fairly high degree of probability*.
Firstly, it appears that the release of mature granulocytes
from the marrow (where there are a large number) is not a
passive process but one which involves active physiological
regulation. The mode of release is said to be first-in-first-*
out (49. and the release rate to be controlled by functional
demand for granulocytes in the blood or tissues, apparently
irrespective of the size of the marrow granulocyte reserve
itself (50 - 53). Recent evidence suggests that this control
is mediated by a humoral factor, which has been called the
'"leukocytosis inducing factor' (1.I-F..)..

On the other hand, it would be surprising if the control of
granulopoiesis were not to involve an inducer of
cytodifferentiation, a 'granulopoietin', analogous to
erythropoietin in the control of red cell production.
Evidence in favour of such an inducer is accumulating

(54 - 56) and it appears most probable that the marrow
granulocyte population, directly or indirectly, exerts an
inhibitory effect on its production (56).

The studies mentioned above are all 'in vivo' investigations.
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However, ’in vitro' experiments on the growth of
granulocytic colonies have revealed the existence of a
'colony stimulating factor' (C.-S.F.) (57 - 61) capable of
inducing granulocytic differentiation 'in vitro' and also
detectable in normal human and animal plasma and urine in.
physioclogically significant amounts (see 15)*

It seems a plausible hypothesis that 'granulopoietin' and
'C.S.F.' are related, if not identical, substances. However,
the induction of granulopoiesis is less well understoodl than
the induction of erythropoiesis and further studies on the
inducing factor 75), including the molecular biology of

its action, are required..
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The Regulation of Thrombopoiesis,

On current theory, platelet production is regulated in a
qualitatively similar fashion to the production of
erythrocytes and granulocytes. A humoral inducer -
'"thrombopoietin' - has been postulated and evidence for its
existence reported (62 - 65). As with 'granulopoietinl, the
characterization of the factor is at a rudimentary stage and
virtually nothing is known of its production or mode of
action.

An interesting feature of platelet production is the cellular
nature of platelet precursors.. These precursor cells are
multi-nucleated giant cells termed 'megakaryocytes’, and'
having many times the usual cellular complement of DNA.. They
evidently arise from the same 'stem cell' species as
erythrocytes and granulocytes but their differentiation
involves division only of the nucleus, not of the cytoplasm,.

The causes of this unusual behaviour remain unknown.



The Nature of the Haemopoietic Stem Sell.

The nature of the haemopoietic stem cell is the outstanding
enigma of contemporary haematology. Stem cells, defined by
Lajtha, Oliver and Gurney (66) as those cells which '...can
maintain their own number and give rise to differentiated
cells' have yet to be positively identified in terms of
morphological criteria. Failing such identification, stem
cells must be numerically assayed in terms of their capacity
to fulfill the requirements of the definition given above.

A crucial gquestion pertaining to the nature of the
haemopoietic stem cell is that of 'pluripotentiality' i.e.
the ability of a stem cell to give rise to different kinds of
terminally differentiated cells. Taking into account the
apparent ancestral convergence of at least three lines of
blood cell, evidence of competition between differentiated
blood cell lines for a common precursor species (67)68) and
cytogenetic evidence from studies of 'in vitro' blood cell
cultures (69,70) it appears highly likely that a
multipotential stem cell species must exist..

However, the existence of a multipotential stem cell is no
guarantee that other cell species fulfilling the

requirements of a unipotential stem cell do not exist also*
Starting with the report of Bruce and McOulloch in 1964 (71),
considerable evidence has been presented that the target ceil
for erythropoietin is not identical with, though derived
from, the multipotential stem cell (e.g. 72 - 74. See also
1,15). Many workers now consider That Ynipotential’ or

'committed' stem cells exist for each line of differentiated
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cells, 1in addition to the multipotential stem cell, which is
presumed ancestral to them (For a review, see 75)-

On the other hand, some workers (e.g. Fogh 76) consider that
the 'unipotential stem cell' is merely the multipotential
stem cell in a particular, temporary, physiological state.. A
particularly ingenious theory, designed to reconcile bodies
of apparently conflicting evidence has been advanced by
Okunewick (77). In essence,, Okunewick suggests that
cytodifferentiation could be a 'multi-hit' process involving
more than one of an inducer species molecule..

'Unipotential stem cells' might then be those stem cells for
which the number of 'hits' is less than that required to
initiate irreversible cytodifferentiation. Discussion of
this theory, which may have very important implications 1if
true, will be resumed in the final chapter of the present

study.



The Regulation of Stein Cell Number.

Whether the stem cell population consists of one or several
distinct types it is well-established that the stem cell
population number, as assayed, for example by the spleen
colony technique of Till and McCulloch (78) , is subject to
homeostatic regulation. This regulation is illustrated by
the restoration of stem cell number following depletion
caused by drugs (79) or radiation (80)'.

Moreover, unless a stem cell gives rise to two dissimilar
daughter cells at mitosis (81), a concept which involves
some difficulties (82) - it is evident that the demand for
differentiated cells must be a continual draw on the stem
cell population. The existence of such depletion has been
advanced as the reason for the sensitivity of the stem cell
population to prolonged irradiation at low dose rates, which
otherwise seems to be anomalous (83).

In chapter 7» a model will be proposed of the control of
stem cell number. It is only fair to note now however, that
experimental evidence which directly bears on the subject is
extremely sparse and the control mechanisms involved are
largely a matter of conjecture..

* j.e. a stem cell and a cell destined for differentiation-



Microenvironmental Regulation of Haenopoiesi s>

Humoral regulation of haemopoiesis is probably studied more
easily than regulation processes which, involve interactions
on a purely microscopic scale. There is strong evidence
however that the local (micro-) environment of a stem cell
or early developing cell critically influences its behaviour
or fate.

The erythroid:granuloid (Erff) ratio differs significantly
between spleen and marrow. Moreover, it has been shown that
this ratio remains the same whether endogenous or exogenous
stem cells are responsible for haemopoiesis in a given
experimental situation (84*85)'. This suggests that local
environment has an. important role in determining the pattern
of differentiation induced, in resident stem cells. The
mechanism of the presumed influence remains a matter- for
speculation.

On the basis of these and other results, it has been
suggested that in spleen (and presumably marrow also) there
exist small localities which induce a single type of blood
cell differentiation (84 - 86)». By implanting marrow into
spleen it has been demonstrated that the E:G- pattern of the
implant remained of marrow type and that where colonies
bridged the marrow-spleen function, part of the colony in
spleen was of spleen type and the part in marrow was of marrow
type (84,85,87,88).

If each organ were composed of a mosaic of microenvironments
the recognized tendency of colonies to convert from 'pure’ to

mixed* type with increasing size (84,88 - 90) would be

hi-



explicable - assuming stem cell replication took place as well.



TABLE 2,1 : MEAN SIZES AND MEAN CONCENTRATIONS OF PRINCIPAL BLOOD
CELLS IN PERIPHERAL BLOOD

CELL SIZE CONCENTRATI ON

6 3

Erythrocyte 7.2 p 7.1 x 10 /(m. m. )

3 3
Granulocyte 13 p 6.0 x 10°/ mm
Platelet 3 p 2.5 x 10V mm°
2, 3
Monocyte B w 5.0 x 10 / mm
1 3 3
Small Lymphocyte 10 p X 2.5 x 10 / mm

Large Lymphocyte 16 p !



by

The blood cells - morphology and function 3
PROLIFERATING  COMPARTMENT NON PROLIFERATING MATURE
END
HOT MORPHOLOGICALLY IDENTIFIED MORPHOLOGICALLY IDENTIFIABLE MATURATION COMPARTMENT CELL
STEM CELL PROGENITOR CELL DIFFERENTIATING CELLS
PROERYTHROBLAST EARLY ERYTHROBLAST LATE ERYTHROBLAST RETICULOCYTE
NEUTROPHIL
MYELOBLAST MYELOCYTE METAMYELOCYTE BAND NEUTROPHIL (POLYMORPH
GRANULOCYTE)
PLATELETS
MEGAKARYOBLASTS
BASOPHILIC GRANULAR
MEGAKARYOCYTE MEGAKARYOCYTE
LYMPHOBLAST MEDIUM SMALL
(LARGE LYMPHOCYTE) LYMPHOCYTE LYMPHOCYTE
PRESENT IN BIOOD HOT PRESENT IN BLOOD
Fig. 1.1. Schematic diagram indicating the nomenclature, morphology and some proper-
ties of the various blood cells.
f

FIG.a .1l
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3. DISORDERS OP THE CONTROL 0? 3LCCD CELL PRODUCTION.

Introduction.

The pathology of haemopoiesis is a wide and active field and
a comprehensive review will not be attempted here. In this
chapter, attention will be focussed on those disorders
involving overproduction or underproduction of red cells or
granulocytes and on disorders which cast some 1light on these
production processes. This implies a concentration of
attention ondisturbances of homoestasis of red cell and
granulocyte numbers to the exclusion of disorders involving
other cell types, immunological disease and metabolic
abberations.

disturbances of cell number and anomalies of cell structure
and function are rarely separable. However, structural and
functional defects will be considered primarily in the light

of their relation to cellular production.



The Leukaemias.

The identification of leukaemia as a cause of death is of
surprisingly recent origin. Damesheck and Gunz (1) suggest
that the first documented case was that reported by Vepleau
(2) in 1825. The malady concerned had rendered the blood
'like gruel, resembling in consistency and colour the yeast
of red wine'.

However, leukaemia seems not to have been recognized as a
distinctive entity until about 184-5 when Sennet (3) and
Virchow (4) each reported cases. Thereafter, the existence
of a disorder in which the blood altered remarkably (it was
said to resemble pus rather than blood) was widely confirmed.
The name 'leukaemia', meaning 'white blood' came to be
applied.

A variety of clinical symptoms were found in association
with leukaemia, but a high ratio of white to red cells in
the peripheral blood was considered to be the distinguishing
feature. As is not uncommon in medicine, closer study soon
revealed that leukaemia was not a unitary entity but a group
of diseases characterized by a relative or absolute
overproduction of leukocytes. Classification and investigation
of the individual disorders comprising the group was

obviously an important task.



Classification of the leukaemiase

Broadly speaking, there are two main ways of classifying the
leukaemias. These ways correspond to the different viewpoints
of the physician and the cytologist.

Clinically, some types of leukaemia follow a rapid course
leading to the death of the patient in a matter of weeks or
months. These types are called 'acute leukaemias’. On the
other hand, some types follow a relatively protracted course,
the patient commonly surviving for several years. The latter
types are called ’'chronic leukaemias’. The two categories of
leukaemia can usually he distinguished by examination of the
blood and marrow, A high proportion of primitive, poorly
differentiated 'blast' cells is a common feature of acute
leiikaemia.

The other classification is based on the type of leukocyte
which predominates. Hence in addition to being classified as
"acute’ or 'chronic', leukaemias may be clasvsed as
'granulocytic', 'lynphocytic' and 'monocytic'. In the case of
the poorly differentiated acute leukaemias where blast cells
predominate, it may not be easy to determine unequivocally
the cellular type involved. However, 1t has been claimed that
such classification is possible in the great majority of
cases, provided sufficiently detailed investigations are
carried out (5).

The relation of the leukaemias to various solid tumours such
as chloroma, lymphosarcoma and Hodgkins' disease has proved
to be a controversial issue. The view expressed by Damesheck

and Guns (1), that these latter disorders represent local

SG



manifestations of a process which in the leukaemias proper

has become spatially distributed, appears to have gained

favour* Such tumours may therefore be classed with the

leukaemias as 1llynphoproliferativel or- 'myeloproliferative'

disorders - the latter being of interest here. Despite its

merits,, this nomenclature has the possible disadvantage of
obscuring what may be crucial differences in cell motility
and adhesion, and the interpretation of 'positional
information' (0) .

In part because of this, attention is here fixed on the

spatially distributed varieties of myeloproliferative disease,
while admitting that these may be only the late stages of

initially localized tumours of the marrow.



The Nature of Leukaemia.

Nowadays, most workers are in agreement that all forms of
leukaemia are 'neoplastic' i.e. they are forms of cancer,
albeit of varying degrees of 'malignancy'. However, the
implications of this consensus are obscured by the difficulty
of providing a precise definition of cancer.
Some workers, accepting that malignant cells typically
exhibit inheritance of the malignant property (i.e*.
daughters of a malignant cell are usually malignant) have
supposed that an alteration in the nucleotide sequences of
the genetic LNA must be involved in oncogenesis . This,
however, seems a premature conclusion. As highlighted by the
work of Braun. (7) and Pierce (8,9)» amongst others,
oncogenesis may involve modification in the pattern of gene
activity or protein synthesis, rather than a change in. the
integrity of the genome itself..
In addition, adaptive regulatory mechanisms which display or
mimic characteristics of heritability have been proposed by
Lean and Hinshelwood (10) in connection with adaptation in
bacteria, and may have implications for higher cells also.
Finally, it seems difficult to express 1in exact
terms what is implied by the widespread agreement that
leukaemias are 'cancers of the blood'. Perhaps the main
implication 1is that the understanding of leukaemia is on the
same conceptual level as understanding 'fundamentalb)
biological problems, like embryogenesis or ageing.
* Or the integration of a viral genome into the genome of

the cell.



Research on such problems, and on o

are to a considerable extent complementary



Acute Granulocytic (Myeloid) Leukaemia,

As previously mentioned, the unambiguous cytological
classification of acute leukaemias maybe difficult-
However, a number of features of the principal types are
generally agreed.
In. acute granulocytic leukaemia (A.G.L.), examination.of
blood and marrow commonly reveals a high proportion of
morphologically abberrant, immature granulocyte precursors,,
often at the myeloblast level- The disorder is usually
accompanied by anaemia and sometimes thrombocytopenia-
Cytogenetic studies have revealed a host of
chromosomal malformations in A.G-.L. (11). Unfortunately,, no
single type predominates and it is difficult to draw
conclusions. In some cases, there is evidence for a number
of different leukaemic 'stem lines' 1in a single patient. (12).
Somewhat surprisingly, the mitotic rate of the
blast cells in A.G-.L. is substantially less than that of
normal myeloblasts (13 - 16). It has been suggested that the
basic disturbance consists in an impaired maturation of
granulocyte precursors (15 - 17) which retain proliferative
potential beyond the chronological age at which it is
normally lost.
An important recent observation is that 'post-mitotic'
leukaemic cells retain the capacity for division. Such
'resting cells' can be triggered into cycle by administration
of cytocidal agents (18 - 21) or irradiation (22). This
suggests that such leukaemic cells are not totally

unresponsive to physiological mechanisms responsible for

GO



mitotic homeostasis.

Killman (23) has further suggested that virtually all blood
cells in A.G-.L. are derived from a leukaemic stem line with
retained capacity for pluripotential differentiation. The
observation that the low mitotic rate of leukaemia myeloblast
in A.G.L., is shared by the erythroblasts (in the same
patient) lends support to this hypothesis-

The capacity of certain acute leukaemic cells to generate
differentiated progeny has been borne out by observations
both 'in vivo' (24 - 26) and 'in vitro' (27,28). Taken
together, these reports suggest that the primary defect in
A.G.L. 1is more subtle than the emergence of a wholly

autonomous mutant clone.



Chronic Granulocytic Leukaemia.

Chronic granulocytic leukaemia (C.G.L.) has attracted great
cytogenetic attention since the 1960 discovery' of a
distinctive chromosome anomaly in the great majority of
cases (29 - 31). This defect — the ‘Philadelphia Chrmosome
(Ph ) '— is an acquired defect of somatic cells (not
inheritable in the Mendelian sense) which is found in
untreated as well as treated patients (11)#
Interestingly, it has been claimed that the minority of
cases of Pk' -negative C.G.L., have a particularly bad
clinical prognosis (32)'..
It is generally accepted that the Ch.1 chromosome is found
in erythroid as well as granulocytic precursors in C.G-.L.,
(33?234). The implication is that the leukaemic defect arises
in a pluripotential stem cell capable of differentiating
into (at least) erythroid as well as granulocytic cells-
Granulocytes in C.G.L. have also attracted
attention from, biochemical investigators. Although wvarious
abnormalities can be found, the consistently low levels of
leukocyte alkaline phosphatase (L.A.P.) are of particular
interest, (see 35). As is the case with the chromosome, ,
the significance of the low L.A.P.. levels in C.G.L. remains
in doubt*.
It appears, however, that the enzyme itself is qualitatively
normal in C.G.L. but its rate of synthesis by individual
cells 1s reduced. Moreover,, under certain circumstances,,
synthesis of L.A.P. can be either initiated or accelerated in

leukaemic granulocytes (36 -38). These observations are in



agreement with a hypothesis advanced by Teplitz (37); that
the low L.A.P.. levels result, not from deletion of structural
genes coding for the enzyme itself, but from the deletion of
'modifier' genes, leading to the reversible blocking of
structural gene expression.
The physiological function of L.A.P.. remains unknown. It has
been suggested that L.A.P. (39) or a related enzyme (40) 1is
involved in mitotic regulation, but evidence is lacking..
Typically, C.G.L.. terminates in 'blastic
crisis' with increasing numbers of poorly differentiated
cells and new 5stem lines' often having bizzare chromosome
derangements, with the chromosome no longer the unique
observable defect of karyotype. Some theories of the nature
of 'blastic transformation' in C.G.L. will be discussed in

chapter 10.



Polycythaemia Vera.

The clinical symptoms associated with polycythaemia vera
(P.V.) result largely from the elevated erythrocyte count
which is the characteristic feature of the disease. However,
increased numbers of granulocytes and platelets are also
common and Wintrobe has commented that (typically) 'the
whole bone marrow is hyperactive rather than the
erythropoietic tissue alone' (41)..

True P.Y., is not a consequence of oxygen starvation although
hypoxia does in fact give rise to erythroid hyperplasia,
with raised erythropoietin levels. In P.V.. however, plasma
erythropoietin levels are normal or reduced (42,43).
Moreover, the defect responsible i;f P.V.. appears to be
intrinsic to marrow (44) and doesAconsist of an increased
stem cell sensitivity to erythropoietin (45)..

The simplest hypothesis compatible with these observations
is that due to Morley (46): that P.V.. involves an absolute
increase in the number of stem cells in the bone marrow. The
stem cells are presumed normal in all respects other than
the number present,', On such a view, P.V*. bears the same
relation to leukaemia as do the Yenignl tumours of wvarious
tissues to the corresponding 'malignant' neoplasms.
Interestingly, it has been reported that leukaemia incidence
in P.V.. patients may be increased.. This, however,, may be

due - at least in part - to the practice of using

radio-phosphorus in the treatment of P.V.. (see Kelemen 35).



survey 1is required to firmly establish its absence.

If modulation can be shown convincingly to be absent, it
would suggest that the granulocyte population in C.G.L. is
almost entirely leukaemic, as supported by the ubiquity of
the PH.1 chromosome in the marrow.

(d) The published evidence is insufficient to firmly
establish the association between oscillatory granulopoiesis
and oscillatory thrombopoiesis in C.G.L. Some of the reports,
however, suggest an increased cycle length for the platelet
oscillation also (19,22). If genuine, this phenomenon may
provide additional clues to the nature-of the stem cell

defect in C.G.L. However, as Morley has pointed out,

granulocyte oscillations could perturb the available blood
platelets in cyclic fashion through cyclic modulation of
spleen size. In that event, the apparent platelet cycle in

some cases of C.G.L.. would be of no intrinsic interest.



Pi Gugliemo's Syndrome and the Nixed Leukaemias.

A relatively Buncommon disorder, but one of considerable
theoretical interest is the so-called Pi Gugliemo syndrome
or 'erythroleukaemia'. As the latter name suggests (though
entymologically it is a contradiction in terms), this
disorder consists of the neoplastic proliferation of red
blood cell precursors.-
In fact 'pure* erythroleukaemia seems very rare indeed and
little of certainty can be said of it. (see Damesheck and
Gunz 1).. However, an 'impure' form, though still rare,
occurs sufficiently frequently to be assessable. This form is
a 'mixed' erythroleukaemia in which erythroid, granulocytic
and (sometimes) thrombocytic precursor cells proliferate
together in a disordered fashion characteristic of malignant
neoplasia. Atamer (47) reports that 71/' of all cases
terminate as granulocytic leukaemia, usually of the acute
variety.
In general, it would appear that whereas red cells and
platelets are usually diminished in number in the
granulocytic leukaemias, there exist variants of
'granulocytic leukaemia' 1in which these other cell types are
increased in number and may (temporarily) dominate the blood
or marrow. This appears most plausible on Killman's
hypothesis (23) that most blood cells in acute leukaemia are
clonally derived from a defective pluripotential stem cell.
Two questions which arise are: why does

anaemia rather than erythrocytosis accompany granulocytic

leukaemia in the majority of cases and why do granulocytic

GG



precursors usually come to dominate in myeloproliferative
disorders initially characterized by erythrocytosis or
thrombocytosis?

The special position occupied by the granulocyte in the
myeloproliferative disorders evidently warrants further

study.

<*1



Cyclical Disorders of Haemopoiesis,

This class of blood diseases is particularly instructive

from the viewpoint of control theory and cybernetics.. Because

of this, cyclical haemopoiesis is discussed in detail in

chapter Jj*and in subsequent chapters as appropriate.
Consideration of cyclical haemopoiesis 1is

therefore omitted from the present chapter.
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4-. THE MATHEMATICAL REPRESENTATION OF CELLULAR MATURATION

AND PROLIFERATION.

Introduction.

Hitherto, all discussion lias been qualitative in form. In
this chapter, a mathematical representation of cellular
maturation and proliferation, framed in terms of observable
quantities, 1is proposed.. Although crude in many respects, the
representation leads to a set of equations which do not
appear to have been previously derived.

Originally, the motivation for the derivation of these
equations was the necessity for the analytic formulation of
cellular maturation in kinetic (non—causal) terms, to serve
as a framework for the causally-based models and theories
which form the subject of later chapters..

However, the representation lends itself to an iterative
method of calculation of cellular maturation times in
non-steady-state situations, previously considered
intractable. To illustrate such applications, an extract is
presented from a kinetic analysis of erythroid cell
maturation in the mouse embryo. The full analysis, however,
has been withelId as inappropriate in a dissertation whose

primary subject 1is biocybernetics.



The Continuous Representation of Cell Population Kinetics,

Consider a population comprising N(t) cells at time t . We
suppose the cells to be undergoing some kind of maturation
process, with or without cell division*. If ro (i50 Sec
represents the number of cells whose chronological age (i*e.

since onset of maturation) lies between; and oo+ Sc,

H@t) -  \ n ) dcr {

is the rate of gain of cells to the population and
EtE) the rate of loss of cells from it, the conservation

equation is

in = 1. (u (tJI<x) - f th - ECO (U -2."
at <t JO

Now., if ~(t) is dissociated into an age-specific cellular

immigration term £ (t,al) and a proliferation rate term

>_
o1 A B (0Ctj0.)- ru ja&) | oI<X (4.3)

Similarly, E1O0 may be expressed in terms of X (t,<Or the
loss rate function for cells aged <« *

Thus,

o
f A (t,o0.) . '"iLlt, «.') do. - Eat) (4 -4)
o)
and
00
. , . do. - O
j A . =>tita.) p (VO - (t,cOhugo.) + e(t,<0 ]
< i dt
XH .3)

Eow since equation (4.5) must hold for all times and all ages

IX



F o+ a- - ) - e (M-6)
ctt '

Also, since

cltb ” Aa
CAE  ~ ~sc ht (4 1)

and, with age and tine measured on. the sane scale,,

y&E = ]
= -~
we have
'*2Yr 4+ "Il r+(p-T7k'")"+<E=0 (<+.«)
hx hex

Equation (4.8) 1is the fundamental equation of cell

population kinetics on the continuous representation* Similar
equations have heen introduced hy Von Eoerster (1), Trucco
(2,3) and Ruhinow (4).

Although conceptually elegant, this formulation encounters
the difficulty that neither chronological age nor' 'maturity'
(as 1in Ruhinow*s equation 4) can he assessed continuously,
nor even at evenly spaced intervals* Representations closer
to those employed hy experimentalists are necessary for the

analysis of experimental data*
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A Coropartmental Representation of Cell Population Kinetics.

As discussed in chapter 2, developing cells are usually
classified as belonging to one or another of a sequentially
related set of stages of maturity. The definition of the
stages and criteria for assignment of a particular cell to a
particular stage are not free from subjective components..
Consider a series of identifiable stages of cellular

maturation, the linear order of which reflects the supposed!
temporal order of maturation ('fig.. 4*1). This representation
incorporates the abstraction that all cells considered to be
at a particular stage of maturation are homogeneous in. terms
of maturity. The transition from one stage to another is
conceived as being sharp, irreversible and temporally uneven.
These improbable idealizations are the necessary penalty for
a representation geared to observables, rather than one
based on 'a priori' considerations.
It is convenient to regard maturational stages as being akin,
to 'compartments' as used in the theory of. tracer kinetics..
It should be noted however that maturational compartments are
not defined in either space or time, and that no assumptions
as to 'mixing' are of relevance in such a context*

Consider some defined maturational compartment, let N(t)
denote the cellular content of the compartment, Sthe
rate of entry of cells maturing from a previous compartment,
and the rate of exit of cells entering a s\ibsequent
compartment, all at time t
Suppose that all cells undertake division whilst in the

compartment (Homogeneity of proliferation is an important

11



assumption - see later sections)* If AtgAs the mean, cell

cycle time — assumed constant over any time-interval of
interest, then it may he shown (appendix 4*1) that the

cellular proliferation rate is

«xX N Li) = |

Then, provided cellular death within the compartment is

negligibly small,

4- NCrt = 1(0 WM «N(O0O — E (t)

The value of this representation depends on obtaining an
expression for the exit rate E’lt) . As a first approximation,
to reality, suppose that maturation is a first-in~firsh~out

process in which all cells reside within the compartment for

a fixed 'maturation timel, * , here assumed time-independent.

Then, the exit rate E1O0 will he the entry rate
time-delayed;, by and amplified by a factor representing the

number of descendants of a single cell,, produced in time

Thus,

ECO = £ ?Lt-1.)

so that

dN + c¢cxNU.'l-C Ilt-X)
It

As 1is proved in appendix 4.'li, equation. (4.10) may be

TS

(4.
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alternatively written in integral formulation::

viz
I M = \ £ f Ct-o ; do ©c
a
t:
N(t” - e'vtd (k.12)
The alternative forms (4.10), (4.11) and (4.12), though

mathematically equivalent, are useful for dealing with
different kinds of problem.

Two ether kinds of situation require attention. In; the first
place, post-mitotic cells mature without division e.g.
reticulocytes maturing to become erythrocytes. This means that
the proliferation constant, , 1s zero. Then equations

(4.10), (4.11) and (4.12) become

e = no - 1ct-")) (M .1i)
cl-t
(U. IS)
-
respectively.

A more difficult problem is presented by a maturational
stage which contains both dividing and non-dividing cells..
This problem is deferred until some applications of the
above equations have been described, and is considered in. a

later section.



An Iterative Method for the Calculation of Maturation Times.

Writing the basic maturation equation in the form of (4.12),.

viza

X—- i
it is sometimes possible to compute the value of o ,

Suppose that estimates of N tt) , §(0 and < are
available, so that T? is the only unknown quantity in
equation (4.16). Such an equation, with the unknown appearing
as one of the limits of an integral, has been little studied
in the field of pure mathematics. Consequently, no analytical
methods of solution are known, nor have any computational
algorithms been devised.

Here, an iterative method of solution is described, which,
subject to some restrictions, permits the evaluation of
to within any desired margin of accuracy. This method of
solution was proposed by the author, and the necessary,
algorithm and computer program was written by Dr. James
Kirk.

The method is as follows; let A't be a small quantity at
least one order of magnitude less than the time-scale

appropriate to the cellular maturation process under

consideration.
Then, since, ~Noon
because & SCE') ~ 0 for agg values of

Then, from (4.16) it follows that

gO

(vt 16 )



e<xt' j e * Ct?'

11— A*o
so that
Nt0O - e"! e I3« o
t - At
However

NU ) — e

These relationships allow the possibility of evaluating X

by an iterative procedure, 1let us define the function. dL (
as t
— A
r &k,t)= ewt { exvV.SW)
<- kAt

Then if

Jlkjlia ~ Nit')
but

Il AN Ttl

it follows that

kAt ~ 'o 4 Ck+0 At

Thus, by starting with a small step At which is built up

sequentially until I reverses sign, a first approximation

to X can be obtained. Closer approximations may be obtained

by using a smaller step, say AC , to repeat the procedure

over the narrow range [ kAo, Ik+0 k'Cjij within which
is known to 1lieO

A useful refinement may be introduced to avoid local
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irregularities associated with turning points and inflections
in Nit) or .fit)
Let X e defined as ~

o) =JfAdte 5e'“ff’x‘/{rlA

C—kAL

and N 1t%t2)as

tl

N i\It') dLt

Then if
0 52 N * ttej ti)

and

X (k-vi, A iy *
the inequalities

A lt A (K_I_iV) At_

yield an approximation to the wvalue of ,I over the interval

The algorithmic representation of this method of solution

is depicted in fig. (4.2)..

It should be noted that the assumed time-invariance of

is a necessary assumption in the derivation of the basic
maturation equations.. The results of applying the method
described above may be accepted only if the value of "a over

adjacent intervals of the form " J"3) 7 changes

sufficiently slowly that a constant ™u 1is a good approximation

8 2
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within either interval.

A deficiency of the method is the absence of any analytical
means of guaranteeing the convergence of the iteration, or,
if convergent the uniqueness of the solution.
These problems have not given rise to practical difficulty
in applications so far completed but the investigation of.
this topic and derivation of analytical criteria for
convergence and unigueness remains an important task.

The extension of this method to evaluate the

maturation times of cells in post-mitotic compartments

involves merely setting the proliferation constant, c*

Z€ro..



The Status of Heterogeneous Transitional Compartments.

Throughout, homogeneity of proliferative activity lias heen
assumed i.e. all cells in a compartment are in cycle with
cycle time , Oor are not in cycle at all. Of course, not
all cycling cells will really have the same cycle time;,
however, tt may he considered the mean, of a statistical
distribution of cycle times, without too great a loss of
realism, for most types of compartment encountered.

However, a more basic difficulty arises when a
particular compartment type — a transitional compartment -
is encountered. As blood cells mature,; they eventually-
become post-mitotic (with the exception of certain lymphoid'
cells, of no interest here).. It v/ould be convenient 1f this
transition, from proliferative to post-mitotic cell, were a
morphologically distinct change permitting a proliferative
compartment to be clearly distinguished from the succeeding
post-mitotic compartment.. Unfortunately, present technigues
do not allow such a distinction.

Consequently, some defined compartments such as
polychromatic erythroblast (in erythroid development) or
myelocyte (in granulocytic development) are heterogeneous-
in terms of proliferation i.e.. they contain both
proliferating and post-mitotic cells. The analysis of
maturation within a heterogeneous transitional compartment
constitutes a difficult problem..

Under steady-state conditions,; it is possible to formulate
and experimentally evaluate simple models of the mechanism

transition (5-7) but the non-steady-state situation

of



presents additional difficulties. Probably, it will be
necessary to return to a continuous ‘a prioril
representation and to formulate models of the transition:
mechanism in terms of this. The relation of the continuous
representation to the experimental data then poses a problem
v/hich will require to be solved by imposing a piecewise
continuous transformation to represent the assignment of
members of the continuously—varying population to discrete
categories. This is evidently a task for the future*

For the present, very approximate estimates may be
obtained by noting that the true proliferative status of a
heterogeneous transitional compartment is intermediate
between that of a homogeneously proliferative and a
homogeneously post-mitotic compartment.
To obtain bounds on X , the 'truel maturation time,, let u

be the solution to

&t & it)

INCO =
Wmt-t
* %
and X the solution to
t
IN (.0 -H
"t,- C

Provided equations (4.20) and (4.21) may be numerically-
solved by the iteration method described above, the

inequation

provides bounds on X , and hence gives a rough idea of its

magnitude.

Ss
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The Analysis of Hepatic Erythropoiesis in the Mouse Embryo,

Despite its limitations, the proposed representation and the
associated iteration method permit an approach to 'ke made to
the analysis of cellular maturation in certain classes of
non-steady-state system* To compute maturation times, it is
necessary to assume that neither the cell cycle time, nor'
maturation time, of the cells concerned vary too rapidly*
However, the input rate and cell number of. a defined
compartment can vary in any way at all.

Hence, although some restrictions-have been imposed, the
formal steady-state requirements of most other analytical
procedures have been relaxed*

A situation where relaxed steady-state requirements are
highly advantageous is presented by erythropoiesis in the
embryo*. As discussed in chapter 2,. embryonic erythropoiesis
in higher species exhibits a dynamic pattern, including a
shifting of erythropoiesis from one organ to. another.. It
follows that the early phases of embryonic erythropoiesis are
intrinsically non-steady-state and hence resistant to
analytical methods of interpretation for which rigidly
steady-state conditions are required.

Recently, the hepatic phase of erythropoiesis in the mouse
embryo has been a focus of attention. Experimental data
furnished by two groups of workers; Paul, Conkie and Ereshney
(8) and Tarbutt and Cole (9) provide information as to the
numbers of different kinds of erythroid cells, their cell
cycles (where appropriate) and (indirectly) the input rates

to certain compartments - all at different gestational ages.



The analysis of a section in this data - that
pertaining to the basophilic erythroblast compartment - is
presented here, in illustration of the possible utility of

the representation described*. A detailed analysis of hepatic

erythropoiesis in the mouse embryo is presented elsewhere

(10).



Analysis of. Maturation of Embryonic Basophilic Erythro~blasts.

The basophilic erythroblasts belong to the last homogeneous
proliferative compartment of the erythroid series-(see fig..
2.1).. It directly follows the proerythroblast compartment,,
which is also homogeneously proliferative. How,, provided a
reasonable amount of amplification through cell division
occurs in the proerythroblast compartment, the input rate to

it will be small in comparison with the exit rate from it..

Therefore,
EXIT RUTE A4 «C/N / = (4.22.)
where N 7 denotes the number of proerythroblasts and “the

rate constant of proliferation. This exit rate, which is
identical with §1It) , the entry rate to the basophilic
erythroblast compartment, can be calculated from the
published data, for different stages of gestation.

Then, using the usual notation,,

which,, provided N and * are also available from the data,
allows calculation of ® for the basophilic erythroblast
compartment. Values °¢/yHI1 , and N are available from,
the data of Tarbutt and Cole (9) and, independently,, values
of and N are also available from the data of Paul,.
Conkie and Freshney (8).

The iteration method described was applied to these two sets
of data, to obtain estimates of HS at different stages of

gestation (the murine gestation time is 18 - 19 days
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hepatic erythropoiesis is evident from 12 - 13 days). The

results of the computation are presented in table 4*1,

CGrest ftOVidks OA Clufa—tl frt. A d\e

Time (~ s

Paul et. <x\. T arbult @ Col™.
-1 L22 0.
I"2-13z 0. Mf 0. 23
L .1 0.28
BI- 0.26. 0. 33
mo- IS 0.3M 0. g-o
W - \S1 0 31 o
- \G C>.33 0.ifl
tsi -Ifi i o. 2" 0.38
\> - n o. "“a o -3%
0. 27 o. 3G
\n - 12 0. 2tf 0. 32.

* I.T.t Iteration terminated because of failure to converge,
TABLE 4.1 MEMATURATION TITS 0? SKBRYONIC BASOPHILIC

ERYTHROBLASTS,

Two points are worthy of note; firstly, in the results
obtained from the data of Paul et al,, there is a rapid
change from 1,22 days maturation time (12 - 13 days

gestation) to 0,44 days (1227 — 131 days gestation). So rapid

&



a change violates the assumption that *£ is steady, or
changing only slowly, so the first two results are probably
unacceptable. Secondly, at 13 - 14 days gestation time, the
iteration inexplicably failed to converge. These two points
emphasize the desirability of a more rigorously analytic
treatment of the iteration procedure, than has been given
here..
However, from about 131 days gestation onwards, the maturation
time, as calculated from both sets of data, changes only
slowly, and appears to be of the order of about 8 hours
(one third of a day) which is appreciably shorter than, the
steady-state result obtained for adult rats (*: 13 hours) .
Two sources of error should be mentioned. Firstly,
the neglect of input of precursors to the proerythroblast
compartment underestimates the input to the basophilic
erythroblast compartment and leads to an overestimate of the
maturation time. Secondly, death of developing cells has
been neglected. Should this occur to the same degree in all
compartments, little error would result from neglecting it,,
but a differential death rate in different compartments
complicates the problem. However, death rate is also
(usually) neglected in steady-state analysis.
In summary, the analysis given provides sufficiently good
estimates of the basophilic maturation time to establish two
main conclusions.
From about 13i days gestation time,, both sets of data yield
results showing a slight initial rise in maturation time,
peaking around 14 - 15 days and followed by a slow

progressive drop. The mean value of the maturation time is

HO



evidently around a third of a day* ( 3/

As more data becomes available, the method given should
allow a progressive refinement of the kinetics of embryonic
erythropoiesis, a situation not otherwise amenable to
analysis* Other non-steady-state situations involving
cellular maturation should be open to analysis in a similar

manner*,



APPENDIX 4 T

For any cell, mitosis is a discrete, quantized, event. Nevertheless,
a population of dividing cells can be treated by continuous analysis,
provided the population is sufficiently large, all cells have (at least
roughly) the same cycle time, “c, and the members of the population are
1
randomly distributed over the phases of the cell cycle.
Let there w(t) cells in such a population at time t. There will

then be N(t) ZEQE ) cells at time t + St, neglecting losses. Denoting the

lossless increment due to mitosis during the interval Z"t, t+£t/as

SNm we cbtain
St
SNm = N(t) 2 tc (4'«I.1)
= N(t) e a (4-1*2)
In2
where a = t (4-1-3)
Expanding e * in a Taylor series, we have
co
Sn = N(t) £- (@ st) (4-1.4)
3 =1 j!
A Am = N(t) a + * a” (&) (4-1-5)
St * J S
J= 2-
os .
As t ~ Nm v dN and a” (St) v
s>t dT /_ it
Thus,
dN ’ . 7, r\
m = a N(t) (4-1-6)
dt

<<z



APPENDIX 4 II

We wish to establish the equivalence of equations (4*11), (4*12), (4*13)

Equation (4*12) states

X
r ae
N(t) = ] e I(t —0) ae (4-ii-1)
o
Put 45d: t -0 so thato= t - and dO = -df' . Then,
ft-x
N (P = " J ea £f (f) dyt (4-IT1.2)
t
= Je d /e (4-11-3)
t - X

which establishes the equivalence of equations (4»12) and (4 «13)

Differentiating,

t
N r -af
aN d e J e (4.11.4)
dt dt
at fe ath: s
e "du + et d c J
+-X. " dt o J e (4 .I1.5)
= a N(t) + e* n AT (b))
t- X f =t
+ @“ e (t=x) J (4.0 .56)
f=t -x J
= aN(t) - e™"t -X) 4 £ 10 (4-11-7)

Since equation (4 .11*7) is identical with equation (4 .11), we have
shown that (4*12) and (4 .13) are equivalent forms which each satisfy ¢ .11)
Now (4 .11) is an ordinary linear differential equation of the first

order. The general solution of such an equation can be written (See (11) )



x(t) = Ay (t) + z(t) @4 .17T.8)
where y(t) is the ’'complementary function’, z(t) the ’particular integral'
and A a constant of integration.

We have shown that, for equation (4..11),

z(t) = _f -0) do = f* £ @4.11.9)

O
The ’'complementary function' for (4*11l) is the solution to the homogeneous

equation

N ox (t) @4 .11-10)

viz dt

x(t) A eat 4 .I1.11)
where Ais a constant.

Hence, the general solution of equation ¢ .11) is

[ C A

N(t) = Aeat +eat j ea”f(®) df 4 .11.12)
-t-X

To evaluate A, we must impose conditions appropriate to the problem. Here,

the appropriate condition is that N(t) he a continuous function of X and that

N(t)-* 0 as X ->0 ie Instantaneous maturation gives zero maturing cells,
t
Now e j* ea”f (%) » 0 as X 0
t-X
Jx, N(t) Ae®~ as X —-> 0

But we require
N(t) 0 as X "> 0
Hence A =0

It follows that
t
N(t) se efb F Rz, @ .11.13)
t-r.

and its equivalent forms, comprises the solution of (4.11).

if



APPENDIX 4 HI

Evaluation of Maturation Times of Post-Mitotic Cells
By a Graphical Method

This method is restricted in applicability to a rather special
class of cellular maturation processes. However, it provides, for such
processes, certainly the quickest and the easiest method available for
estimating maturation times.

Consider two post-mitotic maturation compartments. The cell content
of the earlier compartment is denoted by Ng (t), that of the later
compartment by N* (t) and that of the composite compartment, obtained by
joining both, by N* (t). Let g (t) be the entry rate into the earlier
compartment. Then, if'fcfbe the maturation time of the earlier compartment,
g (t-t) will be the exit rate from this compartment, which is identical
to the entry rate to the next.

The following restrictive assumptions are introduced J

a) The pathway of maturation is irreversible and unbranched.

b) The maturation time of the earlier compartment is effectively

constant over times of interest.

c) No cells leave the second compartment once they have entered.

(ie its maturation time, or the cellular lifetime is infinite).

d) No cell death occurs in either compartment.

e) No cell division occurs in either compartment.

laitr
Granting these assumptions, the Kinetic equations for the and
the composite compartment are
= j (-t) (6 .hi. i)
dt
N, = f£(t) (4 .111,2)
dt

n{ -n ¢)= gtJ'(e—'c)da ¢ a11.3)
O



N2 () - n2 (0) = > e) dG
Setting 8 -X , the integral in eqn (4«IH«3) "becomes
t t -X
J sle-x) ae = jg(£f) af
t -X o
= I\ (f) df + JE(f) df
o — X
t -x o
Hence () = O) + ~ + jj<t> df
Suppose now that t and t* are times such that
N1 (t1> = N2 (V
tl-1
ie N1l (0) + £f 1(f) df + ~Kf) d = Ng (0)
- X O
Now,
N2 (t) - N1 (t) = Ng (t)
but, in particular,
N2 (0) - N1 (0) = No (0) .
t
Also No (t) = f1l (f) df
t -X
O
and Ng (0) = f1(£f) df
- X
Hence, equation (4*III.8) becomes
1 X2
df = £f1 (e de

(4 .II1.4)

@ .hi.5)

4.IH.6)

4.hi.7)

+ J~_f (e) dG

4 .I11.8)

(4-HI-9)

(4 .I111.10)

(4 .III. 11)

(4 .I11.12)

(4.111.13)



from which it follows that

t1 -r,= t2 (4.hi. 14)

or t, = tl - t2 . (4.III.-15)

Equation 4 -iii'l5"pemmits a simple graphical estimate of X for maturation

processes which fulfill the necessary conditions (see fig. 4. 4%
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CYCLICAL HAEMOPOIESIS



5. CYCLICAL HAST'OFPTBSIS.

Steady-States and Stability.
Until recently, it has been generally assumed that a
biological system (e.g. the haemopoj.etic system of an
experimental animal) known to be stable over long periods of
time would, if undisturbed, be in a 'steady-state* — its
kinetic behaviour being independent of time. This assumption
has been almost ubiquitous throughout biological science
and provides the conceptual basis for methods of
interpretation of a vast quantity of experimental data.
Theoretically, stability and steady—state are not
synonymous concepts. Stability, 1in the present context,
means the property of a system free from external
disturbances, greater than some non-zero threshold, to
maintain its integrity over 'long' periods of time. Of
course, 'long' 1is ill-defined; if the time concerned were
taken to be several centuries, few systems of any biological
organism could be considered stable. In practice,, however,
confusion is seldom likely to arise.
A 'steady-state' 1s a theoretically tighter concept,,
requiring temporal invariance of the system behaviour, again
over 'long' intervals of time. Now, a system in a steady-
state condition is obviously in a state of stability.
However, a stable system is nor necessarily in a steady-
state condition. For stability, it is only necessary that the
system, if it alters with time, never does so in such a way
as to impair its integrity.

Conceptually, there is no reason why particular states of the



system should recur at regular intervals, or*indeed recur at
all, but, as v/ill be discussed below,, repeating states are a
very commonly encountered natural phenomenon. The essential
first point is that freedom from external disturbance does
not suffice to establish that a stable system is in,, on
approaching, a steady-state condition, no” even that the

temporal evolution of the system is occuring slowly.



Feedback,s-Time-Delays—-and Limit Cyc3.es,

Systems of particular interest here are those biological
control systems involving feedback. If the system is a
stable one, at least one section of the system must involve
negative rather than positive feedback, otherwise the
'amplificationl effect produced by positive feedback would
proceed without 1limitX tut sec. cko.|pt<r 1
In chapter 1, a negative feedback system was described in
terms of a mechanism which coupled a measure of some
generalized 'distance' to another mechanism capable of
increasing or decreasing this 'distancel. Omitted from
consideration was the time between the measurement of the
'distance' and the change of 'distance' induced in response
to the measurement. Since, the velocity of signal
transmission is always finite, this time cannot be =zero.
The possible effect of such a time-delay on a
negative feedback control system is intuitively obvious. If
a delay ensues before the system reacts to an increasing
'distance', the 'distance' will increase further before its
direction of change is reversed. Conversely, the measurement
of this reversal will not induce an immediate response and
the control mechanism is liable to 'overcorrect' by causing
a greater decrease of the 'distance' than would suffice to
restore the system to its former state. In other words, an
oscillation can occur.
Throitypes of oscillation are of interest here. Divergent
oscillations exhibit increasingly large swings with time and

cannot occur in truly stable systems.. Damped, or convergent,



oscillations die away with time and are a common mode of a
systems' return to a steady-state condition following a
transient perturbation.

The third type of oscillation, a sustained oscillation whoso
amplitude remains the sane with time, is a form of stable
behaviour whose likelihood of occurrence has not been widely-
appreciated. In fact, G-ontcharoff (1) and Rubin and
Sitgreaves (2) have shown that as the number of couplings
between the elements of a system becomes larger, (strictly,.,
the number of degrees of freedom increases) the likelihood of
a stable sustained oscillation being established becomes
larger too. This argument has been developed by G-oodwin (3)
in his theory of temporal organization in cells.
Historically, sustained oscillations were first studied in
the context of the 'physics of vibrations', the harmonic
oscillator being the prototype of the class of oscillators
under consideration. Mathematically, however, the harmonic
oscillator is an implausible kind of device because it
exemplifies 'neutral stability' i.e. its amplitude of
vibration is determined for all time by its starting
condition. Physically realistic systems do not exhibit
neutral stability (Quantum-mechanical systems are not under
consideration here).. Those which at all resemble the
harmonic oscillator are either unstable (divergent
oscillation) or react to perturbations with an oscillatory
response whose'amplitude decays with time. In general,
models based on the harmonic oscillator are of little wvalue
in studying sustained oscillations in biological systems.

A class of non-linear oscillations more appropriate
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to the present context is the class of ‘limit cycles'
originally discussed by H. Poincare' as thej;asymptotic
solutions to certain non-linear differential equations (4)
and later by B. Van der Pol (5,6) in the field of
electronics. Limit cycle oscillators exhibit dissipative
rather than neutral stability, which means that they return
to a stable mode of oscillation after transient perturbations
A limit cycle oscillator resembles a damped harmonic
oscillator except that the equilibrium state is a periodic
oscillation of constant amplitude rather than a steady-state.
Time-delayed control systems are especially prone to
oscillate in the limit cycle mode. Limit cycles are

therefore to be anticipated in biological systems.



Oscillatory Phenomena in the Control of Haemopoiesis.

Physiological control systems,, like those regulating
haemopoiesis, may he described mathematically in terms of
sets of differential-difference or integral equations.
Associated with such equations will usually be wvarious
coefficients and constants which together form a set of
parameters uniquely defining, the system in the context of the
specified equations.

The work of G-ontcharoff (1) and Rubin and Sitgreaves (2)
establishes that, as a set of equations becomes (loosely
speaking) more complicated, the probability that a random
choice of the parameters leads to a state of limit cycling
approaches unity. However, 1in physiological systems, the
choice of parameters cannot be considered at random. In
general, evolution will select against features (as
represented here by the parameters) which are biologically
detrimental. How, it is generally true that the sensitivity
of a control system is linked to its liability to oscillate
and an evolutionary compromise between sensitivity and
steady behaviour would probably result in a selection of' a
set of parameters corresponding to a 'border-linel situation
between steady-state and limit cycling (see 7).

Recent evidence in the field of haematology - much of it due
to Morley and hijb colleagues - suggests that the control
systems regulating blood cell production are operating close
to this border-line. For the main pathways of blood cell
development, production is controlled by a negative feedback

loop linking the sisc of the appropri* >ell | r=



population to the induction of cvtodifferentiation in
receptive stem cells. Typically, the maturation of the
developing cells is a process taking several days and which
introduces a substantial time-delay into the control system
Oscillatory behaviour is therefore very liable to occur,, bu
may be offset by the evolutionary selection of sets of
parameters conferring stability or the evolution of
compensatory mechanisms, should the occurrence of violent
oscillation be physiologically detrimental.
However, not every individual of a population or species
need have identical sets of parameter values and, 1if such
values are very critical, a statistical spread could result
in the occurrence of steady-state behaviour in some
individuals of the population and limit cycling in others.
Again,, the effective parameter values nay be altered
from one characteristic state to another by experimental
manipulation.. The evocation of limit cycle behaviour in,
previously steady-state control systems is a possible
intervention to which the name 'stress cycle analysis' has
been applied (8).
Apart from experimental interference, disease processes may
have the effect of shifting one or other of the system
parameters in such a way as to alter its behaviour in this
regard. Such diseases may be quite difficult to understand
in classical physiological terms, and may require the
application of control theory for their comprehension and

rational therapy.



Cyclical Granulopoiesis in Normal Subjects.
The first definite report of cyclical granulopoiesis in
normal human subjects was that of Morley (9) in 1966. Since
then, the qualitative features of this report have been
confirmed by the unpublished observations of the present
avdor' oL oike.ci’,
In eight of eleven healthy adult males, Morley found an
oscillation of the peripheral blood neutrophil count having
a period between 14 and 23 days<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>