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ABSTRACT

Televisions (TVs) and VR Head-Mounted Displays (VR HMDs) are used in shared and so-
cial spaces in the home. This thesis posits that these displays do not sufficiently reflect the
collocated, social contexts in which they reside, nor do they sufficiently support shared ex-
periences at-a-distance. This thesis explores how the role of TVs and VR HMDs can go
beyond presenting a single entertainment experience, instead supporting social and shared
use in both collocated and at-a-distance contexts. For collocated TV, this thesis demonstrates
that the TV can be augmented to facilitate multi-user interaction, support shared and inde-
pendent activities and multi-user use through multi-view display technology, and provide
awareness of the multi-screen activity of those in the room, allowing the TV to reflect the
social context in which it resides. For at-a-distance TV, existing smart TVs are shown to be
capable of supporting synchronous at-a-distance activity, broadening the scope of media con-
sumption beyond the four walls of the home. For VR HMDs, collocated proximate persons
can be seamlessly brought into mixed reality VR experiences based on engagement, improv-
ing VR HMD usability. Applied to at-a-distance interactions, these shared mixed reality
VR experiences can enable more immersive social experiences that approximate viewing to-
gether as if in person, compared to at-a-distance TV. Through an examination of TVs and VR
HMDs, this thesis demonstrates that consumer display technology can better support users

to interact, and share experiences and activities, with those they are close to.
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‘ ‘ I hate television. I hate it as much as peanuts.
But I can’t stop eating peanuts. , ,

Orson Welles



1. INTRODUCTION

THERE has rarely been a technology so pervasive as the Television (TV). Having first
reached consumer hands in 1928!, the TV has become a common feature in households
around the world, with approximately 52.2 million TVs in the UK alone [165], marginally
less than the population of 64.1 million?. Such is the collective fixation with the TV, one
is often not enough. Beyond the shared “main set” located in the living room, there might
typically be TVs in other shared spaces (e.g. the kitchen) or private spaces (e.g. bedrooms
or, if safety is less of a concern, bathrooms). But it is this living room TV that is of most
interest, being the shared, social hub around which co-viewing, the act of synchronously

viewing with others, occurs.

1.1 COLLOCATED MULTI-USER TV

TVs offer a unique shared focal point for those that cohabitate. Yet for all their prevalence
in the home, these displays are still surprisingly limited with respect to multi-user use and
interaction. Consider a home where the best display in the room is a large, High Definition
(HD) or Ultra-HD (4K resolution) TV, positioned such that viewers anywhere in the room
can attend to it comfortably. This is a standard conceit of the TV: rooms are laid out around

its usage, to allow all present to view and engage with it.

Given this advantageous position, combined with size and resolution, it would be reasonable
to expect the TV to have evolved to emphasize shareability and multi-user use. However,
progress to this end has been faltering. For example, whilst bleeding-edge consumer smart

TVs (meaning TVs with the ability to run applications and connect to the internet) now arrive

'www.tvhistory.tv/History%200f%20TV.htm
2www.ons.gov.uk/ons/guide-method/compendiums/compendium-of-uk-statistics/population-and-migrati
on/index.html
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with multiple separate physical remote controls, the interfaces these remote controls interact
with are rarely adapted to local multi-user interaction. Instead, touchpad remotes are bundled
alongside more traditional remotes, giving users a choice regarding how they interact with
the TV, and providing an element of redundancy for the inevitable misplaced remote control.
Similarly, whilst gestural / voice controls have become a mainstay feature, their interactions
are typically directed at the singular, one-user-at-a-time TV interface. For example, a Siri
search on Apple TV?, or an Amazon Fire TV* voice search both interrupt on-going activity
and dedicate the TV exclusively to one user’s request. Fundamentally, the TV fulfils the
duty of singularly presenting or browsing media content, such as satellite / cable / broadcast
TV, streaming services (e.g. BBC iPlayer, Netflix, Amazon Prime), gaming consoles and the
like.

This lack of development with respect to shared, multi-user use of the TV has been amplified
thanks to the rise of smartphones and tablet devices. Users are no longer bound to TVs for
their media needs. Instead, they can transition toward viewing and browsing on personal and
private devices, whilst still attending to (often to some lesser degree) a communal TV experi-
ence. In turn, TVs have evolved to become bigger (15.8% of TVs sold in 2013 were 43 inches
or greater, five years previous this was 4.5%[165]), more detailed (with 4K displays, having
~3840 pixels in horizontal resolution, now prevalent) and more immersive (with curved® and
3D displays). TVs have, in essence, become dedicated to the consumption of one shared
experience at-a-time. A notable exception to this is that of Google Chromecast [68], a smart
TV dongle released late—2013, which provides the capability for any mobile device in the
room to “cast” (meaning issue playback management commands, with content streamed di-
rectly from the Internet) media to the TV. In this way, multiple users could interact with an
on-going experience, or start a new experience using their mobile devices. However, even
in this case, there were significant caveats e.g. browsing of media sources, web content and
other activities were rendered less shareable, trapped on personal and private devices instead

of occurring on the TV (until the release of screen casting functionality in late 2014).

Therefore, the research presented in this thesis firstly aimed to investigate how TVs could
better support use in shared, multi-user contexts. Specifically, it was to examine how TVs
could better facilitate multi-user interaction, support shared and independent multi-user use,
and provide awareness of the multi-screen activity of those in the room. In doing so, this
thesis would help the shared TV to better reflect the social and technological context in

which it typically resides.

3Swww.apple.com/uk/tv/
“www.amazon.co.uk/All-New- Amazon-Fire-TV-Ultra/dp/BOOUH206T2/
>www.samsung.com/uk/consumer/tv-audio- video/television/oled-tv/KE55S9CSTXXU
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1.2 SYNCHRONOUS AT-A-DISTANCE TV

TV content also plays a significant role in socialising at-a-distance. The ritual of attempt-
ing to watch media content with geographically separated partners, friends, or family, with
the incantation “3... 2... 1... play!”, will be familiar to many [133]. The attempt to syn-
chronize over a given communications medium, timing the press of the play button so that
media sources are aligned, is commonly recanted. In news, this phenomenon has been
termed “Sync-watching” [64], however it can more accurately be described as synchronous
at-a-distance media consumption. The synchronous element can vary wildly with such ap-
proaches, with buffering of streams, pauses in playback, and shifts in attention all affecting
geographically separated viewers’ relative positions in a shared media experience. The at-
a-distance element too varies, from cross-residential friends at opposite ends of a city, to
partners on different continents. The net effect, however, is invariably the same: in using
technology to communicate and share media experiences synchronously at-a-distance, those
that are geographically separated become closer to those they watch with [133], and engen-

der greater intimacy [41] in their relationships.

The importance of this effect becomes apparent when the scale of one particular demographic
is considered: couples in long-distance relationships. In the USA alone, there are estimated
to be 7 million couples in long-distance relationships, with census data from 2005 suggesting
that there are approximately 3.6 million married persons who live apart “for reasons other
than marital discord”®, e.g. because of economic migration or education. Indeed, as many
as 75% of students in the USA are likely to have taken part in a long-distance relationship
during their college education [201]. This is a significant portion of the population for whom
technology facilitating at-a-distance synchronous media experiences could strengthen their
relationships. Indeed, those that are more technologically savvy already engage in such
activity, for example using web-based services such as rabb.it or togethertube.com, relying
on synchronized broadcast TV content when in the same country or region, or more bespoke

solutions such as synchronizing playback of Netflix content over Skype.

These behaviours have been readily and repeatedly witnessed in research [159, 41]. The fact
that this ritual of synchronization is prevalent is testament both to the rise in on-demand TV,
and to how this scenario is insufficiently supported by technology. Socialising anonymously
on the Internet (e.g. using twitch.tv) is often easier than watching a specific program, with
a specific person, at the same time synchronously at-a-distance. Yet whilst the impact of
at-a-distance experiences is well known, smart TV platforms have yet to embrace a means of
facilitating such experiences. Thus, the research presented in this thesis secondly aimed to

investigate how TVs could support synchronous at-a-distance TV media experiences, lower-

6www.longdistancerelationships.net/faqs.htm#How_common_are_long_distance_relationships
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ing the barrier for entry to such experiences and making them more accessible to those whose

lives and relationships could best benefit, turning the TV into a shared space at-a-distance.

1.3 COLLOCATED AND AT-A-DISTANCE VR

Whilst TVs are typically the most immersive means of consuming video content in the home,
this status quo is being threatened by VR HMDs. Having already seen their usage eroded by
mobile device streaming, VR HMDs now threaten to supplement, or even supplant, TVs for
some forms of media due to their capability for 360° immersive experiences. This presents

a significant caveat to TV research.

The possibility of VR HMD adoption has been hinted at for decades [100]. Historically, their
adoption has been restricted due to the low fidelity of VR experiences (both with respect to
rendering and display technology) and, perhaps most restrictively of all for consumers, cost.
However, advances in small form factor displays (e.g. the high refresh rate, low persistence,
and high definition panels typically used in mobile devices) demonstrated that high fidelity
VR HMDs were now not only technologically feasible, but a viable and affordable consumer
reality. This was exemplified with the Oculus Rift DK1 Kickstarter campaign’, which de-
livered $300 VR HMDs into developer (and consumer) hands by mid-2013. What followed
has seen the likes of Samsung (Gear VR?®), Sony (Morpheus / Playstation VR®), HTC / Valve
(Vive'?), Oculus / Facebook (DK 1/2, CV 1'!), and Google (Cardboard!?) battling to be the
leader in this VR renaissance, and a variety of headsets are expected to be widely available
in 2016. Thus VR HMDs can reasonably expect to see significant home adoption in the near

future.

But there remain a number of sizeable problems in trying to deliver a VR experience that is
usable in the real “consumer” world. These displays exacerbate the problem of collocated
socialization, thanks to a very obvious quality: in wearing a VR HMD, the real world is
occluded by the virtual, at the benefit of a user’s immersion, but at the cost of being unaware
of, and unable to interact with, reality. Thus, even being aware of the presence of others
becomes problematic. However, combined with room wide sensing, VR HMDs also have
the capability to display shared mixed-reality social experiences, where those the wearer is
communicating with, be they in the same room or at-a-distance, appear to be in the same

space as themselves. Thus, the research presented in this thesis thirdly aims to investigate

Thttps://www.kickstarter.com/projects/1523379957/oculus-rift- step-into-the-game/description
8http://www.samsung.com/global/galaxy/wearables/gear-vr/
https://www.playstation.com/en-gb/explore/ps4/features/playstation-vr/
1Ohttps://www.htcvive.com/us/

Mhttps://www.oculus.com/en-us/

2https://www.google.co.uk/get/cardboard/
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how VR HMDs could support collocated socialization when consuming immersive, private

experiences, and synchronous at-a-distance use in shared experiences.

1.4 RESEARCH QUESTIONS
This thesis aims to answer the following questions:

RQ1 - Chapter 3 Are existing single-user TV interfaces suitable for multi-user use?
RQ?2 - Chapter 4 How can TVs support both shared and independent use?

RQ3 - Chapter 5 Can TVs provide an awareness of others’ collocated multi-screening ac-

tivity without disrupting existing usage?
RQ4 - Chapter 6 How can TVs support synchronous at-a-distance use with a partner?

RQS5 - Chapter 7 Should VR HMDs provide the ability to be aware of, and engage with,

others in the same room, and how?

RQ6 - Chapter 8 How are VR HMDs likely to change the nature of synchronous media

consumption at-a-distance?

1.5 THESIS STATEMENT

This thesis asserts that TVs and VR HMDs can better support social and shared use, in
both collocated and at-a-distance contexts. For collocated TV, this thesis demonstrates that
the TV can be augmented to support multi-user interaction, enable independent and shared
multi-user use, and provide an awareness of the multi-screen activity of those in the room.
For at-a-distance TV, shared activities can be enabled using existing smart TVs and smart
phones, broadening the scope of shared experiences beyond the four walls of the home. For
VR HMDs, collocated proximate persons can be brought into mixed reality VR experiences
based on engagement, improving VR HMD usability. Applied to at-a-distance interactions,
these shared mixed reality VR experiences can provide more immersion, and allow for so-
cialising that more closely resembles viewing together in person, compared to at-a-distance
TV.
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1.6 THESIS WALKTHROUGH

Chapter 2, Literature Review, examines pertinent literature firstly on collaboration in collo-
cated groups (Section 2.1). Why is collaboration conducted, how have computers supported
collaboration, and what role does awareness play in facilitating effective collaboration. The
role of the TV is then discussed (Section 2.2). Why do people watch TVs, how do they share
use of TVs, and how has the proliferation of mobile devices affected usage of the TV. Con-
sumption of TV content at-a-distance (Section 2.3) is then examined, through both social TV
at-a-distance, and the positive effect synchronous at-a-distance media consumption has been
shown to have in long-distance relationship maintenance. Finally, VR HMDs and mixed
reality are discussed (Section 2.4), with a focus on why VR HMDs are seeing a resurgence,
problems using VR HMDs in shared settings, their use in at-a-distance communication, and

applications of augmented virtuality / mixed reality to these domains.

Chapter 3, Shared Control of the TV, reports on an “Existing Behaviours Survey” (Sec-
tion 3.1) examining how control of shared TVs is currently managed. It then discusses
Experiment 1 (Section 3.2), looking at mechanisms by which control of an grid-based Elec-
tronic Programme Guide (EPG) interface can be mediated and shared in small groups. This

chapter answers RQ 1.

Chapter 4, Shared Use of the TV, reports on Experiments 2 and 3, examining how multi-view
display technology (meaning a separate physical view for each user) can be used to allow for
both independent and shared use of a TV. Experiment 2 (Section 4.1) compares an Android-
based two-user smart TV against both multi-screen and multi-view displays in a collaborative
movie browsing task. Based on the findings in this study, Experiment 3 (Section 4.2) iterates
on this by giving users the ability to transition between casual (viewing both views) and fo-
cused (viewing only one view) modes of usage, and dynamically set their engagement with
other users’ activities. This work provides a foundation for multi-user multi-view smart TVs
that can support collaborative, shared and independent activity on a single shared TV. This

chapter answers RQ 2.

Chapter 5, Appropriating the TV for Multi-Screen Activity, describes Experiments 4 and 5,
firstly examining how awareness of multi-screen activity (i.e. mobile / tablet devices) can be
provided through the TV, and secondly examining how disruptive such usage of the TV is to
existing viewing, and how awareness of ongoing activity in the same space can be provided
non-disruptively. Experiment 4 (Section 5.1) looks at the extent to which multi-screen activ-

ity can be made more accessible to others, through utilizing the TV as a shared focal point
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upon which multi-screen activity can be displayed. Experiment 5 (Section 5.2) builds upon
this work by investigating how disruptive shared, mirrored usage of the TV display can be
to existing TV viewing, and examines ways to mitigate against this disruption given a multi-
view capable TV, allowing for non-disruptive awareness of multi-screen activity occurring

in the same room. This chapter answers RQ 3.

Chapter 6, Synchronous At-A-Distance Use of the TV, describes the implementation (Sec-
tion 6.1) of CastAway, a system for supporting at-a-distance synchronous TV experiences
on an existing smart TV platform (Google Chromecast) using existing applications. Ex-
periment 6 (Section 6.2) describes the evaluation of CastAway in-the-wild by five couples

at-a-distance. This chapter answers RQ 4.

Chapter 7, Usability Of VR HMDs, firstly describes a survey (Section 7.1) into the signif-
icance and prevalence of usability impediments such as being unable to see interactive ob-
jects or proximate persons. Section 7.2 then provides an overview of a generalized solution
to some of these impediments created in collaboration with Daniel Boland, in the form of
Engagement-Dependent Augmented Virtuality, where reality can be selectively incorporated
as and when necessary based on inferred user engagement with reality. It then presents a
study, Experiment 7 (Section 7.3), examining how the concept of Engagement-Dependent
Augmented Virtuality can be applied to the presence of others in the same room. This chap-

ter answers RQ 5.

Chapter 8, At-A-Distance Media Consumption Using VR HMDs, describes Experiment 8
(Section 8.1) examining how VR HMDs can enable shared and synchronous at-a-distance
VR experiences. Shared immersive experiences are compared to physically co-viewing to-
gether, and co-viewing together at-a-distance using the TV for both viewing and communi-

cation. This chapter answers RQ 6.

Chapter 9, Discussion and Conclusions, reviews and summarises the research in this thesis,
discussing the novel contributions made, and how each research question was answered in
turn. Limitations of the research are discussed, and avenues of follow-up research building

upon this work proposed.



2. LITERATURE REVIEW

THIS chapter reviews the existing literature related to the Research Questions, specifically
examining work regarding collaboration, TV use, and VR HMDs. The review begins by
examining collaboration and sharing in collocated intimacy groups in Section 2.1. This sec-
tion first looks at the role awareness plays in being able to collaborate; what is awareness,
why does it aid collaboration, how is it come by and facilitated through technology, and
what kinds of awareness are necessary during collaboration. Engagement is then presented
as a theoretical underpinning for how attention and awareness can be managed, through
the casual-focussed continuum [175], with engagement being the extent to which a per-
son wishes to attend to, or have awareness of, a given activity. This section then discusses
relevant examples of computer supported collaboration and sharing, before ending in a dis-

cussion of the psychology and makeup of groups that collaborate.

Section 2.2 surveys the social importance of the TV, and how the role of the TV has changed
given the advent of multi-screening. The outcome of this is a reasoning as to why multi-user
use of the TV should be explicitly designed for and facilitated, and a discussion as to how
this might be accomplished (RQ 1, 2 and 3).

Section 2.3 then discusses how the social role of the TV need not be contained to the four
walls of the living-room, by examining how synchronous media consumption can help to
maintain and support relationships at-a-distance, through shared and synchronous media

consumption combined with computer mediated communications (RQ 4).

Section 2.4 finally reviews the resurgence of VR HMDs, and their potential to supplement, or
in some cases supplant, the TV when consuming immersive media experiences. This section
then reviews how mixed reality can be used to incorporate elements of reality in virtuality,
and examines existing usability issues and the potential roles that VR HMD may fill in the
home and at-a-distance (RQ 5 and RQ 6).



CHAPTER 2. LITERATURE REVIEW 9

Finally, the chapter ends with a summary of the most important outcomes from this review,
which have shaped the Research Questions and so provide context for the contributions of
this thesis.

2.1 COLLOCATED COLLABORATION AND SHARING

2.1.1 WHY DO PEOPLE COLLABORATE?

Collaboration is the means by which a group can work together to achieve a shared goal
or aim. Whilst collaboration is often a focus of Computer-Supported Cooperative Work
(CSCW), collaboration can occur in many contexts outside of work. For example, collabo-
ratively searching for entertainment [151], such as trying to find a movie to watch together,
could be conceptualized as a loosely-coupled collaborative task (meaning there is a degree of
autonomy between those in the group) [173]. In searching for a movie to watch, people can
browse independently (e.g. using phones and tablets) or together (e.g. using a smart TV),
and can transition between shared and independent activity as they see fit, given the correct
tools and technological support. Such tasks can be performed independently or together, but
the eventual outcome (e.g. having to select an acceptable movie for the group) necessitates
collaboration, and collaboration is the means toward reaching this outcome quickly and effi-
ciently (according to whatever decision scheme they are employing, as will be discussed in
Section 2.1.5.4).

Collaboration frequently occurs through search activities. Morris [149] first surveyed col-
laborative web search practices in 2008 through a survey (n = 204) distributed to Microsoft
employees. Of these respondents, 53.4% had cooperated with other people to search the web,
with 86.1% having conducted collocated cooperative searches, typically with small groups
of two (80.7%) to three or four (19.3%) people. The search activities they tended to con-
duct included travel planning (27.5%), shopping (25.7%), and social planning (12.8%). In
2009 Morris et al. [6] found that, of the collocated searches that occurred in the home, 58%
were informational searches, with the majority of searches being spontaneous (70.6%) and
lasting only a few minutes (64.7%), occurring in pairs (70.6%) or groups of three or four
family members or friends (29.4%). Most searches were conducted using a single, shared
machine (laptop/desktop) (76.5%). Morris revisited this topic in 2013 [151], this time sur-
veying members of the public (n = 167), finding that 65.3% had performed collaborative
search, for topics such as news and current events, travel, entertainment, restaurants and so-
cial events. These papers affirmed the prevalence of collocated synchronous collaborative
search in small groups in everyday life, with technology, in the form of PCs, phones and

tablets, playing a significant role in facilitating this behaviour.
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2.1.2 AWARENESS

The role of technology in collaboration is not, however, limited to providing each user with
a conduit for search activity to occur. Technology can also facilitate more efficient collab-
oration, through providing shared awareness of activities and actions, and through utilising
interfaces, displays and interaction techniques that better support cooperation. Awareness
in CSCW is a broad (and at times problematic [189]) term that encapsulates various types
of group awareness, be it being aware of who is there, what they are doing, what they are
interacting with, what their focus of attention is, or even what their awareness of you is. It
is a cornerstone of collaboration [50] and coordination [12], providing “an understanding of

the activities of others, which provides a context for your own activity” [50].

For nearly three decades, the concept of awareness has been explored in CSCW and HCI. A
variety of definitions, models, and frameworks have been theorised and investigated in that
time, continually redefining what awareness means. Whilst the definition of CSCW implies
that research within this area is oriented toward collaboration in the workplace, it has been
widely recognised that this name is no longer accurate, with parts of the CSCW community

rightly pointing out that:

“‘Computer Supported Cooperative Work’ has lost its relevance. Computers are
no longer the only digital device of interest... Digital technology is no longer
confined to a support role... The focus was initially on small groups for which
cooperation was the norm, but today’s digital world features hacker attacks,
spam, privacy concerns, conflict, and competition.... In 1985 systems capable
of supporting groups were mainly affordable in corporate work settings. It’s
different now.” [77]

This is reflective of the contribution made in areas such as awareness: whilst concepts arose
within the context of workspace collaboration, these concepts are often broadly applicable
to a variety of other contexts, and it is given this view that relevance is found in applying

workplace concepts of awareness to collaboration and cooperation in the home.

2.1.2.1 ORIGINS

The concept of awareness has been defined and redefined repeatedly during the lifetime of
CSCW (see [178, 75] for in depth historical overviews of the field). Awareness was first
introduced within the auspices of workplace collaboration; early work in CSCW centered
around examining how collaboration was conducted, how existing processes succeeded or

failed in facilitating collaboration, what interactions occurred between collaborators, and
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what effect environmental factors and context had on the ability to collaborate. For example
Kraut ef al. [116] examined scientific collaboration, finding that physical proximity was
significant factor in determining whether collaboration arose. They stated that “increased

awareness of the attributes of one’s neighbours allows one to choose partners judiciously™.

This work motivated the beginnings of awareness research, specifically in the areas of “me-
dia spaces”, a means toward replacing the need for physical proximity by employing shared
audio and visual spaces. Such spaces enabled informal awareness, the knowledge of who is
around and what they are doing. Often the aims were to overcome the barriers to collabo-
ration that distance introduced. The first media space developed by Xerox PARC [205] was
used as a means toward linking offices which did not have adjoining commons areas, by uti-
lizing idle teleconferencing equipment to provide permanent video feeds which maintained
background contact with other offices and allowed for informal interactions (i.e. unplanned,
unscheduled, ad hoc) to take place. Research into media spaces quickly converged on a

consistent concept:

“To support informal interactions, people need to be aware of others’ presence,

activities, and availability” [178].

In formalizing the concept of awareness, there arose three methodologies / frameworks that
are most pertinent to this thesis, which will be discussed in turn: event-based awareness,

spatially-based awareness, and workspace awareness.

2.1.2.2 EVENT-BASED AWARENESS

Event-based awareness offered a markedly different way of garnering awareness compared
to persistent and shared media spaces. Instead, users could state the kinds of information
they were interested in, and have this information delivered directly and discretely, for ex-
ample via audio notifications, whilst unwanted information was filtered out. This was first
formalised in the Khronika system [130] where senders and receivers of notifications were
effectively decoupled allowing for the events generated by senders to be forwarded only
to interested participants. This was then extended by Fuchs et al. in the “Event-Pipeline
Model” [60], where additional filtering capabilities were introduced, for example allowing
the senders of events to set appropriate levels of privacy which would then be automatically

enacted by privacy filters before the event information was utilized further.

2.1.2.3 SPATIALLY-BASED AWARENESS

A more extreme example of decoupling the senders and receivers of events came about in the

form of the COMIC awareness model [15] which relied on a spatial metaphor for determining
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awareness:

“Control (is) given to the provider as well as the recipient — the provider controls
their nimbus, or the information they are sending, and the recipient controls their

focus, or how they pay attention to the information around them” [178].

The application area for their work was in immersive 3D worlds, with a users awareness of
objects being based on their focus, and on the reach of an object’s nimbus, but this concept
hints at a property that will be revisited in subsequent chapters of this thesis. To have aware-
ness two conditions must be met: the system must provide the capability to become aware,
and the user must choose to use this capability. Moreover, awareness is not binary; there
are degrees of awareness. A system might unobtrusively provide only some pertinent details
to minimize cognitive load, or it might provide a complete view of others’ activities, and in

both cases the user retains the capability to vary their attention to what is provided.

2.1.2.4 WORKSPACE AWARENESS: “WHAT YOU SEE IS WHAT I DO”

Arguably the most influential work in this area was in defining the types of awareness that

could arise in group contexts. Gutwin and Greenberg [79] defined group awareness as:

“The up-to-the-minute knowledge of other people’s activities that is required
for an individual to coordinate and complete their part of a group task. Group
awareness is maintained by keeping track of information such as other partic-
ipants’ locations in the shared space (where are they working?), their actions
(what are they doing?), the interaction history (what have they already done?),
and their intentions (what are they going to do next?)” [79]

This definition aligned with prior research into awareness, for example Dourish and Belotti
[50] defined it as “an understanding of the activities of others, which provides a context
for your own activity”. The key difference was in how Gutwin and Greenberg summarised
the individual aspects of group awareness, in terms of informal awareness, group-structual

awareness, social awareness, and workspace awareness [81].

Informal awareness referred to the knowledge of who is around and what they are doing, “the
glue that facilitates casual interaction”. A notable example of this was in Greenhalgh and
Benford’s work [73] regarding collaborative 3D spaces, where awareness was quantifiably
based on the user’s view of the object of their awareness. If the object was in the periphery of
their view, they would have a lower awareness due to a lower potential to receive information

from it.



CHAPTER 2. LITERATURE REVIEW 13

Social awareness referred to “information that a person maintains about others in a social
or conversational context”, essentially the social signal processing [223, 224] innately per-
formed to understand and interact with others in shared spaces. There have been systems that
have exploited and exposed these social cues, for example through providing gaze awareness
[105].

Group-structural awareness referred to knowledge about the roles, responsibilities, statuses,
and positions on issues within groups; essentially examining group hierarchies and social

decision schemes (see Section 2.1.5.4) from a workplace perspective.

Element Relevant Questions
Identify Who is participating in the activity?
Location Where are they?
Activity Level Are they active in the workspace?
How fast are they working?
Actions What are they doing?
What are their current activities and tasks?
Intentions What are they going to do?
Where are they going to be?
Changes What changes are they making?
Where are the changes being made?
Objects What objects are they using?
Extents What can they see?
Abilities What can they do?
Sphere of Influence Where can they have effects?
Expectations What do they need me to do next?

Table 2.1: Initial definition of elements of workspace awareness, be they past, present, or
future [81].

The final aspect discussed was that of workplace awareness, the most relevant to this thesis.
Workplace awareness referred to maintaining knowledge about “others’ interaction with the
space and its artifacts”. Workspace awareness was broken down into a number of elements,
as seen in Table 2.1, consisting of aspects of current and past activity which constituted
workspace awareness. Gutwin and Greenberg additionally described how this awareness

was obtained, suggesting that information could be gathered through:

Direction Communication e.g. Explicitly communicating information about their activity.

Indirect Productions e.g. Actions that are intentionally publicly available that convey in-

formation about their activity.
Consequential Communication e.g. observing or listening to activity.

Feedthrough e.g. observing the effects someone’s actions have on shared artifacts.
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Environmental feedback e.g. indirect or abstract measures which are impacted by other’s

activity

They applied aspects of these concepts to a series of widgets for conveying workspace aware-
ness. Of significant note amongst these was the “What You See Is What I Do” widget
whereby the screen space around other user’s cursors was captured and presented to collab-
orators, allowing them to have a continuous but limited insight into their activity presented
on their display, with the rest of the display allotted to their own task view, as seen in Fig-
ure 2.1. This is notable because it gave users the ability to determine what portion of their
own workspace was dedicated toward providing an awareness of other’s activity (identity,

location, and actions) albeit with a deliberately limited view of said activity.
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Figure 2.1: Gutwin and Greenberg’s [81] “What You See Is What I Do” widget. The left
window displayed the area directly around the remote user’s cursor to the local user, whilst
the right window was the portion of the local user’s display left over for their primary task
view.

This view of workspace awareness was further refined, most notably by Greenberg and
Gutwin [80] and Schmidt [189]. Greenberg and Gutwin [80] specifically elaborated on ele-
ments related to work in the present (see Table 2.2) and the benefits of workspace awareness
(see Table 2.3).

Of particular note are the subsets of workspace awareness regarding what users are doing:
action and artifact awareness both rely on direct knowledge of the activity of others, be it
abstracted in some form (e.g. “they are browsing horror movies”) or direct (e.g. being able
to view the activity of browsing horror movies as it is conducted). Of further note are the

aspects of view and gaze: should an observed user be aware that you are currently focussed
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Category Element Specific questions
Who Present Is anyone in the workspace?
Identity Who is participating? Who is that?
Authorship Who is doing that?
What Action What are they doing?
Intention What goal is that action part of?
Artifact What object are they working on?
Where Location Where are they working?
Gaze Where are they looking?
View Where can they see?
Reach Where can they reach?

Table 2.2: Refined definition of elements of workspace awareness relating to the present
[80].

Activity Benefit of workspace awareness
Management of Assists people in noticing and managing
coupling transitions between individual and shared work.

Allows people to use the workspace and artifacts
as conversational props, including mechanisms of
deixis, demonstrations, and visual evidence.
Assists people in planning and executing
low-level workspace actions to mesh seamlessly

Simplification of
communication

Coordination of

action .
with others.
C Allows people to predict others’ actions and
Anticipation . .
activity at several time scales.
. Assists people in understanding the context where
Assistance

help is to be provided

Table 2.3: Benefits of workspace awareness [80].



COLLOCATED COLLABORATION AND SHARING 16

on their activity? Perceived visibility [19] has been shown to have a significant affect on
awareness checking behaviour for example, with users likely to check a partner’s display
more often when they believe their partners do not know that they are checking, or when the
task is time-constrained. And to what extent should you be able to focus on their activity, for
example only receiving a subset of their view as previously discussed with the WYSIWID
widget, or perhaps duplicating views entirely, either in miniature (e.g. an over-the-shoulder
view [81]) or in full (e.g. relying on view slaving to switch to another person’s view in full
detail [81, 80]).

These concepts have been taken to extremes in recent years, for example Tee ef al. [207]
facilitated artifact awareness through screen sharing for distributed groups, whereby portions
of others’ screens were conveyed in miniature, with the ability to selectively raise larger
views of a screen to get more detail, as well as the ability to engage in remote pointing. They
found that, in addition to the benefits outlined in Table 2.3, facilitating this type of awareness
increased the possibility of serendipitous interactions (derived from casual interaction theory
[116], an examination as to the effect of physical proximity on work and cooperation), be

they conversation or collaboration.

2.1.2.5 TECHNOLOGY, DESIGN TENSIONS, AND PRIVACY

A systematic review of awareness technology by Gross [74] broadly categorised the under-
lying systems in terms of either facilitating coexistence awareness (“‘users’ mutual person-
oriented information on each other”) and cooperation awareness (“users’ mutual information
on their activities — either as background information in a collaborative working environment,
or as foreground information in a cooperative application”). Systems that exemplified coex-
istence awareness approaches included media spaces and collaborative virtual environments,
whilst cooperation awareness was exemplified by systems such as shared workspaces, or

group editors.

The technologies that underpinned these systems were categorised as awareness information
environments (analogous to the event notification framework discussed previously), sensing
technology (capturing the data used to support the awareness technology whilst taking into
account privacy for example), awareness information presentations (presenting this aware-
ness information graphically, ambiently etc.) It is upon these technologies that models (like

the previously mentioned Workspace Awareness Model) are applied.

In sensing events, and exposing information regarding activity, there are also issues regarding
how to determine whether said data needs to be censored or blocked on the basis of privacy
concerns. Gross [74] stated the “design tension is the antagonism between sharing awareness
information and maintaining privacy”, citing Hudson and Smith’s [99] salient point that “the

more information transmitted, the more potential for violation of one’s privacy”.
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Early approaches to ensuring privacy violating details were removed utilized transformations
of what was being conveyed. For example Hudson and Smith [99] modified video footage
such that instead of conveying a full view of the person on the video, blocky shadows took
their place, superimposing these shadows on a still image of the room they were in. More ab-
stract representations were also utilized, for example Pedersen and Sokoler [170] conveyed
information regarding activity or how many people were present through drifting clouds,
mechanical toys, and temperature. Others removed privacy violating details, for example
Junestrand et al. [108] developed a conceptual home with public and private zones for fa-
cilitating video communication, whereby anything outwith a public zone would be filtered
out from the video feed, and shared awareness was only facilitated in public zones. In these
ways information could be selectively filtered. However, this filtering can also be achieved
through an element of obfuscation or blurring. For example, Tee ef al. [207] allowed users
to screen-share at a given resolution, thus users frequently shared at a significantly lower
resolution that their display was operating at to intentionally obscure what was being com-
municated, whilst also finding that users wanted the ability to selectively filter or obscure
elements of the display space. Interestingly, they also found that some multi-monitor users
would dedicate one of their displays to be the shared presentational display, thus artifacts
that they were willing to share awareness of were often moved onto this monitor, whilst the

other monitor remained private.

Whilst the utility of filtering through blurring for preserving privacy has been previously
questioned [160], techniques such as filtering or blurring offer the possibility of controlling
the amount of awareness that is possible. Models and frameworks have been designed that

attempt to rectify this privacy problem, for example Palen and Dourish [167] suggested that:

“Privacy management is a dynamic response to circumstance rather than a static
enforcement of the rules; that it is defined by a set of tensions between com-
peting needs; and that technology can have many impacts, by way of disrupting
boundaries, spanning them, establishing new ones, etc.” [167]

They discussed privacy in social psychology terms, framing privacy as the tensions between
multiple boundaries: disclosure (what a person chooses to disclose or withhold, what they are
required to disclose etc.), identity (the boundary between self and other, examining privacy
as a social phenomenon, so for example what a person makes public in certain contexts,
and how they choose to present or modify this information) and temporality (persistence of
actions and information, and how privacy is taken into account in terms of past / present /

future).

Boyle and Greenberg [23] took an interdisciplinary approach to the description and facilita-

tion of privacy, with the Privacy Grounding Model [182] building upon this work, suggesting
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the design of signalling and grounding mechanisms in awareness applications. They demon-
strated an instant-messaging implementation where users could, for example, signal they had
attended to a received message but declined to respond until later, without requiring further
interaction to convey why this was the case, or when they would respond, an approach that

supported “autonomy on the basis of ambiguity”.

There are also issues regarding whether or not the exposed information, privacy filtered or

not, should be conveyed as is, or be manipulatable:

“There is an implicit assumption in much awareness research that people desire
accurate information about others, and to convey accurate information about
themselves. We believe this assumption to be problematic... In communication,
people frequently draw on the ambiguous properties of certain media to maintain
plausible deniability about having received messages at all, avoid confrontation
about possible threats to self-presented identity, as well as to encourage or dis-

courage rapid response to a query” [83]

Hancock et al. [83] suggested that within the scope of communicating awareness there lies
significant ambiguity: people are inherently quite good at manipulating what they convey to
others as and when necessary, whilst Tee ef al. [207] framed this in terms of disinformation
(intentionally inaccurate information). Hancock et al. proposed “butler lies” as one of the
ways in which this information is often manipulated, describing them as “lies that allow for
the polite initiation and termination of conversations”, whilst Tee ef al. suggested that this
represented self-appropriation or self-scrutiny: “people monitor what they are sharing and

manage the impression that they give to others”.

From privacy, to ambiguity, to outright lies, the question as to what should be communicated
regarding an awareness of others is not straightforward to answer. Whilst sensing technol-
ogy or view-slaving can provide absolute precision and detail regarding activity, users may
wish to censor that communication, filter or blur it, augment and modify it, or even discard
it and provide entirely different information, and these capabilities can be designed for or
can arise through user appropriation of a given system. Additionally this information may
be unwanted in the first place, and thus significant thought must be given to both what is
available to be made aware of, and how to enable users to selectively engage or ignore this
information to the degree required. This tension between providing awareness whilst main-
taining privacy is widely applicable to other contexts. For example, if given the capability
to share your personal TV viewing habits with others, to what detail would it be acceptable
to share? Is it sufficient to show what programs were watched, or when they were viewed?

How this tension is resolved is a function of many things e.g. the control given over what is
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shared, the capability for privacy filtering, the context of use, with whom information is be-
ing shared etc. Thus there is no one universal answer; instead, this tension must be resolved

uniquely for each awareness system.

2.1.2.6 ATTENTION AND ENGAGEMENT

“The very word “awareness” is one of those highly elastic English words that
can be used to mean a host of different things. Depending on the context it may
mean anything from consciousness or knowledge to attention or sentience, and

from sensitivity or apperception to acquaintance or recollection” [189]

Schmidt [189] summarised a number of problems with awareness in CSCW, for example in
terms of its diversity of use and meaning (e.g. ‘passive awareness’, ‘background awareness’,
‘mutual awareness’ etc.) of which this literature review has illustrated only a few, and in

terms of the relationship between the definition of awareness, and the concept of attention:

“Whereas awareness... is conceived of and defined in terms of ‘focus’, other
CSCW researchers emphatically distinguish the phenomenon of ‘awareness’
from ‘attention’ or ‘focus’ by defining awareness as ‘information’ that ‘is be-

ing gathered passively, while other workplace activities progress’ ” [189]

Schmidt took issue with the lack of understanding CSCW research had regarding what users,
referred to as actors, displayed to the world, and what they perceived or monitored, and
how this related to the “tunnel vision” concept of focus and attention, positing a number of
Research Questions relating to how the activity and actions of those surrounding an actor

contribute to the actors capability to operate and collaborate effectively.

Awareness could be actor driven (using senses and innate / learned capabilities to process
the actions of others and the social context of a space) or technology driven (e.g. a vibrating
phone informing the owner of the nearby presence of a friend that they missed), leading
to significant complexity in terms of trying to define the interactions that occur, and the

behaviours and capabilities required, to arrive at a specified level of awareness.

This returns to a point made earlier: to have awareness the system must provide the capa-
bility to become aware, and the user must choose to use this capability, and the result of
the interaction of these two factors is a dynamic and varied amount of awareness that is
difficult to quantify or control. The variation in a users attention to, and involvement in,
another’s activity can, however, be formalized in terms of engagement. Pohl & Murray-
Smith’s focused—casual continuum describes interaction techniques according to the degree

to which they allow users to determine how much attention and effort they choose to invest
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in an interaction i.e. the ability to adapt how engaged they are [175]. In applying this concept
to awareness, a user might maintain a casual awareness of another’s activity, focusing only
when necessary. In the movie browsing example, if a couple is collaboratively searching for
a movie to watch together, the casual state could be maintaining a base awareness of what
genre of movie a partner is looking at, whilst the user could move to a more focussed state
when that genre was of particular interest to them, or when a partner suggests a potential

movie to select.

The general concept of awareness has persisted through a variety of iterations and sub-
categorisations in CSCW, in part due to this broad definition and applicability, and due to
the fundamental reliance on awareness that collaboration has. It is in the definitions of
awareness within the work of Gutwin and Greenberg that this thesis will most rely upon.
Moreover, this thesis refers to a users involvement and attention to an awareness mechanism

in terms of their engagement, and thus their position on the focused—casual continuum.

2.1.3 COMPUTER-SUPPORTED COLLABORATION

Recent work in collocated group interaction has typically been influenced heavily by the
devices and technologies that have became available, technologies such as mobile devices,
large displays, n—display systems, tabletops, and groupware (systems integrating various de-
vices and platforms for collaboration). Collaboration in collocated groups has predominantly
been a business domain problem, namely: how can teams work together more efficiently.
Commercial systems like Mezzanine [102] (see Figure 2.2) work in concert with a variety of
display devices (be it laptops, tablets, phones, wall-displays etc.) and input devices (tablets,
laptops, and phones, as well as pointing equipment, remote controls, etc.) to present a unified

space for business activities for multiple users across multiple rooms.

However, such systems are less appropriate outside conferencing environments, given that
presentation media available are likely to be fewer, and less predictable. At any one time,
there might be multiple smartphones and tablets, but this number might vary significantly.
In terms of display surfaces, there is typically only a single, shared TV on the walls, with
technologies such as smart wallpaper and tabletop displays still in their infancy in terms of

consumer adoption.

Work within the HCI community has tended to focus on feasible ways in which an environ-
ment might be co-opted, or augmented to support collaborative interactions. The presence
of new display technologies is frequently assumed. For example tabletop interaction lends
itself well to this work, given the prevalence of tabletops in living rooms combined with
the potential for suitable display technologies to be built-in. The support provided by these
displays comes in the form of systems and interaction techniques that provide awareness of

activity, and make other’s activities accessible to those that are collaborating.
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Figure 2.2: Oblong Industries Mezzanine system for collaborative conference rooms [102]

2.1.3.1 SINGLE AND MULTI-DISPLAY GROUPWARE

Given the importance of awareness, there have been a number of studies and systems exam-
ining how awareness can be facilitated, thereby improving a small groups ability to collabo-
rate. For example in collaborative web browsing Schmid et al. [187] explored multi-device
collaborative search where multiple mobile devices could concurrently control one or more
web browsers on a physically shared display, whilst CoSearch [5] enabled collocated col-
laborative web search using a shared PC and multiple mice, showing that this preserved
communication and collaboration. In both cases, all users involved had the option of attend-
ing to any search activity within the group that was currently on going, essentially meaning

that awareness was completely dictated by user engagement.

Such approaches are often termed Single-Display Groupware (SDG), meaning that users in-
teract via a single shared display, and are typically collocated and close together. Within
SDG, work has centered around shared displays or tabletops facilitating multiple users, for
example via multi-touch [152] or partitioning the display to accommodate multiple inter-
faces or activities whilst avoiding interference. For example, Tse et al. [214] found that
users would partition this shared workspace themselves to achieve a level of optimality in
their collaborative work, whilst You et al. [233] used computer vision techniques to detect
users and partition and rearrange personal space on a shared display, introducing additional
functionality without compromising usability. Bolton et al. [22] examined spherical dis-
plays, which were found to improve performance in cooperative tasks over flat space with

dividers and the ability to “peek’ at what was occurring.
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Shared displays have been used not just to facilitate digital cooperation, but to aid groups in
collaborating more fairly. DiMicco et al. [46] presented groups with a shared display detail-
ing speaker-participation rates, and found that the feedback of this knowledge influenced the
behaviour of group participants: over-participators lowered the amount they spoke, whilst
under-participators increased. Wallace ef al. [225] found that shared virtual workspaces
facilitated decision making, and synchronized group activity via body language and gaze,
whilst Lindley ef al. [124] found that they were as enjoyable as tangible social interactions
(in the form of passing photos around), in terms of verbalization/gesture metrics. Bachl et
al. [9] unified tabletop surfaces with personal displays in the form of tablets, enabling a
variety of transfer techniques for moving content from the personal displays to the shared
space. Performance was worse with the tablets, but the participants preferred them, and felt
forced to collaborate when they did not have them. Indeed, there have even been attempts at
creating ad hoc shared visual displays from mobile devices, in projects such as ‘“Pass them
around” [131], where devices could be tiled/huddled to create one shared display surface, in

this case for photo-sharing.

In contrast, Multi-Display Groupware (MDGQG) leverages additional displays to provide ele-
ments of task independence, for example supporting personal and shared workspaces [226],
shared workspaces and public displays [156] and other such permutations of personal, pri-
vate, and shared workspaces [208]. Plaue ef al. [174] demonstrated the benefits of MDG
over SDG directly by examining teams completing a sense-making task (trying to under-
stand a dataset to solve a problem) using either a single display, side-by-side dual displays,
or opposing dual shared displays. They found that “the location of the second shared dis-
play significantly impacted the ability for teams to make logical connections amongst the
data. Users were also significantly more satisfied with the collaboration process using the

side-by-side dual display condition”.

The distinction between SDG and MDG can become blurred in such cases, as the differ-
ence between two displays side-by-side versus a large display that is partitioned is largely
semantic. However, the fundamental point is that having a shared focal point for activity
provides more awareness. Conversely, having multiple personal displays has been shown to
offer “sheltered” personalized workspaces with less visual distraction, with the end result of

better supporting individual cognition [227].

The LunchTable [156] system exemplified the MDG approach, whilst attempting to retain
some of the benefits of having shared focal points, by integrating a multi-touch tabletop
display with a large, vertical display for rich information. Manipulation of content tiles, and
input mechanisms, were available on the touch display, whilst the vertical display presented
this content to the group. Systems such as LunchTable enable those that have access to the
tabletop to influence the direction of events. They also share some notable benefits: they

encourage physical congruence, the collaborators are forced to share the same visual scope,
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and have full awareness of what others are doing, and they can inhabit spaces in a non-
invasive manner. However, they are not without problems, namely that physical access to
the tabletop is required, that the tabletop demands their attention, thus, temporarily at least,
drawing it away from anything else, and most notably, for some collaborative tasks, a table

is unlikely to be the ideal focal point of a group.

2.1.3.2 MULTI-VIEW DISPLAYS

Some of the problems with LunchTable are common to SDG and MDG approaches. SDG
provides a shared focus of attention and thus activity [74], which has been shown to signifi-
cantly improve users’ ability to collaborate [227]. However, having to share a single display
is a significant constraint in terms of available workspace and denies users the ability to
transition toward more independent or private activity easily. In contrast, MDG allows for
task independence and selective or casual awareness. However, this necessitates that there be
multiple potential displays to attend to, with awareness managed via gaze transitions between
the available displays. Such designs are both costly, requiring many devices, and effortful,
requiring interaction techniques be designed to enable efficient use of the available displays

and presentational surfaces.

To overcome said problems, one potential approach is to employ multi-view displays. These
are capable of providing two or more independent views to one or more users. There are a
number of technologies that are capable of achieving this aim [49], which will be discussed

in turn.

LENTICULAR DISPLAYS These rely on sheets of lenticular lenses atop a standard LCD
screen. Each lenticule directs light from a given subpixel, thus lenticular sheets can be
designed to simultaneously direct subsets of subpixels in given directions, allowing for the
creation of multiple views based on gaze angle. The design of the lenticules (in terms of
width, radius, backing sheet thickness, and orientation) can be adjusted to support the desired
number of views, however as the number of views increases, the spatial resolution of those
views decreases e.g. [123]. Lenticular displays are forming the basis of the next generation
of glasses-free consumer 3DTVs! and thus there is a reasonable expectation that displays

capable of glasses-free multi-view will become a consumer reality.

PARALLAX-BARRIER OR MASKED DISPLAYS These employ masks, be they singular port-
holes [113], or a series of holes or slits [172], to control what subpixels are viewed at a given

angle. These masks can be opaque sheets, or dynamic (e.g. liquid crystal sheets as used in

'www.tomsguide.com/us/streamtv-glasses-free-3d-works,news-20270.html


www.tomsguide.com/us/streamtv-glasses-free-3d-works,news-20270.html

COLLOCATED COLLABORATION AND SHARING 24

MUSTARD [110]), with the properties of the slits/holes determining the number of views,

brightness, resolution, and crosstalk?.

TWISTED NEMATIC LCDS Solutions that do not have additional hardware requirements
beyond the initial display have also been developed, for example Kim et al. [111] exploited
the properties of TN LCD panels (a common LCD panel type) to provide two views based

on viewing angle.

ACTIVE-SHUTTER DISPLAYS This solution employs displays with high refresh rates com-
bined with LC (liquid crystal) active shutter glasses to selectively reveal or mask frames as
they are displayed. For example, given a display of X Hz, and a number of users n desiring
independent views, there would typically be X /n frames per user to display said n views.
To maintain the effect of motion, these frames would be displayed sequentially 1..n. If it
is assumed n = 4 and X = 240 Hz, then there would be 60 Hz per user. This would be
displayed as follows: first the frame for view n = 1 would be displayed (for a duration of
approximately 1sec/240 = 4.16ms) followed by the frame for n = 2, n = 3, and finally

= 4, at which point the process would loop. In this way, each view would have 60 Hz of

apparent motion spread across each second.

To block frames that are not meant to be viewed by a given user, for example being the user
assigned to the view n = 1 when frames for n = 2/3/4 were being displayed, active shutter
glasses are used. Their liquid crystal lenses have the capability to block those frames from
view by turning from transparent to opaque. For this to be effective, the active shutter glasses
must be capable of operating at the same refresh rate as the display, in synchrony such that
the correct frames are revealed or hidden as appropriate, typically achieved via IR or RF

signalling.

Of the multi-view display technologies discussed, active-shutter displays are the most com-
mon and capable currently, with consumer TV’s typically utilizing this technology for 3D
multi-user stereoscopic views, but also multi-view. For example LG “dual-play’® supports
two player views for gaming, whilst Samsung “Multi-View” displays* and Sony “Simul-
view” displays support two-player stereoscopic multi-view on the same display for gaming

and concurrent 3D media consumption.

Active-shutter displays allow for relatively low amounts of crosstalk whilst retaining high

frame rates and image fidelity, albeit at the expense of brightness due to the amount of time

2Crosstalk: the extent to which one image is retained into the subsequent image. For example, given a
two-view multi-view display, where one view is a car, and the other a boat, crosstalk would be manifested as
the boat being visible (ranging from a faint outline to wholly superimposed) in the car view, and vice-versa.

31g.com/us/tv-audio-video/discoverlgtvs/dualplay

4samsung.com/us/video/tvs/KN55S9CAFXZA

Ssony.co.uk/electronics/televisions/x9000b-series/specifications
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the glasses are in their "shuttered" state. Crosstalk can be minimized by technologies such
as nVidia’s LightBoost® which can significantly improve brightness and minimize crosstalk
through employing backlighting which can be toggled off whilst a frame is being drawn to
the display, or display technologies with faster refresh rates and lower pixel persistence’ such
as OLED displays.

Active-shutter displays have some notable disadvantages. They require that users wear
glasses (which can potentially be uncomfortable and fatiguing, and dim their view of the
world) and there are limitations with respect to the number of views they can feasibly sup-
port. While a 480 Hz display that supported 8 independent views (or 4 stereoscopic views) at
60 Hz is technically possible, each frame would last 2.08ms, meaning that each user would
view an image for 125ms over the course of every second, and darkness for 875ms. It is
conceivable that such a scenario would lead to substantially diminished image brightness,
and the potential for eye fatigue. Thus, such displays are likely to be impractical in terms
of eventual consumer use. However, they are feasible prototyping platforms for examining
multi-view interaction independent of viewing angle for smaller groups, without constraints
regarding image fidelity or frame rate. More fundamentally, they offer the possibility of a
single TV that can support multiple entirely independent users, of particular relevance to RQ
2.

ADVANTAGES AND DISADVANTAGES Multi-view displays can be used by solitary users
or groups, and have a number of advantages over comparable systems in each case, however
more-so in multi-user usage. In single-user scenarios they have been used to present different
aspects of an interface based on view position, allowing users to move their head to peek at
a menu for example [135]. In multi-user contexts, they have been used to support single dis-
play privacyware [195], independent and collaborative activity on table-tops, e.g. Permulin
by Lissermann et al. [125] which supported two users sharing a 1120 Hz two-view display,
or Permulin’s precursor [3], and independent views in groups such as in the case of C1x6
[120] which employed multiple projectors to achieve a 12-view 360 Hz display allowing for

6 stereoscopic views.

It is in terms of multi-user use that multi-view displays have the most potential. Multi-
view displays have the capability for both independent operation and collaboration, with
a shared focus of attention throughout. However, unlike in SDG and MDG, transitioning
between independent and collaborative states, and gaining mutual awareness of the activity
of others (e.g. through glancing, peeking, peripheral vision) must be explicitly designed
for, as users no longer have the ability to manage their visual attention via gaze. This is

a significant problem with respect to collaboration and coordination, as systems utilizing

bgeforce.co.uk/hardware/technology/3d-vision/technology
Pixel persistence: the time it takes a pixel to transition from its previous state to its current state
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multi-view displays must actively communicate the requisite information to allow users to

gain awareness of group activity.

Shutter Glasses

Independent Private Views

"% Private Information
O Shared Information

Figure 2.3: Permulin [125] multi-view tabletop, with the ability to provide both independent
private views, and shared group views, as well as private information within the shared group
views.

Permulin [125, 126] attempted to address this issue by providing a set of behaviours that
enabled users to selectively gain a level of awareness of their partner’s activity. This was
achieved through providing the ability to have both private views, and a shared group view
which could contain private information (see Figure 2.3), as well as the ability to peek at a
collaborators private view to facilitate activity awareness. They evaluated their system across
different collaborative tasks, finding distinctly different usage behaviours across collabora-
tive tasks, with loose coupling featuring more peeking, and tight coupling more sharing, as
seen in Table 2.4.

Collaborative Task Peeking Sharing
Loose 2.25 4.81
Mixed 1.25 5.62
Tight 1.12 7

Table 2.4: Average number of occurrences of peeking and sharing behaviour across groups
for Permulin across collaborative coupling tasks [125].

Permulin both exemplified why multi-view displays have great potential for collaboration,
through providing a shared focus workspace with the ability to collaborate or operate inde-

pendently, whilst also demonstrating the problems faced in trying to provide the capability
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to transition between shared and private views. However, their display management be-
haviours were heavily reliant on use of the touch surface table-top display. More generalised
behaviours for managing full use of the display, and transitions between available views,

would be required if multi-view displays were to be usable in shared TV contexts.

Multi-view displays also bring with them an inherent problem regarding audio sources: given
the ability to have n independent views, there is also the possibility of having n independent
audio streams, however these audio streams may not have the benefit of being filtered out
such that only the relevant audio stream for a view is heard when attending to only that
view. As such, there are issues regarding how these audio streams are managed. In consumer
multi-view displays, this is typically accomplished by using headphones built in to the active-
shutter glasses, however this has notable downsides when considering the social aspect of
TV usage: if you are unable to hear others in your vicinity, you are unlikely to be able to
interact with them adequately. Alternatively, relying on speakers associated with the multi-
view display leads to issues regarding which audio stream should be played back, or whether

they should be interleaved, spatially separated and so on.

2.1.4 COMPUTER-SUPPORTED SHARING AND MEDIATED INTERACTION

Whilst MDG, SDG and multi-view displays can all support concurrent interaction, interac-
tion can also be mediated, and interfaces shared. Sharing and collaboration are often linked.
For example, you might share access or control of a resource to collaborate. However, unlike
in collaboration, in sharing use or control of a system users might have different end goals.
Moreover, implicit in the word sharing are its potential antonyms, like “withhold”, “keep”,
or “monopolize” — a user can choose not to share, or share conditionally. The act of sharing
can have a quantity (lending control only for a time, or allowing only a subset of control), or

can be denied entirely.

Of particular interest in multi-user systems is the sharing of control. Early work regarding
how control of systems could be shared between users focused on solutions similar to the
groupware of today, in that they would attempt to share control of a system designed for
one user at a time (in essence facilitating collaboration). In 1990, Greenberg et al. [71]
demonstrated a means of sharing single-user applications through view-sharing and turn-
taking. It would be easy to dismiss this concept as a relic, given the sophistication of software
systems today, but take the work of Abe et al. [1] published in 2010, entitled “Tolerant
Sharing of a Single-user Application Among Multiple Users in Collaborative Work™. This is

fundamentally the same concept, still in research two decades on. Why?

The idea of adapting single-user systems represents a pragmatic approach, one that is of-
ten deployed due to some constraint preventing the redesign of the underlying single-user

system. Perhaps it is a wish to retain the mental model and learned behaviours users have
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developed, or an acknowledgement that systems designed today are still fundamentally tar-
geted at the single-user model, even though there will be use cases where facilitating use by

multiple users (be it concurrent or sequential) are likely to arise.

Ideally, however, systems would be designed from the ground up to be shared, like the pre-
viously mentioned “Pass them around”. Another example of such a system would be xShare
[127], designed to support sharing control of mobile phones; given the use case where a
phone might be lent to a friend or family member for some transient purpose, xShare pro-
posed the means toward limiting the capabilities of the device to match the reason it was

being shared; sharing, but on the sharers terms, exposing only a subset of functionality.

Sharing does not have to be pro-active; you might not choose to share, so much as relinquish
a resource, or provide an opportunity for a resource to be taken. ‘“Taking as an act of sharing”
[142] did just that, devising a scheme where users could place images in virtual folders on
their mobile devices, and other users could then attempt to take ownership of these images,
giving them the ability to then delete them, keep them, or give them to others. The results of
this were that this improved awareness and connectedness to others; these acts are human-
ising and easy to relate to, and the ways in which the use of this scheme was appropriated

were not negative, but positive interactions, playful and jovial.

Sharing does not have to be enacted by users; a system or resource might also be shared based
on a predefined ruleset. Ballendat ef al. [11] developed a system whereby a large vertical
display enabled media related tasks (browsing, viewing), adapting the presentation based on
the angle and proximity of the user, and pausing when the user was no longer engaged with
the system. In this scheme, the user closest to the system was considered most engaged with

it, thus essentially sharing the system through a hierarchy of proximity.

Identity is another oft-utilized means of sharing a system or resource; Microsoft’s Xbox One
[145] features the ability to discern identity based on voice or facial features, thus allowing
for a variety of hierarchical systems to be implemented as a means to share use of systems.
Identity can be used to facilitate sharing spaces too; ARIEL [107] featured room localization
based on fingerprint tracking and Wi-Fi usage, to better facilitate sharing large, complex
spaces, whilst Kray ef al. [118] featured shared doorplate displays in a residential complex
whose resident-centric presentations could be relinquished temporarily based on the needs

of nomadic users requiring direction.

As previously discussed, Pohl et al. [175] proposed that interaction could be defined by the
extent to which the user was engaged in a task. They suggested that there was a set of scenar-
ios where casual interaction might be better suited for a given task, and that determining this
level of engagement (and thus which form of interaction, casual or focused / engaged) be up
to the user. The system would then adapt depending on how much attention and effort the

user chose to invest. They too discussed proximity, pointing to the fact that the bandwidth
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of user interactions decreases proportional to distance to the device with which the user is
interacting, thus mapping engagement to proximity. However, these approaches may not be
appropriate for collocated groups in shared spaces interacting with media systems. For ex-
ample, the proxemic approach does not take into account the fact that proximity to a media
system is dictated not by engagement, but by seating arrangement, meaning it might be just
as likely to be fully engaged in the system, without being the closest person to said system,
as being entirely disengaged from the system at close proximity, given the variety of seating

arrangements in living spaces.

In contrast, approaches have been undertaken to design “seamless” interaction techniques,
such that, regardless of proxmity, the same mechanics for interaction would be retained.
Clark et al. [37] suggested a proximity-based interface that allowed users to interact with
a media system both within range of touch, and at a distance, transitioning to pointing or
device input when far away. Of note here was the fact that in the evaluation of this system,
the proximity-based interaction was not frequently used; additionally, having the interface

change depending on distance via zooming was found to be counter-intuitive.

This raises some important questions regarding whether an interface should be adaptive
within the domain of the living-room. In the case of proximity for example, is there enough
space typically available such that the interface becomes unusable at a distance and thus
needs to adapt? Moreover, proximity is in all likelihood rendered irrelevant in static seated
contexts, whilst attentional interfaces are muddled by the fact that many users may be attend-
ing to the display, and all may intend to interact with it at some point. Adapting to attention
or seniority is also possible, but fraught with difficulty. If a group of users is currently at-
tending to the display, with one user browsing through available media, to whom should
the display be targeted? Moreover, if a user looks away from the screen, perhaps to talk to
someone, it could be argued that this does not give sufficient justification that they might

want their media paused.

Mortensen et al. [153] examined a TV whose viewing angle could physically change on
the basis of who was in the room. In a controlled study they found that participants with
high status, for whom the TV would prioritize viewing angle, significantly evaluated the TV
as being “polite, attentive, and wanting to be used”, whilst participants with low status per-
ceived the TV as being the opposite. In this way, simple adaptations have both the capability
to enhance viewing, but also alienate viewers if performed unsatisfactorily. Such adaptations
might also have social and cultural implications, contradicting or reinforcing societal norms
(e.g. undermining the control of the head of the household) or cultural norms (e.g. a particu-
lar gesture set being inappropriate) to the benefit of some, and annoyance of others. As such
there remain significant unknowns regarding how such techniques can be applied to group

interaction with media systems across the variety of contexts that occur in the home.
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2.1.5 THE PSYCHOLOGY OF GROUPS

Whilst computers can exert great influence on how a group collaborates, the makeup of
the group itself is also a significant component to be considered. This section will discuss
various psychological concepts in group dynamics. The basis of this discussion is primarily
built upon the work of Forsyth [59] in summarizing decades of research into the behaviour
and operation of groups, however where possible the underlying references (or, in the case

of out of publication work, recent summaries) are provided.

2.1.5.1 WHAT 1S A GROUP?

The definition of a group is commonly considered to be “two or more individuals who are
connected by and within social relationships” [59]. Within this definition, there are various
subsets e.g. dyads (2 people), triads (3 people), crowds (n people, where n is a large and
unruly number), etc. Additionally, the social relationships that form these groups may vary

in terms of strength, longevity or reciprocity.

These groups can be categorised in a variety of overlapping manners e.g. planned, emergent,
task based (brought about by employment or a goal focus), founded (planned by individuals
who remain in the group) etc. The categorisation most pertinent for this thesis is that of
intimacy groups [122], for example friends, couples and families, brought together by strong

social bonds.

2.1.5.2 COHESION

Cohesion refers to the unity of a group, and can be brought about by various factors, from
emotional cohesion (a shared hatred for example), task cohesion (sharing some group-wide
aim), to social cohesion (“the number and strength of mutual positive attitudes among the

members of a group” [129]).

Cohesion is of less importance for the purposes of this thesis than what cohesion brings
about in a media consumption context: is cohesion necessary? This is not as straightforward
a question as it seems. Cohesive groups have been shown to exhibit improved performance.
For example see [154] for a meta-review affirming that cohesion has a small magnitude effect
on performance in small groups. In a consumption context, where productivity and perfor-
mance is not the primary aim, the makeup of a group can be flexible, and engagement can
ebb and flow on an individual level. As such consideration must be given to the entitativity

of a group.
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2.1.5.3 ENTITATIVITY

Entitativity [32] is a measure of whether a group is a collective operating together or a collec-
tion of individuals operating apart, and it is relevant because of the transient nature of groups
consuming media. For example, consider intimacy groups consuming media together. In
some cases, groups could be ascribed to having high entitativity (e.g. why they came to
watch content together in the first place) whilst in others they could be described as having
low entitativity (e.g. when having distinct individual experiences that can be occurring in a
group, like second screening on a tablet whilst simultaneously but inattentively taking part

in a group experience).

Entitativity in this context can be seen as a way of describing the collective engagement of the
group. When the group exhibits high entitativity, they are engaged in a singular consumption
task or activity; when the group exhibits low entitativity, they are behaving as individuals,
and consequently will be less engaged with the group. It could be argued that this is a
manifestation of individualism versus collectivism: that there are times when an individual
might serve his/her own needs over those of the group. However, this is also a failing of
the technology being used. In the case of an individual wanting to conduct a second-screen
type activity, the mechanisms by which s/he might collaborate with others in the group are
limited. Similarly, when control is in the hands of one person, it is easy to imagine others
might become disengaged or disenfranchised from the group activity. Thus, the concept of
group entitativity, and how this ability to step in and out of belonging to this group entity is
facilitated, is of concern to any work looking at group media consumption, in particular RQ
1-4, where technology is intended to intervene to better allow collective operation and thus

improve the entitativity of a group.

2.1.5.4 DECISION MAKING & SOCIAL DECISION SCHEMES

Regardless of the entitativity of a group, decisions may still have to be made. Perhaps,
in attempting to pick a film to watch for the evening, individuals retreat to their personal
devices and collections to browse individually, or perhaps they share the view and control of
browsing one media library. The problem remains the same: how can they effectively make

a decision?

Decision making schemes are necessary because fundamentally “individuals hedonistically
strive to maximize their rewards and minimize their costs” [209, 59]. Thus there needs to
be a mechanism by which the outcome of a decision can favour the overall group, and not
necessarily one individual in that group (although this may well often be the case in some
schemes). Social decision schemes [42, 202] are the mechanism by which the individual’s

preferences are combined into a single group decision. There are a variety of schemes that
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can be described as being social decision schemes, and they broadly come under the follow-

ing categories:

Delegating decisions Individual or sub-group makes decision for entire group e.g. authority

scheme/dictatorship, oligarchy, expert answer.

Averaging Combine individual preferences into some statisticized decision (e.g. everyone

specifying a genre preference, and a best-match being selected)

Plurality Members vote on decisions, with a majority required before a decision can be

taken, or ranking with differing points assigned to options (e.g. Borda count®)

Consensus Require a unanimous decision, often through iterative implementation of other

schemes (like voting)

Random choice Be it the roll of the dice, or a blindfolded selection, etc.

These schemes have a variety of benefits and disadvantages which influence where and when
they might be effective. Delegating decisions, whilst efficient, may not be representative of
the group as a whole, the result of which may be leaving individuals to feel excluded from

the decision making process.

Averaging decisions might lead to group members cancelling each other out leading to an
ill-fitting compromise. Plurality has been shown to consistently be one of the best schemes in
terms of the eventual decision made, and the time/effort it took to arrive at said decision [90],
however there are various issues regarding internal politics, reactions to defeat, behaviour
when the vote is close, and even simple matter of arriving at a majority/how stalemates are
dealt with.

Consensus schemes exhibit high satisfaction from those involved, however they fall into
similar traps as plurality schemes, with politics, pressure to conform, stalemates, and a high

cost in terms of effort to arrive at said consensus.

Random choice, perversely, might well be seen as the most favourable scheme in some ways:
there can be dissatisfaction with the eventual decision, but this dissatisfaction will be limited
to the decision and process, and not focussed on the other members of the group. It also
features low cost/effort, and takes everyone’s opinions into account equally (in that it ignores
them).

Decisions can be framed as being task-based too. Steiner’s taxonomy of tasks [203] looked
at how groups assembled products, defining five tasks types where individual contributions

of members could be combined in different ways e.g.:

8http://en.wikipedia.org/wiki/Borda_count
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Additive Inputs added together

Compensatory Decision made by averaging together individual decisions
Disjunctive Select one solution from the pool of members solutions
Conjunctive All members must contribute

Discretionary Group decides how individual inputs relate to outcome

There is significant overlap with the social decision schemes mentioned previously: these

schemes represent underlying, base ways in which these problems can be tackled.

2.1.5.5 GRoUPS GONE WRONG: FAILURES IN DECISION MAKING, INEFFICIENCY,
GROUP THINK, AND CONFLICT

Regardless of what decision scheme is chosen, there will be problems and dissatisfaction:

“Informed decision-making comes from a long tradition of guessing and then

blaming others for inadequate results” [2]

The decision making process can fail in a variety of ways. For example, indecision can dom-
inate and paralyse groups. Parkinson’s law [169] states that “work expands so as to fill the
time available for its completion; given half an hour to decide what film to watch, it is easy
to imagine the entire time being taken up by debate. Equally, misunderstandings through
faulty listening or limitations in information processing can arise, leading to the wrong de-
cision being taken, and thus the potential for greater dissatisfaction with the process. They
may even attempt to avoid the decision making process altogether, through procrastination,
or satisficing (both satisfying, and sufficing: accepting a low-cost decision as opposed to the

best one for the group).

Groups can also be inefficient: the Ringelmann effect [117] identified group inefficiency as
stemming from loss of motivation, and coordination problems, stating that groups become
increasingly inefficient as more people are added to them. The phenomenon of social loaf-
ing compounds this: when an individuals contributions are unidentifiable, then presence of

others increases the likelihood of “slacking off™.

Groups can also fall into traps: the Abilene paradox [88] (also known as pluralistic igno-
rance) is a scenario whereby a group takes a decision that is contrary to any of the individ-
uals preferences within the group. This happens through miscommunication such that each
member believes their own preferences are contrary to the groups, and thus do not object to

the decision made, leading to the entrapment of the group.
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Groups can even engage in a process known as “Groupthink™ [31, 55, 56], whereby members
attempt to minimize conflict and reach consensus without properly evaluating and consider-
ing the evidence, all possible solutions/viewpoints, or outside influences, essentially coming

to a solution in isolation.

Whilst some of these mechanisms for error may not be relevant to media consumption con-
texts, it is important to understand the variability by which the decision making process can
be co-opted and perverted. And in some, there are pertinent lessons: the Ringelmann effect
for example is likely to be a pressure point for the design of any media system which facili-
tates group usage. If concurrent use of a media system is facilitated, is this opening the door

to inefficiency and coordination problems?

In addition, intrinsic to the process of decision making is that of conflict, and conflict resolu-
tion. Intragroup conflict can be a result of competition, personal conflict, perceived fairness
of a result, perceived procedural justice, perceived distributional justice, lack of communi-
cation etc. The sources of conflict are many, however the mechanisms by which they can be

resolved can broadly be summed up in terms of:

Avoidance Inputs added together
Yielding Decision made by averaging together individual decisions
Fighting Select one solution from the pool of members solutions

Cooperating All members must contribute

Of these, of most relevance to this work is that of cooperation, of which the primary compo-
nent is negotiation, which itself can be described in two ways: distributive negotiation, and
integrative negotiation. Distributive negotiation refers to concessions and compromise until
a middle-ground is reached, whilst integrative negotiation looks for solutions that suit both

sides.

2.1.5.6 CONTEXT AND SPACE

For an intimacy group to be intimate, the context it inhabits must be suitable. The equi-
librium model of communication suggested that “personal space, body orientation, and eye
contact define the level of intimacy of any interaction” [59] (see [10] for an overview), with
adjustments to verbal/nonverbal behaviour used to moderate how intimate a given interaction
1s. Hall [82] suggested that there were interpersonal zones which mediated how intimate a

given interaction might be. He defined these zones as seen in Figure 2.4.

It is reasonable to suppose that if intimacy groups are to be examined, considerations must

be made regarding both the activities they perform (for example gestures encroaching on
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Zone Distance Characteristics Typical Activities
Intimate Touching to Sensory information concerning the Sex, hugging, massage, comforting,
18 inches other is detailed and diverse; stimulus jostling, handshakes, slow dancing
person dominates perceptual field
Personal 18 inches to Other person can be touched if Conversations, discussion, car travel,
4 feet desired; gaze can be directed away viewing performances, watching
from the other person with ease television
Social 4 feet to 12 feet Visual inputs begin to dominate other Dining, meeting with business col-
senses; voice levels are normal; leagues, interacting with a receptionist
appropriate distance for many infor-
mal social gatherings
Public 12 feet or more All sensory inputs are beginning to Lectures, addresses, plays, dance
become less effective; voices may recitals
require amplification; facial expres-
sions unclear
Remote Different Primarily verbal inputs; facial and Electronic discussions, conference calls,
locations other behavioral and nonverbal cues telephone voice mail, e-mail, online

unavailable gaming communities

Figure 2.4: Types of social activities that occur in each interpersonal zone, from [59].

interpersonal zones) and the space they are evaluated within. Indeed, even something as
innocuous as seating arrangement must be considered if a space is to be deemed suitable.
Sommer [198] defined sociopetal and sociofugal spaces. Sociopetal spaces facilitated greater
eye contact and verbal communication, whilst sociofugal spaces discouraged these intimate
interactions. For example, a group seated round a small table would be deemed a sociopetal
space, whilst a group situated on a row of seats bolted to the ground would be deemed

sociofugal, and not condusive to the workings of an intimacy group.

2.1.6 SUMMARY OF COLLOCATED COLLABORATION AND SHARING

In supporting collaboration, firstly consideration must be given to the makeup of the group
collaborating. For the purposes of this thesis, small intimacy groups (meaning friends, fam-
ily, and colleagues) in sociopetal spaces that approximate the living room best represent the

kinds of groupings that occur in living rooms.

Secondly, the collaborative task must be considered. It must be ecologically valid, and rep-
resentative of the kinds of tasks that have been observed being conducted. For example,
shopping, holiday browsing, and movie browsing are all suitable, loosely-coupled collabo-

rative tasks that occur in the home.

Thirdly, the topology and technologies of available displays must be considered. Incorpo-
rating multiple displays and devices can benefit independence at the sacrifice of awareness,
whilst relying on a single shared display can be restrictive to individual use. However, tech-
nologies such as multi-view displays offer the possibility of combining the best of SDG and
MDG.



THE ROLE OF THETV 36

Fourthly, the interaction with these displays and devices, and their associated interfaces, must
be considered. Is it enough to share a single display designed to accomodate concurrent or
mediated use? How can the activities of multiple users be made more accessible through
available shared displays? And how can interfaces be designed for multi-view displays that
offer a viable alternative to such systems? Examining the opportunities in this design space

regarding shared use TV displays is the subject of the next section.

2.2 THE ROLE OF THE TV

2.2.1 WHO Do PEOPLE WATCH TV WITH, AND WHY?

The TV is a central component of home life: in the UK alone there are ~52.2 million [165]
TVs, equating to 2.34s TVs per home on average [217]. The TV offers a large, high-
resolution, gaze-accessible and immersive view of media content, and is often found in both
shared social spaces (e.g. the living room) and private spaces (e.g. the bedroom). Of interest
to this thesis is the former: TVs which inhabit shared social spaces, often used or attended
to by more than one person, as it is these displays that have the ability to significantly affect

users’ capabilities to interact with, be aware of, and collaborate with each other.

The social groups that utilize these displays tend to be intimacy groups, meaning family and
friends. A study by Thinkbox [211] (based on BARB data® for 5100 homes, n ~ 11500)
found that “52% of our live viewing (including single households) is shared, and time-shifted
viewing is even higher at 56%”, with “most shared viewing [conducted] with one other
person”. A report by Ofcom [165] suggested that “people are still coming together to watch
TV in the living room - 91% of UK adults view TV on the main set each week, up from 88%
in 2002” (also based on BARB data). Indeed, this report emphasized the importance of the
living-room TV by stating that people were “increasingly reverting to having just one TV
in their household - 41% of households in 2012 compared to 35% in 2002”, with only 52%
5-15 year olds having a TV in their bedroom, compared to 69% in 2007.

The living-room TV is an important part of homes, with 63% of users polled by Thinkbox
[212] (n = 802) stating that the television is central to their relationship with the living-
room. Why are people drawn toward using the shared living room TV? Whilst there are
likely a number of contributing factors to this (e.g. availability of set-top box content), two
stand out in reviewing consumer TV market research: the quality and size of the display and
its social context. With respect to the quality of the display, a 2012 Ofcom report [164] found
that:

http://www.barb.co.uk/resources/barb-facts/faq
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“In the past 10 years we have seen the development of widescreen television,
HD television, screens getting flatter and very importantly screens are getting
bigger... What this is doing is actually bringing people back into the living room
and television is taking on a new role as a family experience whereas 10 years
ago, in the early 2000s, we were seeing kids, different members of the fam-

ily watching different television shows in different rooms using different sets.”
[163].

With respect to the social context, this report found that 52% of the “individualistic” 16-24
year olds watched TV with the purpose of experiencing it with family or friends, whilst 31%

watched for “a bit of company” (see Figure 2.5).

Similarly, a study by Deloitte [44] (n = 4006, see Figure 2.6) found that for younger age
groups, watching TV together was more enjoyable than watching on their own, with ap-
proximately 60% of 16-18 year olds and just over half of 19-24 year olds holding this view.
Approximately half of 16-44 year olds agreed that “watching TV is a good way of bringing

the family together”. Indeed, watching TV together is a commonality around the world:

It may seem dated, but the image of the family clustered around the living-
room set is an accurate depiction of how most people watch television in most
countries. [sic] People may have strong ideas about what they want to watch, but
what they really want to do is watch together. So the great majority of them first
see “what is on” — that is, what is being broadcast at that moment. Restricted
choice makes it easier to agree on what to watch. If nothing appeals, they move
on to the programmes stored in a DVR. On the very rare occasions when they

find nothing there, they will look for an on-demand video. [200]

This is of note because it is often readily assumed that younger generations are abandoning
TV usage for alternate displays and devices, however this view is not entirely accurate; the

TV remains an important social binding agent in households.

2.2.2 PASS THE REMOTE: PROBLEMS WITH SHARING USE OF THE TV

Given this social context of usage, it might be a reasonable expectation that TV designs have
been refined to support the multi-user settings they inhabit. However, this is not readily the
case, with problems regarding multi-user interaction and the changing role of the TV with

respect to both collaborative and personal / private usage.
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Figure 2.6: Spectrum of agreement with the statement: “Watching TV is a good way of
bringing the family together” Deloitte/Gfk [44].
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2.2.2.1 MANY INPUTS, ONE DISPLAY

Traditionally, management of the TV was based on social conventions developed over decades
of use. Interaction with the TV has iterated upon a single device that is now considered a
de facto standard: the remote control. It is a device of ubiquity and a universally accepted
means of controlling what is displayed. With this ubiquity comes a host of associated man-
agement behaviours through which social use can be accommodated: it can be passed, taken,

shared, relinquished, hidden, denied.

However, these social conventions are in a process of changing, with new interaction tech-
niques relying on alternate input mechanisms and modalities allowing anyone in the room
to exert control. For example, it has become commonplace for modern SmartTVs to bundle
multiple remotes (e.g. a standard button remote and a touchpad or gestural remote). Many
Smart TVs can also be controlled by apps from any mobile device in the room, whilst con-
sumer TVs (e.g. Samsung Smart TVs!?), set-top boxes (e.g. the Xbox One'!, and dongles
(e.g. Amazon Fire'?) often provide voice and / or gesture controls. Users have been shown
to be receptive to adopting these newly utilized input modalities, depending on situational
and application-specific factors [150]. In the case of voice user interfaces (VUIs) consumer
adoption of voice activated systems such as Amazon Echo, Apple Siri, and Google Voice
search is likely to lead to an increase in both the demand for, and acceptability of, these
types of interactions in home settings. In the case of gestural interfaces, a study examining
low-energy free-hand gestures for TV tasks [222] found that in some cases gesturing was
preferable to remote control usage. It is therefore likely that in some cases these modalities
may become the preferred input modality for the TV, with implications for how multi-user
use of TV interfaces is facilitated, given the potential for input channels that are open to use

by everyone in the room.

In terms of interface design, interaction has typically remained discrete and event based, with
some capacity for switching to continuous, pointer-based controls. For example, Samsung
Smart TVs feature interfaces designed to support both discrete navigation and pointer-based
navigation. whilst Android TV offers a similar capability!®, with both directional-pad and
touchpad functions supported. However, in the case of Android TV, the touchpad is used
primarily for applications that expect touch or pointer input, with the core TV experience

being discrete and grid-based (see Figure 2.7).

10www.samsung.com/us/2013-smart-tv/

www.xbox.com/en-US/xbox-one/entertainment
12 ww.amazon.co.uk/Amazon-CL1130-Fire-TV/
Bwww.play.google.com/store/apps/details?id=com.google.android.tv.remote
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Figure 2.7: Android TV interface, where a grid of options is typically navigated using dis-
crete directional events.

In both cases, facilitating multi-user use is problematic: in discrete systems there is the
issue of cursor sharing versus relying on multiple potentially visually distracting cursors.
Managing events (e.g. remote control shortcuts, voice commands, gesture commands) also
becomes problematic e.g. if a user initiates a transition to another view whilst another user
is interacting with some element currently being displayed, what is the appropriate action
to prioritise? Whilst some modalities have associated social cues that might help prevent
problems of concurrent usage (e.g. voice usage and the acceptability of talking over another
user), other modalities and inputs (e.g. gestural controls, remote control, apps) do not nat-
urally have blocking mechanisms. In pointer-based systems, there is additional bandwidth
of input, but also significant visual distraction due to the necessity for multiple pointers,
whilst continuous input is likely to increase the effort, mental demand, and physical demand

required (depending on the input modality and sensing technology in use).

2.2.2.2 MANY ACTIVITIES, ONE DISPLAY

There is also the question as to whether concurrent and shared-use interfaces are sufficient for
the variety of activities that multiple users might engage in, and the effect that these activities
might have on other users of the TV display. If two or more activities are to be conducted
on the TV, e.g. one person viewing live TV whilst the other interacts with an Electronic
Programme Guide (EPG), this necessitates dividing the TV display so that each activity has

a given region of the display. This screen division is arbitrary and can be designed to suit the
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content being accommodated. For example, picture-in-picture suits fixed aspect ratio content
as there is no unused screen area; similarly a 4-way split of the display, as seen in Samsung
multi-link'* (see Figure 2.8), allows for content designed for the aspect ratio of the display

to be scaled down whilst maintaining this aspect ratio.

Cupcake Wars - Season * CUPCAKE WARS 502¢01

HAPPENING 9\ D 7 9Episode 2 S Tree Lighting

Cupcake Wars - Season - CUPCAKE WARS
6Episode 14 SO5E04 Funny or Die

CUPCAKE WARS 502¢12 v CUPCAKE WARS s01e04
AFl Young Hollywood cAK] Ace of Cakes 100th,
ARG

Figure 2.8: Samsung Multi-link: here the screen can be divided into 4 views, allowing for
multiple concurrent and independent activities to be performed, at the expense of sacrificing
screen area and increasing visual distraction.

If the aspect ratios of the two activities differ, the screen can be divided in any number of
arbitrary ways. For example, in the case of the XBOX One interface the aspect ratio of video
content is maintained and an overlay for interactive applications appears on a vertical slice
of the display. In this way interactivity is provided, at the expense of a portion of the media

being viewed (see Figure 2.9).

Split-screen and picture-in-picture approaches are inherently sub-optimal, compromising use
of the display to accommodate multiple activities and users, through either obscuring part of
one view to provide another view of poor legibility / size, wasting screen area, or compromis-
ing the aspect ratio of the content being consumed. They also offer no privacy considerations;
checking email or using a social media application on a TV, whilst feasible with such screen
division approaches, is often socially unacceptable to the user conducting the activity, who
wants privacy, and to the users forced to give up part of their TV view for this potentially
irrelevant activity. Thus, whilst the display can facilitate collaborative activity to an extent,
independent activity is problematic and likely to be a distracting addition to the display for

other users, whilst private activity is impossible in a multi-user context.

4www.samsung.com/global/microsite/tv/uhdtv/mobile/multi_link_screen.html
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5% Full screen

Figure 2.9: XBox One Snap UI: here applications can be snapped to various parts of the dis-
play, with the primary content aspect ratio being maintained but shrunk to use a diminished
area of the TV.

2.2.3 THE ROLE OF ADDITIONAL SCREENS AND DEVICES:
AUTONOMY AND PRIVACY IN A SHARED SOCIAL SPACE

Personal devices circumvent many of the problems TV displays have in multi-user contexts.
They guarantee the user full use of a display that remains private through social conventions
but physically shareable if they so choose, a display whose interface they alone control and
customize as they see fit. Because these devices are personal, they are invariably connected to
personal social media and messaging accounts and offer a semi-private space for conducting
activity. However, their usage introduces new problems regarding shareability and social

impact.

2.2.3.1 ADOPTION AND USAGE: MULTI-SCREENING BEHAVIOURS

The adoption of these personal devices, and their usage in TV-viewing contexts, is highly
indicative of the importance of being able to operate independently and privately. In the
UK smartphone adoption reached 61% in 2014 (up 10% since 2013), whilst tablet adop-
tion almost doubled (to 44%) in the past year [166]. This is a global phenomenon e.g. in
Australia tablet adoption was 42% in 2014, up 10% from 2013 [162] (based on OzTAM,
3500 homes!®). These are devices that are widely available and have had a significant im-

pact on the TV-viewing experience, through their use alongside the TV in what is known

Shttp://www.oztam.com.au/AboutOzZTAM.aspx
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as multi-screening. This refers to usage of a mobile internet-connected device at the same
time as television viewing [210], and it is in this way that users attempt to get the best of
both worlds in the home: utilizing the TV for immersive, shared entertainment experiences,
whilst utilizing smaller displays for personal and private experiences. A report by Google
[69] (n = 1611) found that:

“TV no longer commands our undivided attention, with 77% of viewers watch-
ing TV with another device in hand. In many cases people search on their de-

vices, inspired by what they see on TV.”

This multi-screen usage has typically been categorised into sequential and simultaneous use
[69, 148] (see Figure 2.10). Sequential multi-screening (also known as shifting [148] or
“quantum” [98] referring to leaps in both time and space) refers to one task or activity being
transferred between devices as and when required, e.g. performing a search for an item on
a laptop then continuing that search on a tablet later in the day. Of particular note in the
context of TV usage, however, is simultaneous usage - that is, usage of more than one screen

at the same time.

Sequential Usage
Moving from one device to
another at different times to
accomplish a task

Simultaneous Usage
Using more than one device at the same time
for either a related or an unrelated activity

Multi-tasking - Unrelated activity Complementary Usage - Related activity

Figure 2.10: A common categorisation of multi-screening behaviour [69].

Estimates vary regarding the extent of simultaneous usage. A report by Millward Brown
[148] (n > 12000) suggested this constitutes 35% of the time, whilst an Ericsson Consumer-
lab study [39] (n = 15000) stated that 75% of users polled had at some point engaged in
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multi-screen multi-tasking. This is clearly a highly prevalent behaviour in the home. For
example, a Nielsen study of Australian multi-screen usage [103] (n = 4980) suggested
that 74% of online Australians dual-screened, whilst 26% had triple-screened, most often
using laptops / netbooks (63%) smartphones (50%) and tablets (36%). This simultaneous
behaviour typically relied on a combination of smartphone and TV displays, with 81% of
users polled using this combination every day, whilst 66% used laptops in conjunction with

TV. One user remarked that:

“My phone... I consider it my personal device, my go-to device. It’s close to me,
if I need that quick, precise feedback” [69]

This simultaneous usage has been broadly categorised in various publications; Microsoft de-
fined different pathways for multi-screen usage such as content grazing, investigative spider-
webbing and social spider-webbing [98]. Millward Brown discussed it in terms of meshing
(simultaneous use for related content, which was employed 38% of the time that users were
engaging in simultaneous usage) and stacking (simultaneous use for unrelated content, em-
ployed 61% of the time). Of note here is that this usage is not always driven by the need to

engage with interactive media or applications:

“The online research ... shows nearly one in five men (18 per cent) and over
one in ten women (11 per cent) polled have watched two live TV programmes
simultaneously within the past year whilst three per cent of respondents said

they had watched three programmes at the same time” [39]

Resorting to personal devices for video media consumption instead of relying on the (in
some ways) superior shared TV is a common theme in recent multi-screening surveys, and
just as prevalent as relying on multi-screening for interactive applications and internet usage.
For example, a UK survey by Thinkbox [212] (n = 802) found that 56% of the sample had
watched TV on screens other than the TV set whilst in the living room, whilst an Australian
survey by Nielsen [162] (based on OzTAM, 3500 homes) found that 74% of Australians aged
16 and upwards had watched TV and used the Internet simultaneously - up 14% since 2011.

2.2.3.2 IMPACT ON TV USAGE

The question then is: given the prevalence of multi-screen usage, the variety of multi-screen
combinations in use and the vast breadth of user behaviours and activities observed, what ef-
fect does this have on the usage of the TV and the ability to socialize and interact in the living
room? For a start, multi-screening reinforces use of the TV, with “viewers more likely to stay

in front of the TV for longer (64% of multi-screeners viewed for over 15 minutes per time
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compared to 47% of non multi-screeners)” [210] (n = 1000). There is now less of a need to
resort to‘“‘digital divorce”, where couples resorted to going into different rooms so they could
watch the TV content of their choosing [161]; any private and personal media activity can
be undertaken in this shared public space, at the expense of the ability to potentially use the
best display in this space. Indeed one study [213] suggested that “people are planning their
evenings around the TV schedule more - the TV is an important social point both within the
home and beyond”, meaning that multi-screen usage was driving viewers back to shared TV

experiences. Indeed in a study of fourteen households, Holz et al. [95] found that:

“1) Participants often joined family members in the TV room to physically be
together; when they lack interest in the program, they spend the majority of
the show on a secondary device and watch TV only during key moments. 2)
Virtually none of participants’ app and web use during TV consumption was

directly related to the running show.” [95]

Device usage is not necessarily a distracting presence; viewers browse the internet as much
as they talk to other people in the room [44] (n = 4006) (70% frequently or occasionally
browsing versus 80% frequently or occasionally talking to others in the room); distracted
viewing is the norm. Moreover, second-screening activities such as the use of compan-
ion applications or social media (such as Twitter hashtags) accompanying TV content have
become a regular occurrence. However, device usage can impact enjoyment and focus of
attention: in a UK survey two-thirds of respondents agreed with the statement "If I am really

enjoying a programme, I don’t really want to use another device at the same time" [44].

2.2.3.3 INTERACTIONS BETWEEN TV AND ADDITIONAL DEVICES:
SOCIAL SHARING AND TRANSITIONS

Whilst device usage has played a significant part in enabling independent and private activity
in the living room, there have also been a number of consumer technologies that have at-
tempted to open the TV up to these devices, allowing for an element of shareability through
the TV. Screen-mirroring (also known as screen sharing, casting, annexing) technologies
such as Apple Airplay'® or Miracast'” are available in most new mobile devices, allowing
the mirroring of screen content via a dongle in the TV, as well as driving entirely separate
presentations, expanding the capability of users to share both presentational and interactive

content (e.g. sharing mirrored device activity during VMC [199]).

Similarly, playlisting technologies have been incorporated into TV displays, most notable

of which is the “casting” capability integrated into Google Chromecast TV'® dongles (as

16
17
18

www.apple.com/airplay/
www.wi-fi.org/wi-fi-certified-miracast
www.google.co.uk/chrome/devices/chromecast
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seen in Figure 2.11). These devices, along with appropriate software integration on multi-
screen devices, allow for shared presentational use of the TV through the playlisting of video
streams, as well as limited mirroring capability much like Miracast. At a higher level, these
shareable actions can be considered mechanisms by which content or activity transitions
can occur; this sequential or shifted use of different displays allows for users to migrate the
content being consumed or interacted with onto the most appropriate display available, for
example moving a mobile gaming experience onto the TV to continue playing with the best
display in the room. This was discussed by Cesar et al. [35] in their formulation of the uses
of the secondary screen: from controlling the TV experience, to enriching said experience
(e.g. adding in personalized commentary) and sharing this through the TV, to transferring
activity between the available displays. An example of this is in the proposal by Buchner
et al. for interaction techniques for collaborative TV, whereby they envisaged that content

could transition between devices and the TV seamlessly [27].

Despicable Me 2 /s
PG D 2003 Universal Studios

—

Figure 2.11: Example of social sharing using the Google Chromecast dongle and associated
smart device apps. Here a media experience is controlled by both a phone and a tablet, with
the Chromecast-enabled TV having the ability to stream media directly from the internet, or
from a given device.

Indeed there is significant scope for inferring this appropriation (or “cyber-foraging” [38])
of available displays. However, the acceptability of interactions such as these is likely tied to
the social makeup of the group using the TV e.g. is it acceptable for a relative outsider to the

household to appropriate the TV for sharing content? Devices like Google Chromecast offer
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guest modes specifically designed to allow for such use cases, whereby proximate users not
connected to the household network can still interact with the TV (e.g. sharing video, photos
etc.) with no restrictions. As yet the extent to which variations in the familiarity / social
makeup of a group might effect willingness to appropriate the TV is unknown, nor whether
the TV should be made as accessible as this e.g. is proximity / geo-fencing sufficient to allow

multi-screen devices access to the TV!9?

2.2.3.4 PROBLEMS WITH MULTI-SCREENING

Given the adoption and usage of multi-screen devices, it is reasonable to assume that multi-
screening fulfils the majority of user needs: the living room TV remains a shared social focal
point with one common media experience, whilst independent and collaborative activity is
offloaded to individual personal devices of varying capabilities and sizes. However, sup-
posing that everyone in the room has access to alternate displays to the TV (which will not
always be the case), this usage presents two problems. Firstly that users are together, but
alone, ensconced in their own private media experiences, and secondly that users are having
to resort to smaller, less immersive displays whose content is not readily accessible to others.
Whilst there is a capacity for explicitly sharing content using devices, shared-use interactive
content and casual awareness of non-private activity are greatly impeded. The result of this
is that users are potentially cut off from a significant portion of the experiences and activities

of others around them.

CASUAL AWARENESS & SHAREABILITY: TOGETHER ALONE The private “digital bub-
ble” [119] of device usage has long been discussed as raising a problematic barrier to so-
cialization and interaction, with mobile phone use in particular having significant anti-social
connotations [216] and encouraging “digital narcissism” [180]. Rogers suggested that tech-
nology should encourage users to “be more creative, playful and thoughtful of each other

and our surrounding environments” [180].

Efforts have been made to burst this bubble. “There’s Not an App For That” [179] suggested
that technology and applications should aid users in breaking from closed-off, heads down
interactions into “confront<ing> the world”, for example encouraging heads-up and face-
on interactions. This exemplified mindful interaction, which was “about being very close
to people; in their ‘now’, even when physically apart” [179]. An example of this is in the
proposal of Lucero et al. [132] regarding mobile collocated interactions, whereby users
would “take an offline break together”, pooling their device resources toward “shared multi-

user experiences”. They aimed to facilitate joint attention, whilst enforcing a break from

9Victims of the Chromecast “RickMote” controller might suggest not: wired.com/2014/07/rickroll-
innocent-televisions-with-this-google-chromecast-hack
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online socialization, appropriating mobile device displays to pass photos around a table.
This emphasis on shareability and joint attention is important as it underlines how collocated
interactions are made to be more effective, through the ability to share awareness, and take

part in shared activities.

However, mobile devices may not be the most shareable displays in the room. Terrenghi
et al. [208] discussed scale of displays relative to users’ visual angle and distance, noting
that the scale of the display must match the social interaction space. In using multi-screen
devices, users erect barriers to socialization, and their ability to be casually aware of, and

perhaps join in with, the activity of others is impeded.

These barriers have been reduced by technologies such as Miracast and Chromecast, however
these approaches are sub-optimal. The adoption and usage of Miracast and other screen
mirroring technologies is low. An NPD survey [76] (n = 2600) of smartphone users found a
40% awareness of the existence of screen-mirroring capabilities, with only 7% having ever
used such features. Of these individuals, 75% had used this capability for mirroring videos,

whilst approximately 50% had mirrored photos. The study stated that:

“Bringing sharing experiences to a larger consumer base will require simplifying
hardware requirements [and] amplifying the value of being able to share content

across screens’’

Although screen sharing is a low-cost way of sharing content between multiple users, it also
has some notable limitations. In mirroring screen content, elements of the device interface
that are not relevant, or not being attended to, may also be shared. Additionally, screen-
mirroring restricts the ability for multiple users to concurrently interact, as it is essentially
multi-screen single-interface groupware. It is feasible that these reasons have contributed to
the lack of adoption, with little facility for multi-user interaction provided. As such there
remains user activity that is isolated on devices with no technological facilities for casual
awareness. Sharing must be explicitly managed regardless of if the activity needs to be

private or not, and no more than one device or piece of media can be shared at a time.

S1ZE & IMMERSION When consumers watch a TV programme or movie on a TV, they
do so because the TV offers the most immersive and shareable experience: the TV is the
largest display in the room, often has additional capabilities for improving immersion (e.g.
3D rendering), is accessible from a variety of gaze-angles, and presents a shared audio expe-
rience often employing positional audio. Indeed, larger displays have been shown to increase
immersion, with a study by Hou ef al. [97] finding that large displays resulted in a greater
sense of self-presence than smaller displays. A user choosing to instead watch live TV on

an alternate device such as a tablet or phone is inherently sacrificing many of the benefits



CHAPTER 2. LITERATURE REVIEW 49

of larger displays to be able to indulge in a personal media experience other than the one
currently presented on the TV. This is a trade-off that is inherently less than ideal. If a TV
and its associated audio system had the capability to allow for multiple independent viewers,
would the 56% of users that were found to have watched TV on screens other than the TV
set whilst in the living room still resort to this behaviour? While there would be justifications
for this (for example if content were inappropriate or private), it is reasonable to assume that

shared utilization of the TV would be preferable if possible.

2.2.4 SUMMARY OF PROBLEMS IN DESIGNING A MULTI-USER TV

There are a number of ways in which TV media system user interfaces can be designed
to accommodate multi-user use, e.g. multi-pointer / cursor interfaces, split-screen / screen
division interfaces, or offloading interaction onto other devices or screens. Additionally,
there is a need to design for the realities of modern homes where multi-screen usage has
become the norm. Although there is potential to significantly expand the capabilities of the
TV display, there is a culture of personal device usage which is growing year by year. Each of
these approaches has particular problems and trade-offs, as discussed thus far; in designing

a multi-user TV there are a number of problems that must be solved:

2.2.4.1 INTERACTION

The integration of new sensing technologies opens up the capability for new input modalities
(such as gesture and voice) and mechanisms (such as using smartphones, wearbles such as
smart watches etc.). How can TVs be designed that support interaction from every corner
of the room? And to what extent should existing behaviours for managing use of the TV
be retained, given they have evolved around the dominant input mechanism of the remote
control? For example parents might once have taken the remote control away from a child;
how can such behaviours be incorporated to a multi-user display where there is no physical
token of control to manage? And should concurrent multi-user interaction be supported, or

should control be mediated between users? This forms the basis of RQ 1.

2.2.4.2 FACILITATING COLLABORATIVE AND INDEPENDENT ACTIVITY

The reliance on multi-screening behaviours is fueled in part by limitations in TV display
technology: currently, the TV cannot support private independent use. Although screen-
division approaches allow for a degree of independence, they increase visual distraction and
sacrifice display area and immersion. Similarly, multi-screen approaches sacrifice immer-
sion through the use of smaller displays, and erect isolating barriers between users, with

awareness of the activities and experiences of others greatly impeded.
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Given that multi-screen usage is now well established, this raises two questions: can the
isolating effects of multi-screening be diminished, through providing some form of shared
awareness using the shared focal point of the TV display. And can one of the root problems
that cause multi-screening, namely that the TV cannot support both shared and private inde-
pendent activity, and transitions between these states, be solved, perhaps by utilizing display

technologies such as multi-view displays? This forms the basis of RQ 2 and RQ 3.

2.2.4.3 MANAGING SHARED AUDIO SPACES

Supporting multiple independent views or content streams necessitates that there be support
for multiple associated audio streams to also be consumed. In consumer systems such as the
aforementioned Samsung Multi-Link interface, audio focus was managed exclusively by the
user; in this case the user would select which quadrant of the screen they wished to listen to,
or pair a Bluetooth audio receiver up to the TV to receive audio for one quadrant in particular

in the case where users wish to consume separate audio sources.

Where multi-view displays overcome physical constraints regarding viewing, there exist
equivalent audio technologies with the capability to provide per-user audio streams. Readily
available consumer off-the-shelf (COTS) solutions exist already, for example bone-conductance
headphones allow users to receive audio streams without obstructing their capability to hear
their environment, albeit at the cost of audio fidelity. However, as with multi-view and active
shutter glasses, there are likely to be acceptability issues in requiring users to wear additional
peripherals, albeit technologies such as Google Glass may lead to widespread adoption of
bone-conductance technology. More generalisable, and wearable-free, solutions for per-user
audio do exist within the remit of cutting edge research, for example through directional
sound-beams (e.g. BoomRoom [155]), whilst existing COTS 3D audio / surround technol-
ogy and mobile devices might also be utilized to create shared sound spaces, at the expense

of perhaps suffering some amount of audio crosstalk.

2.3 TV DISPLAYS AT-A-DISTANCE

As discussed in the Introduction (Section 1.2) “Sync-watching” [64], or synchronous at-
a-distance media consumption, helps users that are geographically separated feel closer to
those they watch with [133], and engender greater intimacy [41] in their relationships. The
importance of this effect becomes apparent when the scale of one particular demographic
is considered, namely couples in long-distance relationships. In the USA alone, there are
estimated to be 7 million couples in long-distance relationships, with census data from 2005

suggesting that there are approximately 3.6 million married persons who live apart “for rea-
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sons other than marital discord”?°, for example because of economic migration or education.
Indeed, as many as 75% of students in the USA are likely to have taken part in a long-
distance relationship during their college education [201]. This is a significant portion of the
population for whom technology facilitating at-a-distance synchronous media experiences
could strengthen their relationships. As such, this section will discuss work within HCI on

supporting long distance relationships, before then specifically examining TV at-a-distance.

2.3.1 TECHNOLOGY SUPPORTING LONG-DISTANCE RELATIONSHIPS

Effective communication is a fundamental component in maintaining long-distance relation-
ships. Where once, communication channels were limited to letters and phone conversations
(see [40] for a summary of pre-computer research into communication channels), computer
technology has slowly supplemented and replaced these channels with email, video-mediated
communication, low-cost conversations (allowing for calls to be made at any time) instant
messaging platforms and social media [41], cumulatively allowing for a level of awareness
and connectivity that is both greater and more immediately accessible (e.g. via smartphone
technology) that pre-computer. For example, [4] examined how “individuals mindfully
use communication technology to enact their relationships” when geographically separated
(specifically looking at overseas Filipino workers), through computer-mediated communica-
tion, finding that technology made it easier for those at-a-distance to “overcome their aver-
sion to being in long-distance relationships and overseas employment”; in effect, technology
provides sufficient support to make such relationships a feasible possibility. However, par-

ticipants frequently noted that:

It’s really very different when it’s face-to-face. Even if I can identify her mood
in phone calls, it’s not enough. I think intimacy... (involves) seeing the person

face-to-face. Technology really cannot capture it.

Neustaedter et al. [159] noted that those in long-distance relationships appropriated commu-
nication technologies in ways that made sense to them, for example facilitating a sense of
shared living (e.g. “connect[ing] two locations in a more permanent fashion) and supporting

sexual intimacy.

Given this, the importance of novel ways in which to facilitate communication, and re-create
some of the experiences that are denied to those that are at-a-distance, becomes apparent.
Technology (and more specifically HCI) has been shown to be able to play a significant role
not just in facilitating communication and the transmission of awareness information, but in
mediating intimate relationships, even when not necessarily having been designed to fulfil

this role:

2(’http://www.longdistancerelationships.net/faqs.htm#How_common_are_long_distamce_relationships
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“Most available technologies however focus on the transmission of explicit in-
formation, which neglects the emotional and subtle communication so typi-
cal for close relationships. This becomes apparent, for example, in interesting
(mis-)uses of the telephone. In Italy people engage in a social practice called the
squillo. A friend calls another and lets it ring only once to send a little ‘I think
of you,” a token of affection and act of emotional expressivity rather than an
explicit act of verbal communication. However, the telephone itself is not built
for this. The squillo is, thus, rather a product of people’s inventiveness to fulfill

their needs even in the face of ‘inappropriate’ technological solutions.” [89].

Hassenzahl ef al. [89] reviewed and conceptualized this work in terms of relatedness “i.e.,
connectedness, intimacy, love, belonging, closeness, or togetherness) in romantic (and other)
close relationships beyond explicit verbal communication and simple emoticons”, noting
multiple strategies for providing this relatedness, namely awareness, expressivity, physical-

ness, gift giving, joint action and memories.

There exist a variety of recent notable examples of these strategies, the most pertinent of
which to this thesis are in the domains of awareness (covered earlier in this literature review),
expressivity, physicalness, gift-giving and joint action. In terms of physicalness and expres-
sivity, systems such as YourGloves [67], which enabled the perception of at-a-distance hand
holding (see cubble [115] and Feelybean [114] for other examples of haptics at-a-distance),
sleepyWhispers [66], which created a synchronous connection through pillows, and Kissen-
ger [184], which allowed for transmission of a kiss between two remotely connected people,
have all been demonstrated as having the capability to impact relatedness through re-creating
sensations of touch and social presence. However, there are significant overlaps with gift-
giving and joint action with each of these approaches, for example a kiss can be given without
reciprocation, or could be reciprocated in real-time. Similarly, technology can be designed to
explicitly accommodate behaviours such as gift-giving and joint action. For example, Furfur
[36] examined a robotic pet which reacted to, and transmitted interactions between, remote
users, providing a continual presence and a conduit for joint action and gift-giving through
interaction with the pet. These technologies are notable because they emphasize both the
broad range of ways by which togetherness can be facilitated, and that the role of technology
is not fixed, with emergent behaviours and usage providing valuable insights into how this

togetherness was perceived.

2.3.2 TV AT-A-DISTANCE: WHAT IS CONSUMED TOGETHER AT-A-
DISTANCE, AND WHY?

The TV, too, can be used as a means of increasing relatedness and togetherness between

people. It is a hub for social interaction, and because of this, watching programs suited to
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discussion, such as news and sports, is commonplace, with some program types shown to en-
gender feelings of community within their viewership [17]. Being geographically separated
from partners can impose a significant burden on relationships, curtailing the possibility of
these shared experiences. In terms of supporting socialization at-a-distance, one option is
to enable asynchronous experiences, thereby negating problems regarding synchronization
of content playback across multiple geographically separated parties. For example, Collab-
oraTV [158] used avatars to provide a virtual audience of synchronous and asynchronous
users, with 53% of participants agreeing that the social component made watching TV more
engaging and enjoyable. Ducheneaut et al. [53] proposed audience silhouettes as a non-
disruptive means of conveying the presence of other users, whilst Vatavu [221] built upon
this work to provide real-time audience silhouettes, where their presence affected not only
users level of enjoyment, but also their own posturing and gesturing. Anonymization also
makes such systems suitable to shared viewing with any currently available viewers. On a
broader scale, Schirra et al. [186] examined the motivations for live-tweeting across a season
of Downton Abbey, finding that the sense of connectedness such experiences provided was a

significant motivating factor.

2.3.3 SocIiAL TV AT-A-DISTANCE

The biggest benefits of social TV are to be had when there is a deeper social link between
those viewing the content. Those in relationships, familial relations, and close friends are
all groups for whom geographic separation can impose a significant cost in terms of togeth-
erness and intimacy. Consuming TV content with others at-a-distance is one way in which
technology can play a significant role in bolstering intimacy [230]. Bernhaupt et al. [17]
featured interviewees that used video-mediated communication (VMC) for shared viewing
of soccer matches and TV-quiz shows, to approximate the experience of “doing something

together”, with socialization aided by the shared reference point of TV.

For TV at-a-distance, VMC is often purported to be the primary means for communication,
due to the intimacy and privacy this medium allows [28]. Neustaedter et al. [159] exam-
ined how couples communicated at-a-distance, demonstrating that the presence provided by
VMC was key in providing intimacy, reinforcing findings from Aguila et al. [4] regarding
computer-mediated communications easing loneliness and increasing feelings of closeness,
and Dainton et al. [40] regarding relationship satisfaction. In interviews, seven participants
watched television or videos together, using a laptop placed near to, or in front of, a couch
such that they could broadcast their reactions. VMC was also used during other parallel
activities, e.g. eating dinner, reading, and gaming. The importance of these shared expe-
riences was emphasized by Brubaker ef al. [25], with one participant describing a period

of 4.5 years in which he and his partner used Skype to enact movie date nights to maintain
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their relationship. In a survey of 24 professionals that relied on VMC in their personal and
professional lives, they found that 57% of participants had used VMC to share activities
with others, including “attending parties (22%), family events (32%), and watching TV or a
movie (26%)”.

Macaranas et al. [133] examined the usage of VMC for at-a-distance video consumption in
three parts. In a survey (106 respondents), approximately a quarter of respondents had tried
sync-watching at least once, with another quarter expressing interest in trying it, with a bias
in these responses toward younger age groups. In a field study (56 participants, intimacy
pairs), they had participants schedule a time with their remote companion to watch together.
15 minutes prior to watching the program, participants were expected to log in to Skype and
initiate a video chat with their partner, with synchronization achieved by starting the video
playback at the same time manually. Finally, in a lab study, they examined the effect the
viewing location had on the video-mediated communications experience, comparing Local
(watching TV in the same room) to Picture-in-Picture (PiP, with their partner inset on the
TV), and Proxy (with their partner on separate device) Conditions (see Figure 2.12). The
found that PiP was rated the least enjoyable, with no significant differences between Local
and Proxy, and it had the lowest Social Presence (SP) score, with Local having significantly
higher SP than PiP or Proxy. They concluded that this suggested “the communication media
fidelity plays a strong role in the social connection of the experience”. However, the results
of t