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Abstract

It is well established now that light carries both spin and orbital angular momentum which are
associated with circular polarisation and helical phase fronts. Orbital angular momentum degrees
of freedom recently have been used frequently in quantum information processing as their states
are described by vectors in a higher-dimensional Hilbert space which enhances the possibility of
realising superior quantum information protocols. On the other hand, quantum coherence, which
arises from the superposition principle, is a distinct feature of quantum mechanics that cannot be
satisfactorily described by classical physics. Coherence is also identified as essential ingredient for
applications of quantum information, computation, and quantum thermodynamics. Three research
projects, with their related background information, are presented in this thesis. In the first one,
we design a linear optical system to transform the maximally entangled state of a down-converted
photon pair into a genuine entangled x-type state, as this class of genuine entangled states has been
showed to have many interesting entanglement properties and can be employed in several quantum
information protocols. In the second project, we study the mechanism of angular momentum transfer
from light to a dielectric medium when it undergoes total internal reflection. The result shows that
the torque associated with angular momentum transfer appears shortly, when the light pulse hits
the interface. Finally, we study quantum coherence transfer from a coherence resource initialised
in a coherence state to an atomic state by the Jaynes-Cummings model, and we compare it to the
coherent operation that uses a resource prepared in a ladder state described by Aberg"s model. We

found that a resource in a coherent state is more robust against failures.
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Overview

We provide this overview chapter in order to give the reader the guideline of the information men-
tioned in each chapter. The reader who already has some background in the field then can skip
some introduction chapters. The original work that I have done with Stephen M. Barnett and Sarah
Croke, my supervisors, and Annette Messinger and Frances Crimin, my collegues, is given in chapters
4,6 and 7. The other chapters are dedicated to give some background information to help the reader
understand the original work.

In chapter 1, we provide an introduction to optical angular momentum and show that even though
neither spin or orbital angular momentum is a true angular momentum, both of them are measurable
and meaningful. We then review several methods that are popularly used in laboratories to generate
and measure orbital angular momentum. At the end of the chapter, we review the correlation of
orbital angular momentum of the two down-converted photons.

In chapter 2, we show examples of quantum information protocols that employ orbital angular
momentum states. Orbital angular momentum which is realised as a higher-dimensional quantum
system can be used to improve the performance of some qubit protocols.

In chapter 3, we introduce the x-type states and review some of their rich entanglement properties
and novel applications in quantum communication. This set of the states has been proven to be a
new class of genuine multipartite entangled states.

In chapter 4, we give the transformation that changes the two-photon maximally entangled state,
obtained from a spontaneous parametric down-conversion process, into any x-type state. We then
demonstrate our proposed linear optical system as the implementation of the transformation. The
effect of each optical element used in the optical system on a composite state of a photon is reviewed
and discussed. The work given in this chapter is an original contribution and was published in J.
Opt. [1].

In chapter 5, we introduce background theories for studying the mechanism of angular momentum
transfer, presented in chapter 6. We review Maxwell’s equations and the boundary conditions.
Optical force and torque on dielectric media are discussed in detail. We end this chapter by reviewing
electromagnetic field quantisation and the quantisation of paraxial light.

In chapter 6, we study the mechanism of angular momentum transfer from light to a dielectric
medium when it undergoes total internal reflection with the dipole-based forms of optical force and
torque given in chapter 5. By applying the physical boundary conditions, we show that the Lorentz
force gives us a manifestation of Newton’s third law of motion. We then use the form of optical

torque to study the angular momentum transfer from a single-photon pulse to an M-shaped Dove



prism. The research given in this chapter was published in J. Opt. Soc. Am. B [2].

We begin chapter 7 by reviewing Aberg’s scheme and show that it can be used to perform a
coherent operation. The problem is that in this scheme a coherence resource in a ladder state is very
fragile. A single failure of a coherent operation gives rise the complete destruction of the coherence
resource. We then study the Jaynes-Cummings model with a resource in a coherent state and use it
to perform a coherent operation. We analyse the reason why a resource in a coherent state is more
robust to a single error than one in a ladder state. The time evolution of the resource is discussed.

The manuscript of this work is in preparation [3].
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Chapter 1

Optical Angular Momentum

1.1 Introduction

The suggestion that light can have mechanical properties has been noticed or at least suspected in
the science community since Kepler tried to explain the observation that the tails of comets always
point away from the sun because of the radiation pressure from the sun. These mechanical properties
become clear later when Maxwell unified the theory of electricity and magnetism [4]. Even though it
was Maxwell who suggested how to quantify the radiation pressure, it was Poynting who quantified
the momentum of an electromagnetic field [5]. The momentum density of an electromagnetic wave

in vacuum is given by
p =¢cE x B. (1.1)

where E and B are the electric field and magnetic flux density respectively. The angular momentum

density is straightforwardly the vector product of the position and the momentum density
j=rx(gE x B). (1.2)

By using the analogy of the rotating cylindrical shaft, Poynting suggested that circularly polarised
light should carry angular momentum of EF\/27 passing through a plane per unit time, per unit area
when E and A denote the energy density and wavelength of the light [6].

The term photon is nowadays well established to be an elementary particle associated with the
quantum of an electromagnetic field so that a photon carries energy hAw when w is the frequency of
the electromagnetic wave. Therefore, right and left circularly polarised photons must carry # and —h
angular momentum respectively. This idea was confirmed experimentally when Beth measured the
torque exerted by photons on a single quarter-wave plate which was enhanced by using a mirror for
double reflection [7]. This type of angular momentum is now recognised as spin angular momentum
S.

Polarisation cannot cover all the angular momentum that light can carry. After the invention of
lasers, it was proved that light can have orbital angular momentum as well. A Laguerre-Gaussian
laser mode which contains the azimuthal phase dependent term exp(il¢) is now known to carry

hl orbital angular momentum per photon [8], where [ is an arbitrary integer, which is called the
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topological charge of the beam. The identification of the orbital angular momentum is suggested
by the analogy of paraxial optics and the time-dependent Schrodinger’s equation [9]. The angular
momentum in the propagation direction can then be represented by the operator L, = —ihd/0d¢, and
obviously, a function with the term exp(il¢) is an eigenfunction of the operator with the eigenvalue
lh.

This chapter is organised as follows. In the following section, section 1.2, we discuss the analogy
between the forms of the local energy flux of an electromagnetic wave and the momentum density of a
superfluid as it explicitly suggests the form of light that can carry orbital angular momentum. Then,
we show that an optical beam in a Laguerre-Gaussian mode carries an orbital angular momentum of
hl for each photon where [ is the topological charge of the beam. We then discuss the validity of the
separation between spin and optical angular momentum in section 1.3. Section 1.4 gives some exam-
ples of technologies that are currently used to generate a laser beam with orbital angular momentum.
Then, we discuss ways to measure the orbital angular momentum. Lastly, we review Ref. [10], which
shows that the correlation between the orbital angular momentum and the conservation of orbital
angular momentum of the idler and signal photons in a spontaneous parametric down-conversion

process is the result of the phase-matching condition.

1.2 Orbital angular momentum of light

Let us consider the local energy flux of a monochromatic optical scalar wave with a complex amplitude

function w, in the eikonal approximation, given by the Poynting vector, which is [11]
g x Im(u*Vu). (1.3)

This means that in the eikonal approximation the direction of the local energy flux is perpendicular
to the local phase front. This form of the local energy flux is reminiscent of the momentum density of
a superfluid [12,13]. The orbital angular momentum density of the superfluid along the propagation

direction, the z-component, in the cylindrical coordinate is in the form [14]
0
o

where 1 is the superfluid wave function and ¢ is the azimuthal coordinate. It is apparent that if

L) = i (47 (6) S 0(r) ) (1.4

the wave function has the phase dependence term exp(il¢) then it implies that each quantum of
the superfluid will have an orbital angular momentum of Al. This analogy between the form of the
approximated Poynting vector and the momentum density of a superfluid leads to the idea that if the
complex amplitude function u of the electromagnetic wave has the azimuthal dependence exp(il¢)
that each photon should have an orbital angular momentum of Al in the direction of propagation as
well. Nowadays, optical fields in Laguerre-Gaussian modes with the desired azimuthal dependence
can be prepared, and the motivation that photons in these spatial modes carry orbital angular
momentum originates from the explained analogy.

Reconsidering Eqs.(1.2) and (1.3), we can see that transverse plane waves cannot have angular

momentum in the direction of propagation because the direction of the Poynting vector is in the
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direction of the wave propagation and the angular momentum density r x (¢gE x B) then definitely
is in the direction perpendicular to the direction of propagation. However, this is not the case
for optical beams as they actually have components of their Poynting vectors perpendicular to
the propagation direction. The representation of a monochromatic polarised paraxial laser beam

propagating in the z-direction is conventionally obtained by the vector potential [§],
A(r,t) = u(r, ¢, z)e'kz=wg, (1.5)

where € represents the complex polarisation, w is the angular frequency which relates to the wavenum-
ber by w = ke, and u(r, ¢, 2) is a complex function which satisfies the paraxial wave equation and
is slowly varying in the z-direction. The complex amplitude v in a normalised Laguerre-Gaussian

mode is given by [8]

1]
wp(r§,2) = | P 1 <ﬁ>

m(p+ I w(z) \ w(z)

o (b)) (25)

x exp(—i(2p + |I| + 1) tan~'(z/zr)), (1.6)

where wy is the beamwidth at the focus point, zr = kw3 /2 is the Rayleigh range, w(2) = wo\/1 + 22/2%
is the beamwidth at the positions £z from the focus point, and LLI | is an associated Laguerre poly-
nomial. The radial index number p indicates that there are p + 1 nodes in the radial intensity
distribution of the beam. The topological charge of the beam is given by the azimuthal index I.

By considering the form of Eq.(1.6) together with Eq.(1.3), we then can notice that the azimuthal
component g4 of the Poynting vector is nonzero. With the vector potential A, we can determine the

complex electric and magnetic fields via the Lorenz gauge:
) 1
E=iw(A+ EV(V “A) |, (1.7a)

B=VxA, (1.7b)

where the space and time dependence is omitted for brevity. In the paraxial regime, the Poynting

vector of a linearly polarised beam is directly given by [8]
g = Re(E* x B) = wlm(u*Vu). (1.8)

Substituting the complex functions u from Eq.(1.6), the azimuthal component of the Poynting vector
is l
W 2
= —|u|”. 1.9
96 = 7 lul (1.9)
We can notice that once we multiply this momentum density by the distance from the z-axis we
obtain the angular momentum density in the propagation of direction, which has been set to be

the z-axis. The integration over the beam then gives non-zero total angular momentum. The ratio

between the angular momentum and energy of the beam then turns out to be [/w. On the other



Chapter 1: Optical Angular Momentum 4

hand, we can include the spin angular momentum by considering the Poynting vector of a circularly

polarised beam:
2
wo, Oul” »

5 o0 (1.10)

where o, = +1 for the right-handed or left-handed circular polarisation and ngS is the unit vector in

g = wlm(u*Vu) —

the azimuthal direction. The component of angular momentum density per unit power in the z-axis

is straightforwardly obtained:

o.r 8 ul’
2w Or
After integration over the beam, the ratio of angular momentum in the z-direction and the energy

Lo
M, = — |u]® — 1.11
= Jul (1.11)

becomes (I+0,)/w. The ratio between angular momentum and energy of the optical beams suggests
that each photon in a Laguerre-Gaussian mode carries orbital angular momentum Al and its spin

part which originates from the polarisation state [8].

1.3 Validity of the separation between orbital and spin angular

momentum

We know that in the case of electrons, which are described by Dirac’s equation, we can separate
the angular momentum of the free electrons into two different parts, orbital and spin parts. As we
found that paraxial light can carry both orbital and spin angular momentum as discussed, it seems
that angular momentum of light can also be separated. Darwin proposed the separation of angular
momentum of light into spin and orbital parts [15]. If the electric and magnetic fields fall off rapidly
at a large distance so that they can be contained within a large finite volume and there is no field at
the surface of the volume, the integration over the volume of Eq.(1.2), with the fact that B =V x A,

gives

J:/ Y Ei(rxV)A; +ExA|dV, (1.12)

J
where the integration by parts has been applied. It seems to be apparent from the form of the
equation that the angular momentum J can be separated and the orbital and spin parts are of the

forms:

L= /ZEj(r x V)A;dV, (1.13a)

S = /E x AdV. (1.13b)

However, there are some problems with the validity of the separation and we will discuss these
problems in depth below.

First of all, let us consider the gauge transformation: A — A’ = A — V) where ) represents
a complex scalar potential. Replacing the new vector potential into the forms of the previously

assigned orbital and spin angular momentum in the previous equations, we obtain

L= /ZEj(r x V)A;dV + /BAdV, (1.14a)
J
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S = /E x AdV — /B)\dV. (1.14b)

This indicates automatically that both quantities L and S are not gauge invariant. If we use
different gauge conditions, they will give different quantities. Only the total angular momentum,
J =L+ S, is the gauge-independent quantity. With this result and the fact that there is no rest
frame for photons, the validity of the separation is questionable. As the Helmholtz decomposition
states that a smooth vector field, which is twice continuously differentiable and bounded, can be
decomposed into a curl-free component and a divergence-free component [16,17], our vector potential
can also be decomposed in this way: A = AL+ All, where A+ and All represent the divergence-free
and curl-free parts respectively, such that V- ALt = 0 and V x All = 0. Further, we know that
the divergence-free part of the vector potential A+ is gauge invariant [18]. Replacing the vector
potential in Egs.(1.13a) and (1.13b) with its divergenceless component, we can then obtain the new

assigned orbital and spin angular momentum that are independent of the choice of gauge:

L= /ZEj(r x V)A;dV, (1.15a)

S = /E x AtdV. (1.15b)

Applying this form of orbital and spin angular momentum to the beam in the Laguerre-Gaussian
modes, we obtain the orbital and spin angular momenta of Al and /o, respectively.
The gauge dependence is not the only question for the validity of the separation. The angular

momentum operators of matter obey the commutation relations

[Si, S'j- = Ziheijkgka (1.16a)
. k

[ﬁi,ﬁj— = Zihfijkilm (116b)
. k

[ji, jj_ = Ziheijkjka (1160)
. k

where 5'1-, L; and J; are the ith components of spin, orbital and total angular momentum operators
respectively. After quantisation of the divergence-free part of the vector potential AL, van Enk and

Nienhuis found that the components of the assigned spin angular momentum mutually commute [19],
[SS]} —0. (1.17)

This is also the case for the components of the operator L. This implies directly that neither the
operators S or L can be interpreted as a true angular momentum. They also show that the operators
L and S do not commute to each other, which is unlike the case of orbital and spin angular momentum
of matter particles. The total angular momentum J is the sum of L and S. However, the components
of the operator J obey the commutation relation given in Eq.(1.16¢). Therefore, it is only the total
angular momentum that is a true angular momentum of light.

Another way to test whether L and S are true angular momenta is to test whether they are

rotational generators. The spin angular momentum is expected to be the generator that rotates
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the orientations of the fields but does not change the field amplitudes, while the orbital angular
momentum rotates the amplitudes but has no effect on the field orientations. By introducing a
vector 6, the direction of which is the same as the rotation axis and the magnitude of which is
the angle of rotation and assumed to be very small (|| < 1), if L and S are rotational generators
that correspond to orbital and angular momentum operators the transformation of the electric field

generated by 0 - L and 6 - S are respectively expected to be [20]
ESE =E—6-(rxV)E, (1.18a)

E-E =E+60xE. (1.18Db)

However, it is straightforward to verify that the transformed electric fields are unphysical by showing

that they are not divergence-free:
V- (E—0-(rxV)E)=—-6-B, (1.19a)

V- (E+6xE)=6-B. (1.19b)

In general, the scalar product 6 - B is not zero, which violates the transverseness of free electro-
magnetic fields. In the same manner, the transformed magnetic fields violate the second Maxwell
equation, V - B’ # 0. This means it is impossible to only rotate the coordinates without rotating
the direction of the electromagnetic field by the same angle or vice versa. In other words, it also
indicates that the true rotation generator is the operator J. However, this result does not mean
that the assigned orbital and spin angular momenta, L and S, in Egs.(1.15), are unphysical as the

transformed electric fields they generate are
ESE =E—[6-(r x V)E]*, (1.20a)

E—-E =E+[0xE", (1.20Db)

which are physical and satisfy Maxwell equations.

To summarise this section, even though neither assigned orbital L nor spin S in Eq.(1.15) is a true
angular momentum, they are measurable and meaningful as confirmed by many experiments [21-25].
For example, in optical tweezers, a trapped object is rotated about the optical axis if the focused
beam having nonzero orbital angular momentum and also rotated about its own axis if the beam is
circularly polarised as depicted in figure 1.1 [24,25]. They also correspond to two different distinct

symmetries for free electromagnetic fields. This indicates that they are separately conserved [14,26].

1.4 Optical vortex generation

In this section, we will review the technologies that have been used to generate laser beams that
carry orbital angular momentum. There are several approaches that have been proposed [27-35],

but we will focus on the approaches that are popularly employed in experiments.
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Figure 1.1: An optical tweezer uses a highly focused Laguerre-Gaussian beam to trap an object. The
object is rotated about the beam axis due to transfer of orbital angular momentum (OAM), while

the spin angular momentum transfer causes the rotation about its own axis.

Figure 1.2: The figure shows the spiral phaseplate. At the radius r, the local slope is 6, and it

deflects an incident light ray at this radius by an angle a.

1.4.1 Spiral phaseplates

A spiral phaseplate is an optical element that adds an azimuthal term exp(ilg) to the transmitted
beam of an incident Gaussian beam [27,28]. The structure of spiral phaseplates is given in figure 1.2.
Its thickness depends on the azimuthal position ¢ so that their relation can be written as

Thickness = hg + %, (1.21)
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where the step height is given by s = [A/(n—1) when A is the wavelength of the incident beam and [ is
the desired topological charge of the transmitted beam. With simple geometrical optics analysis, we
can straightforwardly show that the phase plate can give us the transmitted photons with an orbital
angular momentum of Al per photon as follows. Considering the ring of radius r, as depicted in the
figure, the local slope of the spiral surface of the phase plate given by 8 & (sd¢/27)/(rd¢) = s/(2nr),
where 6 is small. We can then use Snell’s law for small angles to calculate the deflected angle « of

the incident ray at the distance r from the optical axis, which is
(0 + a) = nb, (1.22)

where n represents the refractive index of the phaseplate. The deflected angle of the transmitted light
ray at the distance r is approximately o = (n — 1)s/27r. This result indicates that if the incident
beam has a linear momentum of p = h/\ per photon, after refraction, the linear momentum is then
deflected to the azimuthal direction by py ~ ha/A. This means the orbital angular momentum of
the transmitted beam per photon is

s(n—1)

L=rpy~nh \

= Ih. (1.23)

With the structure of the spiral phase plate, we can see that the optical path length of each inci-
dent ray increases with the azimuthal position. Therefore, the path difference introduces the phase

difference, and the transmitted beam has the helical wavefront with the phase structure exp(il¢).

1.4.2 Computer generated hologram

Figure 1.3: The pattern of a binary hologram for generating a light beam with [ = +1 from a

Gaussian beam.

The other familiar method to produce a light beam possessing orbital angular momentum is
to use a computer generated hologram. The main idea of this method is simple as demonstrated
below. The hologram is the recording of the interference pattern between the field of interest and
a simple reference field such as the interference pattern of a Laguerre-Gaussian beam and a plane
electromagnetic wave [29]. A Laguerre-Gaussian mode, from Eqs.(1.5) and (1.6), when p index is set

to be zero, traveling along the z axis, can be approximately expressed as

Eor = Eo(r/w(z))" exp[—r2 jw(z)2]e¢eik=r’ /2R gi(kz+2) (1.24)
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where R = (2% + 2%) and ® = (2p + || + 1) tan~'(z/2r). Then, we suppose that the reference field

is a plane wave with its wave vector lying in the zz-plane
Eyef = RoetF=mtik=2 (1.25)

and we let these two fields interfere on a screen in the xy-plane. The intensity profile on the screen

at 2z = 0 becomes

ikyx n % 2
I =|Rge Fa® L Bo(rfwo)"™ exp[—r2 /wi]e l‘i”

=R2 + Eo(7‘/11)0)2"6_27'2/7”3 + 2R0E0(r/wo)”e_"z/“’g cos(kzx — 19). (1.26)

The last term exhibits the interference pattern on the screen. Then, a hologram that records this
pattern can reconstruct the original beam and its complex conjugate when illuminated by a plane
wave or a Gaussian beam. To show how this works, we simplify the pattern by neglecting the
variation of the amplitudes of these fields but still keep the feature of the interference pattern. The

hologram then has the spatially varying transmissivity described by
1
T= 5(1 — cos(kyz — 19)). (1.27)

If a Gaussian beam propagating along the z-axis illuminates the hologram, the transmitted field will
be
B = TAge " /%, (1.28)

where A is the central amplitude of the beam and € is the size of the spot on the screen. The

transmissivity in Eq.(1.27) then gives
Er = (Ag/2)e " /% — (Ag/4)e " /U eilhar=1) _ (g /4)e " /%o i(kea—10) (1.29)

This means we will obtain a field with the azimuthal phase dependent term exp(il¢) and its complex
conjugate at the first order diffraction angles § = +sin~!(k,/k), when k is the amplitude of the
wave vector of the incident beam that illuminates the hologram. This indicates that the beams at
the first order of diffraction possess orbital angular momentum of 4+l per photon. The problem is
that it is not practical to create a hologram with a sinusoidal pattern of the transmissivity. A binary
hologram with square-wave variation of transmissivity, however, can still produce the transmitted
beams which have the azimuthal phase dependent terms. The transmissivity function of the binary

hologram can be expressed as

T = % =Y " sine(nm/2) cosln(kpx — 19)]. (1.30)

n=1
The appearance of the hologram is similar to a grating with a defect in the shape of a fork as
illustrated in figure 1.3. This type of binary holograms sometimes is called a fork hologram. The

transmissivity function implies that the output field will contain terms of the following form
E, = (Ag/4)sinc(nr/2)e™"" /% ginlker—10) (1.31)

and their complex conjugates. Each nth term corresponds to the nth-order diffracted beam which

has orbital angular momentum of n#l per photon.
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1.4.3 Mode converter

Normal laser light usually has the transverse amplitude distribution described by a product of Her-
mite polynomials H, (z)H,,(y), which implies that a conventional laser is normally in Hermite-
Gaussian modes instead of Laguerre-Gaussian ones [8]. The mode converter scheme is used to
convert a Hermite-Gaussian mode into a Laguerre-Gaussian mode by using the strong relation be-
tween these two modes. A Laguerre-Gaussian can be decomposed into a superposition of a set of
Hermite-Gaussian modes of the same order as [8, 30]

N

u{;,c,;b(a:,y,z) = Zikb(nvmvk)u%(ik,k(xayaz)' (132)
k=0

with

(=" +8)™])

t=0

(N - k)N 1 a*
2N plm! k! dtk

b(n,m, k) = (
where the radial index p and the topological charge [ of a Laguerre polynomial L; is obtained by
p = min(n,m) and | = m — n. On the other hand, a Hermite-Gaussian mode whose principal axes

are rotated by 7/4 with respect to the (x,y) axes can be decomposed in the same way as

N
HG (T+TY T—Y HG
U , 2| = bn,m,k)un_1 (2,9, 2). 1.33
For example, we find
HG | ;, HG
) = M

G _
ugy (\@ 5= N (1.34)

These two decompositions have exactly the same coefficients b(n, m, k) but different internal phases.

r+y T—y > ully + ufi®

To convert them from one to the other, we need to rephase the terms in the decomposition, which
could be done using the fact that the Gouy phase, 1(z) = tan~'(z/zR), of each Hermite-Gaussian
mode in the decomposition changes differently when the beam is focused. This means there is a way
to arrange cylindrical lenses to achieve this goal. With the calculation given in [30], two cylindrical
lenses separated by f1/2, where f is the focal length of the two lenses, as shown in figure 1.4, will add
a relative phase difference between two components of the diagonal Hermite-Gaussian or Laguerre-
Gaussian mode of 7/2. Therefore, the diagonal HG mode will be converted into the LG mode when
it goes through the two cylindrical lenses. As the orbital angular momentum of the beam changes,
the mode converter should feel a torque acting on it when the photons pass through so that the total

angular momentum of the light and the converter is conserved.

1.5 Measurement of orbital angular momentum

As mentioned, the orbital angular momentum of light is measurable, and there are several schemes
to do so [36-42]. However, we will focus on two commonly employed schemes whose underlying ideas

are clear and simple to understand as follows.
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f f

Figure 1.4: This arrangement of two cylindrical lenses can be used to convert a diagonal HG beam
into an LG beam or vice versa. The dashed line represents the propagation of the beam in the other

transverse direction.

1.5.1 Computer generated hologram

The generated hologram we discussed previously can be used not only to generate an optical beam
with orbital angular momentum but also to measure it. The idea is simple and straightforward.
Let us consider again Eq.(1.27). When we illuminate the hologram with a beam with a topological

charge I, the transmitted field will be

1 1
Er 25(1 — cos(kyx — lgb))Aoe_’"Q/Qge” ¢

2

:(AO/Q)efﬁ/QOeil'dJ _ (A0/4)efr2/Qgei(kzasf(lfl')zﬁ)
— (Ag/4)e /U gilkea—(+1)6) (1.35)

This means by picking up the right hologram such that | = I’ we will observe the fundamental
Gaussian beam at the first order diffraction. We note that it is only the fundamental Gaussian mode
that can be coupled with a mono mode optical fibre [36]. We can see that even though the hologram
can be used to measure orbital angular momentum of individual photons it can only test whether
the beam is in a particular Laguerre-Gaussian mode or not [36, 37].

Moreover, a hologram can also be used to measure a superposition of orbital angular momentum
states between [ = 0 and [ an arbitrary integer. The idea actually begins from the fact that we can
use a hologram to create such a state as well. Recall that in the previous discussion, we can use a
hologram to generate a beam with orbital angular momentum from a Gaussian beam if we illuminate
the hologram in the way that the dislocation of the hologram is at the center of the beam waist.
Vaziri and colleagues found that by displacing the dislocation of the hologram from the center of
the beam a superposition state is created [43]. The reverse process is also realisable and practical.
The displaced hologram can also be used to measure a superposition state in that it converts the

superposition state into a Gaussian beam, which can be coupled with an optical fibre and detected.
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Mirror

e A ... '
Mirror

Dove prism

Figure 1.5: The Mach-Zehnder interferometer with a Dove prism in each arm, such that one Dove
prism is rotated with respect to the other. Optical beams with odd and even topological charge are

sorted to emit into different ports.

1.5.2 Interferometric mode sorter

The main idea relies on the phase shift of a Laguerre-Gaussian mode when a beam is rotated so that
the beam with azimuthal term e?? will be changed to be e(¢+®) when it is rotated by o [44]. While
a non-rotated Dove prism gives a non-rotated, reflected image, a Dove prism rotated by an angle
of a/2 gives an a-rotated, reflected image. This means we can use rotated Dove prisms to rotate
our outgoing beam. With this fact, we use a Mach-Zehnder interferometer such that there is a Dove
prism in each arm of the interferometer, and one of the Dove prisms is rotated by an angle of a//2
with respect to the other. The relative phase difference of the beams in these two arms becomes
At = la. This means At = Im when the Dove prism in one arm is rotated by an angle a/2 = 7/2
with respect to the other arm. By correctly adjusting the path length of the interferometer, the
beams with odd and even values of the topological charge [ go to different ports [38]. As shown in
figure 1.5, if the input beam has even (odd) [ it will go to the port Al (B1). After the port Al, we
add another interferometer in which the angle between the Dove prisms is «/2 = 7/4 so that the
relative phase difference between each arm in the second stage is Ay = I7/2. Thus, the photons in
with [ = 4n and | = 4n + 2, where n is an integer, go into the port A2 and B2 respectively. On
the other hand, after the port B1, we introduce a hologram to increase the topological charge of the
odd-! photons by 1 and add the second stage interferometer with the angle /2 = 7/4 so that we
can sort the odd-I photons in the same way as the even-l photons. With cascading Mach-Zehnder
interferometers with different relative rotation angles of the Dove prisms, as shown in figure 1.6, we

can measure the angular momentum of a given beam.
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Figure 1.6: A cascade of interferometers can be used to measure the orbital angular momentum of
a given beam. The boxes with different colours represent the interferometers of the form shown in
figure 1.5 with different relative angles between the Dove prisms. In the first stage, we use the phase
shift of « = 7 in order to sort the beams with even Is into port A1 and odd Is into port B1. The odd-I
photons then travel through a Al = 1 hologram, and this make their topological charges increase by
1 become even-l photons. In the second stage, we introduce a phase shift of « = 7/2, in order that
it sorts even photons into even and odd multiples of 2. The Al = 2 holograms are introduced before
the third stage in order to sort the photons further. In this figure we use the solid black lines to
represent generated holograms. We also show the paths that the photons with different Is take. For

example, for the beam with [ = 8n, where n is an integer, is sorted into port A3.

1.6 Orbital angular momentum and spontaneous parametric

down conversion

Entanglement is one of the most important properties of quantum theory as it cannot be described
classically. For example, the experimental tests of Bell’s inequality prove that nature is fundamentally
quantum and does not obey local realism. There are still many aspects of entanglement that we do
not yet understand. It also plays an important role in several applications of quantum information
and quantum imaging, such as quantum cryptography, teleportation, and ghost imaging [45-54].
Spontaneous parametric down-conversion (SPDC) is a nonlinear interaction between light and
matter that converts one photon with higher energy into a pair of photons with lower energy in
accordance with energy and momentum conservation. The output photons are spatially separated
and are usually called the signal and idler. They are entangled in their transverse positions, time

of arrival at the respective detector, and polarisation states [55-59|. There are several experiments
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showing that they are also entangled in their orbital angular momentum [36,60,61]. We will review
Ref. [10] which theoretically shows that the correlation of orbital angular momentum of a photon
pair and the conservation of the orbital angular momentum in an SPDC process arise from phase
matching in the nonlinear crystal.

Let ®g1,2(x) be normalised transverse mode functions where x is a transverse position vector.
The subscripts 0, 1 and 2 indicate quantities and operators of the pump, signal and idler photons
respectively. The two-photon states of the signal and idler are created by applying the creation
operators ! (ky)al (k) to the vacuum state [0). The transverse components of the wave vector of
the signal, idler, and pump photons are denoted by ki, ks, and kg respectively. The polarisations of
the signal and idler photons are determined by the nonlinear electric susceptibility of the crystal. In
the case of type I down-conversion, the polarisations of the signal and idler photons will be identical,
where their direction is determined by the polarisation of the pump. For type II down-conversion,
the polarisations of the two down-converted photons are perpendicular to each other. With specific
setups, this can give polarisation entanglement in each pair of signal and idler photons. Assuming
that the polarisation states satisfy the condition indicated by the nonlinear susceptibility of the
nonlinear crystal, the phase matching between the pump and the emitted photons is described by a
sinc function of the transverse wave vectors II,—, ,sinc [(ko — ki — ko) L; /2], where L; is the length of
the crystal in the transverse direction of propagation. Supposing that the transverse dimension of the
crystal is sufficiently large, much larger than the photon wavelengths, the phase-matching condition
then can be approximated by a two-dimensional delta function 6%(kg — ki — ka). Moreover, the
absolute difference of the transverse wave vectors of the signal and idler photons, |k; — ko[, cannot
be arbitrarily large. This is because a large value of |k; — ko| results from large values of k; and/or
ko which are proportional to the signal and idler frequencies, w; and ws. These two frequencies
are constrained by conservation of energy wg ~ wi + wo. This means the constraint of the absolute
difference of the transverse wave vectors is |k; — ka| < 27/A, where X is the wavelength of the
pump photon. We can then define A(k; — ko) as a geometric function such that it is normalised,
[ dkA(k) = 1, and vanishes for large values of its argument so that it is in agreement with the
energy conservation.

The two-photon state of the signal and idler then can be expressed as
|0 = / dk / dky / dky®o(ko)al (ky)ad (ko)
X A(kl — k2)§2(k0 — k1 — k2)|0> (136)

We omit the polarisation states of the two down-converted photons in order to focus only on their
transverse modes. As the polarisation states are omitted and this equation describe the phase-
matching condition, this equation holds for both type I and type II down-conversions. With Fourier

transformation, the two-photon state in the position representation is

X1 +x . R
|¥) = /dx1 /deCI)o (122) A(x) — x2)al (x1)ad(x2)]0). (1.37)
The normalised photon states of the signal and idler, in modes ®; and ®; are given by

|\I/172> :/dXLQ(I)LQ(XLQ)(AIJ{’Q(XLQ)|0>. (138)
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In each photon pair, the probability of detecting the signal photon in the mode ®; and the idler

photon in the mode ®5 is

P(®1,®5) = (g, Up|T)[*
* * +
= /Xm/dXQ(I)l(Xl)(I)Q(Xg)(bO (Xl 9 X2> A(Xl —Xg)

By averaging this expression over all possible signal modes, the probability that the idler photon is

2

(1.39)

in the mode ®5 is given by

P(®5) = (W] )|
/dxl/dXQ/dx2<I>2 X5) P35 (x2) P (Xl ;X2>
x @ (Xl—;X2> A*(x1 — x5)A(x] — X2), (1.40)

A similar expression for the probability to find the signal photon in the mode ®; is obtained in the
same way.

The function A(k) is a very broad and it follows that the function A(x) is very narrow as it is
the Fourier transform of A(k). Therefore, the mode functions in Egs.(1.39) and (1.40) vary very
little in the region that the function A(x) does not vanish. We can then approximate Eqs.(1.39) and

(1.40) as

2 2

P(01, @) — 1 [avaw)| | [ axeiaseome (1.41)

P() = ] [avam 2

The state of the idler photon in the mode ®5 for a given pump mode &, and detected signal mode
(I>1 is

[ axiosmae (142

|Wa) =(Uy| W)
- / dyA(y) / @ (32) B0 (x2)} (x2)]0), (1.43)

where we use |¥) and |¥;) from Eqs.(1.36) and (1.37) and the fact that the function A(x) is very
narrow. Comparing Egs.(1.38) and (1.43), we find that the mode function of the idler photon can

be expressed as the product of the pump mode and the signal mode:

dy = (/ dyA(y)) Do (1.44)

We substitute the mode functions ® 1 2 in the form of Laguerre-Gaussian modes given in Eq.(1.6)

and compare the azimuthal phase dependent terms. We find that
lo =11+ 1, (145)

where [; are the topological charges of the beams. This automatically indicates the correlation of the
orbital angular momentum of the signal and idler photons and ensures the conservation of angular

momentum. The coincidence probability is found to be proportional to a sinc function

P(®y,®y) o sinc? [(I + 1o — )7, (1.46)
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which arises from the integration of the product of the transverse Laguerre-Gaussian modes, which
are substituted as ®g 12 in Eq.(1.41), over the azimuthal phase ¢. The probability P(®1, ®3) is then
maximal when the orbital angular momentum is conserved and vanishes when (I;+12—1g) is a nonzero
integer. We note that there exist optical beams with fractional values of . However, they are not
structurally stable and cannot maintain their amplitude distributions while they are propagating.
The relation of the orbital angular momentum of the pump, signal and idler photon, which is shown

in Eq.(1.45), is solely obtained by the phase-matching condition for the Laguerre-Gaussian modes.
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Orbital angular momentum in
quantum communication and

processing

2.1 Introduction

Light has been used for communication for a long time. For example, signal lamps are visual
signalling devices to produce the Morse code, and photophones (radiophones) encode the sound of
the speakers with light beams and transmitted to the receivers’ phone. Nowadays, we use optical
fibres to transmit information from one to another distant place. In quantum information, light is
used as an information carrier between quantum communication systems [49,62]. Its polarisation
state can be encoded as one bit of information. For example, horizontal and vertical polarisations
traditionally represent 0 and 1 of digital information respectively. The polarisation of light does not
need to be horizontal or vertical only. It can be left or right circular polarisation or a superposition
of any two orthogonal polarisation states. This means a polarisation state also serves as a qubit in
quantum communication. There are various alternative competing physical systems that nowadays
have been used as qubits, such as superconducting Josephson junctions [63], quantum dots [64], and
trapped cold ions [65], which provide many feasible quantum information applications. However, the
generation, manipulation and detection of polarisation states are simple and inexpensive compared
to the other physical system. A well-known quantum communication protocol that used polarised
light as the information carrier is BB84 which is a quantum key distribution scheme proposed by
Bennett and Brassard [62].

As discussed in the previous chapter, orbital angular momentum (OAM) of light is the component
of angular momentum depending on the beam profile which is characterised by the azimuthal phase
dependence exp(il¢). This phase dependence is founded in Laguerre-Gaussian or Bessel modes of
optical beams, and each of these mode families is an infinite and orthogonal basis set. Therefore,

OAMs can be realised as higher-dimensional quantum systems: so-called qunits or qudits. Higher-

17
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dimensional systems can provide some applications of quantum information that are superior to
two-dimensionals such as an increase of coding density and higher security margin [66]. With higher
dimensions, more information can be encoded in each system. For example, for binary systems, we
need 8 bits of information to encode the standard ASCII characters, while we only use 5.048 trits to
do so in trinary systems. In this chapter, we continue from the previous chapter by showing some
examples of quantum information protocols that employ OAM degrees of freedom.

The structure of this chapter is given as follows. In section 2.2, we give a brief discussion on
a secret key algorithm in cryptography. Then, we review three quantum information protocols in
sections 2.3-2.5.

2.2 Information security and cryptography

The main purpose of cryptography is to prevent unpermitted parties to access secret information.
Secure communication is very important in recent days. A leaking trade secret, for example, may
lead to the collapse of a big company. In wartime, this could decide the results of battles or even the
future of a kingdom. Even in our everyday life, cryptography is used to protect our money in the
banks, to shop online and to protect our data in social media. While information is more important
nowadays, in the modern computer age, the classical algorithm-based cryptography could be broken
more easily than ever. It is probably a matter of time before we need to employ a new scheme to
protect our precious information.

The simplest cipher that one might think of is the transposition, the so-called Caesarean cipher,
where all letters are shifted by a known (but secret) number of places in the alphabet [49]. For
example, if we decide the shift to be 1, then the letter A will be replaced by B, B—C, C—D,...,
Z—A in the message. With this cipher, the word PHYSICS is then replaced by a nonsense word
QIZTJET. However, it is fairly easy to decipher if the receivers know the amount and direction of
the shift as they just need to shift the letters back to the original. This cipher is really weak and
can be cracked by trying all 25 possible shifts until obtaining a readable and sensible message, but
it is the simplest cipher that uses a private-key cryptography system, a cryptographic algorithm
being used today. Its idea is as shown below. Alice wants to send a plaintext message (the secret
information) P to Bob. Both of them need to share a secret key K which is known to Alice and Bob
only. Alice then is able to use this key to generate a ciphertext C and sends it to Bob, and he can
use the same key to decipher the ciphertext into the original plaintext P. In this way, we can think

of the ciphertext C as a function of the plaintext and the key,

C =C(P,K), (2.1)
and the plaintext as the function of the ciphertext and the key,

P ="P(C,K). (2.2)

In the transposition cipher that we have reviewed the key is the number of the shift. One can improve
this cipher by using a substitution cipher when a letter is randomly replaced by another letter so

that the secret key is rather difficult to find out as it has 26! ~ 4 x 1026 possible keys. However, it
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A 82% | J 01% | S 6.3%
B 15% | K 08% | T 9.0%
C 28% | L 40% | U 28%
D 42% | M 24% | V 1.0%
E 127% | N 6.7% | W 2.4%
F 22% | O 75% | X 0.1%
G 20% |P 19% |Y 20%
H 61% |Q 01% | Z 01%
I 70% | R 6.0%

Table 2.1: The approximate relative frequencies of the letter in English-language messages [49].

is still not sufficiently secure as each letter in the English language normally appears in a text with
different frequencies and some of them often come together such as "LL", "SS". The approximate
relative frequencies of English letters in the majority of messages are shown in table 2.1. This means
by checking the frequency of the letters appearing in the ciphertext together with the knowledge of
the English language, part of the secret message can be read.

As we are now living in the digital age, in which all the messages written in our computers or
digital gadgets are represented by strings of binary digits. The message may be encoded in a string
of bits by using the American Standard Code for Information Interchange, the so-called ASCII code.

Let us assume that the plaintext which Alice wants to send to Bob is encoded by the following
string of binary digits:

P = 1001110010110, (2.3)

and the secret key that Alice and Bob possess is
K =1101001001110. (2.4)

Alice can then produce the ciphertext by modulo 2 addition and performing this addition bit by bit

between the given plaintext and the key as

P =1001110010110, (2.5)
K = 1101001001110,
C=P®K =0100111011000.

She then can send this binary string to Bob. As Bob already has the secret key K, he can retrieve
Alice’s message perfectly by performing the modulo 2 addition between the obtained ciphertext and

the secret key as

C = 0100111011000, (2.6)
K = 1101001001110,
P =C®K = 1001110010110.



Chapter 2: OAM in quantum communication and processing 20

€ =0100111011000,
O—= K =1101001001110,
P =C &K =1001110010110.

€ =1001110010110,
O—= K =1101001001110,
P =C® K =0100111011000.

Alice Bob

Eve

Figure 2.1: The figure shows how Alice and Bob communicate securely by sharing a secret key, which
is a random binary string. In the figure, Alice sends a ciphertext to Bob with a mobile phone, and
Bob retrieves the original message with the secret key. Eve, on the other hand, cannot gain any

information from the sent message, if she does not have any information about the secret key.

In this way, Alice can send the message P to Bob securely by sending the ciphertext via a classical
communication channel as long as Eve, an eavesdropper, on the network does not have the secret key
K. This is because even if Eve is able to access the ciphertext C, she still cannot retrieve any sensible
information of the plaintext P without the key. The secret key IC should be a random binary string
in the way that the digits 0 and 1 randomly appear in the string with the probability of 0.5. In this
case, the ciphertext C will directly inherit the randomness of the secret key, and, therefore, contain
no information about the plaintext unless the listener has the secret key . This means to send the
messages securely, Alice and Bob need to be only two persons who have the key. The problem is
now changed from how to send a message securely to how to send the secret key securely or how to
produce the key that can only be accessed by the authorised parties and how we can employ the laws
of nature to do so. In the next sections, we will review some work that employs quantum mechanics

of OAMs to send or produce the secret key between two parties securely.
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2.3 Quantum key distribution with 3-state systems

This protocol is an extension to BB84 for three dimensional systems proposed by Bechmann-
Pasquinucci and Peres [67]. They introduced four mutually unbiased bases as follows. The first
basis is a set of three orthogonal unit vectors: |a), |8) and |y). The second basis is a discrete Fourier

transform of the first basis,

jaz) = (Ja) +[B) + 1))/ V3, (2.7)
1B2) = (Ja) + ™ /3(8) + 722 |7)) /3, (2.8)
he) = (Ja) +e2T218) + T3 y)) V3 (2.9)
Two remaining bases are of the forms
las) = (/%) +18) + 7))/ V3, (2.10)
1B3) = (la) +*™/2(8) + 7))/ V3, (2.11)
) = (J) +[8) + ™% ]7)) /3, (2.12)
and
laa) = (72 [a) +[B) + 7))/ V3, (2.13)
1Ba) = (la) +e7*™218) + 7))/ V3, (2.14)
[va) = (J) +[B) +e 7273 ]y)) V3. (2.15)

This means if unit vectors |e;) and |e,) belong to different bases the modulus of their inner product
satisfies |(ej\eu>|2 =1/3.

Similar to BB84, this protocol is given as follows. Alice randomly prepares one of these 12 states
and sends the quantum state to Bob. Bob then randomly picks one of the four bases to measure
the state. After that, Bob announces the basis he used, but not the result he obtained. Alice then
reveals whether the choice of bases that he used is correct or not. If Bob used the right basis, then
they share one trit of information: the information that is encoded by ternary digits (or trits) 0, 1
and 2. They discard the transmitted result if Bob chose an incorrect basis. The process is repeated
until Alice and Bob share long enough key. Then, they can sacrifice some of their shared trits to
check the security of their protocol. If the error rate is lower than the security threshold they can
keep the remaining key for their communication, otherwise they discard all the key and postpone
the protocol.

In the intercept/resend attack, Eve intercepts Alice’s particle, measures its state and resends it
to Bob. The probability that she picks the correct basis and does not disturb the state of the particle
is only 1/4, while she is more likely to pick the wrong basis and causes the maximal disturbance
to the transmission with the probability of 3/4. This disturbance produces Bob’s error rate of 2/3
(the probability that Bob chooses the correct basis but obtains wrong outcomes) in the identification
stage. This means, with 3-state systems, Eve obtains less information and produces a higher error
rate. Thus, it is easier for Alice and Bob to detect the existence of Eve.

The three orthogonal states, |a), |5) and |y) can be realised by the OAM states with different

orbital angular momentum such as [ =0,/ =1and [ = —1.
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2.4 Quantum key distribution with entangled qutrits

In this section, we review the work of Groblacher et al. [68]. They use three OAM states of photons
with the radial index p = 0 to encode qutrits. The maximally entangled state of down-converted
photons is used as the entangled resource of the protocol,

1

V3

where |0), |1) and |2) represent the states of the down-converted photons in the Laguerre-Gaussian

¥) (10)10) + [1)[2) + 2)[1)), (2.16)

modes with [ = 0, ] = 1 and [ = —1 respectively. This maximally entangled state can violate the
following three-dimensional Bell inequality [69, 70],
SgZP(Al :Bl)+P(A2:Bl—1)+P(A2:BQ)+P(A1 :BQ)
—P(Ay=B1—1)—P(A3=B1) — P(Ay; = By, — 1)

— P(A; =By +1) <2, (2.17)
with 5
P(Ag=By+k) =) P(As=j,By=(j+k) mod3) (2.18)
j=1

being the probabilities that the measurement results A, and By of two different observers Alice (A)
and Bob (B) are different by k& mod 3. The observables A; and Ay (B; and Bj) represent two
different measurements of the observer A (B). Different measurements can be realised by displacing
the centres of holograms differently to measure different superpositions of OAM states. The maximal
violation for the maximally entangled state |¥) is 4/(6v/3 — 9) ~ 2.873.

The scheme of the protocol is as follows. Alice and Bob perform their measurements randomly
and independently so that A;, Ay, By and B, are the settings that maximise the violation of the
given inequality whereas A3 and Bjs are the settings used to produce the secret key from the perfect
correlations. After obtaining a sufficiently long string of outcomes, Alice and Bob compare their
hologram settings. A part of the obtained data is used to check the violation of the Bell inequality
to examine the existence of Eve, an eavesdropper. Bob then announces his data publicly for the
Bell inequality check, and A determines the value of S3. In the case that S5 > 2, the key is secure
enough as an eavesdropper does not have enough useful information, and they can use a part of the
remaining data as the secret key. The experimental set up of the protocol is given in figure 2.2.

In the experiment, they used step motors to displace the individual holograms to measure super-
positions of the three OAM states. Their result shows that the Bell parameter S5 = 2.688 + 0.171,
which is significantly larger than two. This implies the violation of local realism. The data of 150
trits were produced as the secret key with 14 trits as errors which correspond to the quantum trit
error rate of 9.3%. This indicates the possibility to have secure communication between two distant
parties. It is worthwhile to note that the state they used as the entanglement resource of the protocol

is not even maximally entangled.
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Figure 2.2: The diagram represents the experimental set up of the key-distribution protocol of
Groblacher and colleagues [68]. An Ar™ laser pumps a BBO crystal in order to produce down
converted photons in the state given in Eq.(2.16). Two phase holograms in each down-conversion
path, mounted on step motors controlled by Alice’s and Bob’s computers, are used to transform
the maximally entangled qutrit state. After that, the photons then travel to the probabilistic mode
analyser consisting of beam splitters (BSs), analyser holograms, represented by green lines, single
mode fibres (SMFs) which are coupled with photon detectors (Ds). The probabilistic mode analysers
can distinguish among the three different OAM states. The detection signals are processed in two
logic units belonging to Bob and Alice. The cross-sync signals are used to identify the coincidences.
The processed value, being either 0, 1 or 2, is passed to the logics first-in-first-out buffer (FIFO)

before being read out by a computer.

2.5 Quantum Coin Tossing

The motivation for this protocol is that Alice and Bob have divorced, and they do not want to meet
each other. However, they need to make a decision on who can keep the dog, but they do not trust
each other and any third party to interfere. Thus, they decided to toss a coin and used telephones to
communicate the result. If the result is heads then Alice can keep the dog, otherwise, it will belong
to Bob. The problem is that how can Bob trust Alice’s result of tossing as Alice can always say that

the result is heads to win the game and he cannot even check that Alice says the truth.
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The coin tossing protocol is one of the novel cryptographic challenges where the problem is not
detecting or ruling out an eavesdropper but to communicate with a distant partner that cannot
be trusted. The applications of this protocol, for example, are mail certification, remote contract
signing, mental poker, etc. The classical version of this protocol is that Alice tosses a coin and then
locks it in a suitcase and sends it to Bob. After he receives the suitcase, he can somehow prove that
the coin has been tossed without seeing it and makes his bet. Alice then sends the key to Bob to
unlock the suitcase and check the result. In fact, however, there is no such classical protocol that is
secure against unrestricted cheating schemes if one of them is dishonest [71].

However, with the help of quantum mechanics in a three-dimensional Hilbert space, this type of
protocol is possible and has some security. Even though the following protocol is still not perfectly
secure, it limits the possibility that the cheater can win the game for certain without any risk of
being detected.

In the quantum coin tossing scheme [71,72], the classical suitcase is replaced by a three-dimensional
state. For Alice and Bob, the result of coin tossing is replaced by the random choice of one of two
orthogonal bases where each element of one basis is nonorthogonal to any state from the other. Alice
randomly selects a state from these two bases and send it to Bob. Once Bob receives the state, he
then makes his bet. At this stage, Bob can cheat by measuring the state. However, the measurement
result cannot tell him which state he possesses for sure. Once Alice announces her result and Bob
has not cheated, he can then check Alice’s honesty by measuring the state. Alice can lie, but there
is a reliable possibility that her cheat can be detected. This protocol has been proposed by Ambai-
nis [72] and implemented by Molina-Terriza et al [71]. Two sets of the four states that Alice can only
randomly pick up and send to Bob are given in table 2.2. Each set represents a different coin tossing
result. A state vector in one set is nonorthogonal to a state vector in the other set. This provides
the security against Bob’s dishonesty as, even he performs a measurement on the state he obtains,
his outcome cannot help him to decide which set that the state belongs to. On the other hand, each
of Bob’s bases comprises of three orthogonal states. The additional states in these bases are required
so that Bob can be able to detect Alice’s dishonesty with a reliable amount of probability.

The realisation of this protocol is given as follows. Alice produces a three-dimensional maximally
entangled state by a parametric down conversion process as given in Eq.(2.16). With different
encoding, the state is given by

1
V3

where, in this case, the states |1)o and |1)p represent the Laguerre-Gaussian beams with [ = 1 and

W) = —=(10)al0)B + [1)a[1)B + [2)A[2)B), (2.19)

I = —1 respectively. On the other hand, the states |2)s and |2)p are the Laguerre-Gaussians with
[ =—1and ! =1. The subscripts A and B identify the states of two entangled photons: the former
is kept by Alice and the latter is sent to Bob. Alice then makes a projection measurement on her
photon state. With the entanglement of the photon pair, she non-locally projects Bob’s state into
a particular state. She contacts Bob with a classical communication channel so that he can make a
bet. Alice then announces which state is the result of her measurement. Bob can measure his state
to verify her honesty. The coincidence measurement of the electronic signals from Alice and Bob is

required to check that they are working on the same pair of photons.
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Set | Label | Alice’s states Coin Bob’s bases Label

ALL | (10) 4 [1))/vE | Heads | (9 1/V2| Bl

1 (l0) — 11))/v2 | B2

A12 | (0) = [1))/v2 | Heads 12) B13

21 | ((0y+12)/v3 | Taits | (O FI2I/VZ | B2

2 (l0) - 2))/v2 | B2

A22 | (|0) —[2))/v2 | Tails ) B23

Table 2.2: The table shows Alice’s four possible states, and one of them is randomly chosen and
sent to Bob. These states are divided into two different sets, called 1 and 2. Each set represents a

different coin tossing result. Bob’s two bases of measurement for checking Alice honesty are shown.

Set 1 Set 2

Figure 2.3: The experimental realisation of the coin tossing protocol given in [71]. In front of all
detectors, there are displaced holograms that are used to measure the OAM states of the down-

converted photons in the bases given in table 2.2.

The experimental set up of this protocol is shown in figure 2.3. The experiment reports that Bob
wins in half of the throws. The failures are only around 6% of the throws due to misalignments.
With this 6% noise, the protocol is proved to be more secure than qubit protocols, even if they are

noiseless [71,73], where the level of security is quantified by the trace distance D and the fidelity F
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between the density matrices of the heads and tails states: D + F2.

If Alice just lies, for example, she knows that the state (|0) 4 |2))/+v/2 is sent and Bob bet on
tail, which is correct answer, but she still insists that it is head with the state (|0) + |1))/v/2, then
the probability that Bob can detect Alice’s lie is 75%. The possible way that Alice can cheat with a
higher probability of not being detected is as follows. She prepares a classical mixture between the
states (|0) — [1))/+v/2 and (]0) + |2))/+/2 which represent the classical mixture of head and tail and
sends it to Bob. Once Bob makes his bet, she can always say that it is the opposite. For example, if
Bob says it is head, she may say that the answer is tail (|0) 4 |2))/v/2. Bob then checks in the tail
basis. The probability that her dishonesty is not be detected is 62.5%. However, it is really difficult
for her to win without being detected in a row. As we can see, the protocol is not perfectly secure,

but it limits the ability of the two involved parties to cheat.
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The y states

3.1 Introduction

As we know, entanglement is one of the fundamental features that distinguish between classical
and quantum theories. It is also the main resource of various quantum computation and quantum
information processing tasks including quantum dense coding, quantum cryptography and quantum
teleportation [45-52]. The bipartite entanglement is the obvious example used to demonstrate the
nonclassical effects and simple quantum information protocols as it is simple and well understood.
However, for multipartite entanglement, there are many aspects that are still unclear as there is no
trivial way to extend our understanding of the bipartite case to this case directly [74-77]. It is still
one of the active areas of research in the field. Even though we do not understand it well yet, there is
a lot of research proposing quantum information protocols that employ the entanglement properties
of such states, such as universal error correction [78], quantum secret sharing [79], telecloning [80],
and deterministic secure quantum communication [81].

Assume that there are two N-qubit states |¢)) and |¢) shared among N parties, and each party
can only access one qubit. A local protocol can be defined as a series of rounds of local operations and
communication such that, in each round, an involved party can locally manipulate its local subsystem
and classically communicate the result of its operation, if the operation includes a measurement, to
the rest of the parties. The decision about the operations in the subsequent rounds depends on
the previous announced results. This means the protocol splits into several branches. We then say
the states |¢) and |¢) are equivalent under stochastic local operations and classical communication
(SLOCC) if and only if there exists a local protocol that least one of its branches can convert one
of these states into another [82]. Any two entangled states are different classes, if they cannot
be converted from one to the other via SLOCC protocols or we can say that they are SLOCC
inequivalent.

There are two classes of well-known genuine multipartite entangled states: the Greenberger-
Horne-Zeilinger (GHZ) state

IGHZ)y = —= (10)%" + [1)#7) | (3.1)

Sl
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and the Werner (W) state

=2

Z 0)2(=1]1)]0)y®N=1), (3.2)

where we use the short hand of the tensor product, for example |0)®2 = |000) = |0) ® |0) ® |0) [49].

In the case of four-qubit states, these two states can be written explicitly as

|GHZ) = 0000) + [1111)) ., oy » (3.3)

—
V2
and

1
[W) = 5 (10001) +0010) + |0100) + [1000)) 4 - (3.4)

As the GHZ and W states are SLOCC inequivalent [77,82], it means they undoubtedly have dif-
ferent entanglement properties. For example, the Bell-type inequality is maximally violated if the
system is in the GHZ state [83,84]. A. Karlsson and M. Bourennane proposed the open-destination-
teleportation protocol by using the GHZ state as the entanglement resource [85]. On the other hand,
the entanglement of the W state is robust against a particle loss as its reduced state is not separable
and this property is not valid for the GHZ state [86].

A new type of four-qubit entangled states has been introduced by Yeo and Chua in 2006 [87]. It

is called x-type states which have the following forms:

) = Z=(1¢) + 1 abea (35)
X)) =0'®dl @ I®I[x"), (3.6)
where
10y = %(|0000> — |0011) — [0101) + [0110)), (3.7)
IcYy = %(|1001> +[1010) + [1100) + |1111)). (3.8)
We use o/ to represent the Pauli matrices such that o' = ¢%, 02 = 0¥, and 02 = o*. The two-

dimensional identity operator is denoted by I = o°.

These states cannot be transformed into the
GHZ and W states or the other classes of four-qubit genuine entangled states via SLOCC. However,
to the best of our knowledge, these states have been first introduced publicly in 2002 by Lee et al. [88],
but at that time they did not report that these states are a new type of genuine entangled states. In
the work of Lee et al, they show that these states can be obtained by a nonlocal transformation of
the tensor product of the EPR states: |®T). 1 @ [®1)wqr, where |®T) = (]00) + |11))/v/2, and can
be used as a teleportation channel. The properties of this type of states and its application will be
discussed in the following sections.

We summarise this introduction as follows. The x-type states are proved to be a new class of
four-qubit genuine entangled states. Their entanglement properties are distinct from that of the
GHZ and W states as discussed in the following section.

The structure of this chapter is as follows. We discuss the entanglement properties of the x-type

states compared to that of the GHZ and W states in section 3.2. We evaluate the von Neumann
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mutual information between two pairs of particles in the states and then demonstrate the violation
of Bell inequalities. The entanglement robustness against a particle loss is discussed at the end of
section 3.2. In section 3.3, we give some examples of quantum information protocols that employ the
x-type states: faithful quantum teleportation of two-qubit states, quantum dense coding, quantum-

information splitting, and deterministic secure quantum communication.

3.2 Entanglement properties of y states

This section is devoted to discussions about the entanglement properties of the y states when com-
paring this class of states with the other well-known four-qubit genuine entangled states. Some

properties that have been briefly discussed in the introduction are shown explicitly in this section.

3.2.1 How much entanglement do the y-type states have?

As mentioned, the entanglement measure of multipartite states is not trivial as the knowledge that we
have for the case of bipartite entanglement cannot be applied directly to the multipartite case. One
of the standard ways to measure the entanglement of a multipartite system is to bisect the particles
in the state into two subsystems and using the entanglement measure to quantify the entanglement
between these two subsystems [75,89]. In the case of a four-qubit system, there are three different
ways to equally bisect the involved particles. We use the von Neumann mutual information to

quantify the entanglement between each pair of particles with von Neumann entropy [49]:
I(X:Y):EA+EB—EAB, (39)

where Ea, Eg and Eap are the entropy of the subsystems A and B and the total entropy of the

system, and the von Neumann entropy is of the form
E =—-Tr(plog, p). (3.10)
For example, the two-qubit reduced states of the four-qubit GHZ state, given in Eq.(3.3), are
oy = 5(100)(00] + [11){11)). (3.11)

where the subscripts  and y represent all possible pairs of particles in the state. As the state is
pure, the last term in Eq.(3.9) does not contribute. Therefore, the mutual information of each pair
in the GHZ state is given by

I(ab:cd) =I(ac:bd) =1I(ad : bc) = Eup + Ecq = logy 2 + log, 2 = 2. (3.12)
In the case of the W state, the two-qubit reduced states are of the form
pay = 7 (110) +]01) ({10] + (01)) + 2[00} (00]. (3.13)
This form of the density matrices is diagonal in the following orthonormal basis:

Dy € {|oo>, (110) + [01))/v/2, (|10) — |01))/V/2, \11>}. (3.14)
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The two nonzero diagonal elements of the density matrices in this basis are equal with the value of
1/2. The mutual information of each pair in the W state is then exactly the same as the case of the
GHZ state as

I(ab:cd) = I(ac: bd) = I(ad : bc) = Eap + Eeq = logy 2 + log, 2 = 2. (3.15)

In the case of the y-type states, the reduced states of the state |x*°) are

1
Pab = Pcd = Pac = Pbd = ZI’ (316)
and
| I 1. _
Pad = §|q’ NP |+§\‘I’ WY, (3.17)
1 1
Pbe = §|c1>+>(<1>+\ + 5“1’+><‘1’+|7 (318)

where [®F) = (|00) +|11))/v/2, [¥F) = (|01) +[10))/v/2 and |¥~) = (|01) — [10))/v/2 are the states

in the Bell’s basis. The entanglement of each pair of the particles in this state then given by
I(ab:cd) =I(ac: bd) = Eup + Ecq = logy 4+ log, 4 = 4, (3.19)
and
I(ad : bc) = Epq + Eue = logy 2 +logy 2 = 2. (3.20)

The mutual information of each pair in the other states of the y-type states is the same as the result
given above as the von Neumann entropy is invariant under local unitary transformation. Unlike
the case of the W and GHZ states, we can notice from the forms of the y-type states given in
Eqgs.(3.5), (3.6), (3.7), (3.8) that there is no entanglement between any one particle in the state and
any other. The information obtained by measuring the state of a particle in these y states cannot
be used to refer to the state of another particle. With the result of entanglement measure given
above, this means the entanglement of this class of genuine entangled states purely originates from
the entanglement between pairs of particles in the states so that the pairs (a,b) and (c,d), and (a,c)
and (b,d) are maximally entangled while there is some entanglement between the pairs (a,d) and
(b,c) as shown in the above equations.

With the mutual information given above, we can see that the value of the summation of the
mutual information over all possible pairs in the case of the x-type states is higher than that of the
GHZ and W states. This then raises the further questions of whether there is any state in which
all possible pairs are maximally entangled, and in the case that the answer is no, then what is the
state that can give the highest value of the summation of mutual information. The answer to the
first question is given in the work of Higuchi and Sudbery where they give a proof that there is
no such state in theorem 1 of their paper [75]. The paper shows that it is impossible to express
any four-qubit state in terms of rank four Schmidt decomposition for all possible pairs by using the
method of proof by contradiction. The answer to the second problem is still unclear, even though it
has been suggested that the states of the forms [75,90]

1

|My) = NG

(10011) + [1100) 4 w(]1010) + |0101)) + w?(]1001) + [0110))) (3.21)
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27i/3 or the complex conjugate of this forms, |M ), give the local maximal entropy, but

where w = e
to the best of my knowledge, there is still no mathematical proof that this state can give the global

maximal entropy. The reduced states of the state |My) are given as

(100)00] + [11) (11| + [T F)(TF[) + %\\II‘><\IJ‘|. (3.22)

S| =

Pab = Pac = Pad =
The entanglement entropies then are
1
Exp=F,=F,a=1+ 3 log, 3. (3.23)

We note that in Egs.(3.22) and (3.23) we do not show the reduced states and the entropy of the pairs
(c,d), (b,d) and (b,c) because complementary pairs have equal entropy: E., = Ecq, Fac = Ebg and
E.q = Eye. The value of the summation of the mutual information of this state is higher than the
one obtained from the y-type states. Like in the case of the x states, we notice that the entanglement
of this class of states also originates from the entanglement between pairs of particles in the states,
and there is no entanglement between any particle and any others. However, because there is no pair
of particles in these states that is maximally entangled with the other, we found that it is difficult

to find a quantum information protocol that uses the entanglement of these states.

3.2.2 Nonlocality of the y states

This subsection is devoted to giving a brief review of the nonlocality properties of the x-type states.
First, we begin with the entanglement filters which Yeo and Chua used to identify that the x-type
states are SLOCC independent to the GHZ and W states. Osterloh and Siewert have introduced
the third-, fourth-, and sixth-order four-qubit filters, which are denoted by .7-'1(4), }"2(4), and }'§4)
respectively, to study the classes of entangled states [91]. In the case of the y-type states, these

filters give the following expectation values [92]:

3

4 1
<X|]:1( )|X> = Z 5a1ﬂ15a2715,8mEa1a2EgzE%W =0, (3.24)
a,3,v=0
3
4 1 €1€
<X|}-2( )|X> = Z 6a1516042/\16,32616/\262E0¢1042E§2E/)\\;E =1, (3.25)
.8 Ne=0
(4) _ 1 : a2 8182 Y1Y2
<X|]:3 |X> =9 Z E Eara B Eg 5, E Eyy =1, (326)
a,B,7=0
with
B2 = (x|o®' ® 02 ® 0% @ 0?|x), (3.27)
EPP2 = (x|o? ® 0% @ 0?2 @ o)), (3.28)
E"2 = (x|o? @ 0™ ® 072 @ o?|x), (3.29)
EM* = (x|o? @ oM ® 0? ® 072|x), (3.30)
E% = (x]o? ® 0® ® 09 ® 0°?x). (3.31)
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The tensor components satisfy the index lowering with the matrix tensor g, = diag{—1,1,0,1} as
Eq = QWQAVEW, (332)

where the Einstein summation convention is used such that the indices that appear twice represent
the summation over four components of the involved tensors. The expectation values of these filters
for the GHZ states are .7-"1(4) =1, .7-"2(4) =1 and .7-'?54) = 1/2, and, for the case of the W state, these
expectation values are identically zero [92]. A state with a finite expectation value for one of the
above filters cannot be transformed into a state with zero expectation value for the same filter by
SLOCC transformations [92]. This identifies that the x-type states are SLOCC inequivalent to the
GHZ and W states and become a new type of genuine entangled states as mentioned.

Next, Mermin, Ardehali, Belinskii, and Klyshko have reported the first Bell inequality for four-
qubit states [83,93,94]. We then call this inequality the MABK inequality. We consider four
observers, Alice (A), Bob (B), Charles (C) and Diana (D). Each of them possesses one qubit. In the
MABK inequality, every observer can choose between two dichotomic observables. The outcomes
of the four observers are denoted by X; (X=A, B, C, D) where the subscripts ¢ = 1,2 indicate the
observables that the observers choose. The correlation of the outcomes of the four observers can be
represented by the product of the outcomes: A;B;Cj,D; where i, j, k,l = 1,2. The expectation value

of the product is given as
QAB;Cy D)) = (A;B;CrDy). (3.33)
In local realism, the MABK inequality is [83,92-94]

Qi1 — Q12 — Quiz1 — Qi211 — Q2111 — Q122 — Qi212 — Q2112 — Q1221 — Q2121
—Q2211 + Q2222 + Q2221 + Q2212 + Q2122 + Q1222 < 4, (3.34)

where we use Q;;x; as the short forms of Q(A; B;CyD;). We suppose that the two possible observables
are the measurement of the spin of qubit X in the 7§ or f,~ directions. For the x-type states the
correlation functions then are given by

Q(A;B;CyDy) = (X|i* -0 @i o on - oon® - alx), (3.35)

where o = 0%2 + 0%f + 072 and o' are the Pauli matrices. With the experimental settings that
i =, wt =20 =g, 1P = 2 0,0 =g, 1,0 = 2 and AP = (2 - 2)/V2, 2P = (2 +2)/V2,
the value of the left-hand side of Eq.(3.34) is 41/2. This means the x-type states violate the MABK
inequality. However, it is still not the optimal violation for the inequality.

C. Wu and et al. introduced a new Bell inequality as follows [92]. Instead of the four observers
freely picking one of the two possible dichotomic observables, Alice is allowed to measure the spin
of her qubit only in a single direction 7,*. The other observers can still freely pick one of the two

dichotomic observables as in the previous case. We then find that

Q(A1B101D1) + Q(Blc’ng) + Q(Bgchg) — Q(AlBQCQDl) < 2. (336)
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We call this new Bell inequality the WYKO inequality to honour the people who introduced it. With

the following measurement settings,

=i
th = éaﬁzB =19,
C = 2,70 =g,
P = &, 7, =9, (3.37)

the left-hand side of the WYKO inequality in Eq.(3.36) is 4. The correlation functions Q(A1B;CyD;)
and Q(B;CyD;) can be either +1 or —1. Therefore, the maximum possible value of the ineqaulity
is 4. This inequality is optimally violated by the y-type states. On the other hand, the inequality is
not violated by the GHZ state as

Q°"(B;CyDy) = (GHZ|I* @ ;" -0 ® 1,7 - o @7, - 0| GHZ) = 0, (3.38)

and QEH%( A, B;Cy D) can only be £1 which makes the left-hand side of the inequality never greater
than 2.

3.2.3 Robustness of mutual information against a particle loss

Let us compare the robustness of mutual information against a particle loss of the GHZ, W and the
Xx-type states. Let us start with the GHZ state. Four particles a, b, ¢ and d are entangled and their
state is described by the four-qubit GHZ state. The reduced three-qubit state of the state is

1
ocnz = 5(|000)(000] + [111)(111])bea. (3.39)

The von Nuemann entropy of this reduced state is S(ognz) = log, 2 = 1. Notice that the reduced
state is now in the form of a convex combination of two three-qubit separable states. The reduced
state then becomes separable. We can study the correlation between a particle and the other two
particles in this state by determining the mutual information. It is straightforward that the state
of a particle in this reduced state is maximally mixed: p, = (]0){0| 4+ |1){1|)1,/2 while the state of
the other two is peq = (]00)(00| + |11)(11|)ca/2. The mutual information between a particle and the

other two is given as
I(b:cd) = S(pn) + S(pea) — S(ocnz) =logy 2 + logy 2 — log, 2 = 1. (3.40)

Note that we begin by assuming that particle a is lost and study the entanglement of its reduced state.
However, as the GHZ state is invariant under qubit permutations, the mutual informations for any
other case of a particle loss for the GHZ state are identical to I(b : c¢d), or in other words I(i : jk) =1
where 4,7,k € {a,b,c,d}. Similarly, the W state is also invariant under qubit permutations. This
means the same holds for the case of W state as well: the mutual informations for all one-particle-loss

cases are identical. The reduced state of the W state is given by

3 1
oW = Z|W3><W3|de + Z|000><000|bcd, (3.41)
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where |W3) = (|001) 4 |010) + |100))/+/3 is the three-qubit W state. As the states [W3) and |000)
are orthonormal to each other, these two vectors together with additional two mutual orthogonal
vectors can form a basis and in this basis the reduced W state is diagonal. This means the entropy

of the reduced state is
3 3 1
~1

S(ow) = = logy ; — 1

1
; 0g, 7 = 0811 (3.42)

The entropy is lower than the case of the GHZ state. Notice that unlike the case of the GHZ
state the reduced state of the W state is not a separable state. The state of particle b is given by

o= 210)(0] + 7 1l (3.3

which is not a maximally mixed state. The state of the other two particles is

1 /]01) + [10) [ (01] + (10]\ | 1
= 1 (OO (@000 1 s

The mutual information between particle b and the other two particles in the reduced state straight-

forwardly is
I(b:cd) = S(pp) + S(pea) — S(ow) =0.811+1—0.811 = 1. (3.45)

For the case of the y states, it is slightly different. As the states of this type are not invariant
under qubit permutations, the three-qubit reduced state after particle a is lost is not the same as
the reduced states for any other particle is lost instead. However, by studying this case we can still

see some physics underly it. The reduced state of the |x"0) state is

1 1
oy00 = §|770><770|de + 5‘771><771|bcd7 (3.46)

where |ng) = (]000) — |011) —|101) + |110))/2 and |n1) = (]001) + |010) + |100) + |111))/2. As the
states |no) and |n;) are orthonormal to each other, these two state vectors are eigenvectors of the
reduced state. The entropy of the reduced state in this case is then the same as the case of the GHZ

state as
S(O'Xoo) =1. (347)

However, the reduced state of the y-type states is not separable, even though the origin of the
entanglement of these states comes from the entanglement between pair of particles rather than
the entanglement between a particle and any other particle in the states. In this case, the state of

particle b, pp, and the state of the other two particles, ¢ and d, are maximally mixed:
1 1
oo = 310001 + 3141, (3.43)
Loty i+ o Lot ot 4 Lie-\id—| 4 Lo v
pea = ) BT| L[| 1B @ [+ 0T (T]. (3.49)
The entanglement between particle b and the other two particles is given by the mutual information:

I(b:cd)=S(pp) + S(pea) = S(oy00) =1+2—-1=2. (3.50)
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The other cases of mutual information between one particle and the other two particles are given as

This means even though one particle in the state is lost, one particle in the reduced state is still
entangled with the remaining pair of particles. Notice that the mutual information I(d : be) is lower
than the other two. This is because pairs (a,d) and (b,c) are the only particle pairs that are not
maximally entangled, and the entanglement between pairs of particles passes to the entanglement

between one particle and the remaining pair in the scenario of a particle loss.

3.3 Examples of quantum information protocols

In this section, we review several quantum information protocols that use the x-type states as the
entanglement resource. We start with the faithful teleportation and quantum dense coding protocol
given by Yeo and Chua that makes this group of states known as a new type of genuine entangled
states [87]. Then, a number of other distinct protocols are discussed to demonstrate how we can

employ the entanglement of these states.

3.3.1 Faithful quantum teleportation of two-qubit states

The x-type states have been noticed to be a set of genuine entangled states that can give faithful
teleportation of an arbitrary two qubits [87]. Let us first review the principles of quantum telepor-
tation. The main idea of quantum teleportation is that we use an entangled state as a quantum
channel together with a classical communication channel to teleport an arbitrary quantum state from
one place to another distant place [52]. The well-known example of quantum teleportation is given
as follows. We suppose that two parties, Alice and Bob, share a pair of particles that are maximally
entangled, in one of the EPR states: |¥%pg)ap. Alice also possesses a particle in an unknown state,
|¢)a, and she wants to send this state to Bob. At the moment, the state of these three particles is

given as

0)a (0] ® [UEpR) AB(YRpR|- (3.53)

Then, Alice can send the quantum part of the information about her |¢), state with the quantum

channel by performing the von Neumann measurement in the well-known Bell basis (or EPR basis),
[Wipr)an = (04 ® 00)|WipR)an, (3.54)

where o' are Pauli matrices and ¢ is the identity as previously denoted, on both of her particles, a
and A. Notice that this equation shows that other maximally entangled EPR states can be obtained

by performing two dimensional local Pauli rotations on an EPR state. The state of Bob’s particle
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after Alice performing her measurement is given by

1 ) .
o Traa [(|9)a(0] @ |‘I’%PR>AB<‘I’OEPRD (1¥&pr)aa(Vipr| © In)]
1 . )
= ;aA<\II%PR| (olld)a @ |\II9XB>) (a(d]ot @ AB<‘I’%PR|) [U%pR)aA

K

1 . 4
= £ oBl9)n (0loh, (3.55)

where the factor p; = Tr[(|¢)a(| @ |¥hpr)aAB(YEpr ) (| ¥ipr)as (Pipr| ® Ip)] = 1/4, is the normal-
isation factor of the post-measurement state. Notice that, in the second line of the equation, there
is the following term which, after expanding it, we can recognise as the so-called transfer operator:

an(Pepr | PEpR)AB = (a(il @ ali)(|5)a ® |5)B)

DN | =
-

0

s
- &
Il

|i)p @ alil. (3.56)

DN =
o

=
As a result, this operator transfers an arbitrary state in vector space a to vector space B and that is
the reason why the last line of Eq.(3.55) is obtained. Notice that the result of Eq.(3.55) is already in
the form of the state |¢), so after he obtains the two bits of information about Alice’s measurement
result Bob can operate the specific Pauli rotation on his particle to obtain the |¢) 5 state.

Now, we move to the teleportation of an arbitrary two-qubit state: [0)a,a, = Zijzo aijlij)ara,- In
2005, Rigolin showed that the tensor product of two EPR states can be used as the quantum channel
for teleportation of such a state [95]. Similar to the previous example of quantum transportation, he

defined the basis of 16 G states: [GY)a,B,4,8, = [(0), ® 0f,) ® (0'3.\2 ® 03,)]|G%) A, B, A,B,, Where

‘GOO>A131A232 = |\IJOEPR>A1B1 ® |\IJ%PR>A2327 (357)

as the basis for Alice’s measurement. Therefore, we can see that the transfer operator in this case is

1
ajAjasAs <G00|G00>A1B1A232 = Z [(al <Z| ® Ay <Z|) ® (a2 <]| @ A, <J|)]
i,7,k,l=0

x [([k)a, @ [k)B,) @ ()4, @ [1)B,)]

1

> 1081 Bs ® ayas (il (3.58)
i,5=0

which is the operator that transfers a two arbitrary qubit state in a; ® as space to By ® Bs. This
means by analogy with the teleportation of a qubit state the state |G°) can be used as the quantum
channel for teleporting an arbitrary two-qubit state.

In the case of the x-type states, we can easily verify that these states can be used as a quantum
channel to teleport an arbitrary two-qubit state by examining whether these states can form the
transfer operators. As the forms of the states in the y basis given in Egs.(3.5), (3.6), (3.7) and (3.8),
the protocol that we use to teleport a two-qubit state is as follows. Alice and Bob share a y-type
entangled state. For simplicity, we suppose that they share the |x"*)a, a,B,B, state. Alice can send a

state |¥)a,a, = Zvl =0 @ij]ij)ara, to Bob by performing a measurement on her qubits in the x basis.
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Then, she sends four bits of information corresponding to her measurement result to Bob so that

Bob can retrieve Alice’s state by performing a local unitary transformation. We note that the state

Ix°°) A, A,B,B, can be rewritten in the following form:

IX"")A,A5B,B, = % <|00) <00>\_[2|11>> + |01) <1O>\_f201>> +[10) <1O>\;201>)

1
il (100)A, A, |®7) BB, — [01)A, 4,1 7 )B,B, + 110)4, 4,17 )8, B,
+‘11>A1A2|¢+>31B2)

(100) A, A5 |J0)ByB, + [01) Ay A, |J1)B,B, + [10)A1A2]J2)B, B,

| —

+‘11>A1A2|J3>B1B2)7 (359)

where we define

o) = @), (3.60)
) = —[w), (3.61)
T2} = |9), (3.62)
Js) = [@%). (3.63)

This set of Bell states forms an orthogonal basis for two dimensional Hilbert space. We can also
rewrite the state in another form as

= () - () (20

() )

= 5 (18)100) — [w7)[01) + |27} 10) — &) 1))
= % (176)100) + [J1)[01) + [J5)[10) + | J3)[11)) , (3.64)
where
[Jo) = [@7), (3.65)
1) = —¥7), (3.66)
| J3) = [¥7), (3.67)
| J3) = —|27) (3.68)

This set of states is also an orthogonal basis for two dimensional Hilbert space. By using two forms

of the state |x") given above, the transfer operator for this case is then given as

3
1
ajazAiAsz <XOO|XOO>A1A2BlB2 = Z Z |Ji>BlB2 ® ayaz <Jz/| (369)
1=0
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Two bits of information Alice’s transformation Bob’s obtained state
00 In @ Ig|¥7)aB = [¥7)aB (U7 )aB
01 0% @Ig|¥ )ap = —|P )an —|®7)aB
10 o @ Ig|VU " )ag = i|PT)an i|®*)AB
11 o0& @ Ig|¥ " )aB = [¥1)aB [UF)aB

Table 3.1: The table shows the encoding scheme for Alice and Bob. The first column shows the
two-bit string of information that Alice wants to send to Bob. The middle column shows the local
unitary operators that Alice uses to perform her encoding. The last column gives the possible states
that Bob will possess after receiving Alice’s qubit. By performing a measurement in the Bell basis

he then perceives the information that Alice intends to send.

This means this type of entangled states can be used as a quantum channel for faithful teleportation
of an arbitrary two-qubit state. However, only the pairs that are maximally entangled that can be
used as a faithful teleportation channel. In the case of (a,d) and (b, ¢) pairs in the Eqgs.(3.5) and (3.6)
which are not maximally entangled, we can still form an orthonormal basis for an eight-dimensional

subspace as,
{(la® Iy ® I © 93) [X®)abeas (02 @ Th @ I ® 0]) [X*)abed } - (3.70)

Using the non-maximally entangled pairs as the quantum channel with the same protocol given

above, the transfer operator is in the form of

(|J3>A2]31 ® araz (<J6| + <Jé|)

+|J2>A231 ® aras (_<J{‘ + <J£|)) . (371)

N

ajazA1B2 <X00 ‘XOO>A1A231B2 =

This means by using the non-maximally entangled pairs, we can see that the protocol cannot be
used to teleport an arbitrary two-qubit state but can still faithfully teleport some forms of states,
for example, the state that is in the following form: |¢) = a1|®T) + as|¥T), where a; and ay are

arbitrary complex numbers that satisfy the normalisation condition |a|? + |ae|? = 1.

3.3.2 Quantum dense coding

The x-type states can also be used as the entanglement resource for the quantum dense coding
protocol as mentioned in [87]. Before demonstrating this fact explicitly, we will first review the
basics of the protocol with the well-known and simplest example. The idea of quantum dense coding
was first mentioned by Bennett and Wiesner [50]. The scenario is that Alice and Bob share an
entangled state, and for this simple example case, we suppose that the state is [T~ )ap. Alice and
Bob want to communicate two bits of information securely, so they make an agreement about their
encoding scheme as shown in table 3.1. Alice then applies a local unitary transformation to her
qubit that corresponding to the information she wants to send. Then, she sends her qubit to Bob.

In order that Bob can recieve the message from Alice, he needs to perform the Bell measurement
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on both qubits. The result of his measurement reflects the unitary transformation that Alice has
applied to her qubit and he then can know the message.

Suppose Eve, an eavesdropper, attacks this protocol by intercepting the particle that Alice is
sending to Bob. She can perform the measurement on the stolen qubit and gain one bit of information.
However, she also destroys the entanglement between the intercepted qubit and Bob’s qubit. This
means that, before performing the protocol, Alice and Bob can verify the existence of Eve by running
some irrelevant messages and checking whether Bob obtains the correct information. After that, they
can perform the usual protocol. We can notice easily that from the above protocol, we can also send
four bits of information by using two Bell states as well. In the case that there are two message
receivers, Bob (B;) and Blair (Bs), Alice can also use two Bell states to send her two-bit message to
each of them independently. There is no requirement that Bob and Blair need to cooperate to read
the message.

If she wants Bob and Blair to read the message together, she needs to use a new entanglement
resource, and the y-type states can help her to do so as follows. Suppose that Alice, Bob and Blair
share the state |x°°)a,A,B,B,- Alice possesses two particles which are denoted by A; and A, while
Bob and Blair have particles B; and By respectively. With Eq.(3.6), Alice can transform the state
[X"")A, A,B,B, to be one of the other x-type states by performing a local unitary transformation on
her particles. With all possible local transformations given in Eq.(3.6), she can encode her four-bit
message to the shared state. Then, she sends each of her particles to Bob and Blair respectively.
Bob and Blair can read the message by performing a measurement in the x basis. Bob or Blair alone
cannot read the message without help from the other. This means by using this type of states as
the resource, Alice can make sure that Bob and Blair can only read her message when they read the

message together.

3.3.3 Quantum-information splitting

This is another example of quantum information protocols demonstrating the utility of the entangle-
ment of the y-type states. The protocol has been proposed by X-W Wang et al. [96]. The situation is
that Alice (A) wants to send her unknown qubit |€), to a group of people including Bob (B), Charles
(C) and Diana (D) so that one of them can retrieve the secret state with help from the other two,
or at least one of them. Alice then can use the x-type state to perform the following protocol. We
suppose that Alice, Bob, Charles, and Diana share four entangled particles in the state |x°°) apcp.

The state can be rewritten as

1
IX**)aBep = —= (10)ale”)Bep + [ ale’)Bep) | (3.72)
V2
with
1
") BeD = 3 (1000) —[011) — [101) + |110))pcp 5 (3.73)
1
" )BOD = 3 (1001) + [010) + [100) + [111)) ey - (3.74)
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We suppose that Alice’s unknown qubit is of the form

1
[€)a = ———=(10) + AI),., (3.75)
V14 (Al
where A is an arbitrary complex number. The total state of all particle, including the one that Alice
wants to send, is

1
1€)alx")aBcD = ———= (|00)aa|¢")BcD + [01)arl¢")BeD)

2(1+ A1%)

A
+ ————(110)aal¢”)BcD + [11)arl® )BeD) - (3.76)

201+ AP
Alice then performs a joint measurement on her two particles a and A in the Bell basis {|®%), [UF)}.
Each of Alice’s four possible outcomes causes the state of particles held by Bob, Charles, and Diana

to collapse as follows,

1

|‘I>i> 7 (100) £ |11>)aA —>|¢ )BCD = Twz (\‘PO> + )\|801>)BCD ’ (3.77)
1 1 1

W) = 7 (|01) £ [10)), 4 —[¢*)Bep = T\AF (") = X)) pep - (3.78)

As the no-cloning theorem states that it is impossible to clone an unknown state, this means only
one of the receivers can have the secret state, not all of them, and in order to do so, they need to
cooperate with each other. The single-particle states of particles held by Bob, Charles, and Diana

after Alice’s measurement are

PB(C) = 5 (10)401 + [1) {1 g(cy » (3.79)
s

(10)(O] + [1){1])p £ ( ) (I {0[ = [0)(1])p - (3.80)
Diana’s particle state will be either p;}, when Alice’s measurement outcome is |®F) or [UF), or pp,
when the outcome is |[®7) or |¥~). We can see that with the form of the single-particle states
Bob and Charles have been sealed perfectly from the secret qubit if they do not cooperate with the
others. However, Diana has the potential to gain some information on the secret state, but she cannot
retrieve the state perfectly without help from Bob or Charles. This means Alice has distributed her
quantum secret asymmetrically. We can show that Diana can retrieve the state perfectly with help
from one of the others. Bob and Charles, on the other hand, need to cooperate with both of the
other two in order to retrieve the state.

We first consider the case that the three partners agree to let Diana possess the secret state. The

shared entangled state of these three after Alice’s measurement can be written as

#9800 = ————[H-+mc (=) # A + [-—)se () FA-Dpl, (381)
2(1+AP)
[¥*)8op = ————[++)sc () £N-Dp — - dsc (9 FA], (382

2(1+ A1)
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where |+) = (|0) +[1))/+/2. The above equations show explicitly the following. If Bob and Charles
measure their qubits in the basis {|+),|—)}, then their measurement results are perfectly correlated
and only one of Bob’s or Charles’s result, together with the outcome of Alice’s measurement, is
enough for Diana to retrieve the secret state. For example, if Alice’s result is announced to be |®T)

and Bob’s (Charles’s) outcome is |[+) and being told to Diana, Diana then know that her state is

1 ——I Y (3.83)

(L+ A1)

The secret state can be retrieved if she performs the unitary operation o”H on her qubit, where H
is the Hadamard transformation. On the other hand, if Bob wants to retrieve the secret state he
needs the assistance from both Charles and Diana. The shared entangled state of the three partners

after Alice’s measurement can also be written as

[0 e = S — [(10) £ A1) [00)cp — (I1) F Al0))g [01)cp + ([1) £ A[0))g [10)cp

20/1+ [A]?

—(10) F A1) 11)ep] (3.84)

[¥*)BeD = S [(I1) £ A10)) [00)cp + (10) F A1) g [01)ep + (|0) £ A[1))g [10)cn

24/1 4 |A)?

+ (1) F A10)g 11)cp] - (3.85)

This means, if Charles and Diana measure their states in the logical basis {|0),|1)}, Bob can re-
construct the secret state |€) only if he uses the information of the measurement results from Alice,
Charles, and Diana. After he has known the results of the other parties, he can then just apply a

local unitary transformation to recover the secret state |£).

3.3.4 Deterministic secure quantum communication

This protocol, proposed by X-M Xiu and et al, uses the idea of entanglement swapping to perform
a deterministic secure communication [81]. Let us start by reviewing the basic idea of entanglement
swapping. The original concept of entanglement swapping is given in [97]. The first experimental
realisation has been done by Pan and his collegues [98]. Suppose that Alice and Bob share two pairs
of EPR states: |[®T)a,5, ® |®T)a,p,. Alice owns particles A; and Ay, while particles B; and By are

Bob’s. The state of these particles is rewritten as

|(I)+>A1B1 Y ‘(I)+>A2]32 = (|¢)+>A1A2‘¢+>31B2 + ‘¢_>A1A2‘¢’_>B1B2

+|\II+>A1A2|\I/+>BlB2 + |\Ij_>A1A2|\IJ_>BlB2) ) (386)

DN | =

where the definition of these EPR states is as given previously. From this equation, we can see that
if Alice performs a Bell-basis measurement on her own particles, this measurement will project Bob’s
particles into one of the EPR states. This means the two particles owned by Bob are not entangled in
the first place, but the entanglement of these two particles is created after Alice’s measurement even

though they have never interacted with each other. This is what we call entanglement swapping.
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The protocol that we can use the y-type states as the entanglement resource for secure com-
munication is given as follows. Alice prepares a group of four particles that are in the entangled

state:
|>ZOO>A1AQB1B2 = IAI ® IAQ ® CZBle‘XOO>A1AzBlB2 (387)

where |\%°) is as given in Eq (3.5). The two-dimensional identity and the controlled Z gate are
denoted by I and CZ respectively. Other fifteen states that orthogonal to this state are given
straightforwardly as,

Iiij>A1A2B1B2 =1Ta, @Ia, ® CZB1B2‘Xij>A1AzB1B2 (388)

After that, she sends two particles, B; and By, to Bob. After he received the particles, he then tells
Alice via a classical communication channel that the particles have arrived. To test the existence
of an eavesdropper (Eve), Bob decides to sacrifice a sufficiently large group of particles he possesses
and uses the remaining particles as the communication channel. Bob then performs measurements
on the test particles in the two-qubit computational basis {|00), |01}, |10),|11)}, and the Bell-basis
{|®*, | ¥*))}. He then tells Alice which particles are selected as the test group together with his
measurement bases and outcomes. With the form of Eq.(3.87) together with Eqgs.(3.59) and (3.64),
we find [81]

X*) = %(I‘I’+>IOO> +[@7)[11) — [T 7)[01) + [¥T)[10))
%(I00>|‘P+> +1D)|@7) — [01)[ ) + [10)[T))

we can see that once Alice knows Bob’s bases of measurement and his results she then can deduce
her two-qubit state. To check the existence of Eve, she measures her state in the opposite bases
from Bob. Therefore, if Eve does gain some information, it will be most likely that she destroys the
entanglement between the particles and can be detected. We will discuss the security against this
and other attacks later.

We can rewrite the tensor product of the two |Y%°)a, a,B,B, states prepared by Alice as follows,
‘£> = |XOO>A1A2B1B2|XOO>A3A4B3B4
(|XOO>A1A2A3A4 |XOO>BleBSB4 + |X01>A1A2A3A4 |>212>BleBsB4

A1A2A3A4|

BlB2B3B4 + |X BlB2B3B4

X|

A1A2A3A4

+ 4+ ==

o=

) X °)
O> 10> 02>

A1A B1B2B3By

%)
B1B.BsBs + X MY A AL AsAL X
'3)

X 1>B1B2B3B4 + |X A1A2A3A4|X 3>BleBsB4

+ | 2>A1A2A3A4

+ |X 0>A1A2A3A4

X 3>BIB2B3B4 + |X 1>A1A2A3A4| 1>BIB2B3B4
%)

2>B1B2B3B4 + |X A1A2A3A4| O>BlB2BgB4

|X 2>A1A2A3A4

|X 0>A1A2A3A4 X 3>BlB2B3B4 + |X 1>A1A2A3A4|X 1>BlB2B$B4
%)a

"HX > A2A3A4|X >B1B2B3B4+‘X A2A3A4|X >B1B2B3B4) (389)

Particles B; are sent to Bob. Alice has agreed with Bob to encode two bits of classical information

with the superscripts so that 00 — 0, 01 — 1, 10 — 2 and 11 — 3. Alice makes a measurement in
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the y basis, {|x*)}. She can create a public message by binary addition between the secret message
and her measurement result. For example, if her measurement result is |y'!) which corresponds
to the binary information 0101 and her secret message is 1010, the message she sends to Bob then
becomes 0101+1010=1111. After Bob has obtained the classical information from Alice, he then
makes a measurement in the same basis. His result then tells him that what is Alice’s key. He then
can reverse the operation and obtain the secret message. With the form of Eq.(3.89), we can see
that Bob can also use this quantum channel to send his secret message to Alice as well.

The measure-resend attack: Eve intercepts particles B; that Alice sends to Bob. She then performs
the y basis measurement on these particles and sends it to Bob. Eve can deduce the secret message
if Alice announces her ciphered message publicly as the measurement results that she has obtained
are correlated with Alice’s. However, in the check process, as there is no entanglement between
Alice’s and Bob’s particles after Eve measurement, this attack can be detected with the probability
75% [81].

The intercept-resend attack: Eve prepares particles in \)‘(OO>E1E2B/1 B,- She then intercepts the
particles that Alice sends to Bob and sends particles B} and B/ that she has prepared to Bob.
As the intercepted particles are entangled with Alice’s particles she can then deduce the secret
information when Alice announce the public message to Bob via a classical channel. However, as
particles B} and B} that Eve has sent are not entangled with Alice’s particles this attack will create
errors that can be detected with 75% [81].

The entangle-measure attack: Eve intercepts the particles in transmission and then performs a
unitary operation on both the intercepted particles and her auxiliary particles. She thus sends the
intercepted particles to Bob. Her auxiliary particles are then entangled with Alice and Bob particles
as [81]

1
&) = 3 [[®2F)a (|00)Ba|eg+00) + [01)BS1 |ea+01) + [10)BY1|ER+10) + [11)BO1[E0+11))
+[@7)a (|00)pazlea—00) + [01)BB2lea-01) + [10)BY2lew-10) + [11)B2|e0-11))
= [¥7)a (|00)paslew-00) +101)BS3lew—01) + [10)B73lew-10) + [11)Bdslew-11))
+|U*) A (|00)Basleg+oo) + [01)BSalew+o1) + [10)Byalew+10) + [11)Balew+11))],  (3.90)
where Eve’s auxiliary state is represented by |¢;). The complex numbers «;, 5;, v; and J; satisfy the

normalization condition: |a;|? + |3;|> + |7:]% + |6:|> = 1. From this form of the equation, we can see

that this attacking strategy will induce the error rate of
e=1—loq)?=1—|6"=1— 8" =1—|u*. (3.91)

This means that the more information she gains from this attack the higher probability her existence
will be detected.
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Two-photon, four-qubit y state

realisation

As discussed in the previous chapter, the so-called x-type entangled states have interesting entangle-
ment properties and can be used as an entanglement resource for several novel quantum information
protocols [81,87,92,96,99-101]. This gives rise to an interest, in the field of quantum information and
quantum cryptography, in how we can prepare these states effectively. There are several schemes
proposed to generate these states [102-108]. For example, Liu and Kuang proposed a scheme to
prepare these states by utilising the interaction between light and four atoms in four separate optical
cavities [106].

In this chapter, we show an alternative scheme to prepare these states, |x*/). The overview
of our proposed scheme is given as follows. Two hyper-entangled photons, which are maximally
entangled in both polarisation and orbital angular momentum degrees of freedom, can be obtained
by spontaneous parametric down-conversion (SPDC). We present a linear optical system that can
then transform the initial state of these two photons into the state |x°?). The further transformations
required in order to obtain the other y-type states from |x°) may also be achieved through linear
optical elements and are also given. This work given in this chapter is an original contribution and
was published in J. Opt. [1].

The structure of this chapter is given as follows. In section 4.1, we will briefly review the
experiment in [109] which gives hyper-entangled photons and the quantum circuit that can transform
the initial state of the photon pairs into the desired state. Section 4.2 reviews the effects of some
particular optical elements and interferometers on the photon state. The proposed optical system
is then given and explained in the following section. In the last section, we discuss the further

transformation that transforms the state |x°°) into any other states of this class.

4.1 Transformation of two entangled photons

From [109], photon pairs which are maximally entangled in their polarisation and orbital angular

momentum can be produced as follows. Barreiro and colleagues used a 351 nm Argon ion laser with

44
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Laser Pump BBOs

Photon A |

Be—

Photon 8 | ™ Optical Scheme

Figure 4.1: The signal and idler photons which are maximally entangled in their polarisation
and orbital angular momentum are obtained by coherent sequential spontaneous parametric down-
conversion. The two connected BBO crystals are pumped by the argon ion laser. One of the

down-converted photons, photon B, is sent to our designed optical system given in figure 4.5.

120 mW power pumping into two connected S-barium borate (BBO) crystals, as shown in figure 4.1.
The optical axes of these two BBO crystals are set to be perpendicular to each other. If the pumping
photons interact with the first crystal, the two generated photons, signal and idler, will be either
horizontally or vertically polarised. In the case that interaction takes place in the second crystal, on
the other hand, the vertically polarised photons are produced. As the crystals are in close proximity,
we cannot distinguish the interaction place of the generated photon pairs. Hence, the unnormalised

states of the emitted photon pairs can be written as
(JHH) +[VV))ig ® (IRL) + 0|GG) + [LR))}5 , (4.1)

where H and V represent horizontal and vertical polarisation states. We use R, L and G to denote
the orbital angular momentum modes of +A, —h and 0 respectively for each photon. We note that
there is also a possibility that the emitted photons have higher orbital angular momentum, but
the relative sizes of the probability amplitudes can be controlled [110,111]. The state given in this
equation obeys the conservation of OAM [10] as reviewed in chapter 1. The superscripts p and o
indicate the polarisation and orbital angular momentum states respectively, while the subscripts A
and B are used to indicate whether it is the state of photon A or B. The complex amplitude « is
determined by mode-matching conditions [10,112]. As mentioned previously, the photon pairs are
also entangled in their emission times and frequencies, but in this work, it is only important in the

way that the arrival time of one entangled photon at a detector can be used to determine that of its
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partner at the other separated detector. At this point, we can see that the state of the photon pairs
will be maximally entangled if we omit the state |GG) in the superposition. This can be done by
spatial filtering to remove the beam centre or using a mode-sorter [38], which is discussed previously,
to select only the odd values of the orbital angular momentum. The normalised state of the two

photons then becomes
o 1 o
|27) 3 @ [¥7)%s = 5 (HH) + [VV))35 ® (RL) + [LR))35
1 o
= 5(100) + [11))3p @ ([01) + [10))35- (4.2)

In the second line of Eq.(4.2), we identify the horizontal and vertical polarisation states, |H)? and
|[V)P, with the computational states |0)P and |1)P respectively. Similarly, the OAM states |R)° and
|L)° are encoded with the states |0)° and |1)°. We can then rewrite the state as a superposition of

computational basis states of photon A and B as
1
[ X)ap = 5(100)4|01)5 +101)4]00)p + [10)a|11)5 +[11)4[10)B), (4.3)

where the first qubits of photons A and B are the polarisation states of the photons while the second
qubits represent the OAM states. For example, the state |00)4 of photon A in the first term of the
superposition represents the composite state |H)P|R)°.

At this point, we find that the state |x°°) is obtained if we can transform the initial state of

photon B as

100y — %mm — [01))s,

01)5 - %uom 1)),

110y — %uow + 1)),

1) — %(um +101)s. (4.4)

As the states of photons A and B in Eq.(4.3) are identical, this task can alternatively be achieved
by applying this transformation to the state of photon A. The transformation is described by the
quantum circuit given in figure 4.2. The first operation in the circuit is the controlled NOT (CNOT)
gate which applies the Pauli X gate to the target qubit if the associated control qubit is in the state
|0) or does nothing if the control qubit is |1). The second CNOT gate, on the other hand, does the
opposite: It applies the Pauli X gate to the target qubit if the control qubit is |1) or leaves the target
qubit unchanged if the control qubit is |0) instead. We denote by H and Z in the quantum circuit
the Hadamard and Pauli Z gates respectively. The two-photon state after this transformation can

be expressed as

X)ap = [X")aB = % (1C% +1¢Y) (4.5)

with
1) = %(|0000> — |0011) — [0101) + [0110)), (4.6)
1Y = %(|1001> +]1010) + [1100) + |1111)). (4.7)
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p)s (7]

o) N ©
Figure 4.2: The quantum circuit to achieve the transformation given in Eq.(4.4), where |p)p and

|o) g are the polarisation and OAM parts of the composite state of photon B.

The swap gate at the end of the quantum circuit can be realised easily as the OAM state of photon B

is recognised as the third qubit while its polarisation becomes the last qubit. We note that without

the swap gate, the state of the photon pair becomes the entangled state | X%%e>7
1
00 0 1
ce) = —= (A7) +|A , 4.8
IXLee) \/§(| ) +1A"))aB (4.8)
with
1
I\0) = 5(|0000> —10011) — [0110) + |0101)), (4.9)
1
AL = §(|1001> + ]1010) + [1100) + [1111)) = |¢1), (4.10)

proposed by Lee et al to be a quantum channel for teleportation [88].

4.2 Optical realisation

4.2.1 Polarisation gates

In this section, we discuss how each optical element included in our proposed optical system affects
and alters the composite state of the incident photon. First, we start with birefringent waveplates.
Their effects on the polarisation states of the input photons are well-known. In quantum optics,
they are usually utilised as single-qubit gates for polarisation qubits of photons as the following
demonstrates. The function of birefringent waveplates is to realise a different optical path length
and therefore phase delay for polarisation components perpendicular to or parallel to their optical
axis differently. There are two well-known birefringent waveplates: half- and quarter- wave plates. A
half-wave plate delays the phase of the polarisation component that is parallel to its optical axes by 7
with respect to the perpendicular component. A quarter-wave plate, on the other hand, introduces a
relative phase between these two components of 7/2. These effects of half- and quarter- wave plates

with their fast axes horizontal can be described by the following Jones matrices [113,114]:

(%) ()
10

and
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1 0
j_:(()) and ﬁ|:<1>, (4.13)

as unit vectors that are perpendicular and parallel to the optical axis, respectively. In the case that

respectively, where we denote

the optical axis is aligned vertically, this automatically implies that
H) =9, and V) =pj. (4.14)

For example, with this set up, if the incoming photon is right-circularly polarised, described by the
state (JH) +i|V))/2, the polarisation state of the outgoing photon will be left-circular polarisation,
(JH) —4|V))/2, if it passes through a half-wave plate, or linear polarisation, (|H) — |V})/2, if the
waveplate is a quarter-wave plate instead.

The effects of half- and quarter- wave plates on the horizontal and vertical polarisation are, of
course, changed if they are rotated. The Jones matrices of half- and quarter- wave plates which are

rotated by an angle 6 with respect to the horizontal axis are [115]

Jn(6) = cosf —sinf 1 0 cosf)  siné
B sinf  cos6 0 -1 —sinf cosf

cos20  sin20
_ ( ) | (415)

sin260 — cos 260

Jo(0) = cosf —sinb 1 0 cosf sinf
4 sinf  cos6 0 ¢ —sinf cosf

< cos? @ + isin? @ (1i)sin90050>

L Py (4.16)

(1 —i)sinfcos sin®6 +icos®0
respectively. These two types of birefringent waveplates affect only the polarisation state of the input
photon but do not change the amplitude profile. The OAM state of the input photon is not altered
after it passes the waveplates. The total effect of these waveplates on the composite state is given
by

p/,0") = Ji®I|p,o)  with  i=h,q, (4.17)

where we denote by [p’, 0') and |p, o) the composite states before and after the photon passes through
the waveplate.

According to the Jones matrix of oriented half-wave plates given in Eq.(4.15), many single-qubit
gates for polarisation qubits can be realised by appropriately oriented half-wave plates. For example,
the Pauli Z- and X- gates can be realised as half-wave plates with their fast axes parallel to and
rotated by an angle 7 /4 with respect to the horizontal plane: J,(0 = 0) = ¢® and J,(0 = 7/4) = o”.
As 0%0® = ioY, the realisation of the Pauli Y-gate for polarisation qubits is obtained by using two
half-wave plates with different orientations. On the other hand, if we rotate a half-wave plate such

that its fast axis is at an angle 7/8 with respect to the horizontal plane, the Jones matrix of the
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rotated half-wave plate then becomes,

Ju(0 =7/8) = ( %i ) . (4.18)

V2

S-S

This is the matrix representation of the Hadamard transformation. A 7 /8-oriented half-wave plate

thus is the realisation of the Hadamard gate.

4.2.2 OAM gates

A Dove prism is an optical element frequently employed for changing the sign of the orbital angular
momentum of the incoming photon in various OAM experiments [38,44,116-118]. For our case, a
Dove prism converts the topological charge of the photon from [ = 1 to [ = —1 or vice versa. In
other words, with our encoding, it changes the state |0)° into the state |1)° or the other way round.
Therefore, Dove prisms act as the Pauli X gates for OAM qubits. In general, when a light beam
passes through the Dove prism it encounters at least one total internal reflection, as it was originally
invented to invert the input image. This means a Dove prism, in whatever shape it is, changes
both the polarisation and OAM states of the input photons. The effect on polarisation qubits is
determined by the shape of the Dove prism as its shape determines how the light beam refracts and
reflects within it. In our case, for simplicity, we will consider M-shaped Dove prisms, as illustrated
in figure 4.4, as their Jones matrix is simpler than that of a trapezoid Dove prism. M-shaped Dove
prisms were originally invented to be quarter-wave retarders [119]. The effect on polarisation is thus

the same as a quarter-wave plate. The total effect on the composite state is then given by

‘p/aol> = JD ®Uz|p7 0>7 (419)

we( g0 (120)

Next, let us consider the interferometer depicted in figure 4.3. The incoming beam that enters

where

this interferometer is split into two different paths at the first polarising beam splitter. In this
work, we appoint all polarising beam splitters to transmit horizontally and reflect vertically polarised
beams. Therefore, this interferometer allows us to apply different transformations to the OAM qubit,
conditioned on the polarisation state of the incoming photon. In this way, the controlled gates in
which the control and target qubits are the polarisation and OAM states respectively are realisable.
For example, for the interferometer given in figure 4.3, a vertically polarised beam is reflected from
the polarising beam splitter and travels in path 2 in which an M-shaped Dove prism and a /2
rotated quarter-wave plate are introduced. The OAM state of the vertically polarised beam in this
path is flipped by the Dove prism and the polarisation effect from the Dove prism is cancelled by the
rotated quarter-wave plate. On the other hand, the horizontally polarised part travels along path 1
where there is no optical element that changes its polarisation or OAM states in this path. These
two beams with different polarisations are then recombined at the second polarising beam splitter.

Alternatively, without the quarter-wave plate, the same physical result can be obtained by carefully
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adjusting the internal paths of the interferometer such that the relative phase shift between two
different polarisations becomes a global phase shift of the outgoing photons. We can then summarise
the total effect of this interferometer on the composite state of the incident photons as follows. The
interferometer flips the OAM state if the incoming photon is vertically polarised or does nothing if
it is horizontally polarised. As we encode the horizontal and vertical polarisation states to be |0)P
and |1)P respectively, this interferometer is then realised as the second CNOT gate in the quantum
circuit, in figure 4.2, and the control and target qubits are polarisation and OAM states respectively.
On the other hand, the first CNOT gate of the quantum circuit (the one that changes the target
qubit when the control qubit is in the state |0)) can also be realised by introducing an M-shaped Dove
prism and a 7/2-rotated quarter-wave plate in path 1 of the interferometer instead of path 2. Then,
the OAM state is flipped when the incoming beam is horizontally polarised, which is encoded by |0)?,
and left unchanged if the beam is vertically polarised, |1)P. We note that an interferometer built on
this principle (sending differently polarised light into different paths) have been used successfully to
measure both spin and OAM states of light at the single photon level [38,120,121].

PBS

B\

Path 2

\ -

Dove prism

Figure 4.3: The interferometer which is realised as the second CNOT gate of the quantum circuit in
figure 4.2. An M-shaped Dove prism and a quarter-wave plate (QW) with its fast axis at angle 7/2

with respect to the horizontal plane are introduced to path 2.

Recall that the complex amplitude of a beam in a Laguerre-Gaussian mode contains an azimuthal
phase dependence exp(ilg), where [ is the topological charge or orbital angular momentum quantum
number of the beam [8]. If the beam is rotated by an angle a the azimuthal term then becomes
exp(il(¢ + «)) [38,44]. In other words, this rotation of the Laguerre-Gaussian beam contributes to
a phase shift of Ay = la. We can rotate an optical beam by using suitably oriented Dove prisms as
follows. A non-rotated Dove prisms gives a non-rotated, reflected image, while a Dove prism which
is oriented by an angle 8 gives an image that is rotated by an angle 28. As discussed previously,
non-rotated Dove prisms are realised as the Pauli X-gate for OAM qubits as it changes the OAM
state of the input beam from |I) to |—I) or vice versa. The Pauli Y- and Z- gates for OAM qubits can
be implemented by rotated M-shaped Dove prisms as described in the following detail. An M-shaped
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Dove prism which is rotated by 7/4 with respect to the vertical plane transforms an OAM qubit as

[0)° — ei™/2|1)°, (4.21)
1) — e™/2|0)°, (4.22)

for the case that [ = 4+1. This is the transformation when we apply the Pauli-Y gate on a qubit. At
this point, we can implement both the X- and Y- gates for OAM qubits. As c¥c¥ = io?, the Pauli
Z-gate can be implemented by using two Dove prisms where the first one is oriented by 7/4 with
respect to the vertical plane and the second is non-oriented. As mentioned earlier, M-shaped Dove
prisms also have an effect on the polarisation of photons. The total effect of a rotated Dove prism

at an angle 6 on a composite state can be summed up as

., 0 62i0
o)y =Jq@) @ | ., p, 0). (4.23)
e " 0

We summarise the effect of all optical elements discussed above on a composite state in table 4.1.

Table 4.1: Summary of the effects of optical elements on composite qubits

Optical Elements Effects on composite qubits

Quarter-wave plate fast axis at angle Uqy(9)

Jq(0) @I
Half-wave plate with fast axis at angle 0 U, () = Jo(0) @ T

0 210
Rotated M-shaped Dove prism at angle 8 Up(0) = J4(0) ® ( 9ip eo )
e 3

4.3 Proposed optical system

In this section, we use the information given in the previous section to design an optical system that
can transform the composite state of photon B so that the two-photon state is in any one of the
x-type states. This can be done by considering the quantum circuit in figure 4.2 and implementing
each quantum gate that appears in the circuit.

We start with the two CNOT gates of the quantum circuit. Some detail has been given in
the previous section, but in this section, we give the complete picture of its use in the optical
network implementing the circuit. The first CNOT gate, as mentioned, transforms the target qubit
by applying the Pauli X-gate to it if the control qubit is in the state |0)P or does nothing if the
control qubit is |1)P. Recall that we identify the horizontal and vertical polarisation states, |H)P and
|[V)P, with the computational qubit states |0)P and |1)P respectively. This CNOT gate then can be
implemented by an interferometer similar to the one given in figure 4.4, but in which the Dove prism
and the quarter-wave plate are in path 1. The implementation of the first CNOT gate is illustrated

by the first interferometer in figure 4.5. If the incoming beam is horizontally polarised, it then goes
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X-gate

Y-gate

Figure 4.4: The particular alignments of M-shaped Dove prisms with quarter-wave plates, in order
to compensate the polarisation effect of the Dove prisms, provide us with the physical realisations
of the Pauli gates for OAM qubits when [ = +1.

to path 1 and passes through the Dove prism. The OAM state of the horizontally polarised beam is
then flipped. On the other hand, the vertically polarised light goes to path 2 and its composite state

is left unchanged. The effect of the first interferometer on the composite state can be written as

0)P @ [5)° = [0)P @ 07]s)°,
)P @ [s)° = 1P @ |s)°. (4.24)

The second CNOT gate is different to the first one as it changes the target qubit when the control
qubit is in the state |1)P and leaves the target qubit untouched if the control qubit is |[0)P. The
realisation of this gate is exactly as the interferometer in figure 4.3 and the second interferometer in
figure 4.5. The interferometer forces the horizontally polarised component to travel along internal
path 1 where there is no optical element that can change the composite state of the beam. On the
other hand, the vertically polarised component goes to the other internal path and encounters both
the M-shaped Dove prism and the rotated quarter-wave plate. Its OAM state is changed to the
opposite sign. The effect on the composite state of the second interferometer can then be expressed

explicitly as
0)* @18)° = [0)P ®s)°,
1P @ [5)° = |1)P @ 0”|s)°. (4.25)

For the single-qubit gates in the quantum circuit, the Hadamard and Z- gates of the polarisation

state in the quantum circuit can be realised by two half-wave plates with different orientation. The
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half-wave plate with its fast axis at an angle 7/8 with respect to the horizontal plane is the realisation
of the Hadamard gate. The other with its fast axis is aligned horizontally is the realisation of the
Z-gate. These two half-wave plates are placed between the first and the second interferometers as
suggested in the quantum circuit and are depicted in figure 4.5. The swap gate at the end of the
quantum circuit, as mentioned, can be achieved easily by relabelling the composite state of photon
B. With the proposed optical system given in figure 4.5, we can transform the state of two entangled
photons obtained from SPDC into the state |x°).

4.4 Further transformation

Once the state |x°°) is obtained, any other x-type state can also be obtained by applying local Pauli

operations to the state |x°) as
XA =0 ® 0! @ T @ 1|x")aB. (4.26)

To achieve this task, we need to implement the Pauli gates for both polarisation and OAM states. As
mentioned previously, the Pauli gates for polarisation can be realised by oriented half-wave plate. For
the OAM states, these gates are implemented by oriented Dove prisms, together with quarter-wave
plates to compensate the polarisation effect of the Dove prisms as discussed. For example, in order
to realise the product of the Pauli X and Y operators for polarisation and OAM qubits, of ® 0¥,
we use a half-wave plate with its fast axis at an angle m/4 to the horizontal plane and an M-shaped
Dove prism together with a quarter-wave plate that are rotated by 7/4 with respect to the vertical
plane.

To summarise this section, an arbitrary x-type state, |x*/) can be achieved by applying birefrin-
gent wave plate and M-shaped Dove prisms with specific orientations after the optical network of
figure 4.5.

4.5 Conclusion

We have presented the transformation required to convert the maximally-entangled state of a down-
converted photon pair to the state |x°°), a state in the y state basis, in terms of a quantum circuit.
The effects of each optical element on the composite state have been given, and the optical system
which is a realisation of the quantum circuit has been proposed. The other x -type states can be
obtained by further transformations which are realised by birefringent wave plates and M-shaped
Dove prisms.

All optical elements in the proposed optical system are linear optical components that are readily
available in optical laboratories. As a result, preparation of the desired states is practically achievable
with current technology. In contrast to some previous work, our proposed operation does not have any
post selection process which means the efficiency of successful transformation does not depend on the
efficiency of photon detectors. We expect that the proposed scheme may be realised experimentally
to produce this class of multipartite genuine entangled states so that we can gain a better insight of

their entanglement, and enable the demonstration of novel quantum information protocols.
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Figure 4.5: The proposed optical system which transforms the composite qubits as the quantum

circuit given in figure 4.2. We introduce the pieces of glass in the two interferometers in order to

compensate for the delay associated with propagation through the Dove prism and quarter wave

plate in the other internal paths. The two interferometers in the figure are the implementations of

the two CNOT gates of the quantum circuit. The two half-wave plates are introduced between the

two interferometers. The first half-wave plate is rotated by /8 or 22.5 degrees, while the second is

nonrotated. These two half-wave plates are the implementations of the Hadamard and Pauli Z gates

of the quantum circuit. The quarter-wave plate in the second interferometer is rotated by w/2 or 90

degrees in order to compensate the polarisation effect of the Dove prism.



Chapter 5

Electromagnetics

We do not know for sure when humanity’s interest in light begun. One of the first studies of light
was done by Euclid when he wrote the law of reflection mathematically in his Optica in about 300
BC [122]. Isaac Newton presented in his book, Opticks, that white light could be disassembled into
different colours of light by using a prism [123]. The idea that light is an electromagnetic wave
was first suggested by Maxwell in his Dynamical Theory of the Electromagnetic Field published in
1865 [124], and experimentally confirmed by Hertz by designing an electromagnetic wave receptor to
prove Maxwell’s hypothesis of the existence of electromagnetic wave [125]. Like the other waves, light
carries its energy along its propagation direction. However, in contrast to many types of waves, light
does not need a medium to propagate from one point to another, and it can propagate in vacuum
with a constant speed ¢, a universal physical constant. In relativity, the speed of light is the same
for all observers.

In modern days, light has been used in many different ways. For example, we use radio waves
to broadcast TV shows. We use it as an information carrier in communications. As discussed in
the previous chapters, the quantum states of light can also be used for quantum information and
computation. Despite a long history of studies, there are also many aspects that we do not yet fully
understand, and of course the more we understand light, the better we may make use of it.

This chapter is organised as follows. We begin this chapter by reviewing Maxwell’s equations
and the plane wave solutions in the case when there is no free charge and current. We then use
Maxwell’s equations to derive the boundary conditions of electromagnetic fields in section 5.2. The
laws of reflection and refraction of plane electromagnetic waves are presented in section 5.3. In
section 5.4, the two competing forms of the Lorentz force density, which have been shown to give
identical total force and torque, are reviewed. Section 5.5 demonstrates the quantisation process of
electromagnetic fields. The paraxial approximation and quantisation of paraxial light are given in

sections 5.6 and 5.7 respectively.

%)
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5.1 Maxwell equations and plane-wave solutions

Before giving a discussion of the boundary conditions, let us review Maxwell equations for electro-
magnetic fields in nonconducting media. Electromagnetic fields are perfectly described by Maxwell’s
equations for observers in any inertial reference frame. The derivative forms of Maxwell’s equations

are given as [1§]

V-D= Ptrees (51)
V.B=0, (5.2)
0B
E=_-2 .
V x 5 (5.3)
oD
H= — 4
V x Jfree + ot y (5 )

where D, B, E and H are the electric displacement, magnetic and electric fields, and the magnetic
field strength respectively. The sources of electric and magnetic fields, the free charge and current
densities, are denoted by pgree and Jgee. The relation between electric displacement D and electric
field E is D = ¢gE 4+ P, where P is a polarisation field. On the other hand, the magnetic field and
the magnetic field strength are related by B = poH + M, where M is the magnetisation field.

In the source free case, the two of these equations that contain the source terms are simply

reduced to
V-D=0, (5.5)
oD
H = —. .
V x 5 (5.6)

This implicitly implies the existence of travelling electromagnetic waves. As we know, an electromag-
netic wave represents the transfer of electromagnetic energy from one point to another. The wave
solutions can be obtained straightforwardly as follows. Assuming that these fields have harmonic
time dependence exp(—iwt) with the frequency w, the two equations that contain the time derivative

become

V x E = iwB, (5.7)
V x H = —iwD. (5.8)

For a uniform isotropic linear medium, the polarisation and the magnetisation of the medium are
proportional to the electric field and magnetic field respectively. We, therefore, can express the
electric displacement and the magnetic field strength in terms of the electric and magnetic fields
as D = ¢E and B = uH, where the permittivity ¢ and the permeability p are in general complex
functions of the frequency w. In the case of a lossless medium, where both € and p are real numbers,

the equations for the electric and magnetic fields are

V x E = iwB, (5.9)
V x B = —iwpueE. (5.10)
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The combination of the above equations gives the so-called Helmholtz equation [18]:

(V2 + pew?) [E] =0. (5.11)

The divergence-free equations, Eqgs.(5.2) and (5.5), indicate that the electromagnetic wave must be
transverse. The simplest solution of Eq.(5.11) is the plane-wave solution, which gives the electric

and magnetic fields in the following forms,

E(r,t) = Egel(er®wt) (5.12)
B(r,t) = Boe!(krEwt) (5.13)

where Eq and B are constant vectors representing the initial electric and magnetic fields at the origin
of the coordinate system. The wave vector k indicates the propagation direction of the travelling
wave. From Eq.(5.11), its magnitude is related to the frequency w as |k| = k = |/uéw. The relative
sign of the terms in the exponential indicates whether the wave propagates in the same direction as
the wave vector k or in the opposite direction. Conventionally, if the relative sign is negative, then

the wave travels in the same direction as k [18].

5.2 Boundary conditions

In the presence of a boundary between two different nonconducting media, the fields are in general
neither smooth nor continuous if there exist free charge and current at the interface. However, they
still obey Maxwell’s equations. Let us consider a closed cylindrical volume, as illustrated in figure 5.1.

The volume integration over the closed volume of the first Maxwell equation, Eq.(5.1), gives

/ V-DdV:](D-dS :/ prreedV, (5.14)
Vv S 1%

where the divergence theorem has been used to make a volume integral V' into a surface integral.
The height dh of the cylindrical volume is assumed to be small, and the electromagnetic fields vary

slowly across the surface dA. Then, the left-hand side of the equation becomes

D; -ndA — D3 - ndA + flux through the side surface = / PtrecdV, (5.15)
1%

where the subscripts identify the fields near the interface in each medium and n is a unit vector normal
to the interface. In the case that the height §h approaches zero, the terms that are associated with

the flux through the side surface then vanish. We then have
(Dl - Dg) -n = pfreeéh- (516)

On the other hand, with the same derivation, a divergence-free magnetic field gives rise to the

following boundary condition,

(B1 - BQ) -n=0. (517)
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medium 1 16h

medium 2

Figure 5.1: The integration volume of Eq.(5.14) is the closed cylindrical box on the interface of the

two media.

The above two equations describe how the normal components of these fields on one side of the
interface are related to that of the fields on the other side. In the case of no free electric charge on

the interface, we can write these boundary conditions as
Di = Dy, (5.18)

Bi = B;. (5.19)

Next, let us consider the last Maxwell equation. Integrating both sides of the equation over

surface abcd, shown in figure 5.2, gives

oD
/ (VxH) -bdS = [Jfree + } - bdS. (5.20)
abed abed ot
According to Stokes’ theorem, the left hand side of the equation becomes a closed line integral as
/ (VxH) -bdS = H-dr,
abed abed
= —H,; - tL + H; - tL + contributions from ac and bd lines, (5.21)

where t is a unit vector parallel to both the interface and surface abced as depicted in the figure.
The unit vector b is parallel to the interface but normal to the plane abed, and the lengths of lines
ab and cd are L. As the lengths of the lines ac and bd approach zero, the contributions from these
lines are suppressed and become negligible. Only the first two terms of the above equation remain.
Once the lengths of the short sides approach zero, the magnetic flux through the plane abcd vanishes.
However, the right-hand side of Eq.(5.20) does not all disappear if there is free surface current density

K flowing exactly on the interface. Under the circumstances, we then have,

(Hy —H,) -t =K. (5.22)
With the same idea, Eq.(5.3) gives the following boundary condition

(E; —E;)-t=0. (5.23)

In the case that there is no free current density and the media have low magnetic susceptibilities

such that p = pg, the magnetic field and magnetic field strength are related as poH = B. In this



Chapter 5: Electromagnetics 59

case, the boundary conditions for the fields can be summarised as follows,

Di = Dy, (5.24)
El = El, (5.25)
B, = By, (5.26)
nA
medium 1 @ b ¢
medium 2 . > d

b

Figure 5.2: The surface is bounded by the closed line abed at the interface between the two media.

5.3 Reflection and refraction of plane electromagnetic waves

With the boundary conditions given in the previous section, for a given incident plane wave, the
reflected and transmitted wave can be determined straightforwardly as follows. Let us consider
the following situation. A generic incident plane wave with the wave vector k whose electric and

magnetic fields are written as [18]

E = Egei(kr—wt), (5.27)

kx E
B - ek, (5.25)

is travelling from one dielectric medium toward another as depicted in figure 5.3. The permeabilities
and permittivities of these media are u1, €1 and us, €9 respectively. The transmitted and reflected

fields then are of the forms

E' = Eje!(K Tt (5.29)
B' = /i2e2 % (5.30)
and
E' = Eje!(K r-wt) (5.31)
k' x Ef

B = vV H1E1 L , (532)

respectively. The wave number magnitudes satisfy
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Figure 5.3: The initial plane wave travelling in the direction of propagation k/k from medium 1 with
refractive index n; toward medium 2 with reflective index ny. The plane wave is then transmitted

and reflected as shown.

k| = [K'| = k = wy/per, (5.33)

|kt| = kt = W4/ U2E2. (534)

The refractive indices of medium 1 and medium 2 are defined as n; = \/p1e1/poco and ny =
\/ ega/ ogo respectively. We assume that the interface is at the plane z = 0. As these three plane

waves meet at the interface, the boundary conditions enforce a phase matching condition such that

the spatial variation of all fields must have the same phase at the interface, z = 0:
ker|_o=Kk-r|_o=Kk r[_. (5.35)

In other words, it means the components of the incident, reflected and transmitted wave vectors
parallel to the interfaces are identical. This phase matching condition gives rise to the so-called
Snell’s law [18] as

ksin;, = k*sin 6, = k" sin6,, (5.36)

which determines the propagation directions of the reflected and transmitted plane waves. Applying

the boundary conditions discussed previously, the electric and magnetic fields of these plane waves
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at the plane z = 0 satisfy

&1 (Eo + EB) ‘N = EQEB -1, (537)
(k xEg + k" x Ej) -n = (k' x Ef) - n, (5.38)
(Eo + E}) -t =E{ - t, (5.39)

1 1
— (kxEg+ k" xEj)-t=— (k' x Ef) - t. (5.40)

M1 H2
By decomposing the electric fields to be in the directions perpendicular and parallel to the plane of

incidence respectively, we then find the Fresnel coefficients as [18]

. Ej-e° 2k -n
t° = = 5.41
Eq-es k~n—i—%kt-n7 (5.41)
r S n — HrKt.
rs:EO'e :k n u;k n (5.42)
Eg-es k~n+%kt-n’ )
tpiEg-ep(kt)i 2nk - n (5.43)
- Ej-er(k) 7%k~n+n2kt~n’ '
L . eP(K* Mk.n—n?kt-n
P = 0 e( ):#2 (544)

Eo - eP(k) %k~n+n2kt~n’

where we denote by e® and eP (k) the unit vectors perpendicular and parallel to the plane of incidence,

given by
s nxk
= 5.45
€ :ZC ’ ( )
_ S ki
eP(ki) = & ;. . j=rt (5.46)

We note that for each given plane of incidence the unit vector e® is a constant vector while the
direction of eP(k;) depends on the propagation direction of the wave of interest. We also denote
the relative index of refraction with n = ny/ng. Since the directions of propagation of the reflected
and transmitted fields are determined by Snell’s law, and their amplitudes are given by Fresnel
coefficients, for a given incident plane wave, the reflected and transmitted electric and magnetic
fields given from Eq.(5.29) to Eq.(5.32) are obtained.

5.4 Optical force and torque

Optical force and torque have been studied for a long time to understand the physical interaction
between light and media. They were first mentioned by Kepler who tried to explain the reason
why a comet’s tail always points away from the sun. There are several experimental and theoretical
studies of this topic in the literature, which over time, successively clarified the picture [126-137].
However, there remain aspects to be explored. Additionally, the study of radiation pressure not
only gives us a physical understanding of light-matter interaction but also guides us to its noble
applications especially in optical tweezers, which play a vital part of various biological studies in
recent years, including studies of bacterial flagella, DNA structure and mechanical properties of

macromolecules [138].
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Recall that light is a propagating wave of an electromagnetic field that carries its energy along
the propagation direction. The optical force acting on a medium is described by the Lorentz force.
The Lorentz force tells us how charged particles, or indeed neutral composite particles made up of
charged particles, react to external electric and magnetic fields. Interestingly, in the case of dielectric
media, there are actually two distinct competing forms of the Lorentz force density [131,132]. Each
of them originates from different microscopic models of the medium. If we think of the medium as

formed from individual charges, the optical force density then will have the form [130]
f¢=—(V-P)E+P xB, (5.47)

where we use the dot sign above vector fields to represent their time derivative. On the other hand,
in the case that the medium is thought of as being formed by individual electric dipoles, its form
then becomes [129]
f¢=(P-V)E+P xB. (5.48)
Only the first terms of these two forms are different. In the charge-based form, the idea of the first
term is that when an external field is present, the points in the medium where the polarisation is
not divergenceless corresponding to the locations of bound charges. These bound charges then are
pushed or pulled by the external electric field. In the second form, the first term is the result of the
net force that the external electric field exerts on each individual charge of the electric dipoles.
It has been proved that these two forms give rise to an equivalent total optical force and
torque [131]. We will review the derivation of each form in detail and show that they actually
give the same total force and torque. Let us begin with the Lorentz force density. The force per unit

volume of electric and magnetic fields acting on charged particles is given by
fl = pE+J x B. (5.49)

From the first Maxwell equation, Eq.(5.1), as the dielectric medium is electrically neutral, there
is no free charge, only bound charges, and the electric displacement is thus divergenceless. Recall
that in free space, the first Maxwell equation is V - E = p, when p is the total charge density
including both free and bound charge densities so that p = pgee + Pbound- The relation between the
electric displacement and the polarisation fields is given by D = ¢gE + P, as previously mentioned,
and in neutral media such as dielectrics, we have V - D = pgee = 0. The divergenceless electric
displacement therefore gives rise to the following relation between the polarisation field and the
bound charge density:

VP = —pround- (5.50)

Applying the time derivative on both sides of the equation and the continuity equation, we find
V-P=—ppoua =V -JIF. (5.51)

The movement of bound charges creates the current density J¥. This equation, however, gives us
the relation between the longitudinal parts of the polarisation field and the current density. Without
loss of generality, we can define the current J¥ in such a way that it is the result of the change in

the polarisation field per unit time so that

P=J" (5.52)
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Substituting these results back to the Lorentz force density, we then obtain the charge-based form
of the force density.
Let us consider the case of the second form of the force density. The total Lorentz force acting

on a single point dipole is given by
F** = (d-V)E +d x B, (5.53)
Consequently, the force density is
P4 = ((d- V)E(r) + d x B(r))d(r — R), (5.54)

where R is the location of the dipole. The integration over a volume including the dipole then gives

back the total force on the dipole. Recall that the polarisation is the dipole density,
P =Y di5(r - Ry). (5.55)

where the sum runs over all dipoles in a unit volume. Then, the total force on the unit volume

becomes the second form of the force density, f<.

5.4.1 Microscopic scale

At the microscopic scale, we consider a single point dipole at position R. We then can show that the
total forces acting on the dipole obtained from both forms are identical as follows. The polarisation

field of the dipole is given by
P(r) =dé(r - R). (5.56)
Substituting this into the two force density forms, we then have

f°=—(d-Vé(r—R))E+d x Bé(r — R),
fd=((d-V)E+d x B)j(r —R). (5.57)

Integration over a volume containing the dipole gives us the total force acting on the dipole from

these two forms, and we find
Fd:/fddV: (d-V)E +d x B,
FC:/deV:—/E(d~V6(r—R))dV+de
=(d-V)E+dxB

= F4, (5.58)

where we have used integration by parts to evaluate the term containing the derivatives of the delta
function. As we can see that both force densities give the same total force, both forms of force

density are equivalent at the microscopic scale.
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5.4.2 Macroscopic scale

In this case, we consider the electromagnetic force acting on a macroscopic medium. In order to
calculate the total force on the medium by volume integration, we need to choose the integration
volume carefully. The integration volume V', which is bounded by the surface S, must contain the
entire medium and a thin layer of vacuum inside it so that the dielectric-vacuum surface is fully
contained inside the volume. Since there is no polarisation field in vacuum, there is no force density

in the vacuum region. The volume integral of the difference between these two forms is

Fi = /V (P,V; + (V;P,) ExdV,

_ / V(P E)dV, (5.59)
1%

where the subscripts identify the ith components of these vector fields in a Cartesian coordinate
system. The Einstein summation convention has been used such that each index appearing twice
implies a summation over the three values of the Cartesian components. With Gauss’s theorem, the

volume integration can be reexpressed as a surface integral,
Fl—Ff = / P;E;dS; =0, (5.60)
s

as there is no polarisation field at the surface of the volume. Therefore, the two distinct forms of
the force density still give the same prediction at the macroscopic scale. We note that even though
we are working at the macroscopic scale, the electromagnetic fields involved are the microscopic
versions. The equivalence of these two forms implies that there is no difference between the net force
obtained by the summation of the forces acting on each charge directly, F¢, and that obtained by

the summation of the net force acting on each dipole, F9.

5.4.3 Macroscopic fields

As discussed in the preceding subsection, the two force density forms give identical predictions if the
fields are microscopic. However, working with microscopic fields is not practical. In this section, we
calculate the Lorentz force with macroscopic fields and observe the form of the force density. Let
us consider the electric part of the Lorentz force acting on a volume v containing charged particles

with charge density p(r):

FL = / p(r)E(r)dV. (5.61)

The electric field arising from the sources within the volume v cannot contribute to the net force as
they cancel each other in accordance with Newton’s third law of motion. Only the external electric
fields can affect the motion of the centre of mass. We assume that the volume v is small and the
electric field does not change much over the dimension of the volume v. The microscopic electric
field then can be replaced by the local macroscopic field E [131]. Supposing rq is a position vector
inside the volume v, the electric field at any point inside the volume can then be approximated by

using the Taylor expansion

E(r) ~ E(rg) + ((r —ro) - V)E(ro), (5.62)
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where VE(r() represents the derivative of the local average field E(r) evaluated at the position r.
Substituting back into the electric force, we then have

pi~ ([ o000y ) B+ [ oo - ro)av - VBieo) (5.63)

v

As we are considering the case of dielectric media which are electrically neutral, the first term

vanishes,

/p(r)dV = 0. (5.64)

v

The second integration term reminds us of the form of the macroscopic polarisation field,

P(ry) = 1/p(r)(r —1p)dV. (5.65)

U Jy

The electric force acting on this small volume v then becomes
Fi = v(P(ro) - V)E(ro) (5.66)

Therefore, by dividing this with the volume v, the macroscopic force density acting on the dielectric

at a general point r in the medium is
ft = (P(r) - V)E(r). (5.67)

This form of force density is the same as the form of the dipole-based force density. This means in the
case of macroscopic fields the dipole-based form is preferable to the charge-based one. The problem
for the charge-based form when using macroscopic fields comes from the fact that the average of the

field derivatives is not the same as the derivatives of the average of the fields [131],
V-P#£V-P. (5.68)

This is because, in general, averaging and differentiation do not commute. If the boundary of the
volume v is in the region of that the polarisation field P is non-zero, the boundary term then is not
necessarily zero. This fact can be shown explicitly as [139]

V-P(r)=V -P(r)+ /dS’ P )w(r —1'), (5.69)

S

where w(r) is the averaging kernel, which is a real, non-negative and continuous function normalised
to unity: [ dVw(r) = 1, and we have defined s to be the surface of the volume v. The last term

then represents the average of the polarisation field P over the surface s.

5.4.4 Optical torque

An electromagnetic field can also exert torque on a dielectric medium, and indeed it is this torque that
is used to prove the existence of optical spin and orbital angular momentum [140]. For example, in
optical tweezer experiments, dielectric objects rotate around the optical axis if they are illuminated
by a light beam with orbital angular momentum [23-25]. Another example is Beth’s experiment
where the spin angular momentum transferred from circularly polarised light to a birefringent wave

plate was observed [7].
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Recall that the dipole-based force density is obtained from the summation of all forces acting on
the centres of mass of electric dipoles in a unit volume. To obtain the complete torque density, the
internal torque P x E which acts to align the electric dipole parallel to the external electric field

must be added. The form of the dipole-based torque density then becomes
tl=rxf!4+PxE, (5.70)

On the other hand, since the charge-based force density originates from the electromagnetic force
acting on each individual charge in a unit volume, the form of the charge-based torque density can

be obtained directly as
t° =1 x f°. (5.71)

In order to calculate the total torque on the medium, we perform the volume integration of these
forms of the torque density. The volume of integration once again must contain the entire medium

and a thin layer of vacuum within it, and there is no polarisation field at its surface S. We then find
sz/ dV(rx ((P-V)E+P><B)+P><E),
1%
T¢ :/ v (rx ((-V-P)E+P x B))
1%

:—/(er)P-dS+/dV((P-V)(er)—I—rx(PxB))
s v

/dV(rx((P~V)E+P><B)+P><E):Td. (5.72)
14

In the above expression, we have used integration by parts and the fact that there is no polarisation
field at the surface of the integration volume. The first term in the last line then disappears. This

indicates that both of the forms of torque density give identical total torque.

5.5 Field quantisation

In this section, we review and discuss the processes that are required to quantise electromagnetic
fields. The key idea of the field quantisation is that the classical fields are replaced by their corre-
sponding field operators [141]. The equation of motion of these fields must be in the same form as
the classical equation of motion, or, in our case, the electromagnetic field operators must still obey
Maxwell’s equations. It is easier and more straightforward to quantise the classical fields if we write
the classical equation in the form of a classical harmonic oscillator. Then, we can replace it with its

quantum version.

5.5.1 Electromagnetic scalar and vector potentials

Before demonstrating the quantisation process explicitly, let us review the process to obtain the
classical electric and magnetic fields from the scalar and vector potentials: ¢ and A. For a given

scalar potential ¢ and a vector potential A, we can determine the corresponding electric and magnetic
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fields as [18]

B=VxA, (5.73)
oA

In free space, Maxwell’s equations are reduced to

V-E=p, (5.75)
V.B=0, (5.76)
0B
VxE=-"7, (5.77)
VxB= 50/1,0867];: + J. (578)

These four equations can be represented in terms of the scalar and vector potentials and may be

rewritten as two coupled differential equations:

10 1 0%°A
. — 2 [ — —_— —
V(V-A)—- VA + = atV¢+ 2 o tod, (5.79)
and
0A
—eV%p — 0V - — = p, (5.80)
ot
where we have used the following vector identity
VxVxA=V(V-A)- VA, (5.81)

The current and charge densities, J and p, are the source terms of these two coupled differential
equations, which can be used to determine the fields. As we know, for given electric and magnetic
fields, there are multiple choices of pairs of the corresponding vector and scalar potentials. Two pairs
of potentials, (¢, A) and (¢’, A’), that give the same electromagnetic fields are related by a gauge

transformation [18,141]:

A=A+ V), (5.82)
. O
o =05 (5.83)

A gauge in electromagnetics then means a specific relation between the vector and scalar potentials.

Generally, to simplify the problem, the Coulomb gauge is used:
V-A=0. (5.84)

In this gauge, the vector potential is transverse. One gauge can be transformed to another gauge by
using the above gauge transformation. With the Coulomb gauge, the two differential equations then

become

190 1 02A
2
-V A+——V¢+—2 o012

2 Ot c = ILLOJv (585)
~V2%¢ = p/eo. (5.86)
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The second equation then is in the form of Poisson’s equation of electrostatics whose solution is
the Coulomb potential between charged particles. The first equation can be simplified further by
using Helmholtz’s theorem such that a vector field can be decomposed as a sum of transverse and
longitudinal parts of the field [142]:

J=J7r+Jy, (587)
where
V-Jr =0, (5.88)
V x Jp =0. (5.89)
Eq.(5.85) then can be separated as
1 9°A
2 —
—V°A + C?W = ,UOJT7 (590)
and
10
—=V¢ = podr. 5.91
27 ¢ = podL (5.91)

The first equation is the equation of motion of the vector potential in the Coulomb gauge. The

second equation together with Eq.(5.86) give the equation of charge conservation:

dp

Jp=——. 5.92
V-JL En (5.92)

The electric field can be separated accordingly as
E=Er+E., (5.93)

where
0A

Er=——"-, 5.94
r=-2 (5.94)
EL =-Vo. (5.95)

The benefit of using the Coulomb gauge is that, as we can see, it offers a clean separation of the field
equations into two different and independent sets so that the transverse equations describe electro-

magnetic waves and the longitudinal equations describe the fields given by the charge density [141].

5.5.2 Free field quantisation

In this case, we consider a region in which the transverse current density Jr vanishes and the equation
of motion of the vector potential then becomes

1 0°A

2
~VEA G s =0, (5.96)

We then consider a cubic cavity of space where the length of each side is L. This is not a real cavity

but the quantisation cavity, and the electromagnetic waves contained within are not standing waves
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but running waves with periodic boundary conditions [141]. The vector potential in this scenario

can consequently be written in terms of a superposition of the allowed modes in the cavity:

Art) =) Y exodi(r,t), (5.97)

k o=1,2

where
Ak o (r,t) = Ak,g(t)eik"r + Ak, (t)e*ik'r, (5.98)
and the components of the wave vectors satisfy
k., = 2mv, /L, ky = 2mv, /L, k,=2mv,/L, (5.99)

where v, vy, v, are arbitrary integers. The wave vector k and the unit polarisation vectors, ey ; and
ek, form a Cartesian coordinate system, as the Coulomb gauge constrains the wave vector to be

normal to the polarisation:
k-exo,=0, (5.100)
and the polarization vectors can be chosen such that they are orthogonal to each other:
€k,o * €k,o = 000, (5.101)

where the Kronecker delta is unity when its two indices are identical and zero otherwise. This means
each mode component Ak ,(t) (and its complex conjugate) is independent of other modes. These

cavity modes independently satisfy Eq.(5.96),

1 02 Ax »(t)

kZAkﬁ(t)Jrg 5 = - (5.102)

Noticeably, this equation is already in the form of the equation of motion of a classical simple

harmonic oscillator:

0 A0 (t)

5 T wWiAio(t) =0, (5.103)

when the mode angular frequency wy, is related to the magnitude of the wave vector by wy = ke.
The solution of a simple harmonic oscillator then gives us the time dependence of the components

as
Ay o (t) = Ay ge Wkt (5.104)
Eq.(5.98) then becomes
Ay o (r,t) = A g/ T8 Ax emilor—wit), (5.105)
From this equation, the transverse electric and magnetic fields are given as,

Er(r,t) =Y > exoBio(rt), (5.106)

k o=1,2
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where
B o (r,t) = iwy (Akpei(k'”—“’kf) — A;;,(,e—“k'r—w'ct)) , (5.107)
and
k
Br,)=Y %Bkﬁ(r,t), (5.108)
k o=1,2
with

eilier=ant) (5.109)

,0

Bkﬁ(r,t) =ik (Akﬁei(k.r—wk.t) AL

The ratio of the magnitudes of the electric and magnetic fields is equal to the velocity of light in free

space as expected. The total energy of the electromagnetic waves inside the cavity is given by [141]

1 1
&= */ dVv (50ET‘ET+B'B> . (5.110)
2 cavity Ho
With Eq.(5.99), we find
/ dVexp[+i(k — k') -r] = Vi w, (5.111)
cavity

where V' = L3 is the volume of the cavity. Substituting the electric and magnetic fields given in
Eqgs.(5.107) and (5.109) into Eq.(5.110) and using the above spatial integration, the total radiation

energy within the cavity can be written as

14 * * —
£ = 5 Z Z {(Ak,O'Ak_’U/ + Ak,aAk,tT/) (50&),361(70 - €k,o’ -+ o 1(1{ X ekv(,) . (k X ekyg/))

k o,0’

— (Ak,UA_k,U/e_inkt + AIZUA*_k’U/Ginkt) (50(,«),2661(,0 . e_kpf — ,ual(k X ekya) . (k X e_k7o-/))}
(5.112)

We note that (k X ex,s) - (k X €1k /) = k?€k o - €1k /. Therefore, with w = ke, the second term in
the summation, the time dependent term, vanishes. Finally, the total radiative energy in the cavity

is then time-independent and can be expressed as

£ = Zk:Z&w, (5.113)

with
ko =0V (Ax oAk o + Ak o Akyo) - (5.114)

Let us briefly review the quantum mechanics of a harmonic oscillator system. The Hamiltonian

of a one-dimensional harmonic oscillator is of the form

- 1

=2 1 g, (5.115)
where the position § and momentum p operators satisfy the well-known commutation relation

[G,p] = ih. (5.116)
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On the other hand, one can also express the Hamiltonian in terms of a pair of dimensionless operators
as

7= Lo aal + ata

H= gﬁw (aa' +a'a), (5.117)
where @ and a' are the annihilation and creation operators which obey the following commutation

relation:
la,a"] =aa’ —a'a = 1. (5.118)

The relations between the annihilation and creation operators and the position and momentum

a= \/2 1hw(qu—|—1p) (5.119)

1
At L A i
a 5 (mwq — ip). (5.120)

The effect of the annihilation operator on the eigenstates of the Hamiltonian operator is to shift the

operators are given by

energy eigenstate down by one level as
Vnln — 1) = ajn), (5.121)

where we define |n) to be the energy eigenstate associated with the energy eigenvalue hw(n + 1/2).
In the case of the ground state, as the energy of the system cannot be negative and there is no energy

level to go down, the result of applying the annihilation operator to the ground state is zero:
aloy = 0. (5.122)
In contrast, the creation operator causes the energy eigenstate go up by one as
Vi +1n+1) = af|n). (5.123)

To quantise the electromagnetic fields, we treat each mode in the cavity as an independent
quantum harmonic oscillator. This may be achieved by promoting the energy of each mode to the
corresponding quantum harmonic oscillator Hamiltonian. For example, from Eq.(5.114), for the
mode (k,0):

A hwy (. s
Erco = 20V (Ao Ao + A Akr) = Hico = 2 (il , + i, 1o ) (5.124)

The total Hamiltonian then becomes
H=) > Heo= ZZ ¢ (@, +af o) - (5.125)
k o

This means the conversions from the classical amplitudes Ay , of the vector potential to the corre-

sponding quantum mechanical mode operators are

hi
Ao —— k0, 12
ko = 25Vwkak’ (5.126)
h
A, — ) (5.127)

Qa .
2eVwyg k,o
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The commutation relation between the creation and annihilation operators becomes
[k 0l ] = O G (5.128)

Substituting this back into the classical vector potential, the quantum version of the vector potential

therefore becomes

)=> > exohio(rt) (5.129)
k o

~ h .
Ao (r,t) =/ IR ( g peleT—ert) g *1“"“*““)). (5.130)

The electric field are replaced by their associated quantum operator accordingly as

with

Er(r,t) = Ef(r,t) + Ep(r, ), (5.131)

where

t) = iZ Z \/ %ek,a&kﬁe““—“m, (5.132)
SO

These two parts of the electric field operator are known as the positive and negative frequency parts

ek o] e ierment), (5.133)

respectively according to the sign of the frequencies in the exponential arguments [141]. On the

other hand, the magnetic field operator becomes

B(r,t) = BT (r,t) + B~ (r,1), (5.134)

: h ~ i(kr—w
Bf(r,t)=i) Y 4/ 260Vwkk X €y oy g0 KTk (5.135)
k o
N . h ~ —i(kr—wy
B (r,t)=—iy > 4/ e eroif o 1Tt (5.136)
k o

At this point we can define a single photon state in the mode (k, o) as the first energy state of

with

the corresponding harmonic oscillator Hamiltonian:
Do = af, ,0)k0- (5.137)

In the general case, a single photon state can be a superposition of multiple modes with amplitudes
described by &k, as [141]

De=> Y &eodf,0), (5.138)
k o
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where we represent the ground state or the vacuum state as the tensor product of the ground states
of all possible modes [143]

0) =[] ®0)x.0- (5.139)
k,o

and the probability amplitudes satisfy the normalisation condition:

D> o’ =1 (5.140)
k o

The field quantisation inside the cavity can be extended into real free space by taking the limit in
which the length of the cavity goes to infinity. In this limit, the discrete set of the allowed wave
vectors k becomes a continuous set as the components of the allowed wave vector k;, k, and k. can

be arbitrary. The summation over all possible wave vectors is changed to be a continuous integral as
\%

— d’k. 5.141

27 G / (5-141)

The commutation relation in Eq.(5.128) becomes [144]

[ag(k), a;(k’)] = 3 (k — K)o, (5.142)

where the Kronecker delta is now replaced by the Dirac delta function. The annihilation operator in
the discrete regime does not have the same dimension as its continuous version as they are related
by [144]

.o = @da(k). (5.143)

Therefore, we can use the results of the field quantisation in the cavity so far to obtain the quan-
tisation in free space straightforwardly. In the continuous limit, the positive frequency part of the

vector potential in Eq.(5.130) becomes

A h N ~ i(ker—w
At(rt) =) / d%,/meg(k)ag(k)e (ker—wt) (5.144)

Using the Coulomb gauge, the electric and magnetic field operators can be obtained directly.

5.6 Paraxial approximation

The paraxial approximation is normally used in Gaussian optics to describe an electromagnetic wave
in the form of an optical beam when the rays propagating through lenses only make small angles
with the optical axis, and spherical aberration is suppressed [145]. Normally, it is used to describe
a laser beam which has finite cross section [146,147]. In this section, we focus on an optical beam
propagating along the positive z-axis. We factorise the vector potential into the product of a complex

function U(r) and the solution of a plane wave propagating in the z-direction as follows:

A(r,t) = U(r)elF=—wtx, (5.145)
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where k is the magnitude of the wave vector and x is the polarisation unit vector. We normally call
U(r) the complex envelope as it is the function that describes the shape of the beam [115]. The

envelope is a slowly varying function of z compared to the scale of the wavelength A [115,147]:

oU U
—_— — ~ kU 5.146
0z < A ’ ( )
in other words,
0*U oU
— < k— < K. 14
oz <hg- <KU (5.147)

The exponential term in Eq.(5.145) is then the main part that describes the z dependence of the
vector potential. Substituting this form of the vector potential to Eq.(5.96), we have

ViU — 2ik0,U =0, 5.148
1

where we have used the dispersion relation, w = ke, and V is the derivatives with respect to the
transverse directions. We have dropped the second derivative with respect to z of the function U
as it is much smaller than the remaining terms. The above equation is called the paraxial wave
equation [147]. The vector polarisation x has been omitted as each term in Eq.(5.96) has the same
unit vector. We can, therefore, fully concentrate on the components of the vector field. We notice
that, in contrast to plane electromagnetic waves, the derivative of a paraxial wave in the transverse
direction is nonzero, which indicates that the wavefront of a paraxial wave is different to that of
plane waves. The local wave vectors which are normal to the wavefront locally are not necessarily
parallel to the propagation direction. However, this does not contradict Maxwell’s equations as the
corresponding electric and magnetic fields are still divergenceless [146,148]. The local polarisation
of the electric field is perpendicular to the local wave vector and tangential to the local wavefront as
depicted in figure 5.4. The modes of light that satisfy the paraxial wave equation are, for example,
Laguerre-Gaussian and Hermite-Gaussianetc [147].

Paraxial light can be written as a superposition of plane waves that propagate nearly parallel to
the z-axis: k) < k, where k is the transverse component of the wave vector [147]. The z component

of the waves vector of these plane wave can be approximated as

(k2 +k2)
— 2 )2 2 2% Y
k.= /K2 — k2 — k2~ k T (5.149)

The amplitudes of those plane waves for which the wave vector significantly diverges from the z-axis

are suppressed.

5.7 Quantisation of paraxial light

In this section, we use information discussed in this chapter so far to derive the form of electric
and magnetic field operators for paraxial beams. We start by changing the integration variables in

Eq.(5.144) as, with the paraxial approximation,

/dSkz %/dw/d%b (5.150)
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klocal

Figure 5.4: The wavefront of the Gaussian beam travelling in the positive z-direction has nonzero
curvature. In the figure the local polarisation unit vector €j,c, is perpendicular and tangential to
the local wave vector Kjoca1 and the local wavefront respectively. The direction of the polarisation

vector depends on the location in the beam.

because k, ~ k = w/c. As we consider a beam propagating in the positive z-direction, we then take

the integration from w = 0 to w = co. Applying Eq.(5.149), the positive electric field operator then

o0
B (1) :1/0 dw/d2k“/#3gocexp[i(kz—wt)];éa(kJ_,w)dg(kJ_,w)

2
X exp {ikl X, — 122—;;] , (5.151)

becomes

where x; = (z,y). The annihilation operator a,(k, ,w) in Eq.(5.144) has been replaced by the new

operator y/ci, (k| ,w). The commutation relation for this annihilation operator is
[&U(kL,w),&L,( 'J_,w')] = 00 0%(ky — K )3(w — ). (5.152)

This electric field is in the form of a superposition of electric field operators of plane waves, prop-
agating nearly parallel to the z-axis, as depicted in figure 5.5. For a plane wave component of the
superposition with local wave vector Kiocal = (ku, ky, k — k3 /2k), we can set the local polarisation

unit vectors to be

é1(k.,w) ~ % — 2k, /k, (5.153)
éx(ky,w) ~ § — 2k, /k, (5.154)

which are perpendicular to each other and to the local wave vector Kjoca;. We define X, y and z to

be unit vectors in the x-, y- and z-directions. We find that

i%, - Vyexp(iky -x1) = —ky, exp(iks -x1), (5.155)
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Figure 5.5: The wave vector kj,ca of a local plane wave component of the superposition is nearly
parallel to the propagation direction . The polarisation unit vectors of the plane wave are illustrated

by the arrows €; and és.

where X, = x,y. The electric field operator becomes

. i [ fw
Ef(r,t) = l/ / Y i(kz — i (K
(r,t) e s dw [ d*ky T expli(kz — wt)] zaja (ki,w)

. k2
(%o + ~2(%y - V1) ) exp |iky -x1 —izot ], (5.156)
k 2k
We then define a new annihilation operator as
1 k2
o (X1, 2,w) = Py /dkj_&g(kj_,w) exp |:ikJ_ X — 1222] ) (5.157)
T

The commutation relation for the new operators is inherited from the commutation relation in
Eq.(5.152) as

[&U(XJ_, z,w),ab, (%, z,w’)} = 05,00(x1 — X' )0(w — ). (5.158)
We can use the following relation to evaluate the integration in Eq.(5.157) [149,150]:

1 k3 ~

o XD {ikL X, - 12’22:| = ;w;m(kl,w)wnm(xb z,w), (5.159)

where ¥, (x1, z,w) is a complete orthonormal set of functions
/ ¢Zm (XJ_7 2 w)wn’m’(xj_a 2, W)de = 6n,n’6m,m’u (5160)

Zme(xLazaw)wnm(xlazaw) = 6(X_X/), (5161)

n,m
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and n and m are integers. The complex function Qan(k 1,w) is the two dimensional Fourier transform

of the function ¥y, (x1,2z = 0,w):

. 1
UVpm (KL ,w) = Py /wnm()q7 2z =0,w)exp(—ix, -k, )d%z. (5.162)
7

The set of the functions 1, (x,, z,w) can be either Hermite-Gaussian or Laguerre-Gaussian which

are two different sets of the paraxial solutions [149,150]. The integration of Eq.(5.157) becomes
o (X1, 2,w) = Z&gnm(w)wnm(xb@w), (5.163)
where we have define the operator Gypm(w) as
Ggnm(w) = / ki, (ki w)as (ki,w). (5.164)
The new defined operator dqpm(w) obeys the following commutation relation:
[amm(w), al, (w')] = 0 Brant O O (w0 — ). (5.165)

Therefore, the positive-frequency part of the electric field can be written as

Ef(r,t) = i/o dwy / 4:?:;0 expli(kz — wt)] Z Qonm <§<g + %2()&0 . VL)) Ynm (X1, 2,w). (5.166)

o,n,m

The corresponding magnetic field operator can be obtained by the third Maxwell equation. For
an optical beam in a particular mode, we can obtain its electric field operator by replacing the
superposition over all possible modes in the equation by the desired mode.

We can summarise this chapter as follows. We have reviewed the Maxwell equations and showed
how plane wave solutions and boundary conditions are obtained from them. The optical force and
torque which are the main ingredient of the next chapter, to describe the mechanism of angular
momentum transfer from light to a dielectric medium, have been discussed and carefully explained.
The conventional quantisation of free electromagnetic fields have been given, and from that the

quantisation of paraxial light is obtained.



Chapter 6

Angular momentum transfer from
light to a dielectric medium by total

internal reflection

In this chapter, we study the mechanism of angular momentum transfer from light to a lossless
dielectric medium when the light undergoes total internal reflection. We use the dipole-based force
density £ to calculate the total force and torque acting on the dielectric [131]. For definiteness, we
consider the light beam to be in a Laguerre-Gaussian mode with a zero radial index, p = 0. The
incident beam is assumed to be a paraxial single-photon pulse with a narrow-bandwidth spectrum.
Every quantity given in this chapter is normalised for one photon. The size of the dielectric is
assumed to be very large compared to the pulse length. This assumption allows us to treat reflection
and transmission at each interface of the dielectric separately. The central wavelength of the photon
pulses is taken to be much smaller than the beam waist. We consider the case that the refractive
index, n(w), of the medium varies insignificantly in the range of the allowed bandwidth of single-
photon pulses. We can, therefore, think of the medium to be nondispersive. The shape of the
pulses is constant along its propagation. The physical results given in this chapter may also be
obtained equivalently by classical electrodynamics. The quantum picture, however, gives us the
key advantage so that we can eliminate the complications arising from the coexistence of reflection
and transmission at each interface by conditioning the calculation results on the transmission or
reflection of the photon, which helps us simplify the analysis and also give a clear picture of the
physical interaction between the dielectric and photons. This work presented in this chapter is an
original contribution and was published in J. Opt. Soc. Am. B [2].

This chapter consists of 8 sections. We start by introducing the angular spectrum representation
of Laguerre-Gaussian beams, which is the main ingredient of the rest of the chapter, in the first
section. We then use the angular spectrum representation together with the law of reflection to
determine the form of the reflected beams in section 6.2. In section 6.3, we quantise both the

incident and reflected beams. The optical force and torque on the dielectric with the presence of

78
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the boundary are analysed in section 6.4, and we identify the torque that contributes to the change
of the angular momentum of the dielectric and evaluate its quantity in section 6.5. The beam shift
effect is analysed and evaluated in section 6.6 to verify that there is a part of the effective torque
associated with the change of the extrinsic angular momentum of the photon pulse. In section 6.7,
we use the part of effective torque associated with the change of intrinsic angular momentum of a
single photon to analyse the mechanism of the angular momentum transfer between a photon and
an M-shaped Dove prism. The paradoxical of expressing optical force and torque densities in terms
of polarisation P and using its conventional form: P = ¢y(n? — 1)E when the boundary is present,

is explicitly demonstrated in section 6.8.

6.1 Angular spectrum representation of a Laguerre-Gaussian

beam

We start this chapter by reviewing the angular representation as it is a key material we use in this
chapter. A paraxial light beam in a Laguerre-Gaussian mode with a frequency w traveling along the
z-axis in a dielectric with a refractive index n(w) has a Lorenz-gauge vector potential that is of the
form [8,134]:

A(I‘, t) = Ao(O[X + 6Y)uk,l(xa Y, Z)eiiw”rika (61)

where Ay is a complex constant, x and y are unit vectors in positive z- and y-directions respectively,
k = n(w)w/c is the wave vector. The complex constants « and S satisfy the normalisation condition:
|oz\2 + \5|2 = 1 and they determine the polarisation of the beam. As mentioned, we study the
case that our medium is lossless, its refractive index is a real number. To simplify the problem, we
consider only the case of the radial index p = 0. In such a mode, the complex scalar function given

in the above equation is given by [8,134]

2 (x/i(a: + sign(l)iy)) .

7 |I'w?(2) w(z)

<o |- (G~ 7))

x exp[—i([l] + 1) tan~! (z/2r)]

1] +1
~ 1 <\/§> ( + isign(l)y)

uk,l($7ya Z) =

V|t \ wo
1 1kz 9 o . z
= - = —i(|l|+1)—] . 6.2
<o |~ (43— g ) @ o) =+ ) (6:2)

This is the complex function given in Eq.(1.6) of chapter 1, but it is expressed in a Cartesian
coordinate system. The meaning and definition of each parameter are already given in chapter 1.
In this work, we only focus in the region within the Rayleigh range of the beam such that z < zgy.

We can, therefore, approximate the complex function, uy,;, as given in the last line of the above
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equation. The complex function is normalised so that its integration over the xy-plane is unity:

/ / dedy (e, . 2)? = 1, (6.3)

where
oll]+1

M+ (I2 + yz)ul eXp(*2(x2 + y2)/w(2)) (6.4)

2
|uk,l(x7yaz)| = 2(
| lwg

As the beam is paraxial light, the wavelength is much smaller than its beam waist, in other words,
kwy > 1. The spin angular momentum quantum number is denoted by ¢ and can be calculated

from the polarisation coefficients as [7]
o=i(af” —a*p). (6.5)

We can see that 0 = £1 for right- and left-circularly polarised beams respectively and ¢ = 0 for
linearly polarised beams.

The reason that we need to review the angular spectrum representation is that it is a tool that
helps us to determine the reflected beam. According to Fourier optics, an electromagnetic beam is
actually a superposition of plane electromagnetic waves whose amplitudes and propagation directions
are varied. This means when the beam undergoes total internal reflection each plane wave hits the
dielectric interface with a different incident angle and has its own plane of incidence. The physics of
reflection is applied to each plane wave component of the superposition to determine its corresponding
reflected plane wave. The superposition of the reflected plane waves gives the form of the reflected
beam. With the paraxial approximation, we can rewrite the vector potential field in terms of its two

dimensional Fourier transform as
A
(2m)?

x/ / byl iy (ki by o B3 HED /2R ik thyy), (6.6)

A(r,t) = (ax + fy)e witik

where

(6.7)

k2 +I€2 2
W (ka, ky) o< (sign(l)ik, — k:y)”l exp [—(Iy)wo ,

4
and we have applied the paraxial approximation k, ~ k — (k2 + ki) /2k. The transverse components,
k., and k,, of the wave vector are much smaller than the wave vector magnitude: k; < k, where k
represents the transverse components. With the Lorenz gauge, the paraxial electric and magnetic
fields with the positive frequency w can be determined by the vector potential A as [147,151]

OA(r,t)

ot

2
i —V (V- A(r,t iwA(r, t
I~ V(Y A1) + WA, )

A o0 oo .
oy [ dhadby e,y o0
0 —00 J —0o0

X {iw(ax + By) — %(akx + ﬂky)z} ik thyy)

0 0 ;
~ Ao {z‘w(ax + By)urs — -z (a el ﬁ;‘m } el(hemen), (6.8)

E(r,t) = —Vo(r,t)

— ei(szwt)
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B(r,t) =V x A(r, 1),

_ i(kz—wt) Ao [ ~ —iz(k2+k2)/2k
=e 7(2 E dkydkyt(ks, ky)e y
u —o00 J —0o0

" { —iwn (Bx — ay) +i(Bks — aky)z} cilkeathyy)

C

_ o . 8uk,l . auk,l i(kz—wt)
~ Ay { ik(Bx — ay)uk,; + z ([3 o a—ay >}e . (6.9)

We have omitted the terms that are of order (k)2/k or higher as their contributions are extremely
small compared to the remaining terms. We notice that the electric and magnetic fields in the above
equations have components in the longitudinal direction which is in contrast to the case of plane
waves as we have discussed paraxial quantisation in the previous chapter. These two fields still obey
the Maxwell first and second equations for the free-source case as they are divergenceless fields,
V-E =0 = V-B. Thus, the electric and magnetic fields given above are physical. The longitudinal
components of the electric and magnetic fields are much smaller than the transverse components.
It is these longitudinal components that make a Laguerre-Gaussian beam have Al orbital angular
momentum per photon as the azimuthal part of the Poynting vector is the result of the vector product

between the transverse and longitudinal components of the electric and magnetic fields [134,148,152].

6.2 Reflected beam

The aim of this section is to demonstrate explicitly how the form of the reflected beam is obtained
via angular spectrum representation and the physics of reflection. The incident beam is assigned to
be in a Laguerre-Gaussian mode with the radial index p = 0 as discussed in the previous section.
As mentioned, in the angular spectrum representation, the incident beam is a superposition of plane
waves. We treat each component of the superposition as an independent plane wave. The physics of
transmission and reflection of a plane wave, which is given in the following detail, is used to determine
the transmitted and reflected plane waves of each superposition component. The superposition of
these transmitted and reflected plane waves then give us the form of the transmitted and reflected
beams as desired.

We define three different coordinate systems: incident, reflection and interface coordinates which
are denoted by (zi,yi, 2i), (@1, Y, 2:) and (x,y, z) respectively as shown in figure 6.1. We set the
zy-plane of the interface coordinates to be at the interface between air and the dielectric medium,
so that the dielectric occupies the region z > 0. The y-axes of these three coordinates are assigned
to point in the same direction: y; =y, = y. The origins of these coordinate systems are defined to
be at the location where the centre of the incident beam hits the interface.

Let us start with the incident beam. As shown in figure 6.1, the incident beam propagates in the
direction with the angle of incidence 6. The forms of electric and magnetic fields of the beam are the
same as the previous section when they are written in terms of the incident coordinates (zi, yi, 2;).
The beam waist is located at the origin of the coordinates. However, in order to apply the laws of

reflection and transmission, it is more convenient to do so in the interface coordinates (z,y, z). The
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| Dielectric

I
Air

Figure 6.1: The figure shows the geometrical alignment of the incident, reflected and interface

\

coordinate systems. The red line shows the propagation path of a superposition component, a local
plane wave, with its incident wave vector k;. The local polarisations of the local incident and reflected
plane waves are illustrated with the red arrow. The directions of the axes of these three coordinates,
(xi,yi, 21), (@r,Yr, 2r) and (x,y, ), are as shown in the figure. The three coordinate systems, however,

share the same origin, at the location where the centre of the incident beam hits the interface.
coordinate transformation between the incident and interface coordinates is given by

xi = xcosfh — zsinb,

Y=Y,
zi = zcosf + xsinf. (6.10)

We then apply this coordinate transformation to the angular spectrum representation of the incident

electric field. The form of the field in the interface coordinates is expressed as

E;i(z,y, 2,t) / / dkdkyE; (ks ky, t), (6.11)

with
E;(ky, ky,t) = Age™ ™" { (iwa cosf — E(akx + Bk, ) sin 9) X + iwfy
n
(zwa sin + (ak + Bky) cos 9) z} (kg ky)

x exp [i((k — k) sin @ + ky cos 0)x + kyy + ((k — k) cos 0 — k sin6)z] (6.12)

where £ is the shorthand for the term (k7 + k7)/2k. We note that E;(k,,ky,t) is in the form of a

plane wave with the propagation direction described by its own wave vector k; = ((k — k) sind +
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kg cosO,ky, (k — k) cos® — kysinfl). The form of the incident beam is now written explicitly as
a superposition of plane waves in the interface coordinates. From now on, we call a component
of the superposition, E;(k,ky,t), an incident local plane wave. We note that, k, and k, in the
incident coordinates are the transverse component of the local wave vector k; in the positive z;- and
yi-directions respectively. Their physical meanings in the interface coordinates, however, is rather
complicated. We thus treat them as transform variables.

At this point, we can treat each of the local plane waves independently. Every local plane wave
in the superposition has its own plane of incidence. For the local plane wave E;(ks, ky, ), its own
plane of incidence is defined as a plane in which both its wave vector k; and the normal vector n
which is perpendicular to the interface, in our case it is equal to the unit vector z of the interface
coordinates, lie. We can then decompose the vector of the local electric field into the directions
perpendicular and parallel to its plane of incidence. As discussed in the previous chapter, we define
e’(k;) and eP(k;) as unit vectors that are perpendicular and parallel to the plane of incidence for

the local plane wave E;(k, ky,t) respectively as

e*(k) = ;it (6.13)
and
eP(k;) = % (6.14)
The local plane wave E;(kg, ky,t) can thus be expressed in terms of these unit vectors as
Ei(ky, ky. t) = {E; (k;)e(k;) + EP (k;)eP (k) e itiker, (6.15)

where Ef(k;) = E;(ky, ky, t) - € (k;)e™' =T and EP(k;) = Ei(ky, ky, t) - €P(k;)e™! =T and r is the
position vector in the interface coordinates (z,y, z). The unit vector e®*(k;) and eP(k;) are also known
as the eigenpolarisations of the local plane wave. At this point, we are ready to apply the physics
of reflection and transmission discussed in the previous chapter to the local plane wave E;(k;, ky, ).
The directions of propagation of the local transmitted and reflected plane waves are determined by
Snell’s law given in the Eqgs.(5.33), (5.34) and (5.35). On the other hand, the amplitudes of the local
transmitted and reflected plane waves in the s- and p-directions can be obtained through the Fresnel
coefficients given in Eqs.(5.41)- (5.44). As the local plane waves in the superposition have different
propagation directions, their Fresnel coefficients are different. With the conditions given above, the
reflected and transmitted beams can be determined straightforwardly.

As our study focuses only on total internal reflection, only the reflected beam is enough to
analyse the mechanism of momentum and angular momentum transfer. We will show later that the
transmitted evanescent field does not have an influence on the angular momentum exchange. The

Taylor expansion of the reflection coefficients around &, = k, = 0 gives
r5(ky) &= 7° + 7%k, = (1 + ik, D®), (6.16)
rP(ky) ~ P + 7Pk, = 7P(1 + ik, DP), (6.17)

where 7° and 7P are the reflection coefficients evaluated at k, = k, = 0 while 7* and 7P are their first

derivatives. The paraxial approximation has been applied. The terms including %, are negligible as
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their contributions are much smaller than the mentioned terms. We have defined 7° /7 and 7P /7P
to be iD® and iDP respectively, as we will show later that D% and DP correspond to the amount of
longitudinal beam shifts. The reflected plane wave of the local plane wave E;(k,, ky, t) is then given
by

E,(ky, ky,t) = {7°(ky) B (k;)eb (k) 4 rP (k. ) EP (k;)eP (k, )} e~ witiker, (6.18)

We note that e*(k;) = e%(k;) as the local incident and reflected plane waves share the same plane of

incidence. The superposition of every reflected plane wave then gives the form of the reflected beam:

1 (o] o0
E.(z,y,2,1) = —— Akepdley By (k. Ky 1), 6.19
@)= g [ [ abedby By (6.19)
with

. P irScBk
E, (ky, ky,t) = Age™ ! { <irpwa cos @ + E(oz,lcglc sin @ — Bk, cot 0 cos ) — m) x
n nsin 6

N (irswﬁ 3 zcakzcot Q(TS N Tp)) v
—rP (iwa sin 6 + %(ak‘m cos 0 + Sk, cot 0 sin 9)) z} Uy (kg, ky)

x exp [i((kg cosO + (k — k)sinf)x + kyy — ((k — k) cos @ — ky sinf)z]. (6.20)

The form of the reflected beam is significantly simplified when it is expressed in terms of the re-
flection coordinates (zy, Yy, z:). The coordinate transformation between the interface and reflection

coordinates is given as

T, = —xcosf — zsinb,
Y=Y,
zy = —zcosf + zsinb. (6.21)

Applying this transformation and performing the integration over k, and k,, we obtain

E: (e, U, 2, t) = Ao {XaXs + Xy¥r + Xezr } 9 2/0), (6.22)
with

Xz = twarP (uk’l - DrP 8;;5) + %ﬂ cot O(7P + Ts)gg;r’l, (6.23)

Xy = lwpr® (Uk,l - Ds?;f,l) — %a cot 0(7P + rs)aau;r’l, (6.24)

Xz = —% (afp a;xkr’l + p7* 5%?1) . (6.25)

We have defined wy, ; = ug i(—x, Yr, 2;), where uy (x,y, 2) is the complex function given in Eq.(6.2),
where the minus sign in front of x, indicates that the topological charge of the beam is changed after
reflection from [ to —I. The magnetic field of the reflected beam can be obtained by using the third

Maxwell’s equation as

1
B, (21, Ur, 2r, t) = @V X Ey(@r, Y, 21, t),

A ou ou )
= ?0 {nxwyr — NXyXr + C (ﬁrs 8?:: — af? a;r’l) zr} e w(t—nz/c) (6.26)
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Within the paraxial approximation, the obtained reflected electric and magnetic fields are transverse
as V-E, =0 and V- B, = 0. At this point, one might think that we can avoid the mathematical
complexity by treating the whole beam as a plane wave with the wave vector k pointing in the
direction of propagation of the incident beam. The approximated amplitudes of the reflected and
transmitted beams should be then obtained by multiplication of the Fresnel coefficients and the
approximated incident plane wave, while their propagation directions are given by geometrical optics.
Even though it is a good approximation, the approximated electric and magnetic fields of the reflected
and transmitted beams are not transverse: V-E; # 0 and VB, # 0. This approximation, therefore,

is not good enough for our analysis.

6.3 Quantisation of the incident and reflected fields

With the forms of the incident and reflected electric and magnetic fields given in the previous section,
we can obtain their corresponding quantum operators by using the forms of electric and magnetic
field operators in the paraxial regime given in the previous chapter. The classical fields in their own

frames of reference are promoted to the corresponding field operators as [134]

N o) B 1/2 '
EiJr(xiv Yi, Zi, t) :/ dw () &(w)e—lw(t—nzi/c)
0

4dmegenw

i o, oul
: {iw(axi +BY = <0‘ o 7 a;{l> Zi}v (6.27)
o h 1/2
]:)"Jr i, Yi, 2i, t) = d - P —iw(t—nzi/c)
i (@i i, 2, 1) /0 w (47rsocdnw> a(w)e

. i Ouj Ouy,
X —inw(Bx; — ayi)uy + ¢ Bax" - = zp, (6.28)

“ y;
R oo A 1/2 _
B (22, Y, 21, 1) :/0 dw (4776007%.)) a(w)e~ @ E=n=/9) [y o Xy¥r + Xz2r}, (6.29)
S8 h 1/2
B+ ry Yry 2r, t) = d [ — ~ —iw(t—nzy/c)
T (‘T y Yrs Rry ) /0 w (4775()037’Lw> OJ(LU)G
ou ou
X {”Xxyr —nxyX: +c (Brs ;r’l — ar? ay’“f) zr} : (6.30)

where we define ui,€7l = up, (21, yi, 2z1). The annihilation operators d(w) are the same annihilation
operator that defined in Eq.(5.164) in the previous chapter. Their subscripts have been omitted for
brevity. The commutation relation of the annihilation and creation operators is as already given.
The space and time dependence of the electric and magnetic field operators is exactly the same as
their classical version in order to satisfy Maxwell’s equations.

We note that in the preceding chapter we used the Coulomb gauge when we quantise an elec-
tromagnetic field, and finally the paraxial quantisation is obtained. In this chapter, in contrast, we
use the Lorenz gauge to determine the electric and magnetic fields and quantise them accordingly.
Both ways of quantisation are correct and sensible, even though the gauge conditions are different.

This is because for a given electric field the corresponding vector potential is not unique, and this
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nonuniqueness leads to a gauge freedom. We can see that both gauges we have chosen give the same
incident electric field. The reason we use the Lorenz gauge in this chapter because it is easier and
more straightforward to obtain the paraxial electric field, while in the previous chapter the Coulomb
gauge has been reviewed because it is the conventional way to quantise an electromagnetic field.

As we discussed in the previous chapter, the state of a single-photon pulse is given as [141,153]

1) = /dw{(w)dT(w)|0>7 (6.31)

where the state |0) is the vacuum state. The function &(w) describes the distribution of the probability
amplitude in the frequency domain. In this case, we take it to be a narrowband Gaussian distribution
as [134,137]

§(w) = ( L )1/4 exp [—M} 7 (6.32)

2mc? 4c2

where L is the spatial length of the pulse and ¢/L < wy. The peak of the frequency spectrum is
at the central frequency wp and the magnitude of the distribution function £(w) is very small in the

regions far from the peak. The function £(w) given in the above equation is normalised:

/dw (W) = 1. (6.33)

In quantum mechanics, we cannot predict the outcome of a measurement deterministically, but it only
gives us the probability distribution which tells us how likely a given outcome is obtained. For a large
number of the same measurements on an identical state, the average value of an observable approaches
the quantum expectation value. Therefore, we can extract physical quantities by evaluating the

expectation values of the given operators.

6.4 Optical force and torque

In this section, we are interested in the interaction between light and the dielectric medium with
the presence of the boundary between two dielectric media, air and the dielectric. There is no free
charge and current present in our this case. The problem is that when the boundary is included the
component of the electric field perpendicular to the boundary is neither smooth nor continuous at
the boundary. The magnetic field, on the other hand, is continuous but not smooth. Recall that the
vector calculus identities rely on both smoothness and continuity. Without them, the calculus we
know is ill-defined. We need to deal with this problem cautiously.

In this work, we use the dipole-based force density to study the interaction between light and the
dielectric. Instead of expressing the force density in terms of polarisation P(r), we replaced it with
the dielectric displacement and the electric field: P = D — ¢gE. Unlike the electric and polarisation
fields, the component of the electric displacement perpendicular to the interface is continuous over
the boundary. We then can use Maxwell’s equations to transform the form of the dipole-based force
density into [131]

f=(D V)E-¢(E-V)E—¢Ex (VxE)—-Bx (V X f) - %(EOE x B). (6.34)
0
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The space and time dependence of these fields is omitted for brevity. There are two terms that lack
continuity across an interface: the first and second. In physics, we generally introduce a distribution
function to deal with discontinuity. The distribution function for a function with a jump is normally

expressed in terms of the Heaviside function [154]:

H(z) = { (1) iig , (6.35)

Recall that we suppose that the dielectric occupies in the region z > 0 and the boundary is at
z = 0. We exclude z = 0 in our definition of the Heaviside function as the fields in Eq.(6.34) are not
well-defined in the boundary plane. The ith component of the electric field with the discontinuity
at the boundary can be expressed as

E; = E™ 4 (B — E™)H(2), (6.36)

K3 K2

where i can take one of three possible values: x, y and z and Ei(in) and Ei(out) represent the ith
component of the electric field inside and outside the medium respectively. The electric field on the
left-hand side of the equation is now defined everywhere except at the boundary plane. The other
fields, D and B are expressed in the same way as the electric field in Eq.(6.36). The derivative of
the Heaviside function gives the well-known Dirac delta function,
0H(z)
0z

= 6(z). (6.37)

The integration of the product between the Dirac delta function and the Heaviside function is
equivalent to the integration of half of the delta function as only the region z > 0 that contribute to

the integration:

/ H()5()dz = / @dz. (6.38)

As we aim to evaluate the total force and torque, the integration over a volume will take place.
We can then replace the product of these two function with half of the delta function without loss
of precision at the end of the calculation: H(z)d(z) — d(z)/2. From Eq.(6.34) and the boundary

condition for the electric displacement, we can express the ith component of the force density as

(BL™)? — (BI)?)

fi = DEV(BE — B (2)0i: — €0 5 6(2)8i:
. . B(in)B(in) ou o B(OUt)B'(OUt)
+a(D{M B + %)H(—Z) + oD B lTl)H(Z)
0 0
E(in)E(in) B(in)B(in) E(out)E(out) B(out)B(out)
o ) 1 ! H(—2) — 6 ! ! ! ! H
i (50 >t o (=2) =0 [ eo—— M (2)
— 8t(50E X B)z, (639)

where we have used the fact that 1 — H(z) = H(—z). The summation convention is used such that
the indices repeated twice imply the summation over z, y and z indices. The derivative operators

with respect to the coordinate variables z¢, where 2 is x, y or z, are denoted by &;. The first
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and second terms are obtained by using the boundary condition which state that the electric field
= EJ(-in) where j = x,y, which
z=01 z=0—

gives (B — EM™)5(2) = (B — E{™)5(2)6;.. The boundary conditions of electromagnetic

2

components parallel to the interface are continuous: EJ(Out)

fields given in the previous chapter can be written explicitly for this case as

(out) o (in) . .
Ej 2=0t B Ej 2=0— ) J=%Y, (640)
B(Out) — B(in) 7 (641)

2=0+ -

(out) (in)

DZ z=01 - DZ z2=0—" (642)

Figure 6.2: The vector field of the dipole-based force density acts on the dielectric medium inside it
when the single-photon pulse reaches the interface. The interface plane is at z = 0, and the dielectric
is in the region z < 0. We enhance the azimuthal part of the force density, which is contained only in
0;(P x B), as it is the part that gives rise the angular momentum transfer from light to the dielectric.
The coordinates (x,y, z) in this figure is the interface coordinates (x,y, z) given in figure 6.1 in a

different perspective.

The detailed vector field of the force density when the pulse reaches the interface is illustrated
in figure 6.2. In the figure, the azimuthal component circulates around the optical axis of the beam.
The part of the force density proportional to the delta function is depicted in figure 6.3.

We suppose that the observation begins at the time t = —T, at this time the single-photon pulse
is far away from the interface. Then, the single-photon pulse reaches the interface around ¢ = 0,
and we finish our observation at ¢t = T. We assign the interval time 27" to be very large so that
there is no field at the interface at the beginning and the end of the observation. Therefore, in our

calculation, we can take the limit of the time T to be infinity. Next, we define a volume V' in such
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JI\ |

-1.0 -0.5 0.5 1.0

Figure 6.3: The part of the force density that is proportional to the delta function is normal to the

interface.

a way that it is very large compared to the volume of the single-photon pulse so that it can contain
the single-photon pulse within it during the observation, and there is no field at its surface. Some
part of the interface and the region z > 0 are included in the volume V. With this definition of
the volume V', after we perform the volume integrations of the force and torque densities over the
volume, the terms which are in the form of derivatives of z and y in Eq.(6.39) do not contribute
as their integrations give the electromagnetic fields at the surface of the volume V. For the other
terms, the volume integrations are given as follows. As our integration volume is really large, we can
take its limit to be infinity without losing the precision of the calculation. The Heaviside functions

in the integrands change the integration limit of integration over z as

/_Z a /_o; ay [ O; d20. f(, y, 2) H(—2) = /_O; o /_o; v /_Ooo 107 o0 2)

e[ e

Z=—00
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where f(z,y,2) is an arbitrary complex field. Therefore, the volume integration of Eq.(6.39) gives

(out)\2 in)
/ deV — /OO /00 d(Edy Dgin) (Eéout) _ Egin))éiz ((EZ ) B (EZ ))
\%4 —oo J —o0

— &0 9 (siz
z=0 z=0
. . 2=0" z=00
) o Bgln)Bgln) Bgout)Bl(out)
+ (ng)EZ( ) + i ) + (Dgout)Ei(OUt) + i )
Ko Ho
z=—00 z=01
in) 1-(in) (in) p(in z=0"
—0; E()El( )El -I-Bl By :
iz D) 2,UO B
(out) ~(out) (out) (out) =00
E E B B
—6;2 (Eo S R e v ) }—/ AV, (goE x B);, (6.44)
Ho 0+ v

where the terms in the curly bracket have been integrated over z already. These terms in the curly
bracket cancel each other perfectly as demonstrated in the following detail. We begin by considering

the integration of the third and fourth terms in the curly bracket:

s s z=0"
X oo oo . in z=0" z=00 Bgm)B,(m)
/ dv {fithlrd + fifourth} _ / / dl’dy ng)E,L( ) 4 Dgout)Ei(Ollt) + i
1% —o00 J —o0 F=T00 z=0F Ko oo
Bgout)B_(out) =00 }
Ho ot
oS oS ) . B(in) .
_ / / dxdy D(ln)<E§1n) B E»(Ollt)) + z (B(IH) - B(out))
I z i i =0 Lo i i
z=0
— [ [ ety DU EE — pens| (6.45)
—o0 J—00 z=0

where we have used the boundary conditions: Eqgs.(6.40) and (6.41), and the fact that there is no
field at |z] = oo, the surface of the volume V. This means the integrations of the third and fourth

terms perfectly cancel the first term in the curly bracket. The integrations of the fifth and sixth
terms, on the other hand, give

z=0"

. oo oo E(in)E(in) E(out)E(out) Z=00
/ dV{fiﬁfth + fisu(th} :/ / dzdy ,51,250% _ 51,260%
v Y 2 B 2 .
in) (in z=0" ut) (out) |#=°
S 0 2 PR i
,uO Z=—00 'UO z=0"1+
o o (Egout)>2 i (Eéin)>2
_ / / dady { iz 5 , (6.46)
z2=0

where we again have used the boundary conditions, Egs. (6.40) and (6.41), and only the z-component
of electric fields inside and outside the medium that do not perfectly cancel each other in the above
equation. Similarly, it means the integrations of the fifth and sixth terms in the curly bracket of

Eq.(6.44) cancel the second term perfectly. Therefore, the only term that contributes to the volume
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integration of the ith force density is the time derivative of the vector product between electric and

magnetic fields, the last term:

/ £4V = —/ AV, (soE x B) = —at/ dV(¢oE x B). (6.47)
1% 1% 174

This equation is a manifestation of Newton’s third law: for every action force, there is an equal
and opposite reaction acting on a different object, when the kinetic momentum of light being in its
Abraham form: E x H/c? [155-157] as follows. The left-hand side of the equation is the force that
light acting on the dielectric which is equal to the change rate of the dielectric momentum, while the
right-hand side is the negative of the change rate of the momentum of the light pulse. This means the
force that the photon acting on the dielectric is of the same magnitude as the force that the dielectric
acting back to the photon but in the opposite direction. This equation ensures the conservation of
momentum. At this point, we can see that, when the physical boundary conditions are applied, the
third law of motion is reproduced from the Lorentz force straightforwardly. On the other hand, with
this equation, in the case of total internal reflection with a glass-air interface, we can see that the
evanescent field also contribute some force to the dielectric, but this interpretation cannot be realised
directly from the form of the dipole-based force density because there is no polarisation outside the
dielectric, which means no force density outside the medium. However, as the evanescent field is not
long-lasting, the effect of this force on the medium cancel itself when time evolves. In other words,
it does not have any influence on the momentum transfer.

Using Eq.(6.39) and the chain rule, the ith component of the torque density is expressed by

((Egout))z . (Egin))g)

T; — GijkIjDSn)(Egom) — Egm))d(z)dkz — EijkIjEO B 5(2)5kz
0 0 B(in)B(in) o ou B(out)B(out)
+ Ou(eijp; (DI B + luiok))H(—Z) + au(eijpa; (D B + %))H(Z)
(in) z(in) (in) p(in)
EFE BB
— 8k <€ijk33j <€0 L B L + L 2M0l )) H(*Z)
E(out)E(out) B(out)B(out)
— O <eijkxj <€0 L 5 L4 = o L H(z) — 0:(r x (0E x B));, (6.48)
0

where ¢, is the Levi-Civita symbol. As our medium is linear, homogeneous, isotropic and lossless,
the refractive index is a real number. The electric field E and the electric displacement D thus are
parallel to each other, the vector product of these two fields vanishes: D x E = 0, and has been
omitted from the right-hand side of the above equation. The volume integration then gives the total
torque exerted by the light pulse on the dielectric. Evaluating the volume integration in the same

manner as the integration of the force density, the total torque is
T = / TdV = —8t/ dV(r x (eoE x B)). (6.49)
1% 1%

The term on the left-hand side of the equation is the total torque acting on the dielectric which is
equal to the change rate of the angular momentum. The terms on the right-hand side have the same
magnitude as the change rate of the kinetic angular momentum of the photon but in the opposite

direction, which is indicated by the minus sign in front of it. This implies the conservation of the
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total kinetic angular momentum. The evanescent field provides some torque to the dielectric as well
when the pulse hit the interface, but again its effect cancels itself when time evolves.

At this point, one might think that it is not necessary to express the polarisation field P in terms
of the electric displacement D and the electric field E and by expressing the polarisation field P in
the same way as Eq.(6.36) the physical force and torque can also be obtained. However, there is no
natural boundary condition for this field, and applying the conventional form of the polarisation field,
P = g¢(n? — 1)E, directly into the dipole-based form before considering the boundary conditions can

lead to a paradoxical result. We will discuss this problem later in this chapter.

6.5 Effective torque and angular momentum transfer

As discussed, Eq.(6.49) contains some parts of it that do not contribute to angular momentum
transfer, such as the part that is written in terms of the evanescent field. In this section, we try to
extract only the parts associated with the angular momentum transfer so that we can understand
its mechanism. We call these parts of torque as effective torques. The expectation value of the total
torque that a single-photon pulse acting on the dielectric medium can be calculated with the electric

and magnetic field operators and the state of a single-photon pulse given in section 6.3 as

(T) = —aogt/vd\/ (r x (<1| E-xBY+ETxB: |1>)) , (6.50)

where
E- xBt = (E* xBf +E- xBf + E xBf + E x Pq) H(—z) + (E; X Bj) H(z). (6.51)

The spatial and time dependence of these field operators is again omitted for brevity. The subscripts
i, r and t are used to indicate the incident, reflected and transmitted fields respectively. We have
omitted the terms containing two annihilation and creation operators as their expectation values
for the single-photon state vanish. For general photon states that the expectation values of these
terms do not vanish, their contributions oscillate at optical frequency, and they, therefore, can
be neglected [141]. We use colons to notify that the operators between two colons are in normal
order [158]. As the form of the total torque given in Eq.(6.50), its time integration suggests that the
terms that only exist shortly when the single-photon pulse reaches the interface do not contribute to
angular momentum change of the dielectric, so they are not effective. The examples of the ineffective

terms are the contributions from the evanescent field and the following cross terms:

(Tinefly = — EOQ dVr x <<1| (B xBf +E7 x BH)H(—2)
ot J,
+ (B x BY)H(2) + hee. : |1>) , (6.52)

where h.c. denotes the Hermitian conjugate of the preceding terms. After we omit the ineffective

part, we then have

() = _Eogt/vdv (r X (<1| B xBf +E7 xBY +he.: |1>)) H(—>2)

= (T + (T, (6.53)
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where 5
(TH) = —c0, /V av (r X (<1| LB, x B +he.: \1))) H(-z). (6.54)

Recall that the electric and magnetic fields of the incident and reflected beams are in the simplest
form when they are written in terms of their own coordinate systems. As torques are vectors, or more
precisely pseudovectors, and rotations of coordinate systems are passive transformations for vectors.
It means only their descriptions that are changed. Therefore, the form in the second line of Eq.(6.53)
allows us to calculate the torques from the incident and reflected fields in their own coordinates
independently, and add them together later after applying the coordinate transformations to express
them in terms of the interface coordinates. With the coordinate transformations given previously,

we can write the step function H(—z) in terms of the incident and reflection coordinates as
H(—z) = H(zitanf — z) = H(z + x, tan0). (6.55)

the effective torque given by the incident beam is

(T = —Eo%/_oo /_oo da;dy; /_0 dz; (r X (<1| ‘B x B} +he.: |1>>)

i EO% /Z /o; . /OmanedZi (rx (11 By xBf +hes 1)) (6.56)

The integration over the observation time of the last term on the right-hand side of the equation
vanishes. This means it does not give any contribution to the net angular momentum transfer. It
can be verified easily as there is no incident field in the region between z; = 0 and z; = x;tan@ at
the times when we begin and finish the observation. At the time ¢t = —T', the incident pulse does
not enter the region yet, while at the time ¢t = T it has left the region already. The same holds for
the contribution from the reflected field:

a (o) o0 o0 . .
(T = _Eog/_oc /_Oo dﬂcrdyr/0 dz, (r X ((1\ :E; x B +he.: |1>)) . (6.57)

We assume that the refractive index n(w) of the medium does not vary significantly with the wave
frequency: n(w) = n(w’) = n. Using the forms of the incident electric and magnetic field operators
given in Eqgs.(6.27) and (6.28), the normal ordered Poynting vector operator of the incident beam

may be written as

(5002)71Si = El_ X ]:3)1+ =+ Ej_ X ]:3)1_ :

h o o] ]. N " ilw—w V(t—nz /e " .
= m/o /O dwdw’ af(w)a(w/)e ( )( /e) {Si x; + Siy}’i +‘Si 21}7

ww!

(6.58)
with

SF = —iwc(uik’l)*aziu'}e/,l + iw’cuik/ylari (u'}€7l)* + co; (w(uik’l)*ﬁyiuik/’l + w’uik,J@ ,(u}c l)*) ,  (6.59)

)

SV = —iwe(uj, ;) Oy uip g + i cujy 10y, (i 1)* = oy (w(ujyg) Bty g + W'ty 100, (up1)*) s (6.60)

1 ) s )

S = 2nww’ (uj, ) uj (6.61)
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where o; = i (af8* — a*f3) is the spin angular momentum quantum number of the incident beam.
The expectation value of the Poynting vector can be obtained by replacing annihilation and creation
operators with the function £(w’) and its complex conjugate £*(w). The narrowband wave packet
state of the single-photon pulse allows us to approximately replace the frequencies w and w’ in the
integrand with the central frequency wq, unless they are in the subtraction form: w—w’. Substituting
the expectation value of the Poynting vector of the incident beam into Eq.(6.56), the expectation of

the effective torque from the incident beam is

0 e’} oo
(TH) = = — (20 + 200)m / dz / / dwdw' € (W)E(w')i(w — w')el @D tnz/o)
4en o 0 0
h 2 1/2
=2 (2;[,2) (21 + 20’1)Zi€_2t202/L2. (6.62)
The angular momentum transfer due to this torque becomes
r I
i ) dt(T$) = —(+a)z (6.63)

Notice that there is no contribution in x;- and y;-directions. This is because these contributions are
in the form of z;57 and ¥; 57, and, when we apply the narrowband approximation, the z-component
of the Poynting vector is symmetric about x;- and y;-axes. The integrations over the x;y;-plane of
these contributions then vanish as they are the integration of odd functions of x; and y;.

As we have shown, the forms of the reflected fields are more complicated than that of the incident
fields, even in the reflection coordinates. The torque from the reflected fields inarguably contains a
lot of terms. However, with the help of the symmetry in the z,y.-plane of |gk71}2, some of them do
not give contribution to the total torque as their integrations over the z,y,-plane vanish. We can

then omit these terms. The expectation value of the torque from the reflected field is given as

h oo oo o . ,
ffy ! x Y N\ at(w—w)(t—nz./c)
(T3 T /0 dzr/0 /0 dwdw'€* (w)é(wW)i(w — w')e

X / / da dy { T % + Ty + T2}, (6.64)
with
Ji" = 2c(0i + 0 )yr cot 00y, |uy, |2 , (6.65)

g = 2won (Jof* D° + |8 D*) 2,0,

2
I (6.66)

2
z * *
IS = wxr(ﬂko,layr!ko,z - Hko,layrﬂko,z) — oy 2, 0y, |Hk‘0,l’

2
up | (6.67)

— icyr (U, O, Wiy 1 — Wiy 1O, U, 1) + COL O

r

where we have defined o/ = 7P« and 8’ = 7°$ which can be thought of as the polarisation of the
reflected beam, and the spin angular momentum quantum number of the reflected beam is defined
as oy = i(a/p™ — o*f"). With the help from the symmetry of |gk71|2, the effective torque of the

reflected field is given as,

h 02 1/2 _942.2/2 s
<”fﬂ>nac<zm) e 2 (20— 20,2 + 2wgn(| @ [DP + |5 D)y,

+2¢(o; + oy) cot 0%, } . (6.68)
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Notice that for this case there are the components of the effective torque in x,- and y,-directions.
They originate from the fact that the reflected beam is shifted in both longitudinal and transverse
directions. The beam shift will be discussed in more detail in the next section.

With the results from Eqs.(6.62) and (6.68), we then express the effective torques (7¢%) and
<T§H> in terms of the interface coordinates and add them together to obtain the total effective

torque:

(T = (T7) +(T3")

2 1/2 2.2 2
% (261,2) o= 2%/ L { [(41sinf + 2(0; — 0y) sin0)x + 2(o; + 0;) cos Oz
™

+ (2(A)C()n(|oz|2 DP + |ﬂ\2 Ds)> y — 2(o; + o) cos 0z
— 2(0y + 0;) cot 6 cos 9x} . (6.69)

The exponential term indicates that this toque occurs only when the photon pulse hits the interface,
and there is no torque elsewhere during the photon pulse propagating inside the dielectric. We
decompose the total effective torque into two different parts: the torque that is the result of the
beam shift effect and the one that associated with the change of the intrinsic angular momentum
(spin and orbital angular momentum) of the photon [24]. The later part is separated from the other

by the square bracket in the second line of the equation.

6.6 Beam shift analysis

In this section, we show explicitly that the reflected beam is shifted in both longitudinal and trans-
verse directions, and it is this effect that causes the effective torque in x,- and y,-directions. We
start by evaluating the centre of gravity of the reflected beam. We use the reflection coordinates to
demonstrate this effect. There are two reasons that we use the reflection coordinates: 1. the reflected
fields are in the simplest form in this coordinate, 2. the z,-axis is defined to be the direction of prop-
agation in the geometrical description, so if the centre of gravity of the reflected beam is deviated
from the z,-axis, it means the reflected beam is shifted. The centre of gravity in an z,y.-plane is
({xy), (yy)) such that

2[5 dedyaf(1] - EBp - Ef +EFC-E; 0 (1)
o[ daydy (1] EBr - Ef +EFCE Ar:|1>

(z) = , (6.70)

where we have defined z¢ to be z, or y,. The position of the centre of gravity shows that the reflected

beam is shifted in both transverse and longitudinal directions:

(@) = (lo)* D” + |8]* DY), (6.71)
(yr) = _doit o) cot 6, (6.72)
won

as shown in figure 6.4. We note that the sizes of (x;) and (y,) are in the scale of the central

wavelength, which are much smaller than the size of the beam waist.
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Figure 6.4: The reflected beam is shifted in both transverse and longitudinal directions. The amount
of the beam shift depends on the polarisation of the incident beam and the angle of incidence 6. The
black and the green points at the centres of the beam waists are the centres of gravity of the incident
and reflected beams. The picture around the beam waists of the incident and reflected beams is
magnified in the dashed pink circle so that we can see the amount of the beam shift on the interface

plane clearly.

To understand this result in more detail, let us consider the following situation. If we assume
that the incident beam is linearly polarised such that |o|> = 1 (||* = 1). As the polarisation of the
incident beam is linear for this case, the transverse shift given in Eq.(6.72) vanish. We then can see
that the reflected beam is shifted only in the longitudinal direction by DP (D®). With Eqgs.(6.16) and
(6.17), both D* and DP are negative which implies directly that the beam is shifted in the negative
x,-direction. We recognise this longitudinal shift as the familiar Goos-Hénchen (G-H) shift [159,160].
From the definition of D® and DP, they are proportional to 7P and 7#*. This means there will be
no longitudinal shift if we treat all the plane wave components of the superposition of the incident
beam, given in Eq.(6.11), with the same Fresnel reflective coeflicients: 7P = 0 = 7. Therefore,
we can summarise the longitudinal shift or the G-H shift arises from the fact that each plane wave
component experiences a different Fresnel coefficient. On the other hand, this means the transverse
shift which is proportional to the summation of the spin angular momentum of the incident and
reflected photons is the result of each plane wave component has its own plane of incidence. The
transverse shift is known as the Imbert-Fedorov shift [161-163]. These shifts are related to the

components of the effective torque in the z,- and y,-directions in Eq.(6.68). Let us determine the
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Figure 6.5: The figure shows the propagation path of a single photon when it passing through an

M-shaped Dove prism.

Abraham linear momentum of the photon pulse after it has been reflected from the interface:

_ e, (6.73)

= 1] :eoE, x B, : [1
© = [ aviliek By =2

t=T
The angular momentum of the photon pulse due to the beam shift after reflection with respect to

the origin of the reflection coordinates is

(Lsnitr) = (P) X ({(T0)Xr + (Y2)¥r)

— (muo(|oz2 DP + |ﬁ\2 DS)) Ve — M cot 0x,
nc n
T /:’O AT - ye)ye + (T7) - %)% (6.74)

Without the beam shift, this part of angular momentum of the photon disappears. With Newton’s
third law of motion, the torque that produces this angular momentum of the photon has the same
magnitude as the corresponding torque that exerts on the dielectric medium but in the opposite
direction as shown in the third line of the equation. We can, therefore, conclude that the beam shift
gives rise the change of the extrinsic angular momentum of the photon, and this change of angular

momentum causes the effective torque in the x,- and y,-directions.

6.7 M-shaped Dove prism

This section is devoted to evaluating the angular momentum transfer from the single-photon pulse
to an M-shaped Dove prism, as depicted in figure 6.5, on the condition that the photon pulse passes

through the Dove prism. First of all, let us recall the effect of this type of Dove prisms on a composite
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state of photons. As discussed in chapter 3, M-shaped Dove prisms are designed in order to convert
the polarisation of photons in the same manner as a quarter-wave plate [119] and invert the orbital
angular momentum of the incident photon as other Dove prisms.

As discussed in the previous section, the shift of the reflected beam causes the contributions of
the effective torque in the z,- and y,-directions. The effect of the beam shift is depicted in figure 6.6.
From the figure, we can see that the beam shifts alter the propagation path of the single photon,
which changes the extrinsic angular momentum of the photon in the directions parallel to yo and zq
after the single photon leaves the Dove prism. These shifts alter the exit point of the photon from its
geometrical expectation. With the conservation of angular momentum, the Dove prism then gains
angular momentum with the same amount but in the opposite direction to the photon.

However, in this work, we aim to account for the observation of the intrinsic angular momentum
change of the light, — (2l + Ac)hixg, where Ao is the change of the spin angular momentum quantum
number, when the single photon passing through the Dove prism and the angular momentum transfer
according to this change. The definition of intrinsic and extrinsic angular momentum are given in [24].
The intrinsic part includes spin and orbital angular momentum. The effective torque associated with

the intrinsic angular momentum exchange is given in the square bracket of Eq.(6.69):

A 2 1/2
(T )= —~ (27?[?) e 2%/ L7 [(41sin 6 + 2(0; — 0,)sin0)x + 2(0; + 0,) cosbz].  (6.75)

The angular momentum change of the dielectric caused by this torque is

o h
(ALgielectric) = / dt(ﬂﬁﬁimm) = ﬁ((% sin@ + (o; — o;) sin0)x + (o7 + o) cos 0z). (6.76)

—o0

With the geometric shape of the M-shaped Dove prism, in order that the single-photon pulse
passes through it, the photon has to encounter three total internal reflections at interface 1, 0 and
2 respectively. According to Loudon’s work [134], the photon also exchanges its angular momentum
with the dielectric when it enters and leaves the dielectric. Therefore, there are five different positions
at which the photon transfers its angular momentum to the M-shaped Dove prism, and all of them
are the points where the photon hits the interfaces. We can calculate the total intrinsic angular
momentum that transfer to the Dove if the single-photon pulse passes through it as follows. We
define three different coordinates as given in figure 6.5. The relations between the unit vectors of

these coordinates are given as

X1 = Xq Sin ¢g — zg €os Pg, (6.77)
71 = Zq Sin ¢g + Xq cos @y, (6.78)
X9 = Xq Sin ¢g + zg oS Pg, (6.79)
Zo = Zg Sin ¢y — X COS @g. (6.80)

We assume that the incoming single photon initially carries spin angular momentum hoy, and orbital
angular momentum Al in the positive xg-direction. Recall that the direction of the polarisation of a
single photon is not changed if the photon normally passes through a dielectric interface. The spin

angular momentum quantum number thus is conserved after the single photon passes the entrance
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Figure 6.6: In this figure, we compare the difference between the photon paths in the geometrical
description and in the actual situation when beam shifts take place. The upper picture is the picture
of the Dove prism from the side view, while the lower one is the Dove prism viewed from the upper
aspect. The solid lines are the actual propagation path when both longitudinal and transverse shifts
occur, while the dashed lines are the geometrical path. These shifts are exaggerated in the picture
so that we can see the difference between these two paths. The actual sizes of the beam shifts in
Eqgs.(6.71) and (6.72) are in the order of the wavelength of the beam, which are much smaller than

the beam waist wg.
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surface. With the given coordinate transformations, the total angular momentum change of the Dove

prism acquired from total internal reflections may be written as
<ALreﬁections> = <AL1> + <ALO> + <AL2>
h . .
=3 {(2lsin gy + (oin — 01) Sin Pg)X1 + (Oin + 01) COS Po2Z1
+(—2l sin(2¢0 — ’/T/2) + (0'1 — 02) Sil’l(2¢() — 7T/2))X0
—(01 + 02) cos(2¢g — 7/2)z¢ + (20 sin g + (02 — Tout) SiN Pg ) X2
(02 + Tout) COS PoZa }
h
= ﬁ(% + (Fin — Oout) )Xo, (6.81)
where o1, 09 and ooy are the spin angular-momentum quantum number of the single-photon pulse
after it has reflected from interfaces 1, 0 and 2 respectively. We have denoted the angular momentum
change of the Dove prism after the photon has reflected from interface j as (AL;). As we discussed
previously, after each reflection the topological charge of the photon is changed from [ to —I or vice

versa. The amounts of angular momentum that the Dove prism has gained when the photon passes

through the entrance and exit surfaces are given in [134]:
1
<ALentrance> = h(lin + Uin) (1 - 2> X0, (682)
n

1
<ALexit> - _h(lout + Uout) (1 - Tl?) X0- (683)

where we denote l;, and [,y as the topological charges of the incoming and outgoing beams. Recall
that we have assumed that the incoming photon carries an orbital angular momentum of hl;, = fl,
while the orbital angular momentum of the outgoing photon is fly,yy = —#hl, since the Dove prism
inverts its topological charge. Combining these angular momentum changes with the ones previously
obtained in Eq.(6.81), the angular momentum that the Dove prism obtains when the photon pass

through it is
1 h
<ALD0ve> = h(l + Jin) 1- ﬁ X0 + ﬁ(2l + (Uin - Uout))xO

1
. h(*l + Jout) (1 — nz> XO,
= h(2l + (oin — Oout))Xo- (6.84)

As we have mentioned, the M-shaped Dove prism is designed to change the polarisation of photons
in the same manner as a quarter wave plate [119], if the incoming photon is circularly polarised,
oim = %1, the outgoing photon will become linearly polarised, o,y = 0. Therefore, the angular
momentum that the M-shaped Dove prism gains, if a circularly polarised single-photon pulse passes

through it, is
(ALpove) = (21 £ 1)hxo. (6.85)

The angular momentum change of the photon, on the other hand, is (ALphoton) = —(20 £ 1)7ix in

the direction of its propagation. The total angular momentum of the system, the single photon and
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the Dove prism, is conserved as expected. Figure 6.7 shows the torque exerts on the Dove prism and
its angular momentum change, while the force and linear momentum exchange between light and the
Dove prism given in figure 6.8. The first picture illustrates the asymmetry of the torque which is not
apparent in the longitudinal force in the second picture. The asymmetry of torque arises because of
the change of polarisation of light on reflection, which affects the spin angular momentum but not

the linear momentum.

6.8 Paradox of conservation of angular momentum

From the given discussion so far in the preceding section, one might think that expressing polarisation
P as electric displacement D and electric field E is not necessary and the same physics would be
reproduced. However, it can lead us to the paradox of conservation of angular momentum. In this
section, we will discuss how this paradox might appear in the calculation, if we evaluate force and
torque densities in terms of polarisation P and apply it conventional form: P = gq(n? — 1)E. In the
dipole-based force density form, if we write the polarisation and the other fields in the same way as
we did for the electric field in Eq.(6.36), we will find the ith component of the force density is

Pz(in)

fi = PO B H(~2) + 0,(PT x BM), H(~2) + 8,.6(z) S— (B — EM) (6.86)

where the summation convention is implied for the first term. There is nothing wrong with this
equation as we can still recover Eq.(6.39) from this point by writing the polarisation P in terms of
the electric field E and electric displacement D.

On the other hand, if we use the conventional form of polarisation of dielectric media, P =
go(n? — 1)E, and directly substitute it into Eq.(6.86), the force and torque densities due to total

internal reflection should become

gl pin) . .
fi = eo(n® = 1)9; % H(—2) +eo(n® — 1), (EM™ x BUW), H(—2)
B0 .
+ 0;.6(2)e0(n* — 1)ZT(E§°‘“) — By, (6.87)
and
E(in)E(in) ) )
i = eo(n® — 1) €ijkT; L 5 L H(—2) 4+ eo(n® — 1)0,(r x (E(m) X B(m)))i
EM .
+ eijkékz(S(Z)IjT(EgOUt) — EM), (6.88)

It is straightforward to show, however, that these two equations may lead to the paradox by consid-
ering the following case. The incident beam with the topological charge [ is linearly polarised such
that its vector potential A is parallel to the interface, so that |a|*> = 0 and |8]> = 1 in Eqs.(6.27)
and (6.28). As we are focusing on the effective torque associated with the transfer of the intrinsic
angular momentum of the photon, the term related to the shift of the reflected beam can be ignored.

As the cross section of the beam is finite, the area where the beam hits the interface is also finite,
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Figure 6.7: The figure shows the torque exerted on the Dove prism by a single-photon pulse that
carries orbital angular momentum ! = 1 and spin angular momentum o; = 1 and the angular

momentum change of the Dove prism. We assume that the pulse hit the interfaces of the Dove prism

at the times tl, tz, t3, t4 and t5.
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Figure 6.8: The figure shows the force that the single photon pulse exerts on the Dove prism and

the linear momentum change at the times 1, t2, t3, t4 and ts.
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unless the angle of incidence is w/2. This implies that after integration over the large volume V', as
defined previously, the terms being in the forms of the derivatives with respect to x and y vanish
because there is no polarisation field at the surface of the volume V. Within the paraxial regime,
the term that is proportional to the delta function in Eq.(6.88) is negligible after integration over

the volume. After cutting out the mentioned non-contributing terms, the total torque then becomes

o0 o0 E(in)E(in)
Ti = €ijzc0(n® — 1)/ / dzdy xj%
—oeY T z=0—
+eo(n? — 1) / AV, (r x (B x BO)), H(—2), (6.89)
1%

where we have used the fact that the step function changes the integration limit as shown in Eq.(6.43).
With the coordinate transformation previously given in Eq.(6.10) and (6.21), one can write the
incident and reflected electric fields in terms of the interface coordinates (z, y, z) explicitly. Atz =07,
the expectation value of the electric field strength, with paraxial approximation is proportional to
the following function:

(1:E--Et+E*-E: 1) o< Uy 1 cos 0,y, xsin6)[? e 2¢ (tmnwsinG/c)* /L7 (6.90)

z=

This quantity is finite everywhere and localised in a space-time volume, so according to the Fubini’s
theorem [164,165], its integration over space and time then is invariant under switching the order of
integration. The angular momentum change of dielectric due to the gradient of intensity, the first

term in Eq.(6.89), becomes

= * (:E--Et+ET.E:)1
<ALgradient> =& (n2 — I)X/ dt/ Y < | 5 | > dﬂ?dy
o > z=0"
o o 1I:E- - BEt+E+-E:|1
—eo(n® — 1)}’/ dt/ » 4 ;L B dzdy
- > z=0—"
X £‘:O(nz - 1)X/ / y|’Uzk0,[(.’E [0} G,y,xsin 9)|2 dxdy/ dte—202(t—nacsin9/c)2/L2

—eo(n? — l)y/ / T |Uupy,1(z cos b, y, x sin o) da:dy/ dte=2¢" (t—nwsin/c)*/L?
= 0. (6.91)

Because from Eq.(6.4), the strength of the complex function |uy, i(x cos,y, zsin0)|? is symmetric
about the z- and y-axes, this gives rise the result that the gradient intensity does not cause the
change of angular momentum of the dielectric. The effective torque due to total internal reflection

then becomes
(T) = eo(n? — 1)/ dVa,(r x (1] : B 5 B - 1)) H(—2)
1%
= / AV, (r x (1] : P x B : [1))). (6.92)
Vv

This is the same form of torque for the normally incident case [134], in which only the cross product

of the polarisation and magnetic field contributes to the effective torque. This automatically implies
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Figure 6.9: The solid wave packet represents the position of the single-photon pulse at the time
Tstart, SO there is no field inside the Dove prism yet at that time. The dashed wave packets represent
two possibilities that the outgoing photon will appear at the time Tgxn, after being reflected back
and forth inside the Dove prism, so at that time the electric field already left the Dove prism, and
there is no field inside it again. The polarisation of the photon is linear and pointing outward from
the paper. The dashed line represents the surface of the integral volume V' which can keep the single

photon inside it during the observation time.

that when the polarisation of the beam is parallel to every interface of the M-shaped Dove prism,

the total effective torque, after summing over all interfaces involved, is then given by
(T Dove) :/ AV, (rx (1] : P x B : 1)) = at/ AV (r x ((1] : P x B : |1))). (6.93)

The integral volume V' with the Dove prism inside is assumed to be extremely large so that every
event happens inside it and there is no field at its surface during the observation as illustrated in the
figure 6.9. The problem is that Eq.(6.93) implies the angular momentum of the Dove prism in the
xo-direction is unchanged even though the orbital angular momentum of the photon is inverted from
hl to —hl, as we will demonstrate it explicitly as follows. Let us suppose that at the beginning of the
observation, t = Tyiart, no field has entered the Dove prism yet, and at the end of the observation,
t = Tfnal, all of the fields have already left the Dove prism. Therefore, after integrating both sides

of Eq.(6.93) over the observation time, the expectation value of the angular momentum change is

(Libove) :/ dtat//dV(r < (1] P x B 1))

Tst:art

://dV(rx(<1|:15><B:|1>)) - VldV(rx((1|:f’><]§:|1))) .

=0-0=0. (6.94)

There is no angular momentum transfer to the Dove prism in the zg-direction even if there is a
significant possibility that the pulse passes through the Dove prism and its orbital angular momentum
is changed! This result absolutely conflicts with the conservation of angular momentum, as the
intrinsic angular momentum of the photon has changed but has not been transferred to the medium.

The reason this paradox appears is because of the subtlety of the order of the calculation given in
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this section: we apply the conventional form of polarisation P = £y(n? — 1)E before considering
the physical boundary conditions. As we have shown, once the physical boundary conditions are
applied first, the physical results then are straightforwardly obtained. However, according to our
knowledge so far, it is only in the case of angular momentum transfer from light to dielectric via total
internal reflection that this subtlety appears. For example, in the electrostatic case [131] and the case
of linear momentum transfer, both normally incident [137] and total internal reflection cases, the
subtlety does not show up, as physically sensible results are still obtained, without any contradiction,
even though we use the conventional form of polarisation before we consider the boundary conditions.
It is clear, however, that using E and D rather than P produces sensible and physical results. The
reason for this is that the boundary conditions on E and D are well-defined and fundamental, being
consequences of the form of Maxwell’s equations, while there is no correspondingly fundamental

boundary condition on P.

6.9 Conclusion

We have shown how to use the angular spectrum method to determine transverse reflected fields. The
physical boundary conditions on E, B and D, which are direct consequences of Maxwell’s equations,
are used in order to evaluate a net optical force acting on a dielectric. The obtained form of the net
force is a manifestation of Newton’s third law of motion: the force that photons exert on a dielectric
is equal and opposite to the force that the dielectric exerts on the photons. The third law ensures
the conservation of both linear and angular momentum. The discussion on the torque exerted on the
dielectric via total internal reflection has been given, and the result shows that a net torque on the
dielectric medium exerted by photons only appears shortly when these photons reach the interface.
We then analysed the shifting effect and showed that it also produces an effective torque on the
dielectric, but this torque is not related to the transfer of intrinsic angular momentum of light to
the dielectric medium. The mechanism of angular momentum transfer to an M-shaped Dove prism
has been fully analysed. The paradox of conservation of angular momentum has been demonstrated.
We believe this paradox arises because the conventional form of polarisation is applied before the
physical boundary conditions are carefully considered,

We also expect the appearance of similar torques in other optical components that are frequently
used to transform the angular momentum of light in optical laboratories. For example, astigmatic
mode converters have been reported to transform the orbital angular momentum of the light beam

propagating through the lenses [30,166].
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Coherent operation with the

Jaynes-Cummings model

In previous chapters, we have mentioned that entanglement is a distinct nonclassical property of
quantum mechanics. However, quantum coherence is another feature of quantum mechanics that
cannot be satisfactorily described by the classical theory. It is an essential key to describe the
difference between a quantum superposition and a statistical mixture. It has been discovered to be
closely related to almost all the notable quantum phenomena such as quantum entanglement [167,168|
and quantum discord [169,170]. It is also an important resource for various remarkable tasks in
several fields such as quantum biology [171-173], quantum thermodynamics [174,175] and quantum
transport [176]. It is, of course, essential to understand and have a reliable account of it as a resource.
Otherwise, the misunderstanding of it could possibly lead to inaccuracy or even break fundamental
laws of physics as shown in [177].

Aberg suggested that quantum coherence is catalytic, or more precisely it is a catalytic resource
which can be used repeatedly without degradation in its performance [178]. The idea of catalytic
coherence has been extended and applied in several topics [179-181]. Until recently, Vaccaro et
al. have tested Aberg’s proposal and found that quantum coherence is indeed neither catalytic nor
repeatable. They report that coherence is a finite resource and can be exhausted at some point [177].
The sign of degradation can be noticed by considering the correlation between two qubits that interact
with the resource. It is also demonstrated explicitly that if coherence were really catalytic it would
lead to unphysical state discrimination such that one can discriminate between two non-orthogonal
states [177], which is impossible even in principle [182].

The motivation for this work is as follows. In [177], it has been shown that the Aberg model with
a resource in a ladder state is very fragile. A single error in transferring of the phase reference to a
qubit gives rise to the complete destruction of the resource. However, we know that an optical field
in a coherent state is robust to environmental decoherence [183]. We then expect that if the resource
is in a coherent state then it should be more robust to a single error than if it is in a ladder state.

In this work, we use the Jaynes-Cummings model to describe the interaction between a resource

in a coherent state and an atom. We assume that the atom is in an excited state, denoted by |e),
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initially. We then let the atom interact with the resource for a specific time such that the atom is

more likely to be found in the superposition state:

+) = —5 (le) +18)), (7.1)

1
V2
where |g) is the atomic ground state. We then examine the robustness of the coherence resource.

This chapter is organised as follows. In the first section, we review the work of J. A. Vaccaro et al.
to understand how quantum coherence transfers from a coherence resource to an atom and induces
correlations between two atoms after they have interacted with the resource. These correlations
confirm that quantum coherence is not catalytic. We then demonstrate the fragility of a resource
in a ladder state of Aberg’s model. In section 7.2, we review the Jaynes-Cummings model and
show that a resource, a cavity field, that is initially in a coherent state can be used to perform a
similar coherent operation. Section 7.3 explicitly demonstrates that two atoms that independently
and consecutively interact with the cavity field also become correlated. We analyse the robustness
property of a coherent state against failures of coherent operations in section 7.4. The discussion of
the evolution of the cavity field is given in section 7.5. In section 7.6, we show that the performance
of coherent operations can be improved if we adjust the interaction times in accordance with the
expectation of increasing average photon numbers. The quasiprobability distribution of the cavity
field is shown in section 7.8. In the last section, we discuss and show that the squeezing of the photon
number distribution is also a factor that gives rise to an increase in the success probability if the

interaction time is adjusted properly.

7.1 Is coherence catalytic?

7.1.1 Aberg’s scheme

We devote this section to review the analysis in [177] and [178] to introduce some background infor-
mation and the research problem. Aberg’s proposal of catalytic coherence is as given follows. There
is a resource in the form of a multilevel quantum system, and its state is a coherent superposition
of the energy eigenstates:

L-1

L) Z "o +1) (7.2)

1=0
where |lg + 1) are energy eigenstates when [ is an integer and L is the number of energy eigenstates
in the superposition. This state is an eigenstate of the Hermitian optical phase operator [158]. From
now on a state in this form will be called a ladder state, and for simplicity, we can set the relative
phase of each energy eigenstate in the superposition to be zero, § = 0, without loss of generality
for our main purpose. The main task is to use this resource to prepare repeatedly a coherent

superposition of two atomic energy states, corresponding to, at least approximately, the operation

(le) +12)) (7.3)
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where we denote |e) and |g) as the excited and ground states of the atom and U is a unitary operator.
The interaction between the resource and the atom is described by an operator V(U ) which can be

written as

V(0) = > [n) (p|U ') (n'] @ A™ ™, (7.4)

In).In")€{lg).le)}
where n and n’ are the numbers of excitations of the states [n) and |n) respectively. To be clear,
the sum in Eq.(7.4) is run over the atomic energy basis: |n),|n') € {|g),|e)}, but n and n’ in the

exponent of the operator A are numbers, and the operator has been defined as
A=Y 15+ 1)03]. (7.5)
Jjez
This is the operator that shifts energy eigenstates up by one energy level, and its inverse is given by
ATH =31 =1l (7.6)
jez
We denote the multiplications of k coppies of the operator A and its inverse A~ as A* and A—*

respectively. The interaction between the atom and the resource then can be expressed as
~ A 1 o
VO)le) @ ) = 5 (16 @ ) + 18 © Aln)) (77)

From this equation, we can see that the total number of excitations after the interaction is preserved.
This means the total energy of the atom and the resource is conserved after the interaction. The form
on the right-hand side of the equation implies that after the interaction the atom is then entangled
with the resource. At this point, we can define the quantum channels for the atom and the resource

as

D, ;(po) = Trr [V(U)Po ® aV(U‘)T} 7 (7.8)

Ayy.0(0) = Tea [V(©)po @ oV (0)], (7.9)

where pg = |e)(e| is the density matrix of the atomic initial state and o is the state of the resource.
The subscripts R and A of the trace operators are used to identify that the Hilbert space of either
the resource or that of the atom is traced over. At this point, we can easily see the first key result,
that for large L we obtain Trg [Aaa] ~1for —2<a<2 [177,178], and Eq.(7.8) gives

o0 (po) = Y [0 (m|Un s (0 |polm/) Uy, e @ Tr A<”’+mfnfm'>g}
~ Y ) (MU (0 |polm/) U7,
=UpoU", (7.10)

where U, , are matrix elements of the unitary operator U: U, = (n|U|n’), and we note that
In' +m —n—m/| < 2. Another key point is that the expectation value of the operator A® is

invariant under the action of the quantum channel A = [177,178]:

(A% = Tr {A“a} = Tv [AGAM(J)} , (7.11)
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for every value of a. To see the importance of this key point, let us consider the following scenario.
After the interaction, the reduced state of the resource is described by its own quantum channel:
Ap0 (o). If we use the same resource to perform the same coherent operation on another atom, the

quantum channel for this atom becomes
oy, (p0) = D INIIUn (0ol V Uy @ T [ACFm=0=m0N (o). (7.12)

This seems to imply that the same quantum channel can be used again to perform the same coherent

operation:
CI)A(J),U = @070. (7.13)

It leads to the conclusion that the resource is not degraded after each coherent operation and can
be infinitely used.

However, we need to be aware that the state of the resource is changed each time we use it for
the operation i.e. ApD,U(U) = ¢. This can be noticed easily by looking at Eq.(7.7). The atomic state
after the interaction in the basis of |£) = (|e) £ |g))/V/2 is

pa = (1= 5D CH + -] (7.14)

L

The state of the resource, on the other hand, becomes

1
PR 5 <|77L lo><77L lo‘ +A|77L lo><77L lo|A ) (715>

The fidelity of the state of the resource before and after the interaction is close to unity for large L:

1 1

(zolprInLie) =1 7(1-o7) =1 (7.16)

This confirms that the resource state has changed. Even though the change is really small for large
values of L, it still indicates that the process is not catalytic, or it will reach the point where we
cannot use it as a resource anymore.

In the next subsection, we consider the situation that two atoms independently interact with the
resource, and we then note that, if the idea of catalytic coherence were correct, we should not see

correlations between these two atoms.

7.1.2 Quantum correlations

The aim of this subsection is to examine the idea of catalytic coherence by considering the correlations
between two atomic qubits that independently interact with the coherence resource. We assume that
these two atoms are initially in the excited state |e). The interaction between these the two atoms

and the coherence resource can be described by [177]

V({U) @ V(U)le)le)|n) = i ()@ +A)% ) + (1)) + [+ (@ = A%)]n)
H =) =)@ = A2 (7.17)
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where we have written the atomic qubits on the right-hand side in terms of the |+) basis. The joint

measurement probabilities in this basis are given as

P(+, +) =1- %a (7.18)
P(+,-) = 3z = P(~+), (7.19)
P(- )= 1. (7.20)

These joint probabilities demonstrate correlations between the two atomic qubits. They are not
equal to the products of the single-qubit probabilities as they would be if quantum coherence were
catalytic. The products of the single-qubit probabilities are given as

1 1

P(+) x P(—) = % _ é — P(=) x P(4), (7.22)
P(—) x P(—) = 4%2 (7.23)

We do not review the derivation for the case of N qubits here but give some aspects that related
to our work. In the N-qubit case, the probability that the outcome is found in a particular tensor
product of one qubit in the state |—) and the rest of them in the state |+) is equal to the probability
that all N qubits are found in the state |—) [177]:

Pieq(N — 1) = P(0). (7.24)

This is the result of the fact that, if there is a single qubit found in the state |—), the resource is
projected into a state that is devoid of its initial coherence, and the next qubit is equally likely to
be found in the state |+) as the state |—) [177]. This means a single error leads to the complete
destruction of the initial coherence and the resource can no longer be used to perform a reliable
coherent operation. Let us consider the following example. If the first qubit is found to be in the
state |—), the unnormalised state of the resource then becomes
1

VL

from which we can see that the resource has lost almost all of its initial coherence and cannot be a

(1 =A)m = —= (llo) = llo + L)), (7.25)

source of coherence anymaore.

7.2 Jaynes-Cummings model

At this point let us briefly review the idea of the Jaynes-Cummings model and demonstrate how
we can use it to perform a coherent operation. The Jaynes-Cummings model normally describes
the interaction between an atomic two-level system and a single-mode field [158]. In this case, we
consider the field to be an electromagnetic field in a cavity that is prepared in a coherent state

initially. On resonance, the interaction Hamiltonian may be written as

H = —ihXast —afe™), (7.26)
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where @ and a' are the annihilation and creation operators for the cavity field, 6+ = |e)(g| and
~ = |g)(e|] are raising and lowering operators respectively, and X is the coupling strength. The

unitary operator for this interaction is given by

U(t) = exp (—f?) =exp [\t (a6t —af67)]. (7.27)

An optical coherent state may be expressed as
o0
= Z an|n), (7.28)
n=0

where a,, = e~1I*/2q" /V/n!. This coherent state has average photon number 71 = |oz\2. We consider
the case that « is a real number. Similar to Aberg’s model, we assume that the atomic state is
initially in the excited state |e), and we aim to prepare the state |[+). After the atom interacts with

the cavity field for time ¢ the composite system is changed to be

Z anU(t)]e)|n) = Z [an cos(Atv/n + 1)|e) + an—1 sin(Atv/n)|g)] |n)
n=0

= L|+> i [an cos(AtVn + 1) + a5, 1 sin(Aty/n)] |n)
\/5 n=0

\[|7> Z [an cos(Atvn + 1) — a,—1 sin(Aty/n)] [n) (7.29)

n=0
We call the value of the interaction time ¢ that maximises the probability of getting the state |+)
the optimal time. In order to obtain the optimal time, we need to perform a projective measurement
on the atomic state to evaluate the probability that the state is found in |+), which is a function of
the interaction time ¢, and we then can determine the first and second derivatives of the successful
probability with respect to ¢t and find the optimal time. However, we can easily estimate that it
should be around 7y where A\g\/f = /4. For example, in the case of a = 10, the optimal time is
numerically found to be 7/ such that A\7'v/f + 1.5726 = /4. The value of the optimal time depends
on the average photon number of a given coherent state. We, therefore, define A\rcy/n + ¢ = w/4,
where ( is an arbitrary real number that makes 7. the optimal time and { < 7. We note that, for
a large average photon number, the optimal time defined above is much less than half of the revival
time, T1 /5 = Trevival /2 = /AN > T¢, at which the atomic qubit becomes a particular pure state
and disentangled with the cavity state, independent of initial conditions [184].
The probability to find the qubit in the desired state is given by

Tr [[+)(+]lo (7)) (¢(7) ]
Z an cos(ATevVn + 1) + ap— 1S1n()\7-<\f)]| (7.30)

P(+)

1
2
This summation, however, is difficult to calculate analytically. We assume that the average photon

number is large: 7 > 1; with this condition, we can approximate the Poisson distribution with a

Gaussian as [158]

(7.31)
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The summation in Eq.(7.30) is then replaced by an integration: » >~ , — fooo dn. As the centre
of the Gaussian distribution is far away from the point n = 0, the integral limit can be extended
to be from —oo to co. The probability that the qubit is found in the desired state can then be

approximated as

o0

N dn
V8mn

1 e-l/8m o T (L—C¢+3/2)\ . (= (n—C+1/2)
- /2n \F S5 T YrE) A By
= 2-1— — /d/ie H cos<4\/1+ nie sin 1 1+ AtC ;

—00

P() 4 n+C 4 n+C

2
o (An)?/an (77\/1 n (An+1— C)) 4o (An-12/am (77 14 (An — C)) ‘

(7.32)

where we have defined An =n —n and p =n —n — 1/2. We can calculate the second term of the
second line in Eq.(7.32) by using the Taylor expansions of the trigonometric functions. After that

we can employ the following integration formula to calculate the second term:

o0
nocae? . (A (=1)")1-3-5..(n—1)/7
/ x"e dox = 5 IS Vo n > 0. (7.33)

The probability of getting the state |+) is approximately given as

P(+)~1-

(7 +2)2 . 7t —4(5 — 40¢ + 16¢%) 72 + 64(1 + 2¢)7 + 16 +0 < 1 > ) (7.34)

647 409672 =
The probability that the qubit is in the undesired state, the state |—), on the other hand, is directly

obtained as

2 4 . 2y, 2
Po) =1 P(4) (w;lﬁz) ot —4(5 - 40¢ + 1%9)67%; 64(1+20)m +16 ) <nlg) (7.35)

7.3 Two qubits

In this section, we study the case that two atoms consecutively and independently interact with the
cavity field and show the correlations between these two atoms. The scenario is as follows. We let the
first atom interact with the cavity field for time 7, and then after that, we stop the interaction by
removing it from the cavity and replace it by the second atom. The second atom then interacts with
the cavity for the same amount of time 7. We then stop the interaction and perform measurements.
At this point, we can calculate the joint probabilities of the states of the first and second atoms in
the basis |+).

As previously discussed, the two atoms are initially prepared in the excited state and the cavity

field is in a coherent state. The composite state is then given by

[2(E = 0)) = [e)ay e)as D anln). (7.36)
n=0

where the subscriptions a; and as identify the states of the first and second atoms respectively. The

interaction of these two atoms and the optical field is described by the evolution operators Ual. (1),
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which has the same form as the operator given in Eq.(7.27):

U, (t) = exp [\t (a6 — alo Wik i=1,2. (7.37)
The unitary operator U'a (t) operates on the Hilbert spaces of the ith atom and the optical field only.
As we have done in the previous section the total state after the first atom has interacted with the
optical field is given by

(W(t =7¢)) = Ua, (70)[¥(t = 0)),

(oo}

= \%H)al le)a, Z (an cos (A\TeVn + 1) 4 ap—1 sin (Arev/n)) [n)
n=0

f| Yay |€)as Z (an cos (ATeV/n + 1) — an—1 sin (A\rey/n)) [n). (7.38)
n=0
We then remove the first atom from the cavity and replace it by the second atom. After the second

atom has interacted with the field for the time 7¢, the total state becomes
U (t = 27¢)) = U, (70) ¥ (7¢))

1y

2

+ay |+) a2z b cos (Atevn+ 1) + b sin(Arev/n)) [n)
n=0

o Hhan 3 (b7 €08 e VAT T) 4 By sin(Arg VD) o)
n=0
+ 5 =D i (b cos (Arev/n + ) = b, sin(vre /) )
+ %I—)a1 | =) ay i_o:o (by, cos (Atev/n + 1) — b,,_; sin(Arev/n)) [n), (7.39)
where we have defined
bE = a, cos (Arev/n + 1) £ @y, sin (Are/n). (7.40)

To write Eq.(7.39) in a shorter form, we define the coefficients of energy eigenstates to be
ChE = bl cos (A\rev/n + 1) £ bl sin(Arev/n), (7.41)

The form of the equation is reduced to be

(W (t = 27¢)) = 5 |+H)as[+) aQZC++|n *I*>a1|+>a2205’+|n>
n=0 n=0
- 1 o e
+>a1|_>a2 ZC;? |n> + §|_>a1|_>a2 ZCn7 |n> (742)
n=0 n=0

At this point, we can calculate the joint probabilities straightforwardly. For example, the probability

that these two atoms end up in the state |+) after measurement are

P(+0+) =T [Jay, a0 (++ 9 (t = 270))/°]

_ i S e, (7.43)
n=0
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Jaynes-Cummings Aberg’s scheme
P(+) 1— (wﬁZ;)"‘ + 7T4—4(5—40C+1?1%29)67:24-64(1-‘,-2{)#-‘1-16 1— ﬁ
P(—) (WGZ?LV _ Tr4—4(5—40<+1(3‘1%29)67;2+64(1+2¢)7r+16 i
P(+) x P(+) | 1 - B0 4 (e 4 e teeQueetlaian it ) 4, |1 — 4 4 o
P(+) x P(—) (WGJZ?? _ Tr4+47r37(32{278232827352+16(4C+3)7r+16 ﬁ _ ﬁ
P(=) x P(-) e i
P(+n+) 1 (2l orlososa s gns -3
P(—N+) (w(;é)? o 7r47(11756C+161%22)47:2+16(3+2§)7r+16 ﬁ
P(+n-) (wﬁﬁ)z _ w4+47r3+(5+4o<—13322f2+32(1+<)ﬂ+16 ﬁ
P(-=n-) ™2 i

Table 7.1: The table shows the probabilities and joint probabilities in both models.

We then evaluate the joint probabilities with the approximation method given previously. The joint
probabilities are shown in table 7.1.

At this point, we can obviously see that there are correlations between these two atoms. However,
the correlations can be noticed in the second order of the approximation while in Aberg’s model the
correlations can be seen in the order of L~!. Unlike Aberg’s model, this model with the cavity field
initially being in a coherent state is more robust against failure. Even when the measurement of
the first qubit gives the undesired state the probability that the second qubit is found in the desired
state is still significantly larger than 1/2 and almost unity for 7 > 1. This is because the state of the
cavity field still has a significant amount of coherence after a single failure, which will be discussed

in the next section.

7.4 Robustness analysis

In this section, we compare the coherent operations in the Jaynes-Cummings model and Aberg’s
scheme and analyse the reason that makes the first model more robust against failures than the
latter. First of all, let us consider the form of the total state of the atoms and the resource after N

rounds of interaction. For both models, we can see that the total state is of the form

P)total = Z\/ @OISFH @ (le)ax | Fo) + [8)a| Fy)) - (7.44)
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where |SZN _1> is a tensor product state of the previous N — 1 qubits, expressed as a sequence of the
states |[+) and |—):

N—
SN = 1)y © M2y © [ )agenm eyl t)an i [mhay € {[H)ays|=)ay )
the subscript 7 is used to identify a string of outcomes associated with the state |S¥~1):
1= <m17 m2,ms, ..., mMj, "'7mN71)7

P(i) is the probability that the previous N — 1 atoms are found in the state |SY '), and |F!) and
|ng> are (unnormalised) states of the resource coupled with the atomic excited and ground states of
the N'th atom. For example, in Eq.(7.7), we have [F?) = |nL,,) and |FY) = Alng,). The density

matrix of the Nth atom given that the other N — 1 atoms are found in |S;) is written as

Pay = (FLIFDe)(e] + (Fe|Fy) ) (8| + (Fel Fp)lg) (el + (Fgl Fo)le)(gl- (7.45)

At this point, we can analyse how the atomic qubit is rotated in the Bloch sphere after interaction.
The probability that the Nth atom is in the state [+) depends mainly on the inner product (F{|F}).
We then consider all possible values of this inner product case by case as follows. If the real part of
the inner product, Re [<F§|Fgl>}, is a positive number, then then there is a component of the qubit
in the positive 2 direction of the Bloch sphere. This means the probability of getting the state |+)
is higher than 1/2. The larger the positive real part, the greater the probability to get the desired
state. In the case that the real part of the inner product is negative, Re [(F;|Fé>] < 0, the qubit is
rotated towards the negative x direction. It is more likely to obtain the undesired state, |—), in this
case. If the real part of the inner product is zero, Re [(Fg\FQ] = 0, the qubit is in the y — z plane
of the Bloch sphere, and thus the measurement outcome in the |+) basis is random. The density
matrix of the atom in each case is displayed in the Bloch sphere as shown in figure 7.1.

In both models, the states |F) and |F{) can be written in terms of superpositions of energy

eigenstates as
[F')y =" din). (7.46)
n=0

The overlap between the states |F!) and |ng> for both models are shown in figure 7.2. We consider
only the case that the coefficients, d!,, are real numbers in both models.

The first column displays the overlaps of the states |F?) and |F§> for the Jaynes-Cummings model
with a resource initially in a coherent state with the average photon number of 7 = 5. The second
column, on the other hand, shows the overlaps of the states, |F?) and \F@, in Aberg’s model using
a resource initially in a ladder state with L = 5. The first row of the figure, for both columns,
shows the overlaps of the resource states |FY) and |Fy) after the resource has interacted with the
first atom. We can see that the coefficient distributions df, of the states |FY) and |Fy) are almost
coincident:<F£|Fg0> ~ 1. This means in both models after the first-round interaction the first atom
is more likely to be found in the desired state |+) with the nearly-unity probability. The second row

of the picture shows the graphs of coefficients for both models after the second atom has interacted
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(Fe |Fg) >0 (Fe [Fg) =0 (Fe [Fg) <0

Figure 7.1: The atomic state p after the interaction is illustrated by the red arrows and the red
dot for three different values of the inner product: (Fe |Fg). We consider only the case that the

coefficients d are real.

with the resource given that the first atomic qubit is found in |—). We can see that for the Jaynes-
Cummings case the graphs of coefficients are still almost coincident with each other, but there is no
overlap between |F") and |Fy") in Aberg’s model. This means the resource in the Jaynes-Cummings
case can still be used further as a resource after a failure, and the probability of being successful is
still very high. However, for Aberg’s model, if the first atom is instead found in the undesired state,
the second atom is equally likely to be in either |+),, or |—).,. The coefficient distributions of the
states|F,”~) and |Fy ~) after the third interaction, given that the first two atoms are in the state
|—)a; ® |—)ay, are displayed in the third row of the figure. For the Jaynes-Cummings model, it is
similar to the previous case: (F. ~ \Fg’ ~) ~ 1. Interestingly, for Aberg’s model the inner product of
|F~) and |F; ™) is negative: (F; ~|F;~) < 0. This means in this model if the earlier operations
have failed the resource becomes more likely to produce the undesired state.

Notice that in both models the shapes of the coefficient distributions of the states |F}) and |Fy)
are similar but slightly shifted apart from each other. At this point, one may realise the reason that
makes a resource initially in a coherent state of the Jaynes-Cummings model is more robust against
a single error. This is because no matter how many times we have failed earlier the inner product
between the states |F!) and |Fy) is still positive, while this is not the case when the resource is in a

ladder state in Aberg’s model.

7.5 The state of the cavity field

As we can see in section 7.3, the cavity field is changed each time it interacts with an atom. The
interaction entangles the states of the field and the atom. The cavity state then becomes a mixed

quantum state. For example, in Eq.(7.38), after the first atom interacts with the optical field, the
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Figure 7.2: This figure shows the overlaps of the states |F¢) and |F¢). The blue graphs are the
coefficient distributions of the state |Fy), while the orange ones are that of the state |Fy). The first
and second columns are given to display the coefficient distributions d?, for the Jaynes-Cummings
model and Aberg’s scheme respectively. The first row of both columns are the coefficient distributions
after the first-round interaction. The second row shows that for the second round if the first qubit
is found in |—). If the first two operations fail, the coefficient distributions of the states |F, ~) and

|Fy ~) are shown in the third row.

normalised cavity state associated with the first atom in the state |+),, is

|Ft) = Z an cos (A\TeVn + 1) 4 an—1 sin (Atev/n)) [n), (7.47)

\/_

but, if the atom is in the state |—),, instead, its normalised state then becomes

|F~) = cos (AreVn + 1) — ap—1 sin (Arey/n)) [n). (7.48)

NG
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Even though these two states of the cavity field look similar, their corresponding photon number
distributions are completely different, as displayed in figure 7.3.

At the optimal time 7¢, the shape of the photon number distribution of the state |F*) is almost
the same as that of the initial coherent state for a large average photon number # > 1, but their
distribution peaks are different. While the peak of the photon number distribution of the coherent
state is at n = 7, the peak of the distribution for the state |ﬁ'+> is approximately at n = n +
1/2. This means, after measuring the first atom and obtain the desired result, the average photon
number increases approximately by 1/2. We can confirm this increase in the average photon number
numerically. The numerical result shows that for an initial coherent state with average photon
number 7 = 100, after a successful measurement, the average photon number becomes 724 = 100.502.

The photon distribution for the state |F ~), on the other hand, has two distinct peaks. The mean
photon number is difficult to evaluate analytically. However, the numerical result shows that it in
fact decreases. For an initial coherent state with n = 100, after a failure, the mean photon number
drops slightly to be n_ = 99.812. At this point, one might think that this could contradict the law
of conservation of energy as the total energy of the atom and the optical field decreases after the
unsuccessful measurement. However, we need to consider the measurement device and its energy as
well. The measurement device can absorb the energy from and as well as release it to the atom and
the cavity field.

The state of the cavity field after the first interaction is a mixed state:
pr = P(H)|F)(FF| + P(=)|F7)(F . (7.49)
The photon number distribution of this state is given as
‘2

Py = {nlpeln) = P(+) |(n] ) )|

+ P(=) | nlF7)

= P(H)P, + P(-)P,,

I O R rN s H_(”—?:H‘l—C)
21 4 n+¢

e~ (n=n=1)*/27 g2 (Z 1+ W) (7.50)

¥

_|_

V2mn

We have defined P;( P;) to be the photon number distribution for the state |F+) (|F~)). For
n > 1, this distribution is approximately the same as the distribution of the coherent state with
the average photon number of 7 4+ 1/2. The shape of the distribution P, , the dashed black graph
shown in figure 7.3, and the second line of the above equation suggest that the distribution P’
may be narrower than that of a coherent state with the same average photon number. The variance
of the photon number of the coherent state with 7 = 100.5 is (An)> = 7 = 100.5, while the
variance of P, for the initial coherent state with a = 10, is (An+)2 = 100.211 numerically. This
numerical result confirms that at the same average photon number the amplitude uncertainty for
the state | FT)becomes sub-Poissonian. The phase uncertainty, on the other hand, increases and the

uncertainty relation of the amplitude and phase numerically becomes (An,)* (Agy)? = 1 % 1.0050.
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Figure 7.3: The dotted blue, solid red and dashed black graphs are the normalised photon number
distributions of the cavity field in a coherent state, the state |F't) and the state |F~) respectively.
We can see that the shapes of the distributions for the initial coherent state and the state |13‘+>

almost coincide.

7.6 Multiple uses

Before jumping into the aim and detail of this section let us begin with summarising the aims of the
previous section. In the first section, we briefly reviewed [177] and discussed why quantum coherence
is not catalytic, and the fragility of the resource in a ladder state. In the second section, we gave a
brief review of the Jaynes-Cummings model and showed how it could be used to perform a coherent
operation. In the following section, we then derived that the cavity field initially prepared in a
coherent state of the Jaynes-Cummings model also produces correlations between two atoms that
consecutively and independently interact with the cavity field, and we showed that its coherence
is more robust to an error than that of a ladder state in Aberg’s scheme. Then, we analysed the
robustness property of the cavity field in a coherent state. In section 7.5, we showed that the cavity
field is changed after we have performed a coherent operation. As we know that a resource of
coherence is finite and the state of the cavity is changed every time we use it, our next question is
how we can make the best use of it.

Recall that even though the aim of our coherent operation is to repeatedly prepare atomic qubits
in the superposition state |+), after the operations, these atoms are not exactly in the desired state,
but their states are really close to it. There is still a possibility that these atoms end up being in the
state |—), even though it is very unlikely. We can make a measurement in the |£) basis to test the
performance of the operation in each round. However, if we aim to use our coherent operations to
prepare an ensemble of the state |[4+) for a quantum computing task instead, the measurement then
should be done at the end of the protocol, so that the correct answer of the computation is given by
the likely outcome of the measurement. Thus, in this case, as no measurement is performed on the

qubit right after each round of interaction, in return, we do not know for certain whether the cavity’s
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average photon number increases by 1/2 or decreases slightly in each round. It is true that one can
determine the average photon number from the reduced density matrix of the cavity field directly.
However, it is really difficult to do so, because the number of involved terms in the calculation grows
exponentially when the number of rounds increases. For example, as one can notice in Eq.(7.38), in
the first round, the reduced density matrix of the cavity field is a mixture of two pure states, while in
Eq.(7.42), the second round, it becomes a convex combination of four pure states. Even though the
exact average photon number cannot be obtained easily, its approximation can be calculated more
simply. This is because the probability of success is almost unity when n > 1. The average photon
number approximately increases by 1/2 in each round if the number of rounds N is much less than
the initial average photon number: N < 7. In order to maintain the performance of the operation,
in each round of operation, the interaction time needs to be updated in accordance with the new
mean photon number of the cavity field.

After the Nth round of operations, we can rewrite Eq.(7.44) as

|“IJtota1> = Z |SZZV>|FZ> (7-51)

3

where we once again denote
1SY) = [ma)a, ® [m2)a; @ [M5)ag-..|mj)a, MmN )ay,

with |m;)a, € {|+)a,,|—)a, }, the subscript i represents the outcomes associated with [SY): i =
(m1,ma,mg, ...,m;,...,my), and |F) is an unnormalised state of the cavity field when all atoms are

in the state |SN). We can express the state of the cavity field |F) if the string of outcomes i is

found as
|[FT) = e~lol/2 g ), (7.52)
with
fi(n) = % (f}\,l(n) cos (ATyVn+ 1)) + my fa_y(n— 1)? sin ()\TN\/E)> ,
Z'n*L i (n)cos (Avn mifi_(n— @sin Tivn
71 = 75 (£s0y o (VD) g = ) sin () )
fo(n) =1,

where m; is the sign associated with the state of the jth atom in the state |S}) such that if it is
the state [+)a, then m; = +1, and m; = —1 for the undesired state |—),,. The interaction time
7; needs to be updated in each round of interactions in order to cope with the increasing average
photon number. An example of the case of N = 2, without adjusting the interaction time, is given

in section 7.3. The probability that all atoms are found in the state |S{¥) is given by
P(i) = (F'|F"). (7.53)

We note that as we do not measure the qubit state each time we perform the operation and do

not know the state of the cavity in the previous rounds the interaction time 7; then is independent
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Figure 7.4: The dotted orange graph shows the probability of success for the Nth atom if all other
atoms are in the desired state with adjusted interaction times. The dotted blue graph represents
the probability of success for the Nth atom if the desired outcomes have been obtained for the other
N — 1 atoms, but the interaction time is not updated. The dotted green graph gives the probability

of success if a coherent state with |a|> = 7 + N/2 is the state of the cavity field.

of measuring previous copies. It depends only on how many coherent operations have been done
previously.

Figure 7.4 shows the conditional probability that the Nth atom is found in the state |+)a, if
all other atoms are in the desired state. We can see that if we do not update the interaction time
the conditional probability rises slightly for a few rounds and then continuously drops after the 4th
round. For the case that the interaction time is adjusted for each round, the conditional probability
then continuously increases. One factor that causes the increase is that each successful operation
increases the average photon number of the cavity approximately by 1/2. However, it is not the
only factor here. As shown in the figure, the probability that the qubit is in the desired state when
the resource is in a coherent state with an average photon number of 7 + N/2 is lower than the
conditional probability when the interaction time of each round has been adjusted. The other factor
is that the photon number distribution of the cavity field is squeezed when the atoms are in the
desired state: it becomes sub-Poissonian. As the complexity of the field state given in Eq.(7.52)
grows exponentially when the number of rounds increases, it takes a long time to get the numerical
results after the 8th round.

On the other hand, the situation turns around if we update the interaction time for each round of
operations, but all N — 1 previous qubits are in the undesired state. The conditional probability of
success for this case is lower than the case of using the same interaction time, as shown in figure 7.5.
This is reasonable because if the previous operations turn out to be failures the average photon then

decreases instead, and it means the interaction time has been taken away from the optimal time. As



Chapter 7: Coherent operation with the Jaynes-Cummings model 123

P(+-"71)
0.995
0.990
0.985}

0.980}
0.975% adjusted t

® constantt

0.970}
0.965}

Figure 7.5: The graphs of the conditional probabilities of success for the Nth atom if all other N —1
atoms are found in the undesired state when all N interaction times are constant (blue dots) and

adjusted in accordance with the expectancy of increasing average photon number.

expected, in the graph, the conditional probabilities show that the probability of being successful
in the next round decreases if the previous operations have failed. This is because a failure result
consumes a larger amount of coherence than a successful one, but multiple errors cannot completely

destroy the resource.

7.7 Quasiprobability distribution

In this section, we use the Husimi @-function to represent the state of the cavity field after interaction
with the string of atomic states being measured. The quasiprobability distribution is useful to
visualise the change in the cavity state. We then can examine the shift of the mean photon number
of the optical field if the operations turn out to be perfectly successful or if all operations fail, that
is all qubits are found in the desired or undesired state respectively. The @-function of a state p is
defined as

Q(B) = ~ (Bloel3)
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Thus, the Q-function of the normalised state |FY, ) of the cavity field when the outcome i is found
is given by
Qu(B) = | (Bl Fior)|
K3 - T norm
2
1 20 = B =
=~ | IBIF/2 i
— — le —(F
P 2 (i
2
L (erra?) [N Be)"
= WP(i)e nZ:O - (n) (7.54)
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Figure 7.6: The figure compares the Q-functions of the states of the cavity field in phase space.
Diagram A illustrates the quasiprobability distribution of an initial coherent state. The Q-function
of the cavity field after the 12th round of operations, each of which succeeds, is given in diagram B.

The peak of the distribution is squeezed and shifted in the positive ¢ direction.

In figure 7.6, we compare the Q-functions of the initial coherent state and the cavity state after 12
rounds of successful coherent operations. It is clear that the peak of the photon number distribution
is shifted, reflecting the increase in the average photon number. The shape of the Q-function shows
squeezing in the ¢ direction. The amplitude standard deviation o), is also smaller than that of a
coherent state. This infers that the photon number distribution of the field is sub-Poissonian as
mentioned as [158, 185]

op & 2not,. (7.55)

Figure 7.7 shows the Q-functions of the states after we have completely failed to prepare our two-
level atoms in the desired state. We can see that the mean photon number, in this case, decreases if

all operations have failed. It moves toward a state resembling the squeezed vacuum state.
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Figure 7.7: The figure shows the quasiprobability distributions of the field states after the first
operation turned out to be unsuccessful in diagram A. Diagram B shows the @Q-function of the cavity

state after the ninth operations given that all nine atoms are found in the undesired state.

7.8 Coherent squeezed states

As we mentioned earlier in section 7.6, the increase of average photon number, if successful coherent
operations take place, is not the only reason why the conditional probability in figure 7.4 gets higher
when all operations are perfectly successful. The squeezing of the photon number distribution is
another factor. In this section, we examine how this factor affects the successful probability by
analysing the use of a coherent squeezed state as the initial state of the cavity field. Even though it
cannot exactly represent the state of the cavity field following perfectly successful operations, it still
helps us to understand why the conditional probability of success in the next operation increases.
A coherent squeezed state is generally defined to be generated by a squeezing operator and a

displacement operator acting on the vacuum state consecutively:

o, 7) = D(a)S(7)[0), (7.56)

where
S (7) = exp <_% (a')? + %aQ) , (7.57)
D(a) = exp (aa’ — a*d), (7.58)

are the squeezing and displacement operators respectively, and v = r exp(i¢) is an arbitrary complex
number with modulus 7 and argument ¢. The modulus 7 is also known as the squeezing parameter.

However, this state can be written in terms of a superposition of energy eigenstates as

. 00 . n/2
a2 (a)2ei® (e**tanhr) " iy
= ——— — 2 _tanh R g h(2 7.59
|, ) p—— exp 5 5 anhr 7;) o [X (e sinh( r)) ] [n) ( )
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where Y = acoshr + a*e'®sinhr and H,(v) is the nth-order Hermite polynomial of the variable
x. This form of superposition is really difficult to work with, but we can use the fact that if the
squeezing parameter, r, becomes zero, this state will just be the coherent state |a). That means at
small r and large |« its photon number distribution should look like that of the coherent state. We
consider an amplitude squeezed state here as its photon number uncertainty is lower than that of a

coherent state, which is given by

o = (%) - ()?
= |a|*e™?" 4 2sinh*rcosh®r, (7.60)
where 7 = a'a is the photon number operator. The average photon number of this state is

i = (i) = |a|? + sinh?r. (7.61)

At this point, we can see that for large |a| and small r, the average photon number and the photon

number uncertainty can be approximated as
|af?, (7.62)
ne” %" (7.63)

3
X

Q

ag

S

At this limit, the photon number distribution of the amplitude squeezed state may be approximated

as

1 (n —n)?
P, = — . 7.64
/727T77L672T €xXp |: 2,'7Le—2r :| ( )

With this distribution, we then redo the derivation given in section 7.2 and find that the probability

of success is

e~ 42 2 _
W +0(n7?), (7.65)

which is larger than the probability of success when the resource is in a coherent state having the

P(+)=1-

same average photon number. It will be maximised if e=2" = 2/, which gives P(+) = 1 — «/(8n).
This implies that the squeezing of the photon number distributions is another factor that makes the
probability of success increase after being perfectly successful previously: P(+|+""1) > P(+]|+~~2).
It also suggests that, if the state of the cavity reaches a certain level of squeezing equivalent to
r oA ln(M), this effect is then saturated, and it yet contributes an additional increase to the
conditional probabilities of success in the next round, but it is smaller than its previous contributions.
However, the effect of squeezing then no longer gives any contribution when the squeezing level
reaches r = In(7/2), the intersection point of the two graphs, between r = 0.4 and r = 0.5, in
figure 7.9. After it meets this level, the conditional probability then starts to become lower than the
probability of success given by using a coherent state with the same average photon number: the

orange dots in figure 7.4 start to go under the green dots.

7.9 Conclusion

We introduced Aberg’s scheme and showed how a coherence resource can be used to perform a

coherent operation. It appears that there are correlations between atoms that have independently



Chapter 7: Coherent operation with the Jaynes-Cummings model 127

Pn
0.06

0.05-

0.04 -

0.03-

0.02-

0.01+

140

Figure 7.8: In this figure, the solid blue line and dashed red line are the exact and approximated
photon number distributions of an amplitude squeezed state with a = 10 and r = 0.4, respectively.
The black dash-dotted line, on the other hand, is the distribution for a coherent state with the
same magnitude of o . We can see that the approximated distribution can be used to describe the

sub-Poisson distribution of the amplitude squeezed state effectively.
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Figure 7.9: The solid blue line represents the relation of the probability of success P(+) and the
squeezing parameter r when 7 = 100. The dashed black line is the probability of success when a
coherent state with the same average photon number is used. In the figure, we can see that, if the
squeezing parameter r is non-zero and smaller than 0.4, squeezed states with the squeezing parameter

in that range are better than coherent states at the same average photon number.

interacted with the resource. These correlations affirm that quantum coherence is not catalytic. We
then showed that with the Jaynes-Cummings model an optical cavity field initialised in a coherent
state can also be considered as a coherence resource for a coherent operation, and correlations
between atoms that independently and consecutively interact with the cavity field also show up
in the second order of the approximation. We analysed the robustness property against failures
of coherent operations of the coherent resource for both models. As expected, it turns out that a
resource in a coherent state of the Jaynes-Cummings model is more robust against failures, as, no
matter what the previous outcomes are, the inner product is still larger than zero: (F{|F}i) > 0,
which gives rise to a probability of success larger than 0.5. Its coherence can be repeatedly used for

coherent operations. This is in contrast to the case of a coherence resource in a ladder state of Aberg’s
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model as a single error leads to the complete destruction of the coherence resource. We have studied
the change of the cavity state and its corresponding photon distribution after the first operation.
This shows that the distribution becomes sub-Poissonian, and the distribution gets more squeezed
if the coherent operations are successful in a row. The increase of average photon numbers and the

squeezed distribution are the two factors give rise to the increase in the conditional probability.
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