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Abstract

Impurity Induced Disordering (IID), using the neutral impurity fluorine, has been 

investigated in the InGaAs/InGaAsP quantum well (QW) system. The object of the thesis 

was to produce a method to intermix quantum well structures selectively in order to produce 

low loss optical waveguides suitable for the integration of photonic and optoelectronic 

devices.

The intermixing properties of fluorine have been investigated, and have proved successful in 

the fabrication o f low loss waveguides. The intermixing process was modelled by using 

Fick's laws o f diffusion, and the error function profile compared to a hyperbolic secant 

profile. It was found that the error function profile more closely models the disordering 

process, from this model the diffusion coefficient were calculated for thermal and F IID. A 

diffusion coefficient o f 1015 cm 2 s_1 was calculated for the fluorine IID process, the 

thermal diffusion coefficient was found to be between 1 0 16 cm2 s_1 and 1 0 17 cm2 s_1.

A laser containing an extended cavity was fabricated and a loss of only 12.5 dB cm -1 was 

measured in the disordered section. The laser fabricated was a 75 Jim oxide stripe extended 

cavity device; the result of adding the extended cavity was to produce a single lobed output 

in the far-field distribution pattern. By comparing the experimental results with theoretical 

calculations, it was determined that the effect of adding the extended cavity is to force the 

filaments observed in the near-field to lase in the first order supermode. Powers of 14 mW 

were observed in lobes with FWHM of around 2°.

The thermal stability of InGaAs/InGaAsP quantum wells proved to be an initial barrier to the 

fabrication of selectively disordered structures. This problem was overcome by using rapid 

thermal annealing (RTA), instead of using a conventional anneal furnace. The RTA process 

enables precisely controlled anneals for very sort times (less than 30 s) to be carried out.

Intermixing effects using an alternative neutral impurity, boron, were also investigated. It 

was quickly established that boron enhanced intermixing, however red shifts were observed.



The desirable effect would have been the production of a blue shift, as is the case with 

fluorine implantation. It is thought that the red shift observed is due to preferential group III 

intermixing.

Impurity free disordering was also observed with silicon nitride caps, 30 - 40 meV blue 

shifts occur for very short anneal times (5 seconds) at 750°C in the RTA. Strontium fluoride 

and silica showed no effect on the intermixing process.
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Chapter 1 

Content of Thesis

The following work is concerned with the integration of photonic devices in the 

InGaAsP/InGaAs system lattice matched to InP. The system is important for producing 

semiconductor lasers in the 1.55 pm low loss window in modem single moded optical 

fibres. Integration of devices onto a single substrate is an important area of research in the 

optoelectronics industry due to the potential benefits in terms of cost reduction, increased 

functionality, and ease of use of optoelectronic devices. It is the objective of this thesis to 

develop an integration technique using the neutral impurity fluorine, to enhance the thermal 

intermixing of InGaAsP/InGaAs quantum wells (QWs). The optical losses of such 

disordered QWs will be measured, and a device produced and tested that uses the 

disordering process to produce a useful result.

The chapters are organised in the following way;

Chapter 1: Introduction to the thesis.

Chapter 2: A review of the current intermixing technology in various III-V

semiconductor material systems.

Chapter 3: Fluorine Im purity  Induced D isordering are investigated  in

InGaAsP/InGaAs Quantum Well structures. Annealing in a conventional 

anneal furnace and in a rapid thermal processor is investigated and the 

results compared.

Chapter 4: The thermal stability of InGaAsP/InGaAs Quantum Well structures, and

the effects of silica and silicon nitride caps are investigated.

Chapter 5: Single moded waveguides are designed and fabricated for use in Fabry-

Perot loss measurements.



Chapter 6:

Chapter 7:

Chapter 8:

Chapter 9:

Chapter 10:

Loss measurements are taken of disordered waveguides using the Fabry- 

Perot technique.

Oxide stripe lasers are fabricated with extended cavities using the 

disordering process developed here.

Losses of the extended cavities are measured from the characteristics of 

the devices fabricated in Chapter 7.

The effect of the extended cavity on the near- and far-field patterns is 

investigated. The far-field pattern is found to be improved with the 

addition of an extended cavity.

Conclusions are drawn from the work carried out, and possible future 

work is discussed.



Chapter 2 

Review of Current Intermixing Processes

2.1 Introduction

Intermixing of QW structures is becoming an important technique for the optoelectronic 

integration of III-V semiconductor optoelectronic devices. Because there are so many 

different material combinations available, many different processes have been developed 

for intermixing, some more successful than others.

This Chapter aims to introduce the disordering techniques used for the most common III— 

V material systems, and reference papers concerned with each process. Since intermixing 

began with the findings of Laidig et al1 in the GaAs system. Section 2.2 begins with a 

review of intermixing processes in GaAs based structures. Section 2.2, is subdivided into 

sections relating to the different heterostructures used and includes AlAs/GaAs, 

InGalAs/GaAs, InGaAsP/GaAs, and InGaAs/GaAs.

The remaining sections are dedicated to the InP based materials generally used for long 

wavelength (1.3-1.55 pm range) optoelectronic devices, the subject of this work. 

Section 2.3 covers InGaAs/InAlAs, Section 2.4 InGaAs/InP, and Section 5 covers the two 

quaternary systems InGaAsP and InGaAlAs. The sections dealing with InP based systems 

are subdivided into the different disordering techniques that have been reported.

Finally, Section 2.5 introduces a model to describe the disordering process, taking into 

account the concentration of defects in the crystal lattice and the effect of the crystal's 

Fermi level on the rate of intermixing.

2.2 GaAs Based Structures

GaAs and its related alloys form the basis for the optoelectronics industry in the short 

wavelength ranges. Heterostructurc semiconductor lasers were first developed in GaAs 

based systems in the 1970s, emitting in the 0.8-0.9 pm near infra-red region. This early



development resulted in the first generation of optical fibre communication systems. To 

take advantage of the low loss windows in silica fibres at 1.3 and 1.5 pm emphasis has 

shifted towards the development of long wavelength lasers. Long wavelength lasers 

require smaller band gap material than GaAs based systems can offer, thus InP based 

structures have become increasingly more important.

Still, many devices are manufactured in the GaAs system and much work has been carried 

out which is relevant to the InP based system. Importantly, enhanced QW intermixing was 

first observed in the AlAs/GaAs system by Laidig et al1. They showed that by diffusing 

zinc into a MQW structure the temperature at which intermixing occurred was reduced by 

300°C. This paper has lead to many investigations aimed at understanding the 

mechanisms involved and finding optimum conditions for intermixing. Enhanced 

intermixing has been found to occur for many different conditions. Ion implantation or 

diffusion has been a popular approach with both neutral, donor and acceptor impurities 

being investigated. More recently it has been found that dielectric caps, often more than a 

micron from the QW structure, are capable of enhancing the intermixing rate.

The following section will outline and give reference to most of the processes investigated 

to date, this section is organised under material composition.

2.2.1 AlAs/GaAs

Zinc was the first impurity to be used to increase the inter-diffusion rate in the AlAs/GaAs 

system, with Laidig et al2, as mentioned above, being the first group to report the 

phenomena. The work was repeated later by Kirchoefer et al3. Both papers show 

complete intermixing of superlattices when the sample was heated in an evacuated silica 

ampoule with a ZnAs2 diffusion source at 575°C for four hours. Van Vechten4 almost 

immediately proposed a model for the process, where the coulombic interaction between 

Zn+ and the cation-on-anion-site divacancy complex enhances the rate of vacancy 

diffusion, which results in inter-diffusion on the group III lattice by providing spaces for 

the Ga and Al atoms to move into during the diffusion step.



Silicon implantation5 has also been used to intermix QW structures. Si is a donor in this 

system so the diffusion mechanism is suggested to be similar to that with Zn i.e. by an 

impurity-vacancy mechanism. The diffusion rate of Si into GaAs can be increased by 

oxidising a layer of SiGe on the surface6, reducing the time required for Si ion diffusion. 

A silicon diffusion depth of 200 nm was reported for an 800°C 30 min anneal using this 

technique.

Mitra et al7 examined the role of vacancies and the Si induced intermixing process. They 

were able to show that by growing Si into the structure (giving a small vacancy 

concentration), and by implanting Si (giving a high vacancy concentration), that vacancies 

play an important role in the diffusion of Si+, but not in the group E l intermixing process. 

However when the gallium vacancy concentration is large enough, arsenic vacancies 

(positively charged) and gallium vacancies (negatively charged) can form pairs. These 

pairs enhance intermixing on the group E l sublattice by lowering the activation barrier for 

the ring exchange mechanism, the currently most popular theory for the diffusion 

mechanism.

Sulphur diffusion has also been studied, Baba-Ali8 reported on the effects of incorporating 

S by annealing in a sealed ampoule at 1000°C. Although group E l inter-diffusion was 

observed the technique is probably of little use due to the high temperatures required. 

S was examined because it is a good n-type dopant for GaAs, creating the high carrier 

mobilities crucial for integrating laser diodes with field effect transistors.

2.2.2 GaAs/AlGaAs

The GaAs/AlGaAs material structure has been the most commonly used system for 

optoelectronics, so it is not surprising that it has also received the most attention as far as 

QW intermixing is concerned. The main dopants used in the GaAs system are:

p-type: Zn ,Be ,Mg,

n-type: Si, Mg, C, Ge, S, Se, Sn, Mn,

- 9 -



all of which have undergone investigation to establish their positional stability within the 

crystal during annealing, and to observe their effect on intermixing SL and QW structures. 

The effect of implanting constituent elements such as Al9 has also been investigated as 

well as neutral impurities such as F and B. Finally the effect of introducing vacancies 

within the crystal by impurity free techniques has been investigated: in particular annealing 

with SiC>2 caps.

Implanting Si, the most commonly used n-type dopant, has been one of the most 

successful techniques and most commonly studied; however Si diffusion is also commonly 

used. Si implantation followed by an annealing step has been shown to cause layer 

intermixing by various g r o u p s 1 0 * n T2,i3,i4j wh0 generally come to the same conclusions: 

i.e. that Si diffusion aids the disordering process. Si implanted to concentrations as low as 

3x1016 cm -3 can cause extensive layer disordering. At high Si doses (5 x l0 13 cm-2) and 

low anneal temperatures the Si forms interstitial loops which inhibit the formation of Si 

atoms that are free to diffuse and cause intermixing. A source of Ga vacancies15 can 

however free atomic Si from the interstitial loops and allow disordering to proceed. The 

introduction of Ga vacancies has been achieved by either capping the GaAs with SiC>2 or 

by providing an As overpressure. Annealing conditions used that produce significant 

intermixing16 are: 850°C for 30 mins to 3 hrs in a conventional furnace , and 1050°C for 

10 s for anneals in a rapid thermal annealer.

Many devices have been reported which utilise Impurity Induced Layer Disordering 

(IILD) with Si implantation and annealing. Most of the devices reported concern the 

fabrication of a low-loss waveguide section with a view to integration: extended cavity 

lasers have been reported with cavity losses of 12-13 dB cm -1 (1?) and 11 cm -1 (18). 

Birefringence has also been studied-Kapon et al19 reported an extinction ratio between TE 

and TM modes of 15 dB with a refractive index change of 2x10~ 3 at 1.15 J i m .  More 

complicated structures have also been studied: a DBR laser was fabricated by Hirata et al20 

who reported losses of 4.4 cm -1 at the lasing wavelength and a linewidth of 840 kHz. 

Macda et al21 have taken this a stage further by integrating two DBR lasers with a

-10-



Y-branch coupler to generate beat signals. Finally Gavrilovic et al22 fabricated a buried 

stripe geometry laser using disordering to define the stripe.

Si diffusion has been achieved via two basic techniques depending on the diffusion source. 

The most common method is to evaporate a thin layer of Si (-100 A) directly onto the 

surface and, on annealing at 850°C, Si diffuses into the QW or SL structure23 causing 

intermixing. Holonyak et al24 found that increasing the AS4 overpressure results in an 

increase in diffusion depth in the case of GaAs and a reduction for AlGaAs. The 

column III vacancy concentration determines Si diffusion and intermixing in GaAs, while 

column V vacancy concentration determines inter-diffusion in AlGaAs. They also found 

that the native defects, required for inter-diffusion are column III vacancies25. The effects 

of doping on the inter-diffusion process were also studied by Holonyak et al26; an n-type 

crystal enhances the inter-diffusion rate whereas a p-type crystal suppresses the inter

diffusion rate. The fabrication of disorder-defined buried-heterostructure lasers by the 

diffusion of Si has been investigated by a collaboration between the Xerox Palo Alto 

Research centre and the University of Illinois27’28’29-30’31’32’33 and more recently at 

Amaco34, the latest paper reporting cw laser operation with an output from uncoated facets 

of 25 mW per facet with threshold currents as low as 7 mA at 812 nm. Other groups have 

fabricated devices by Si-diffusion, for example Zou et al35 have reported a laterally 

injected laser. This is an interesting device as it provides a simple self-aligned planar 

process that would be easy to integrate with other planar devices on the same chip.

Diffusion has also been investigated from grown-in sources, with results consistent with 

diffusion from external sources36’37. By using a grown-n source, Deppe et al38 were able 

to show that the inter-diffusion rate of Al-Ga is dependent on the crystal Fermi-level, 

hence the Si concentration and crystal doping. The Fermi level of the crystal in this model 

controls the concentration of the column III vacancies and column III interstitials. The 

experimental data showed that, in n-type crystals, diffusion is enhanced by the increased 

solubility of the column III vacancy defect, and enhanced layer inter-diffusion in p-type 

superlattices is caused by enhanced solubility of column III interstitials. Guido et al have

- 11-



fabricated two devices utilising Si ED from a grown-in source; an index guided QW laser 

capable of kink-free single-mode operation39, and a coupled-stripe laser array capable of 

producing >100 mW.

A more novel method that has been investigated to produce Si for diffusion was reported 

by Guido et al40. A film of SiC>2 deposited on an AlGaAs surface was reduced by the Al 

to form free Si and O, and AI2O3 . The Si is then free to diffuse into the crystal and cause 

diffusion as described above, however O is also diffusing in this case. O is thought to 

compensate the Si donor leaving an area of high resistivity. A buried QW laser was 

fabricated to demonstrate the process.

The influence of Si has been studied extensively and there appears to be no outstanding 

difference between implantation and diffusion. However, implantation is usually 

considered as the most appropriate method, due to the ease with which it is possible to 

place an accurate predefined concentration of Si below the surface. It also appears that the 

creation of Ga vacancies plays an important role with this type of disordering as discussed 

above. Although much time has been spent on the development of procedures using Si 

implantation and diffusion, this is not an ideal solution since Si is electrically active and 

will therefore require to be co-doped to neutralise the implant if losses due to free carrier 

absorption are to be minimised. To complicate this further, not all of the implanted Si will 

be activated, therefore it makes the processes of neutralising the implant region much more 

complicated.

The other major n-type dopants to have been studied are Se41, S42, Ge43 and Sn44, the 

mechanism for the intermixing process in these dopants appearing to be similar to that of 

Si. S shows only limited intermixing45 when diffused into QW structures from a layer of 

GaS at 825°C for 24 hours, the conclusion was that S is not very effective for IILD.

The p-type dopants Zn46, Mn47, Mg48, and more recently C49 have also been investigated.

High concentrations (1020 cm-3) of Mn can be diffused into GaAs from a MnAs source50 

at 800°C for 2 hours, resulting in a p -type layer. The mechanism for Mn diffusion and

- 12-



intermixing is reported as being similar to that of Zn. Mg grown into the barriers of an 

MOCVD-grown structure have shown51 enhanced intermixing after anneals at 825°C for 

2 hours. C doped structures may become important since it has been shown52 that the C 

is more stable than the sublattice itself against the effects of ED; this means greater control 

can be achieved over the doping profile of a structure. Inter-diffusion has been observed 

with all p  -type dopants with a similar mechanism proposed for all.

Stripe geometry lasers had been fabricated using Zn diffusion (600°C) as early as 1984 by 

Meehan et al53, further studies in the disordering process leading to papers being published 

on disorder delineated waveguides by Wolf et al54, and Julien et al55. The latter work was 

aimed at finding out more about the refractive index changes in the disordered material. It 

was found that the disordered regions show an increase in refractive index which is 

birefringent in nature, the TE mode seeing a higher refractive index step than the TM 

mode. Wolf et al comment that antiguiding is possible for TM polarized light that has a 

wavelength chosen to be 'sufficiently' below the bandgap of the material.

Dallesasse et al56 have reported an interesting method for masking the diffusion of Si and 

Zn into their structures: a high Al-containing AlGaAs layer was oxidised in H2O vapour at 

400°C to produce a native oxide. This eliminates the requirement to grow a dielectric film 

onto the sample and therefore reduces the complexity and therefore cost of the disordering 

procedure.

An alternative impurity disordering technique is to implant neutral impurities: F and B 

have been implanted to produce blue shifts57’58’59. Anneal temperatures of 890°C produced 

blue shifts of up to 100 meV, accompanied by refractive index changes >1%. Active 

dopants such as Si, used in IID, are ionized at room temperature leading to free carrier 

absorption in optical waveguides, neutral impurities by their nature will give rise to less 

absorption by this process.

It has been shown that Ga will out-diffuse in SiCb films60’61’62 during thermal annealing at 

850°C. The out-diffusion of Ga causes column IE vacancies to diffuse into the structure,
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creating spaces for column III elements to diffuse, thus causing intermixing. The effect 

has been shown to be an order of magnitude less for the case of Si3N4 63 (this varies from 

paper to paper but demonstrates the general trend), with an even smaller shift for SrF2 64 

(strontium fluoride) capped samples. Vacancy diffusion using Si0 2  annealing caps has 

been used to fabricate birefringent waveguides65, stripe geometry lasers66, and reflection 

modulators67

2.2.3 InGaAlAs/GaAs

The GaAs/InGaAlAs material system is important because it allows lasers to be fabricated 

that will operate at shorter wavelengths than GaAs/AlGaAs systems. Zn diffusion has 

been shown to disorder this material68 for long anneals at 600°C-675°C, by increasing the 

diffusion rate on the group III sublattice. As-grown material was found to be thermally 

stable up to ~800°C.

2.2.4 InGaAsP/GaAs

Little work has been published to date concerning the disordering of InGaAsP on GaAs. 

Plano et al69 have, however, shown that such structures can be disordered by Zn diffusion 

at 560°C (3 hrs), while the as-grown material remains thermally stable up to ~800°C. 

Their work was primarily concerned with showing that it is possible to grow ordered 

material containing As and P on the column V lattice site by MOCVD. Previously column 

V ordering had only been observed with GaAsSb and InGaAsP on InP.

2.2.5 InGaAs/GaAs

The strained layer InGaAs/GaAs QW system is a becoming a popular material for 

optoelectronic structures because of the ability to produce strained layer lasers operating at 

980 nm. It is natural therefore that it has also been studied with respect to its inter

diffusion characteristics. Si and Zn IID have been the most extensively studied processes, 

however Au70, Be and impurity free techniques have also been investigated.
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Si was diffused at 850°C from a 2 0 0  A Si film to define a stripe geometry laser with a very 

low threshold current71. The optimum concentration of Si required for IID has been found 

to be around72 1018 cm-3. Major et al73 used a layer of AlGaAs to reduce SiC>2 into Si, O, 

and AI2 O 3 at 825°C, and were then able to produce narrow stripe lasers with high 

differential quantum efficiencies, by disordering via S i-0  diffusion.

Zn has been shown to significantly enhance the intermixing process74, blue-shifting QW 

structures by -3 0  meV for a 750°C diffusion for 15 mins. Be (a p-type dopant) at 

equivalent concentrations was found to have little effect on the inter-diffusion rate75. 

Impurity free techniques have been reported such as thermal annealing76 at temperatures 

greater than 850°C for times as short as 5 s, as well as the utilisation of Si0 2  caps77, 

annealing at 900°C for 10s.
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2.2.6 Summary

Figure 2.1 contains a summary of the IID techniques in the previous section for GaAs

based QW structures.

Impurity/

Dielectric

Incorporation

Technique
Direction 

of Energy 

Shift

Anneal
Temp.

Material
System

Doping Ref.

Zn Diffusion BLUE 575°C

600°C

600-675°C

560°C

750°C

AlAs

AlGaAs

InGaAlAs

InGaAsP

InGaAs

p-type 1,2, 3, 
4, 46, 
53, 54, 
55

Mn Diffusion 800°C AlGaAs p-type 47,50

Mg Diffusion 825°C AlGaAs p-type 48,51

C Diffusion no effect 825°C AlGaAs p-type 49, 52

Be Diffusion little effect InGaAs p-type 75

Si Diffusion BLUE 800°C

850°C

850°C

AlAs

AlGaAs

InGaAs

n-type 6 , 23, 
24, 25, 
26, 27, 
28, 29, 
30,31, 
32, 33, 
34, 35, 
36, 37, 
38, 39, 
40, 56

Si Implantation 675°C

850°C

(1050°C)

AlAs

AlGaAs

n-type 5 ,7 , 10, 
1 , 1 2 , 
13, 14, 
15, 16, 
17, 18, 
19, 20, 
2 1 , 2 2

S Diffusion

little effect

1000°C

825°C

AlAs

AlGaAs

n-type 8,43,
45

Se Diffusion 825°C AlGaAs n-type 41

Sn Diffusion AlGaAs n-type 44
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Ge Diffusion AlGaAs n-type 43

F Implantation BLUE 890°C AlGaAs neutral 57, 58, 
59

B Implantation BLUE 890°C AlGaAs neutral 57, 58, 
59

Si-0 S i0 2 reduced 
by AlGaAs

825°C InGaAs 40

S i0 2 Plasma
Deposition

BLUE 850°C

900°C

AlGaAs

InGaAs

column 
III vac

60, 61, 
62, 65, 
6 6 , 67

Si3N4 Plasma
Deposition

BLUE 850°C AlGaAs 63

SrF2 Plasma
Deposition

No Shift 850°C AlGaAs 64

Table 2.1. Summary o f GaAs based IID techniques. Anneal temperatures given in 

parenthesis are fo r RTA processing, all other temperatures are fo r  conventional anneal

furnaces.

2.3 InGaAs/InAlAs/InP

The Ino.53Gao.4 7 As/Ino.5 2 AIo.4 8 As MQW system is important for the realisation of 

optoelectronic devices operating in the 1.3-1.5 |im spectral region.

2.3.1 Thermal Stability

The first studies on the properties of annealed InGaAs/InAlAs QW structures were carried 

out by Seo et al78. A single, nominally undoped, 120A thick, QW of Ino.53Gao.4 7 As in 

Ino.52Alo.4 8As was grown by MBE, and annealed with a halogen lamp with a protective 

GaAs cap under a flowing argon atmosphere. They used the results of photoluminescence 

and the assumption that only the Al and Ga were involved in the inter-diffusion process to 

calculated an effective diffusion coefficient. A blue shift was observed for 5 s anneals 

above 700°C. The effective group III diffusion coefficients were found to decrease from 

3.2xl0 -1 6  to 1.3xl0~ 17 cm2 s_1 for anneal times ranging from 5 s to 30 min. They offered 

three explanations for this result. Firstly, the annealing out of defects would reduce the
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amount of diffusion by point defect assistance thereby reducing D. Secondly, D could be 

concentration dependent and, as diffusion progresses, the chemical potential across the 

well will decrease so reducing the rate at which diffusion can occur. Finally, the diffused 

well profile could be more complicated than the simple error function derived from Fick's 

laws of diffusion. In reality, a combination of the above is more likely. Later it was 

shown that their original assumption that only the Ga and Al were diffusing may be 

wrong79.

Two years later Baird et al80 showed that In was diffusing across the heterointerface 

between Ino.53Gao.4 7 As and Ino.52Alo.4 8 As. A single QW was grown by MBE, the sample 

was annealed with an over-pressure of As to prevent its out-diffusion during annealing at 

1085 K, and the results were studied by Auger depth profiling. At first sight, the In 

diffusion seems surprising because of the almost constant In concentration across the 

structure, however the diffusion could be explained by examining the relative mobilites of 

the group III elements. If one assumes that the mobilites of these elements is inversely 

related to their bonding strengths in the lattice, the mobilites will have the order 

In>Ga>Al. In the above structure Ga diffusion will be driven by the Ga concentration 

profile, however the Al will not be able to diffuse quickly enough to compensate for the 

in-diffusion of Ga into the InAlAs layer, so to compensate for this, the more mobile In 

will diffuse into InGaAs to maintain stoichiometry.

2.3.2 Impurity Induced Disordering

The effect of charged impurities has also been studied in this system; the first to be 

covered here is the p-type impurity Zn followed by the n-type impurity Si.

2.3.2a Zn IID Studies

Kawamura et al81 diffused Zn into a superlatice consisting of sixty 75 A InGaAs wells 

with 75 A InAlAs barriers grown by MBE. PL spectroscopy and Auger profiling were 

used to monitor the Ga/Al inter-diffusion. They established that complete intermixing
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occurred after a 1 hour Zn diffusion at 550°C, but offered no explanation as to why the 

dopant enhanced the intermixing rate. The material was thermally stable up to 700°C.

Baird et al82 also used an MBE grown structure, a 15 period superlattice consisting of 

100 A InGaAs and 100 A InAlAs layers which was Zn diffused at 825 K (552°C). They 

used Auger profiling to monitor the In, Ga, and Al diffusion profile across the structure 

before and after Zn diffusion. They also found complete intermixing of the structure 

occurred. A Si3N4  mask was used to protect the waveguide section from the Zn diffusion, 

which was carried out at using a Zn3 A s2 source at 725 K for 1 hr. Optical loss 

measurements were taken by comparing the transmitted intensity of light from a colour 

centre laser as a function of waveguide cavity length (2.5 - 4 mm). A loss of 2.3 dB cm -1 

was reported for a single moded waveguide at 1.546 pm. This result appears at first sight 

to be very good, however the as-grown material had its PL peak at 1.2 pm which shifted to 

0.94 pm after in-diffusion, so very little of the loss would be due to band edge absorption 

either before or after intermixing. A more interesting result would have been to see the 

effect in a structure grown to emit at 1.55 pm,. This would have more relevance to the 

integration of active and passive devices at the correct emission wavelength for optical 

communications. However, the experiment was principally designed to show the viability 

of producing waveguides by IID; the authors did indeed succeed in this aim.

2.3.2b Si IID Study

Baird et al83 in the same paper as the Zn diffusion experiment described above reported 

results for Si+ implantation. Again using Auger profiling to monitor the In, Ga, and Al 

distribution profile they showed that Ga/Al intermixing occurred for Si concentrations 

above 2 x l0 19 atom s cm -3, when annealed at 1075 K for one hour. For lower Si 

concentrations, In and Ga were the main diffusing species. These results confirmed the 

theory they developed earlier with the lamp annealed samples. The effect of Si was to 

increase the mobility of the group III elements, the mobility of Al increasing to such an 

extent that In diffusion is no longer required to maintain crystal stoichiometry. However
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the material is intermixing thermally at the temperatures required to activate the Si, so 

making this process unattractive as a method of producing integrated structures.

2.3.3 Impurity Free Intermixing

The effects of both Si3N4  and Si0 2  capping layers on the thermal stability of 

InGaAs/InAlAs have been studied and are summarised below. The motivation behind this

type of disordering is the elimination of the impurity which, in the case of a charged

impurity leads inevitably to losses due to free carrier absorption.

2.3.3a S i02  and Rapid Thermal Annealing (RTA)

Spatially selective disordering using a patterned silica mask on an InGaAs/InAlAs 

structure was first reported by Chi et al84. InGaAs single QW structures were grown by 

MBE and coated with 0.4 |im of RF sputtered silicon dioxide which was patterned to 

produce areas which would subsequently disorder and areas that would remain unaltered. 

The samples were annealed in a RTA with a nitrogen atmosphere for 15 s at between 

700°C and 900°C. It was found that intermixing was inhibited in areas covered with SiC>2 

with shifts of 80 meV being observed in the uncoated areas after annealing for 15 s at 

800°C. A possible explanation for this is vacancy enhanced intermixing: indium 

evaporates rapidly from the surface causing indium vacancies to diffuse into the sample 

enhancing Ga and Al interdiffusion. In areas capped with SiC>2 , the indium evaporation is 

impaired and the vacancy enhanced process much reduced. No further evidence was given 

to support this theory.

The same group later reported a contrary set of results85. A very similar experiment was 

carried out except that the samples were annealed with a GaAs proximity cap to produce 

an arsenic over-pressure, so protecting the surface from As or In desorption. The results 

of this were dramatically different to their previously reported data: instead of no shifts 

under the SiCb cap, blue shifts of up to 74 meV occurred for unspecified annealing 

conditions with 'minimal' shifting occurring in uncapped regions. In was ruled out as the 

diffusing species (as compared to furnace annealed samples) since they calculated that it
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would only lead to red shifts. They therefore concluded that Ga and Al diffused. The 

mechanism for this was left unexplained, but suggestions were made that it could be due to 

Si diffusing in from the cap.

2.3.3b Si3N4 and Repetitive Rapid Thermal Annealing (RRTA)

A second impurity-free technique has been reported by Miyazawa et al86. The sample 

used consisted of 145 InGaAs wells with a width of 67 A and was grown by MBE. A 

2000 A film of Si3N4  was deposited onto the sample. Annealing was carried out in an 

RTA with 5 s anneals at 850°C repeated three times (RRTA), with a GaAs proximity cap. 

Partial intermixing was achieved selectively with a wavelength shift of 43 nm. A single 

anneal step with the same total anneal time as for RRTA was used and, a much smaller 

shift was then observed. A shift was also observed in the cap-less samples.

The difference in the intermixing due to the different anneal conditions is thought to arise 

from the difference in thermal expansion coefficient causing a stress field to build up at the 

dielectric semiconductor interface. The field would introduce vacancies into the MQW 

allowing diffusion to occur. The expansion coefficients are; 

crystalline Si3Na 2 .8xl0-6 K '1,

Ino.53Gao.47As 5 .6x 10~6 k _1,

Ino.52Alo.48As 5 .2x l 0-  ̂K'1.

The thermal expansion coefficient for amorphous nitride is likely to be smaller than the 

crystalline value given above, thereby increasing the strain further. For Si02 the 

crystalline expansion coefficient is 6 .8x l0-6 K_1 while that of the amorphous material is 

5x10~6 K-7.

2.3.4 Summary

Disordering has been demonstrated in the InGaAs/InAlAs QW system using both 

impurity-free techniques as well as charged impurities. Table 2.2 summarises the main 

points. Of the techniques reviewed here, Zn diffusion seems to the most promising since it
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is carried out at temperatures well below the temperature at which the system is thermally 

unstable. What could be a major draw-back with this technique is the electronic effect of 

adding Zn doping, it may not be possible to isolate devices electrically on the same wafer 

without adding another dopant (n-type) to compensate the Zn.

Impurity/
Dielectric

Incorporate
n

Technique

Colour of 

Energy 
Shift

Anneal
Temp.

Diffusion

Species

Doping Ref.

Thermal
Stability

N/A BLUE 700°C+ Ga/Al/In N/A 78,79,

80

Zn Diffusion BLUE 550°C Ga/Al p-type 81,82

Si Implantation BLUE 800°C Ga/Al n-type 83

S i0 2 RF sputtering 

electron beam

BLUE RTP
750°C

Ga/Al dopant
free

84, 85

S13N4 plasma
deposition

BLUE RRTP
800°C

GalAl dopant
free

86

Table 2.2. Summary o f InGaAs/InAlAs/InP Disordering. Anneal temperatures are for  

conventional annealing processes unless marked otherwise.

2.4 InGaAs/InP Intermixing

The InGaAs/InP system is important for QW structures required to emit between 1.3 |im 

and 1.55 Jim. There have been a large number of studies of the intermixing properties of 

this system with the view to producing low-loss waveguides for optoelectronic and 

photonic integrated circuits (OEICs and PICs respectively). Following is a summary of 

the work carried out to date. It can be split into four major categories:

• Thermal Stability
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• Dopant Impurity Induced Disordering (DIIID): the impurities are expected to alter 

the Fermi level of the material since they are ionized at room temperature.

• Neural Impurity Induced Disordering (NIID): the impurities are electrically

neutral at room temperature.

• Impurity Free Disordering (IFD): intermixing is achieved without the need to

introduce impurities into the structure under investigation.

2.4.1 Thermal Stability

Thermal interdiffusion of InGaAs/InP superlattice (SL) and quantum well (QW) structures 

has been investigated by both PL and Raman scattering.

Temkin et al87(1987) investigated material grown by gas source molecular beam epitaxy 

(GSMBE) at 500°C. Samples were annealed between 600 and 850°C for 5 minutes in a 

carbon crucible with an InP cap and the resulting intermixing was monitored by low 

temperature PL. They found that the PL peaks remained remarkably narrow, indicating 

that diffusion above 700°C could not be occurring via Fick's law. Instead it was shown 

that, by taking into account the restricting forces that were trying to prevent the build up of 

strain, the diffusivity was varying as the second power of concentration.

Nakashima et al88 (1987) used metal organic molecular beam epitaxy (MOMBE) to 

investigate the thermal stability between 500 and 700°C. They used absorption spectra, 

SIMS, and X-ray diffraction to characterise the process, concluding that intermixing only 

occurs above 700°C and is mainly due to group V atoms, especially phosphorous. This is 

contradictory to the assumption made by Temkin et al87 who assumed that the material 

would resist the movement towards strain.

Fujii et al89 used a first-order perturbation formula to analyse the dependence of the 

interdiffused energy shift on the quantum well width, diffusion time, and diffusion 

temperature. They used the results of this analysis to describe the macroscopic diffusion 

mechanism in undoped MQWs of various widths grown by MOVPE. After thermal
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annealing, the photoluminescence energy shifted to higher energy as expected, this shift 

being inversely proportional to the well width and proportional to the anneal time. Using 

their model, they were able to conclude that group V species inter-diffuse easily inside 

both InP and InGaAs layers but inter-diffuse with difficulty through InGaAs/InP hetero

interfaces. The interdiffusion rate was determined by the diffusion rate at the hetero

interface and was postulated to be determined by the change in chemical potential of the 

diffusing species when crossing from InP to InGaAs. The lower limit for group V 

diffusion coefficient in the InGaAs well was reported as being 5 x l0 -15 cm2 s '1, with an 

activation energy of l.OeVfor the annealing temperatures in the range of 500°C and 

640°C.

Finally Raman scattering was used by Jae et al90 in 1991 to quantify the quantitative inter

diffusion rates of the constituent atoms. This was done by monitoring the InGaAs and 

InGaP-related optical phonon (LO) bands. Each band shows a two mode behaviour 

corresponding to InAs- and GaAs-like modes in InGaAs and, InP - and GaP-like modes 

in InGaP. Baker and Sievers 91 showed that the mode strength of the LO phonon bands is 

proportional to the relative concentration of binary groups i.e. InP, GaAs etc, and it is 

therefore possible to monitor the behaviour of constituent atoms in the intermixed 

structure. Anneals were carried out between 700 and 850°C for between 5 and 

60 minutes. The material was grown by GSMBE and capped with a Si3N4 film. It was 

concluded that the diffusion process occurred whilst maintaining lattice matched 

conditions, and that the diffusion coefficient is much greater in the wells than the barriers. 

Diffusion is thus limited by the diffusion coefficient in InP which was estimated from the 

Raman results to be D0 = 8 .56xl010 cm2 s_1 with an activation energy of 5.82 eV, which 

compares closely with the diffusion coefficient of P in InP (D 0 = 7 .0 x l0 10 cm2 s_1 ) with 

an activation energy of 5.65 eV. The diffusion coefficients in this report may well have 

been over-estimated as it has been shown that92 Si3N4  can be used to intermix this 

material system selectively.



To summarise this Section, it appears that the InGaAs/InP material system is thermally 

stable up to 700°C. Above this temperature intermixing occurs mainly on the group V 

lattice site and is limited by the diffusivity of P in InP. The question of strain build-up 

during intermixing has not been fully resolved, although it is possible that for long low 

temperature anneals strain can build-up, whilst for high temperature anneals the diffusivity 

of the group III sublattice increases sufficiently to compensate for the group V diffusion 

and maintain a lattice matched structure.

2.4.2 Dopant IID

The majority of disordering processes studied use an impurity that is thought to be 

electrically active at room temperature, with Zn diffusion being the most common. A brief 

summary of current research follows with a summary at the end of the section.

2.4.2a Zn Diffusion

Zinc diffusion into InGaAs/InP SLs and MQWs has been studied by various groups, who 

are all in agreement that Zn causes intermixing on the group III (cation) lattice site whilst 

the anion diffusion is negligible. Zinc is a p-type dopant. The effect of this diffusion is 

two fold—firstly the bandgap is decreased93 continuously for diffusion temperatures above 

410°C, and secondly strain is observed in the resultant structure94-95 with as much as 3.2% 

strain being predicted by Hwang et al96.

Recently Micallef et al97 showed that the confinement profile obtained after ‘significant’ 

diffusion can maintain its original abrupt nature with well widths equal to those of the as- 

grown quantum wells. This effect is due to the build-up of strain at the InGaAs/InP 

interface as Ga diffuses across the interface. The effect of strain together with the 

compositional profile produce ‘miniwells’ both inside the well and the barrier. The heavy 

hole band can support states within these wells and could therefore be of interest in future 

devices.
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2.4.2b Si Implantation and Diffusion

Photoluminescence, transmission electron microscopy and optical absorption experiments 

have all been carried out on Si implanted QW structures98. For a 25 period structure 

containing 50 A InGaAs wells with 50 A InP barriers and a cap of 0.1 pm InP, a 180 meV 

shift was observed. An implant dose of 5x1014 cm -2 at 200 keV was used followed by 

annealing at 650°C for 2 h in a H 2 atmosphere. Schwarz et a l"  used Si diffusion and 

showed, using SIMS and TEM, that diffusion is comparable on both the cation and anion 

lattice sites, resulting in an unstrained structure. Si is an n-type dopant and therefore will 

increase the number of free carriers in the implanted regions.

2.4.2c P Ion Implantation

Tell et a l100 implanted P with a dose of between l x l 0 14c n r2 and l x l 0 15c n r2 at 

100 keV, and the samples were then annealed in either a conventional furnace at 650°C for 

30 minutes or in a rapid thermal annealer (RTA) at 750°C for 5-40 secs. Since P is a 

matrix element this process is not really impurity induced disordering, and it is therefore 

ambiguous as to whether the effects observed are due to vacancies and interstitials caused 

be the implantation process or due to the excess P having an effect on the equilibrium 

concentration of the number of vacancies. Shifts of up to 200 meV for both types of 

anneal were reported. The same group have produced ridge waveguides using this 

technique101, and the resulting loss was found to be 3.5 cm-1, however, these waveguides 

were fabricated using a regrowth step i.e. etching off the original p-type cladding layer and 

regrowing it. The regrowth step adds a complication to the manufacturing process and 

lessens the attractiveness of the technique. A measurement of the waveguide loss without 

the regrowth of the cladding region would be very informative.

2.4.2d Ga Implantation

Photoluminescencc and Auger electron spectroscopy have been used by Sumida et a l102 to 

study the effect of Ga implantation. The structure studied was grown by MOMBE and
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contained six 50 A QWs. The Ga was implanted to a projected range of 470 A at room 

temperature with doses ranging from 3x10*3 to 5x1014 cm-2. Thermal annealing was 

carried out in a N2 atmosphere and with a Si3N4  'passivation' film on the samples. The 

annealing temperature was 640°C and annealing time between 30 and 180 min.

Large blue shifts of up 100 meV were reported and attributed to diffusion on both the 

column IE and column V lattice sites. They also observed a decrease in diffusion close to 

the surface, which was due to the low concentration of implanted Ga at the surface.

Later in 1991, the same group reported the fabrication of quantum wires using a focused 

Ga ion beam103. Ga was implanted into a single 50 A InGaAs QW grown by MOMBE, 

using a 100 keV focused ion beam with doses of lx lO 13 to lx lO 14 cm-2. The samples 

were annealed at 650-670°C for 60 min. Raman spectroscopy was used to find the Ga and 

As composition of the disordered material. They report that the compositional change 

takes place in such a way as to keep the resultant composition closely lattice matched to 

InP, except at the higher implant doses where the As concentration is in excess. It was 

clear from the data they presented that, at low implant doses, the resulting composition is 

also non-lattice matched, but with an excess of Ga.

Quantum wires appear to have been made successfully by the above technique; lateral 

potential barriers were created for electrons and holes.

2.4.2e Ge Implantation

Ge is an amphoteric atom so it can occupy both column III and V lattice sites, and is 

therefore similar to Si which can cause diffusion on both lattice sites. Bradley et a l104 

implanted Ge+ at room temperature with an energy of 200 keV and dose of 2 x l0 14 cm-2 

(calculated dose ~ 2 x l0 19 cm*3). The material, grown by LP-MOCVD, consisted twenty 

36 A InGaAs QWs capped with 750 A InP. An infrared RTA was used to anneal the 

samples to 650°C for 20 min in a stagnant N2 atmosphere.
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A peak shift of 50 meV corresponding to 60% intermixed was observed in a band of QWs 

having an implant dose greater than 1 .8xl019 cm-3. SIMS measurements indicate that the 

As profile still showed inter-diffusion effects where the Ge level was well below that 

required for column HI diffusion, which was postulated to be the result of rapidly diffusing 

implant defects.

2.4.2f S Diffusion

Pape et al105 used SIMS, photoluminescence, and optical absorption to investigate the 

effect of S diffusion into two MQW structures. The structures investigated were grown by 

MBE the first containing sixty-five 61 A QWs, and the second containing one hundred 

20 A QWs. Sulphur was incorporated into the structure by heating the sample to 600°C 

for 20 minutes in a graphite ampoule containing elemental S and InP pellets. Samples 

capped with SiNx were then annealed at temperatures of between 600°C to 700°C for up to 

6 h 40 min.

Large blue shifts were seen-a shift from -1 .56  |j.m to -1 .2  -fim  was observed for a 

6 h 40 min anneal at 700°C. They attributed this to diffusion on both the column III and 

column V lattice sites. Sulphur exists as a donor impurity (S ^), which can substitute onto

the column V sublattice by substitution and can cause intermixing on the III lattice as in 

GaAs/AlGaAs. Their technique is promising but there is no indication of the losses 

incurred in resultant waveguides, which could be high even for large bandgap shifts 

because of the excess carriers introduced due to S being ionised.

2.4.2g O Implantation

Oxygen can be used to create highly resistive areas in III-V semiconductors106, a very 

useful process required in the fabrication of optoelectronic devices. Pappert et a l107 

investigated the ability of implanted O to simultaneously intermix a SL and create areas of 

electrical isolation.
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The structures investigated consisted of a SL containing fifty 20 A QWs grown by LP- 

MOVPE, one structure being undoped and the being other p  -type (Zn doped). Oxygen 

ions (0 +) were implanted at 180 keV with doses between 5 x l0 12 and 5x1014 cm-2. The 

implants were carried out both at room temperature and at elevated temperatures of 200°C 

and 550°C. Post-implantation annealing was carried out at 550°C in the implantation 

assembly, and 650°C in a RTP with a forming gas of 15% H2 , 85% N2 . PL and rocking 

X-ray curves were used to measure the degree of disordering.

The best results were for the samples implanted at 550°C with a further 550°C anneal for 8 

minutes with an implantation dose of lx lO 13 cm*2. For these conditions, the electrical 

resistance increased from 300 Q. to 794 kQ with a wavelength shift from -1 .5  |im to 

-1.25 pm.

Below some critical temperature (~185°C in this case), implantation disordering is 

relatively temperature independent. Subsequent annealing causes intermixing due to the 

stored defects introduced by implantation. More defects in the structure result in more 

intermixing, provided voids and clusters do not occur due to over implantation108. More 

defects would be expected with decreasing implant temperature. The energy shift for 

550°C implants followed by 550°C anneals was 175 meV, whilst for the RT implant and 

550°C anneal it was 124 meV, a difference of 51 meV. For the 600°C implants the energy 

shift difference between the two samples shrank to only 8 meV. It is therefore difficult to 

assess the above theory since intermixing is seen to occur during the elevated implant. 

The real difference between the processes is shown up when comparing the resulting 

electrical isolation. The RT implanted and annealed samples showed a resistance of 6  k£2 

compared to the sample implanted at 550°C and annealed which had a resistance of 

794 k£l The authors are unclear as to whether this is due to the creation of damage 

induced traps or electronic compensation.
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2.4.2h Ar Implantation

Implantation of Ar at an elevated temperature of ~400°C has been shown by Xia et al109 to 

produce intermixing in Ino.5Gao.5 As/InP SL waveguides without the need for further high 

temperature annealing. Intermixing was carried out at 400°C with 190 keV Ar ions at a 

dose of 5 x l0 14 cm-2 and 2 x I0 15cm -2 X-ray rocking curves and optical absorption were 

used to establish the diffusion effects on the SL. Intermixing occurred at up to 70% of the 

ion range, and residual damage was located near the end of the ion range as would be 

expected from TRIM calculations (Section 3.2.2). The technique was used to define a 

waveguide in the SL structure, which appeared to guide light despite high losses of 

35 dB cm-1. The authors do not attempt to explain the source of the loss but predict lower 

loss waveguides may be fabricated by optimising the implant conditions.

2.4.3 Impurity Free Disordering

Impurity free techniques involve the deposition of a dielectric onto the surface of the QW 

structure followed by an annealing stage. They potentially offer a method of producing 

higher bandgap material without the requirement for introducing impurities which cause 

losses due to free carrier absorption (with the exception of neutral impurity disordering), 

excess damage leading to non-radiative recombination etc.

Miyazawa et a l110 used transmission spectroscopy to study the effect of repetitive rapid 

thermal annealing (RRTA) on a MQW structure coated with a Si3N4  film. The MQW, 

grown by MBE at 545°C, consisted of one hundred 84 A QWs, and a 200 A nitride film 

was then deposited using PECVD. Annealing was carried out in a H2 atmosphere by 

ramping at 30°C s_1 up to 800°C, then allowing the sample to cool to 100°C before 

ramping again. The process was repeated 11 times.

For the repetitive anneal described above, significant blue shifts occurred in the capped 

samples (84 nm), however the uncapped samples also showed a smaller (-20 nm) but 

significant blue shift. Two samples annealed in a single step to 800°C for 15 s showed
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evidence of disordering (-20 nm) in both cases. No explanation was given for the above 

result, however, it is likely that the effects of strain are important when the sample is 

heating up and cooling down. Later111, the same group produced extended cavity lasers, 

blue shifting areas coated with Si3N4 as described above,. They were by then able to use a 

single anneal step since they had learnt the necessary conditions for depositing Si3N4 films 

to their samples that adhere properly,. No mention was given in the paper as to whether or 

not the film came off during the RRTP process. Although they have produced integrated 

cavities using their process, the active sections also show a blue shift which is an 

undesirable effect since it makes the process of growing a structure to lase at a 

predetermined wavelength much more difficult. No data was presented on the 

repeatability of the blue shifts.

The refractive index change of Si3N 4  disordered samples was reported by the same 

group112 in 1991. The film thickness used in the experiment was 1500 A, the anneal 

temperature was given as 800°C for times of between 0 and 60 s, and no mention was 

made of RRTA. The structure used consisted of an MBE grown SL containing one- 

hundred-and-twenty-five 30 A QWs, and a Bragg grating was fabricated on the SL surface 

to act as a band-stop wavelength filter. The effective index of the waveguide could be 

obtained from its wavelength response. Refractive index changes of ±1.5x10 - 3 were 

observed for 5 s anneals, and for 60 s anneals these rose to -1.5xl0~2 for the TE-mode and 

+6.7xl0- 3 for the TM-mode at 1.5 fim in a waveguide, with the peak PL position detuned 

from 1.3 Jim to 1.2 p.m. Polarization mode selective waveguides have been fabricated113 

by a single anneal process which can be used to guide TE or TM modes selectively: a 

single anneal step at 800°C was used to disorder a SL with an extinction ratio of about 

13 dB.
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2.4.4 Summary

Table 2.3 summarises the disordering processes that have been investigated for the 

InGaAs/InP QW system.

Impurity/
Dielectric

Incorporation
Technique

Colour of 

Energy 

Shift

Anneal
Temp.

Diffusion

Species

Doping Ref.

Zn Diffusion RED 410°C + Group III p-type 93, 94,
95, 96, 97

Si Diffusion BLUE 700°C Group III 

Group V

n-type 98

Si Implantation BLUE 650°C Group III 

Group V

n-type 99

P Implantation BLUE 650°C Group III 

Group V

dopant
free

100, 101

Ga Implantation BLUE 640°C Group III 

Group V

dopant
free

102, 103

Ge Implantation BLUE 650°C Group III 

Group V

n-type 104

S Diffusion BLUE 700°C Group III 

Group V

n-type 105

o Implantation BLUE 550°C Group III 

Group V

106, 107, 
108

Ar Implantation 400°C dopant

free

109
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Si3N 4 plasma BLUE RRTP Group III dopant 1 1 0 , 1 1 1 ,

deposition 800°C
Group V

free 112,113

Table 2.3 Summary o f intermixing processes covered here in the InGaAs/InP QW system.

Techniques have been demonstrated by dopant free as well as charged impurity, and 

impurity free for enhancing intermixing in the above system.

2.5 InGaAsP & InGaAlAs Systems

Even though the InGaAsP and InGaAlAs systems lattice matched to InP have become 

increasingly important for the realisation of optoelectrronic devices in the 1.3 pm to 

1.55 |im regimes, there has been relatively little work carried out on intermixing of these 

layers. The following section outlines the main work to date and includes papers that have 

been published as a direct result of the work carried out in this thesis.

2.5.1 Thermal Intermixing

Thermal disordering occurs in the InGaAsP system at much lower temperatures than in the 

GaAs/AlGAs system, Glew et al114 reported thermal disordering at temperatures as low as 

550°C as reported in this thesis. This is important in the processing of devices since 

disordering occurs at the growth temperature (650°C) making it very difficult to produce 

sharp interfaces, especially for buried heterostructure and DFB structures which require a 

regrowth stage: for quantum well lasers this results in detuning of the operating 

wavelength.

Advantage can be taken of the poor thermal stability, however, as was demonstrated by 

McLean et al115 who used a laser to selectively disorder an InGaAs/InGaAsP QW structure 

by 132 meV using a CW Nd:YAG laser operating at 1064 nm to heat the sample. Devices 

are now being fabricated using this process with encouraging results.
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2.5.2 IID

Little work has been carried out to date on impurity induced disordering; however, a few 

papers have been published. IID was first reported in InP/InGasAsP by Razeghi et al116 

who studied thermal diffusion of Zn. This was reported to produce disordering on the 

group III sublattice only, which leads to a lattice mismatch of the resulting alloy. S 

diffusion was used by Pape et a l117 who concluded that partial intermixing was occurring 

on both the group III and group V sublattices, and this was also observed using Si 

diffusion by Schwarz et al118. The advantage of inter-diffusion on both lattice sites is that 

it may be possible to disorder the QWs and leave the structure unstrained. Strain in QW 

structures has the effect of changing the bandgap and refractive index which may or may 

not be useful depending on the effects that are being sought. Many devices being 

investigated at the current time have strain built into them as part of the design.

This thesis is principally concerned with intermixing of the InGaAsP/InGaAs system using 

the neutral impurity F. Intermixing has been observed and results published, the reader is 

referred to Chapter 3 of this thesis for further information
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2.5.3 Dielectric Cap Disordering

Dielectric cap disordering has also been investigated as part this thesis, and small shifts 

have been observed with Si3N4  caps. This is reported in more detail in Chapter 4 of this 

thesis.

2.5.4 Summary
Impurity/
Dielectric

Incorporation

Technique

Colour of 

Energy 

Shift

Anneal

Temp.

Diffusion

Species

Doping Ref.

Zn Diffusion Blue 750°C Group III n-type 116

S Diffusion Blue 700°C Group III 

Group V

n-type 117

F Implantation Blue 550°C + Group III 
Group V

Neutral Chapter 3

B Implantation Red 550°C + Group III 
Group V

Neutral Chapter 3

Si3N4 Plasma Blue 750°C Group III 
Group V

Impurity
free

Chapter 4

Table 2.4 Summary o f intermixing processes covered in the InGaAsP & InGaAlAs systems

lattices matched to InP.

2.6 The Disordering Mechanism

The following section contains a review of a disordering mechanism that has been 

proposed for the AlGaAs/GaAs material system. The disordering process is not fully 

understood, and is further complicated in the InGaAsP/InGaAs/InP system by the addition 

of an extra element. Never the less, a similar type of behaviour is expected in both ni-V  

systems and so it is of interest to review the AlGaAs/GaAs system here.

The model put forward here was developed by Deppe et al119.
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In III-V  crystals the self-diffusion of Column III lattice atoms must proceed through 

native point defects. These point defects occur on both lattice sites as well as interstitially, 

the concentration of these will have an effect on the inter-diffusion rate so by analysing the 

equilibrium equations involving the creation of these defects it is possible to get a feel of 

the conditions required for an increased self-diffusion rate.

The model reviewed here takes into account the effects of both the crystal surface 

condition during annealing (any over-pressure) and the crystal Fermi level. Native defects 

are considered as being neutral or only singly ionised.

Experimentially it has been observed that in the GaAs-AlGaAs system the inter-diffusion 

rate is increased during annealing if there is a large AS4  over-pressure, but it also increases 

for a small AS4  over-pressure i.e. there is an AS4  over-pressure at which inter-diffusion is 

at a minimum. This effect can be explained by self-diffusion of Column III lattice atoms 

being strongly dependent on native defects; for a high AS4  vapour pressure there is a large 

excess of Asa at the crystal surface, so the stoichiometry of the crystal shifts towards As 

rich conditions. The As-rich point defects are,

• As interstitial (Asi)-As atoms in the crystal not on a lattice site

• As antisite defects (Asm)-As atoms on Column III lattice site

• Column III vacancies ( Vm )-missing Al or Ga atoms.

As the Asa vapour pressure falls below that at which the inter-diffusion rate is minimum 

we have As-poor defects controlling the intermixing rate. The As-poor defects are,

• Al or Ga Interstitials (Ali or Gai)

• Al or Ga antisite defects (Aim or Gam)

• Column V vacancies ( Vv ).

The Column III self-diffusion is considered as being due to the Column III vacancies in 

As-rich conditions and Column III interstitials for As-poor conditions.

- 36 -



In the GaAs crystal Frenkel defects can occur on the Column III sublattice, i.e. a closely 

associated vacancy and interstitial, the equilibrium equation for the creation of these 

defects in the crystal is

+ and [/0.][V 0.] = fc„ (2.1)

where kx is a constant that depends on temperature. Since the III-V  semiconductors have 

a relatively large lattice structure the Ga interstitial is expected to have a high diffusion 

coefficient. In an AS4  rich environment Ga atoms reaching the surface will combine 

readily with free As causing an overall reduction in the Ga vacancies; from Equation 2.1 

the Ga vacancy concentration will therefore increase. In other words, under AS4 rich 

conditions the surface acts as a sink for Ga interstitials. Under As poor conditions As will 

evaporate from the surface leaving a Ga-rich surface. The Ga atoms will then be free to 

diffuse into the crystal causing an increase in the Ga interstitial defect concentration. This 

can be expressed as,

0<^ AS4(VaPOUr) + /G*’ ^  1/ o. H V â  (2'2)

where is the AS4  vapour pressure in the ampoule.

As mentioned above, Column III and Column V interstitials can lead to AlGa inter

diffusion. Vacancy diffusion at a GaAs-AlAs interface can be represent by,

V'g, ** + (/Al + VM) «  (v0a + Iu ) + Vu *+ VM. (2.3)

Equation 2.3 shows that a Ga vacancy interacts with an Al Frenkel pair at the interface to 

produce a Ga-Al Frenkel pair and an Al vacancy, a free Ga vacancy is replaced by a free 

Al vacancy which is now free to diffuse. A similar mechanism involving Frenkel pairs can 

also be used for the diffusion of Column III interstitials,

^G a ^G a + ( ^ A 1  + 4 a )  ( ^ G a  +  K \ l ) + / AI 1 ,W ( 2 . 4 )

If a Ga interstitial either encounters or creates a Frenkel pair it can exchange places with 

the interstitial in the original Frenkel pair releasing, in this case, an Al interstitial which is
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then free to diffuse, the rate of this diffusion being far greater than that of the vacancy 

created in Equation 2.3. Adding the effects of Column III vacancies and interstitials the 

following relationship is obtained,

This shows clearly that the Column III diffusion coefficient will be large for large AS4 

over-pressure and for very small AS4  over-pressure, thus explaining the effects seen when 

varying GaAs-AlGaAs structures in practice. So far however the role of the crystal Fermi 

level has not been mentioned. If we now consider a GaAs crystal containing a fixed 

concentration of donor impurities we can model the effect of doping on the inter-diffusion 

rate. The defects present in the crystal can either act as donors or accepter; in the 

GaAs/AlGas system the Column III vacancy and Column III antisite defects behave as 

acceptors, the other defects behaving as donors. The following analyses the effect of the 

Column III vacancy since this is what is most likely to play the major role in Column in  

self-diffusion.

For GaAs annealed in an A s-rich atmosphere, the Gibb's free energy change on the 

creation of neutral Column HI vacancies can be expressed as,

where N* is the number of neutral Column IE vacancies in the crystal, Nt is the number 

of lattice sites, T is the anneal temperature, A t/ is the energy increase of the crystal upon 

creation of a vacancy, kB is Boltzman's constant, and Fo is the part of the crystal free 

energy independent of the neutral impurities. If AS4 is taken as an ideal gas and the system 

is confined to an ampoule then the free energy of the gas is

An ~ /i A ra [^m]+ f i D im [/m] (2.5)

substituting Equations 2.1 and 2.2, Equation 2.5 becomes,

(2 .6)

F(crystal) = Fa + N*AU_ -  kBT\n -------\ y j o v P b i n ; i (2.7)
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4V [Mk
(2 .8)

is the number of As atoms in the vapour, V is the volume of the ampoule, his 

Planck's constant (divided by 2/r), and M  is the mass of the AS4  molecule. On the 

assumption that when one Column El vacancy is created an As atom is removed from the 

vapour, then when we minimise the total energy of the system (Equation 2.7 plus 

Equation 2.8) with respect to the Column El vacancies then we get,

where C is a constant depending on temperature. Equation 2.9 gives the equilibrium 

concentration of neutral Column E l vacancies. By taking into account the energy released 

by the crystal when the Column E l vacancy, acting as an acceptor, becomes charged and 

minimising the crystal energy again with respect to the equilibrium concentration of 

ionised vacancies we get,

where EF is the Fermi-level and EA the acceptor energy level. Equation 2.10 shows that 

as the crystal Fermi level increases in the n -type structure, so the concentration of the 

singly charged acceptor like vacancies increases. A similar expression is obtained for the 

concentration of donor like defects in a p  -type crystal. From Equation 2.6 we now get

v b y
(2.9)

(2 . 10)

(2 . 11)
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where ED the energy level of the donor type interstitial. This relationship shows that the 

Column III self-diffusion will increase when the crystal is strongly n -type and annealed 

under As-rich conditions, or the crystal is strongly p  -type and annealed under As-poor 

conditions.

It has been demonstrated that the vacancy concentrations are determined by the Fermi 

level in the crystal and the group V over-pressure-

2.7 Conclusions

Intermixing has been observed in many III-V semiconductor heterostructures. To date the 

main areas of research have been directed towards the effects of charged impurities such as 

Zn and Si; these impurities, because of their charged states will lead to free-carrier 

absorption in resulting optical waveguides. It is thought that the increase in the crystal's 

Fermi level, as a result of the charged impurity, leads to an increase in the intermixing 

process.

Impurity-free disordering has been observed in most of the material systems studied. Here 

the dielectric can act as a source of defects, and therefore increases the intermixing rate of 

the structure with the advantage of having no added impurities in the hetero-interface 

regions. Temperatures required for impurity free disordering do tend to be high however; 

this can cause problems with the InP based systems where the thermal stability of the 

hetro-interface is low.

Neutral impurity induced disordering promises to provide an alternative to the above two 

processes since relatively low temperatures can be used, and there will be no added losses 

in resulting waveguides due to free charges.

Finally, the actual intermixing process is very complicated and is very difficult to model, 

this is due the number of factors that are involved in the processes. The factors will 

include: temperature, impurity distribution, impurity mobility, defect density (interstitial as
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well as vacancy), substrate defect concentration, capping layer effects, position of hetero

interface with respect to the surface, and strain (this list is not exhaustive).
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Chapter 3

Fluorine Impurity Induced Disordering

3.1 Introduction

The following Chapter discusses the process central to the work carried out in this thesis: 

Fluorine Impurity Induced Disordering (FIID). The technique described in this Chapter 

for controlling the bandgap of InGaAs/InGaAsP based multiple quantum well (MQW) 

structures is built on extensively in subsequent chapters to produce laser devices with 

special characteristics, and to produce waveguides suitable for low-loss photonic 

integration.

FIID is a technique whereby InGaAs/InGaAsP based QWs can be disordered selectively; 

areas containing the fluorine implant will disorder (intermix), leaving the surrounding, 

unimplanted regions unaltered. Fluorine is introduced into the sample through a mask by 

ion implantation and subsequently annealed. The implantation followed by anneal process 

is a relatively straight forward technique for the fabrication of photonic integrated circuits 

(PICs) and has the advantage that it can be carried out at low temperatures; alternative 

techniques for producing PICs often require the wafer to be processed at elevated 

temperatures causing thermal intermixing of unimplanted regions of the wafer.

This Chapter begins by describing the material structure used to investigate the disordering 

process, and briefly discusses the factors which influence the bandgap of QW structures to 

show how, by disordering them, an increase in bandgap is possible. Ion implantation is 

then introduced, and the relative advantages of this technique for incorporating fluorine 

into the well structure are discussed. Finally, photoluminescence is introduced as a 

technique for measuring the change in bandgap of the semiconductor devices.

Results are presented for various fluorine implant concentrations, and various post implant 

thermal treatments.
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3.1.1 The Structure Investigated

Tw o basic structures have been used to investigate the effects of disordering. Figure 3.1 is 

a schematic of the typical structure, the main difference between the two types of structure 

used are with the upper cladding and contact regions.

The first set of wafers have an undoped upper cladding region w hich is approximately 

1 |im in depth, and does not have the upper InGaAs contact layer. This structure is used to 

investigate the disordering process initially since the thin upper cladding region means that 

low implant energies can be used for introducing the impurity and, since the dopant is not 

present the effects of F on the disordering process can be more clearly seen.

InP protective cap 

p-type InGaAs contact

P-type InP upper cladding

Quantum Well region

4 InGaAs Quantum Wells 
in an InGaAsP waveguide

n-type InP lower cladding

n+-type InP sustrate

Figure 3.1. Typical waveguide structure used fo r  F I1D  testing.

The second set of wafers used, more closely resemble the diagram in Figure 3.1, the upper 

cladding and contact layers are present, and it forms a laser s truc tu re1. Extended cavity 

lasers using F IID are fabricated from these wafers in Chapter 7.

Both s tru c tu re s  con ta in  quan tum  w ells  co n s is t in g  o f  a p p ro x im a te ly  100A of 

Ino.5 3 Gao.4 7 As (lattice matched to InP) and 1 2 0  A barriers of Ino.79Gao.2i  Aso.45Po.55
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(lattice matched to InP). Appendix A gives a detailed list of the wafers used in the 

following experiments.

3.1.2 Energy Levels in Quantum Well Structures

The wavelength at which a laser operates in a Multiple Quantum Well structures depends 

on several factors, the most important of these being the width of the individual quantum 

wells and the composition of the well and barrier.

Figure 3.2 shows two quantum well structures side by side. The energy level within the 

well (Eg) is modified from the bulk value of the well (E0)due to the confinement imposed 

by the barrier material. The confinement causes quantisation of the electrons within the 

wells, this is easiest explained by means of the effective mass approximation2. The basic 

assumption in the effective mass approximation is that any variations in the potential of the 

material band structure are slow compared to the unit cell size, with the exception of the 

underlying periodic potential of the unit cell. A further assumption is that the particle has 

an effective mass associated with it, which is dependent on the material that it is in, and is 

determined by the diffraction of the particle through the lattice.

Well

Conduction w
Band (CB) r

Eg ^  ^ " eo

Valence 
Band (VB)

Figure 3.2. Energy levels in a QW that is not disordered.

In the plane of the layers making up the quantum well, the electrons and holes can move 

freely and their energies are governed by the same dispersion law as for the 3-dimensional

Barrier

“ e l

hh
lh
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bulk crystal. The conduction and valence band energies, Ec and Ev respectivly, are given

where E0 is the bandgap of the well material, me is the effective mass of the electron, and 

nth is the effective mass of the holes, kx>y is the de Broglie wavenumbers in the x and y 

directions.

In the z-direction the Schrodinger wavequation is used to model an electron in a potential 

barrier. The one dimensional time independent Schrodinger equation is given by equation

Using the boundary conditions that the wavefunction is continuous at the boundaries and 

the gradient of the wavefuntion in the z-direction is also continuous, leads to a solution of 

the Schrodinger equation that is sinusoidal in the well and decays exponentially outside the 

well, giving a penetration depth of Lp into the barrier. The boundary conditions give rise 

to the quantisation of allowable energies, or states, of carriers within the well.

The energies of the confined states are found3 by the solution of equations 3.4 and 3.5,

by

(3.2)

3.3,

(3 .3)

aco t(aa)  = -/? (3.4)

and,

atan(caz) = /?, (3.5)

where

-58-



2 mE

(3.6)

The first two energy levels in th e valence band of a QW structure are shown Figure 3.2; 

these energy levels are denoted as the light and heavy holes, lh and hh respectively. The 

heavy and light holes are a consequence of the very complicated band structure observed 

in the valence band of III-V materials4. A simplification in the analysis of the bands is 

often made however. This simplification is that the band is only considered around the T -  

point since direct transitions occur at this point which is required for laser operation5; here 

the bands are considered parabolic.

Figure 3.3. Band structure o f a direct gap III-V semiconductor in the vicinity o f the JT

Figure 3.3 shows the first energy levels in the conduction and valence bands around the T - 

point. The valence band consists of three levels: the light and heavy holes (degenerate at 

k=0 ) and the spin split-off band6.

4  E

Conduction Band

k

point.
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3.1.3 Excitons

An exciton is by definition7 a non-conducting excited electronic state in a perfect insulator, 

normally a non-magnetic insulator. The concept can be extended to include 

semiconductors, and in particular to the bound state of an electron and hole, which act as a 

composite particle.

Composite particles, or excitons, can be modelled in a similar way to the hydrogen atom; 

the exciton is assigned a specific radius corresponding to the binding energy of the 

electron-hole pair, known as the Bohr radius.

In bulk semiconductors the exciton is three dimensional and has a radius given by a^d, as 

in Equation 3.7,

#3d ~ 2 * (3.1)
e m

where m* is the reduced effective mass of the electron-hole state. The other symbols have 

their usual meanings. The binding energy En of the electron-hole state is expressed in 

terms of the Rydberg constant Ry as,

E,d = (3.8)
n

where

R = e m (3 9)
- i s - n 1

where n denotes the quantum level. Typical values of the Rydberg energy are between 

4 and 5 meV, and a radius of around 150 A.

In a quantum well system the exciton binding energy is greatly dependent on the well size.

For well widths of the order of the exciton diameter, nearly three dimensional effects are 

expected; as the well width decreases, the exciton increasingly takes on a two dimensional

nature. The binding energy in the two dimensional limit8 is given by,
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(3 . 10)

From Equation 3.10 a binding energy of 4Ry is therefore expected for the n=l level in the 

quantum well, a fourfold increase from the case of bulk semiconductor. A binding energy 

of 16 to 2 0  meV would therefore be expected for an exciton confined to two dimensions, at 

273 K, kT (the thermal energy) is 23 meV and the exciton would be ionised; the electron 

and hole would not be coupled at room temperature.

In the quantum well situation there will be a non-negligible depth of the wavefunctions

into the larger bandgap material, this penetration increases with decreasing well width.

The effect of the wavefunction penetration is to create a maximum binding energy of the 

exciton, typically in the range -  Lz <<hd-

The energy corresponding to the absorption line of the exciton is given by the energy of 

the conduction to valence band transition less the binding energy of the exciton.

As a consequence of p-orbitals, the hh-el, and lh-el excitons are excited selectively by 

polarised light. The heavy and light holes can be expressed quantum mechanically as9,

If light is polarised along z then there will only be coupling via the light holes (Equation 

3.12), since the expression for heavy holes (Equation 3.11) contains no terms in z. If the 

incident radiation is polarised in *, or y then both the heavy and light holes will be excited. 

In other words, TE radiation will excite both the hh-el and lh-el excitons, whereas TM 

radiation will only excite the lh-el excitons.

(3.11)

(3.12)
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3 .1 .4  E ffect o f  W ell C om p osition  on E n ergy

The phosphorous quaternary system is used extensively in long wavelength semiconductor 

devices, due to the range of bandgaps available when the material rem ains lattice matched 

to InP. Figure 3.4 shows how the bandgap of Ini_xG a xA syP i .y varies with composition. 

The solid line on the surface of the curve represents the compositions o f  Ini_xG axA syP i-y 

that are lattice matched to InP. The relationship between the Ga(x), and As(y) components 

for the material to remain lattice matched follows the rule,

which is found by the quaternary interpolation schem e10.

The com position  o f  the well layer de term ines the absolute m in im um  bandgap of the 

quantum well, the well's barrier composition determines the height of the potential barrier 

in the QW and will affect the confinem ent of the wavefunction. The higher the barrier of 

the QW, the more confined the wavefunction will becom e and ultimately the greater the 

bandgap of the structure.

x  = 0 .47y (3.13)

Lattice iVL

Gallium (x)

1 a 
0.5 ca 
0

3
2.5 >

Arsenic (y)

Figure 3.4. Bandgap o f I n j . xGaxAsyP j.v  versus the composition, as the Gallium (x) and

Arsenic (y) proportions are varied.



3.1.5 Effect of Intermixing on Bandgap

Figure 3.5 shows two QWs that have intermixed, the as-grown wells are shown in

Figure 3.2. The effect of intermixing on the bandgap of the QW is two fold;

1. The well shape flattens out which reduces the barrier height of the quantum well 

and allows the wavefunction to extend into the barrier material; the result of this 

is a drop in energy due to loss of confinement.

2. The composition of the well and barrier material will average out by the diffusion 

process. The effect of averaging is to increase the energy levels of the conduction 

and valence bands in the well region.

Conduction 
Band (CB)

Valence 
Band VB

Figure 3.5 Bandgap increase due to intermixing o f quantum wells.

After full intermixing the resultant material composition is expected to be

In 0.68G ao.32A So.66P o.34

which has a bandgap of 976 meV (at 15 K). The as-grown bandgap of the QW system is 

850 meV (at 15 K), so a maximum energy shift of 130 meV can be expected for a totally 

intermixed region.

It is interesting to note here that if group III atoms were to diffuse in preference to group V 

then the well material would have a reduced bandgap and strain would be introduced into 

the system11, the well becoming compressively strained. Strain in III-V semiconductors
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has become of greater interest due to the added possibilities of bandgap engineering.

Some possible topics of interest to strained devices include; high mobility transistors,

lasers, and devices with a negative differential resistance.

3.2 Ion Implantation - fluorine Incorporation Technique

Ion implantation is the technique chosen for introducing fluorine into the MQW structures

used in this thesis. The following section outlines how and why this process was used.

3.2.1 Why Ion Implantation?

The reasons for choosing ion implantation as opposed to diffusion are,

1. Fluorine is a very volatile gas and would be difficult to diffuse into the wafer

structures.

2. High concentration of the impurity (~1018 cm-3) can be introduced into the MQW

region with a relatively low dose of ions ( - 1 0  14 cm -2) when compared to the 

concentrations achievable with techniques such as impurity diffusion, where due to

the flatter impurity profile a significantly greater dose would be required.

3. The concentration profile of ions incorporated via ion implantation is very narrow, 

with a vertical straggle at FWHM of typically 500 nm at a depth of 1,500 nm, it is 

therefore possible to produce a relatively high concentration of ions at a given depth 

below the surface of a structure with a negligable concentration of ions 500 nm from 

the surface. Defined areas of impurity can be easily produced. Techniques such as 

growing in an impurity would typically require regrowth and masking, an added 

complication in the already delicate growth process.

4. Techniques involving the diffusion of atoms into semiconductors require elevated 

temperatures. Usually these temperatures will be close to or above the temperature 

where the MQW will intermix thermally (>550°C), this is especially important for the 

InGaAsP/InGaAs system because of its low thermal stability.
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Ion implantation does however have several problems;

1. Implantation to a depth of 1.5 |im in InP requires energies of approximately

1.5 MeV. This has implications concerning the commercial viability of the process 

due to the required investment in a high energy ion accelerator.

2. Ion implantation damage is caused in a layer at around 90 % above the peak ion 

concentration, this however may prove advantageous for the disordering process 

because the creation of excess interstitial atoms and vacancies leading to an 

increase in the intermixing rate. The ion implantation damage complicates the 

process of modelling the diffusion process.

3.2.2 Why fluorine Impurity?

Fluorine was chosen as the impurity to use in the InP/InGaAsP system since initial 

results12 showed that fluorine disordering produces blue shifts in the QW material when 

annealed in a conventional furnace at temperatures over 550°C. The work reported in this 

thesis builds on these initial results and finds the conditions necessary to reduce the 

thermal disordering in non-implanted regions.

Other impurities have shown similar effect in the InP/InGaAs QW system (Section 2.3), 

but many of these impurities do however have inherent problems. Disordering using the 

silicon and zinc impurities has been demonstrated13, but waveguide losses in excess of 

71 dB cm -1 are obtained. The high loss observed with the silicon and zinc impurity is 

expected since they are known to exist in an ionised state at room temperature leading to 

free carrier absorption.

Since fluorine is expected to exist in a non-ionised state at room temperature losses due to 

free-carrier absorption will be much smaller than with charged impurities. Propagation 

losses are measured in Chapters 6 & 8 .

Some results are included for boron implantation, but a red shift is initially observed with 

this implant and it is therefore not suitable for the production of low loss waveguides, as a
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red shift indicates a reduction in bandgap and therefore an increase in the absorption of 

light emitted from the as-grown material.

3.2.3 Implant Profiles (TRIM)

The implant conditions required to produced a given impurity concentration profile were 

calculated with a computer program called TRIM (TRansport of Ions in Matter). TRIM is 

a Monte-Carlo simulation which calculates the slowing down and scattering of energetic 

ions in amorphous targets. It has advantages over analytical techniques because it allows a 

more rigorous treatment of elastic scattering and an explicit treatment of surfaces and 

interfaces as well as allowing easy determination of energy and angular distributions. 

Analytic solutions can produce predictions much faster than the Monte-Carlo modelling, 

however the detail available with Monte-Carlo simulation is lost. The reader is referred to 

ref. 14 for a detailed discussion on ion implantation and TRIM.

TRIM was designed for use with amorphous materials so there is a limitation to the 

accuracy of the predicted ranges in crystal structures such as those used here. The main 

reason for this is an effect called channelling. Channelling occurs in crystalline material 

due to the extremely ordered nature of the atoms within the crystal which create planes 

containing high densities of atoms. As a result of the ordering, ions entering the crystal in 

the same direction as a plane will experience only relatively weak electronic forces to 

slow them down. This channelling results in a deeper penetration of the implanted ion 

than that predicted by TRIM (an error of 10% being a generally accepted figure).

3.2.4. Calculation of Implant Concentration

The following example shows how an implant concentration is calculated using TRIM, for 

a given implant energy and dose.
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Figure 3.6. Predicted implant profiles for fluorine implanted into InP at 1.3 M eV and

1.8 MeV.

Figure 3.6 shows the distribution of fluorine atoms in InP (density 4.79 g cm-3) at implant 

energies of 1.3 MeV and 1.8 MeV. The vertical axis represents the number of fluorine 

atoms found per Angstrom per fluorine ion implanted into the InP, and multiplying this by 

the dose (atoms per unit area) gives the concentration at a particular depth. The range of 

fluorine into the wafer is simply defined as the position of the peak of one of the curves of 

Figure 3.6. The vertical straggle at the FWHM point can be seen to be 500 nm, for the 

profiles shown in Figure 3.6, at implant depths around 1.5 |im.

Due to the time taken to produce the curves in Figure 3.6 by the Monte Carlo technique 

and the inherent inaccuracy in the model used by TRIM, implantation conditions were 

calculated for pure InP and not for the exact laser structure. In this way a graph can be 

constructed of implant energy versus range, (Figure 3.7). Figure 3.7 was used to select the 

required implant energy to give a peak in the concentration profile at a particular depth.
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Figure 3.7. Range predicted using TRIM, as a function o f the implant energy for fluorine

in InP.

The actual implant doses and energies used will be given with each set of results in the 

following sections and chapters of this thesis.

3.3 Photoluminescence Measurements

Photoluminescence measurements provide a simple and quick method to monitor the 

bandgap of the materials. The basics of the technique are introduced here, and the 

experimental apparatus used to take the measurements is outlined.

3.3.1 Principles of Photoluminescence

Photoluminescence is the emission of optical radiation as a result of excitation of a sample 

by optical radiation. For an in-depth discussion on this topic the reader is referred to ref.15.

Incident optical radiation with an energy greater than the bandgap (Eg) will cause some 

electrons to jump from the valence to the conduction band forming hot carriers. These 

carriers relax by emitting phonons and then recombine to produce a photon of energy equal 

to one of the allowed states within the quantum well.
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3.3.2 Experimental Technique

The majority of the photoluminescence measurements taken during this work were carried 

out at liquid nitrogen temperatures. The experiments were carried out at low temperature 

to reduce the thermal broadening of the photoluminescence peaks, and to therefore 

increase the accuracy of the technique. The equipment used is outlined in Figure 3.8. The 

sample under investigation is stuck onto the end of an optical fibre with a weak adhesive 

solution and placed into a polystyrene beaker containing enough liquid nitrogen to 

completely submerge the sample and the end of the fibre. The other end of the fibre is 

held in a device manipulator and the light from an Argon-Ion laser is coupled into the fibre 

at this point.

Photoluminescence emitted from the sample is coupled back into the fibre and extracted 

using a directional coupler. The luminescence from the sample is then passed through a 

monochromator which is controlled via an IEEE interface by a computer. At each step of 

the monochromator, the luminescence is measured by monitoring the signal produced by a 

cooled Ge detector, the detector being cooled to liquid nitrogen temperatures to improve 

its noise performance16. The computer is used to set the required scan, control a lock-in 

amplifier, step the monochromator, and record the results. A programme was written in 

LabVIEW to carry out the experiment, and to produce a user friendly interface.

A typical PL spectra, taken at 77K is shown in Figure 3.9. The spectra is for an arbitrary 

sample that has been annealed for between 10 and 40 seconds in the RTA. The PL spectra 

have been normalised so that the overlap between the spectra can be easily seen. The 

FWHM for the spectra are approximately 30 meV, and it remains relatively constant as the 

intermixing progresses. The FWHM is dependant on, amongst other factors, the interface 

roughness of the QWs. If the intermixing process is uniform across the wafer, and is not 

depth dependant we would expect that the FWHM remains constant during intermixing.
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Figure 3.8. Experimental set-up used to perform  photoluminescence measurements on

samples at liquid nitrogen temperanire.
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Figure 3.9 Typical PL spectra (77 K) obtained using the above m easurem ent technique.
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The energy shift between the as grown sample and one annealed for 40 seconds is 80 meV, 

it is important to note here that the overlap between the two PL spectra is very small, 

therefore PL emitted from the as grown sample can only be very weakly absorbed into the 

intermixed sample. This condition is required in order to produce a low loss waveguide by 

ED.

3.4 Annealing Process

Two annealing processes have been used in this thesis: conventional furnace annealing 

used for long anneal times, and rapid thermal processing used for anneals that last for less 

than 3 minutes.

3.4.1 Conventional Furnace Annealing

The first technique, conventional annealing, was used extensively in previous work17, and 

uses the simplest equipment. A sample is placed in a graphite boat, which, in turn, is 

placed in a silica tube. A thermocouple is embedded in the graphite boat to record the 

temperature. An electric furnace is used which is run up to the required annealing 

temperature whilst the sample is well away from the heat source. Zero grade nitrogen is 

passed through the apparatus at all times.

Once the oven has settled at the required temperature, the graphite boat containing the 

required samples is placed in the centre of the oven, still with zero grade nitrogen flowing 

over the sample, and the temperature of the boat is monitored with the thermocouple. 

Typically the boat requires 15 minutes to reach its equilibrium temperature. Once the 

sample has reached the target temperature the anneal time starts.

The major problem with this technique is that because of the relatively slow heating cycle, 

large errors in the anneal time are introduced for anneals shorter than 10  minutes.
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3.4.2 Rapid Thermal Processing

Rapid Thermal Processing is a technique suitable for annealing samples for typically less 

than 3 minutes. A Jipelec FAV 4 system was used.

The FAV 4 system contains a water cooled chamber where the samples to be processed are 

placed. The samples are placed on a graphite susceptor. The chamber is heated via 12 

tungsten lamps that are controlled via a dedicated computer; control signals for the 

temperature are taken from either a thermocouple in the range 100-400°C, or a pyrometer 

in the range 400-100CTC.

The great advantage of this system over the conventional annealing furnace is the rate at 

which a selected temperature can be achieved; the ramp-up rate is 700°C s_1, whilst the 

ramp-down rate is 350°C s-1. The disadvantage is that long anneals are not possible, due 

to excessive wear on the heating elements.

The heating and cooling process as mentioned above are controlled by a dedicated on

board computer which allows a programme of several heating and cooling cycles to be 

carried out. A typical single heating and cooling cycle used is:

1. Purge the chamber for 2 minutes.

2. Ramp up to 700°C in 15 seconds with 20 seem of zero grade nitrogen flowing 

through the chamber.

3. Hold at 700°C for 30 seconds (20 seem of zero grade nitrogen)

4. Cool to room temperature in 15 seconds (20 seem of zero grade nitrogen)

5. Purge the chamber before opening to the atmosphere.

3.5 Results

The following sections contain the results of a series of experiments that were carried out 

to investigate the disordering by F IID, of InGaAsP/InGaAs MWQ structures.
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Section 3.5.1 shows the effect of varying the fluorine concentration on the bandgap shift, 

at a fixed temperature, for anneals in the RTP for up to 60 seconds.

Section 3.5.2 show the result of annealing in a conventional anneal furnace for 30 minutes 

for temperatures between 500°C and 750°C.

Section 3.5.3 shows results of rapid thermal processing for 30 seconds at temperatures 

ranging from 650°C to 750°C.

Section 3.5.4 shows the results of annealing wafers in the RTP at 700°C and 750°C for 

between 20 and 50 seconds.

Section 3.5.5 provides a summary of the intermixing process so far.

A detailed description of the wafers used is given in Appendix A. Unless otherwise stated, 

after implantation the samples were coated with a 1 0 0 0  A layer of SiC>2 to protect the 

surface of the wafer.

3.5.1 Concentration vs. Anneal Time

The following experiment was carried out using a wafer with four 100 A QWs and an 

undoped upper cladding region of 1 (im (E242). The aim of the experiment was to identify 

the optimum implant concentration for disordering. Samples were implanted with 

different doses of fluorine into the QW region with doses ranging from 1013 cm -2 to 

1015 cm-2, and annealed at 700°C for 10 to 60 seconds. One sample was implanted at a 

reduced energy (0.5 MeV) so that the impurity did not enter the well layers but damage is 

caused in the upper cladding regions of the wafer.

As can be seen from Figure 3.10 the implant concentration for maximum energy shift18 is 

around 1 0 18 cm-3, corresponding to an implant dose of 1 0 14 cm -2 at an implant energy of 

0.9 MeV. A higher concentration of implant inhibits the disordering process as shown by 

the open diamonds of Figure 3.10. Implanting so that the fluorine does not enter the QWs 

results in a red shift, or at best a small blue shift under the annealing conditions studied
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Figure 3.10 Sample E242 annealed with different concentrations o f fluorine for anneal 

times o f 20 to 60 seconds at a temperature of700°C.

3.5.2 Conventional Annealing for 30 minutes

The effects of F ED were investigated in the conventional anneal furnace using a sample

containing four 100 A InGaAs QWs with an undoped InP upper cladding region (A2261). 

The wafer was implanted to obtain an implant concentration of 5x1017 cm -3 and annealed 

for 30 minutes in the conventional annealing furnace at temperatures of between 550°C 

and 750°C.

Boron was also investigated as a possible impurity for IID at this stage; boron is also

expected to be a neutral impurity at room temperature.

The tluorine implanted samples show a significant blue shift, as observed in Figure 3.11, 

with a maximum recorded shift of nearly 100 meV at 750°C. Boron implanted samples 

show a significant red shift for all but the lowest temperature anneals. The control samples
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highlight a significant problem with this technique: large blue shifts are observed in all 

annealed samples, this being due to the poor thermal stability of this material system.

As a result of these measurements, work- was carried out at BNR Europe Ltd. in order to 

explain the thermal instability and to try to improve it. A paper has been published on 

their initial findings19. Rather unexpectedly it was found that substrates containing a high 

etch pit density (indicating defects in the crystal structure) would inhibit intermixing and 

thus provide a more stable QW structure. The explanation put forward was that 

dislocations on the substrate extend during growth of the epilayers, so that the dislocation 

density of the epilayers is similar to the substrate. On annealing these dislocations provide 

a sink for the point defects at the surface of the wafer that provide the means for 

interdiffusion. The positive effect seen by the high etch pit density is rather controversial 

since defects in a crystal are generally unwanted since they produce undesirable effects in 

semiconductors such as dark spots in QW lasers, and catastrophic damage of a device.
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Figure 3.11. Sample A2261 annealed in the conventional furnace fo r  30 minutes, between

550 aC and 750°C.
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3.5.3 Rapid Thermal Processing (fixed time)
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Figure 3.12. A2409 annealed in by rapid thermal processing with B and F at a 

concentration o f cm'3 for 30 seconds.

In order to try to minimise the effects of thermal instability in unimplanted regions, a rapid 

thermal treatment was investigated.

Figure 3.12 shows the results of annealing samples of a four 100 A MQW structure, with a 

1 pm upper cladding (A2409), in the RTA for 30 s at temperatures between 650°C and 

7650°C. At 700°C, a shift of 40 meV is obtained with very little shift in the control, or 

unimplanted material. Annealing above this temperature causes significant blue shifts in 

the control material. The boron implanted samples again show a red shift, as was observed 

in Section 3.5.2.
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3.5.4 Rapid Thermal Processing (fixed temperature)
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Figure 3.13. Sample A2409 implanted with B and F to a concentration o f 10l8cmr3 and

annealed at 700°C for 20 to 50 seconds.

Figure 3.13 shows a set of results for the same QW structure as in Section 3.5.3, A2409, 

with anneals carried out at 700°C for between 20 and 50 seconds. A gentle increase in 

bandgap is observed for fluorine implanted samples with an almost constant 40 meV 

bandgap difference between samples implanted with fluorine and the control samples.

Figure 3.14 shows the result of annealing a similar wafer to that of the previous results, 

A2262, at 750°C. Although a larger blue shift is obtained in the fluorine implanted 

samples, than with anneals at 700°C, a large blue shift is now present in the control 

samples.
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Figure 3.14 Sample A2262 implanted with fluorine and Boron and annealed at 750°C 20

to 40 seconds.

The red shift observed for the shallow implant is similar to that observed with boron 

implantation. In the case of boron implantation it was suggested that the disordering was 

due to the creation of damage in the structure, not the presence of the B implant, this 

suggests further that the two processes producing the red shift are caused by damage and 

the increase in group III diffusion over that of group V.

3.5.5 Summary

The desired effect is to anneal a sample containing fluorine and have a resulting blue shift 

in the PL emission, and at the same time to be able to anneal a sample that is as grown, 

under the same conditions as the implanted one, with no change in the wavelength of the 

PL emission. This is almost achieved when annealing at 700°C for 30 seconds in the rapid 

thermal processor. Certain wafers do have a reduced thermal stability, which results in a 

greater shift of the control samples, but this is nominally less than 5 meV. In Chapter 4, the 

effects on the thermal stability with different dielectric caps is investigated. It was hoped 

that a dielectric cap would increase the thermal stability of the wafer, enabling the anneal

50 T 

40 -- 

30 -- 

20 - -  

10 - -  

0

jz
GO

OJ3 
(—

“  -10 z
-20 - -  

-30 --

5

■ Control 

□ F Implant 

♦ B Implant

20

-78-



temperature for fluorine implanted samples to be increased, and to therefore increase the 

amount of disordering in the wafer.

3.6 Theoretical Model of the Diffusion Process

The diffusion model used here to predict the diffusion coefficient of the disordering

process makes the following assumptions,

1. The diffusion coefficients of the constituent atoms are the same,

2. Any lattice mismatch is ignored during diffusion so the effects of strain can be

ignored,

3. The diffusion coefficients are taken to be concentration independent.

3.6.1 Fick’s Law of Diffusion

Fick's laws of diffusion are based on the hypothesis that the rate of transfer of diffusant 

across a unit area is proportional to the concentration gradient in the direction of diffusian. 

The first law is simply a mathematical representation of the above statement,

F = - D —  (3.14)
dx

where F is the amount of diffusant crossing unit area in the ^-direction per unit time, D is 

the diffusion coefficient, and C is the concentration of diffusant at x. By considering 

diffusion through a unit volume and using Equation 3.14, Fick's second law can be 

derived,

i r  = D T ?  (3 I5 )at ox~

where t is time. Equation 3.15 is for diffusion in the ^-direction only, but because we are 

considering diffusion across a quantum well this equation can be used; diffusion in the 

plane parallel to the quantum wells has no effect on the effective bandgap of a MQW 

structure. A solution to equation 3.15 is,

-79-



(3.16)

where A is an arbitrary constant. Equation 3.16 represents diffusion from an infinite 

source at x=0, the diffusion profile being symmetric about *=0. The total amount of 

diffusant in a cylinder of infinite length and unit cross section is given by the integral,

M being the total amount of diffusant which, as expected, is constant and equal to the total 

amount of diffusant deposited at t - 0 and x=0 . Substituting Equation 3.17 back into 

Equation 3.16 we obtain,

which now represents the solution to the diffusion equation of a total amount of substance 

M deposited at a surface at t=0 and x=0.

In the case of QW structures (and in most practical situations), we are dealing with 

extended sources, but we can model this as an infinite number of line sources as in 

Figure 3.15.

(3.17)
= lA^fnD

-80-



Figure 3.15. An infinite number o f line sources o f thickness 5^ concentration C0.

Figure 3.15 shows an infinite number of line sources of thickness 5^ for *<0, the amount 

of diffusant per unit area in each strip being given by C0S .̂ The concentration of diffusant 

at point P from the highlighted strip is given by,

The total concentration at point P from the line source in the region -<» < x < 0 is 

calculated by integrating Equation 3.19 over this region. The result of the integration can 

be expressed in terms of the complementary error function (erfc),

Using the same procedure, the diffusion of a finite source into an infinite sink can be 

found, which is a good approximation to the diffusion of QW structures,

(3.19)

(3.21)

where the source is confined to the area - h <  x < h. The effect of barriers and multiple 

sources can also be taken into account by using superposition. For the case of a diffusion



barrier at a distance I and an infinite number of reflections off of this barrier the 

concentration profile is given by,

✓v \ C. f .h  + l n l - x  - h - 2 n l  + x \  n  ^
C M = T ^ r - w + e r f ^ v B r i  (1 2 2 )

Equation 3.22 can be used to model a series of wells a distance of 21 apart.

The concentration profile calculated using Equation 3.22 is used to calculate the potential 

profile across the diffused well in the following way;

1. The concentration profile of one of the constituent elements is calculated using 

Equation 3.22.

2. Using the relationship between bandgap and composition in Ref. 10, an energy 

gap profile is calculated from the result of step 1, above.

3. The conduction and valence band discontinuities are used to convert the energy 

gap profile into a valence and conduction band profile. From this profile the 

energy level of the diffused well can be calculated with different values of Dt.

3.6.2 Hyperbolic Secant Profile

An alternative diffusion profile, the hyperbolic secant profile20, has been considered when 

modelling the disordering process. This profile has the advantage over the error function 

profile in that it produces an analytical solution to Schrodinger equation and it is therefore 

much simpler to calculate the energy levels in partially disordered quantum wells. For the 

conduction and valence bands respectively, the hyperbolic secant profile is expressed as

K (z) = V„[l - s e c h 303z)] + £ s (z) (3.23)

V>.(Z) = V„[sech2()3 j) - l]  (3.24)

where,
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2 AE,
P = f  — (3'25)

Lz

and Vov and Voc are the steps in the valence and conduction bands respectfully. 

Equation 3.25 is obtained by setting the total number of diffusant atoms in the error 

function and hyperbolic secant profiles to be the same, as well as setting the height of the 

hyperbolic secant profile in the centre of the well to equal that of the error function profile 

at the same position. In this way, the hyperbolic secant can be made to approximate 

closely the error function profile for long diffusion times.
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0.18
0.16

_  0.14

« 0.12 
£

Err (Dt=0.2)
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0.04 
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z(A)

Figure 3.16. Comparison o f the hyperbolic secant profile (Hyp) and the Error Function 
Profile (Err) fo r  small Dt. The two profiles are significantly different, even though the two

wells have the same depth.

The formulation of these equations is discussed in greater depth in ref.21.

The hyperbolic secant profile and the error function profile converge for large diffusion 

times but, for small times, the hyperbolic secant estimates larger shifts than with the error 

function profiles22. Figure 3.16 shows an error function profile (solid line) and the 

hyperbolic secant profile (dashed line) for the same values of D t . It can be clearly seen 

for the small value of D t used (0.2), there is a large discrepancy between the curves.
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Figure 3.17 shows the same two curves as in Figure 3.16, except D t, is now one hundred 

times larger (Dt=20), and the curves are now starting to converge.

Finally, the effect of the difference in well shape for the error function and hyperbolic 

secant profiles on the bandgap can be clearly seen in Figure 3.18. For large Dt, the 

bandgap converges for the two profiles, however, for small D t, i.e.<5, there is a large 

difference. In practice the energy shifts due to disordering, as seen in Section 3.5, are 

expected to be in the order of 40 meV; from Figure 3.18 it is clear that the error function 

profile will be most appropriate for modelling the diffusion process, even though the 

calculations will be numerical as discussed above.
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Figure 3.17 Comparison o f  the hyperbolic secant profile (Hyp) and the Error Function 

Profile (Err) for large Dt. The two curves are approximately equal
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Figure 3.18. Energy shift vs. D t fo r  the error function profile and hyperbolic secant 

profile.

In Figure 3.18 the curve marked 'Err' is the error function calculated numerically, 'Hyp' is 

the hyperbolic profile calculated with the same numerical method as the 'Err' profile, and 

'Hyp. (Analytical)', is the hyperbolic profile calculated by an analytical process.

3.6.3 Diffusion Coefficients from Experimental Results

The curve calculated in Figure 3.18 for the error function profile, can be used to find the 

diffusion coefficients for a given energy shift at different temperatures and times. A curve 

was calculated for each wafer investigated and was used as a look-up table.

Figure 3.19 shows the diffusion coefficient of samples containing 100 A InGaAs QWs 

(A2409) implanted with fluorine at a concentration of 1018 cm-3 and annealed at 700°C 

for between 20 and 50 seconds (Section 3.5.3). The model in the previous section does not 

predict a red shift for any part of the diffusion process. This is because the system is 

assumed to remain lattice matched to InP. As observed in Figure 3.4 a red shift can only 

occur if the group III interdiffusion is taking place quicker than group V diffusion.
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Figure 3.19. A2409 diffusion coefficient calculated assuming diffusion produces a well

that has an error function profile.

Figure 3.20 is an Arrhenius plot of diffusion coefficients calculated by the above technique 

for wafer A2409 annealed at various temperatures (650°C to 750°C) for 30 seconds. The 

Arrhenius plot gives information concerning the activation energy for the diffusion 

process23 and is equal to the gradient of the curve multiplied by -1. Dc is the diffusion 

coefficient for the control sample, Df the diffusion coefficient for the fluorine implanted 

sample.

The activation energies are therefore 79 meV for the fluorine implanted samples, and 

206 meV for the high temperature control samples, and 87 meV for the lower temperature 

control samples. A straight line indicates a linear process is involved with the disordering.
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Figure 3.20 An Arrhenius plo t fo r sample A2409 annealed fo r  30 seconds 

3.7 Summary

Rapid thermal processing, as opposed to annealing in a conventional furnace, has been 

shown to significantly improve the disordering properties of InGaAs/InGaAsP with the 

neutral impurity, fluorine. The diffusion coefficient of the material has increased typically 

from 1017 cm2 s-1 to 1015 cm2 s*1, for anneals at 700°C resulting in energy shifts of 

50 meV in the implanted samples with very little alteration to the as-grown bandgap in 

unimplanted samples heated by the same process. Larger blue shifts of up to 100 meV are 

observed in fluorine implanted samples; however, the higher temperatures required cause 

thermal intermixing in unimplanted material, which is an undesirable effect.

Boron implants have been shown to cause red bandgap shifts, due to intermixing on the 

group three lattice site only, compared to diffusion on the group III and V lattice sites with 

the fluorine impurity induced disordering process. The subsequent blue shifts observed in 

Figure 3.11 can be explained by the thermal diffusion effects becoming greater than the 

effect of boron on the interdiffusion process.
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A proportion of the change in bandgap observed in fluorine implanted samples is likely to 

be due to damage caused in the crystal by the ion implantation process. In Figure 3.11, 

the change in energy of the fluorine implanted samples is increasing at the same rate as the 

change in energy in the unimplanted samples, for 30 minute anneals. This observation 

suggests that an initial energy shift is caused by a combination of ion damage and impurity 

induced disordering but, at temperatures over 650°C the effect observed is probably 

thermal. A high diffusion rate of the fluorine impurity in the wafer would explain this, 

since as the temperature of the anneal increases the diffusion of fluorine out of the well 

region will increase and the effect of fluorine on the III-V interdiffusion rate will decrease. 

The results shown in Figure 3.10 also support this argument since the anneals shown here 

are for between 20 and 50 seconds only; fluorine has less chance to diffuse out of the QW 

region, and there is a greater rate of change in energy shift with time for the shorter 

anneals than with the longer times.

From the estimations of the diffusion coefficients made in Section 3.6.3 a linear process is 

seen for Fluorine implanted materials (Figure 3.20) suggesting a linear process is involved 

in the disordering technique. The thermal diffusion process does however appear to be a 

two stage mechanism, since the Arrhenius plot has two straight line segments. An 

explanation for this is that the group E l species have a higher activation energy than the 

group V species.
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Chapter 4 

Thermal Stability and Effects of Dielectric Caps

4.1 Introduction

In Chapter 3 fluorine was shown to increase the overall diffusion coefficient of the 

InGaAs/InGaAsP based QW structures, leading to a widening of the material's bandgap in 

fluorine implanted regions. The major problem of the thermal instability of the QW 

structures observed in unimplanted regions was reduced by using Rapid Thermal Processing 

(RTP) as opposed to long anneal times in a conventional annealing furnace; however 

disordering is still observed in unimplanted regions at temperatures over 700°C.

In this Chapter the effects of different dielectric caps on the thermal stability of the QW 

structure are investigated. The aim was to try to find a cap that would reduce the bandgap 

shift of unimplanted QWs. Silica caps have previously been shown to enhance the 

intermixing process in the GaAs/AlGaAs system as described in Chapter 2, with silicon 

nitride and strontium fluoride acting as inhibitors to the diffusion process. It was therefore 

decided to investigate the properties of the above mentioned dielectric on the 

InGaAs/InGaAsP based QW structure.

Photoluminescence was used to monitor the bandgap shift of the samples as reported in 

Chapter 3. The analysis technique reported in Chapter 3 was again used to estimate the 

diffusion coefficients.

4 .2  Experim ents

Three types of dielectric cap have been used in this Chapter: silica, strontium fluoride, and 

silicon nitride. The following sections are arranged as;

Section 4.3: The effect of silica caps is investigated on three wafer structures, with

different QW configurations.
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Section 4.4: Tensile silicon nitride and nominally unstrained silicon nitride are investigated

along with the effects of repetitive thermal processing. Samples coated with 

strontium fluoride are also processed.

4 .3 . Effect of SiC>2

A set of experiments was designed to investigate the effect of silica caps on 

InGaAsP/InGaAs QW structures. The silica was deposited by plasma deposition. Three 

material structures were used to see the effect of varying the width of quantum wells, and 

strain in the quantum wells on the intermixing process. For each wafer five samples were 

used with different configurations;

1. Both sides of the samples were coated with 1000 A of silica.

2. The top of the sample was coated with 1000 A of silica.

3. Both sides of the sample were coated in 1000 A silica and annealed in a Si box.

4. The top of the sample was coated with 1000 A of silica and annealed in a Si box.

5. No silica and no Si box.

The three wafers used were;

E791 with 90A unstained QWs with a RT PL peak of 1.45 |Lim,

E795 with 30 A strained QWs with a RT PL peak of 1.46 (im, and 

E799 with unstained QWs with a RT PL peak of 1.3 fim. For a detailed description of 

the materials used see Appendix A

4 .3 .1  Wafer E791 Anneal Results

Material E791 is a laser structure as indicated in Appendix A that contains unstrained 90 A 
quantum wells. This structure is typical of many used for the fabrication of semiconductor 

lasers emitting in the 1.55 |im regime.
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Figure 4.1. E791 thermal stability tests at 750°C, 700°C and 650°C with various silica cap

configurations and Si encapsulation.

Figure 4.1 shows the energy shift obtained when annealing the samples at 750°C, 700°C, 

and 650°C in the RTP. No difference in the energy shift is observed in structures coated 

with or without silica, therefore encapsulation does not seem to affect the disordering 

process. Samples which were annealed with silica on the surface did, however, retain a 

good morphology, especially for the higher temperature anneals whereas samples without a 

protected surface would often be damaged by the thermal processing.

Figure 4.2 shows the corresponding diffusion coefficients for the thermal processing. The 

slight red shifting observed in the samples that were annealed at 650°C cannot be explained 

with the simple diffusion model used in Chapter 3. For these samples a diffusion coefficient 

cannot therefore be calculated.

750°C

700°C
650°C
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Figure 4.2 Diffusion coefficients calculated from experimental results and the theoretical

calculation.

4 .3 .2  Wafer E799 Anneal Results

The material structure E799 has a room temperature photoluminescence peak of around 

1.3 (im, with unstrained 30 A quantum wells. This structure was grown so that the same 

well size as samples E795 could be investigated, with the same material composition as 

structure E791.
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Figure 4.3 . E799 thermal stability tests at 750°C, 700°C and 6 5 0 °C with various silica cap

configurations and Si encapsulation.

Figure 4.3 shows the thermal diffusion of sample E799 with the same conditions as the 

results shown in Figure 4.1 Although the maximum shifts appear to be very similar in size 

there are two differences with this set of results.

1. The spread of results at higher temperatures indicates that with, smaller quantum 

wells, the diffusion process is more sensitive to temperature. The sample enclosed in 

a silicon box would presumably reach equilibrium temperature more slowly than the 

other samples: in the results the samples in the silica box show a lower energy shift.

2. At the lower temperature anneals, the red shift is much more prominent. A red shift 

is most likely to be due to preferential diffusion of group III elements i.e. indium 

diffusing into the wells and gallium out of the wells. This is interesting since it

-95-



indicates that the Group III species are the first to start disordering, but at higher 

temperatures disordering of the Group V elements begins, and a blue shift results. 

Due to the composition of the structure the photoluminescence peak is bound to show 

an overall blue shift after complete intermixing (approximately 130 meV).
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Figure 4.4 Energy shift vs. anneal time for E799 samples with and without coatings o fS i02  

at 600°C, 700°C and 750°C. E799 contains 30 A  InGaAs quantum wells.

Figure 4.4 shows the diffusion coefficients calculated using the method described in Chapter

3. Again the red shift was not explained with the model so a diffusion coefficient could not 

be calculated for anneals resulting in a red shift.

Figure 4.5 shows the set of photoluminescence curves measured from samples of wafer 

E799 annealed at 650°C for up-to 90 seconds. The 20 to 30 meV red shift observed was an
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unexpected result, even though smaller red shifts had been observed in wafer E791 (90 A 

QWs). The increased red shift can be explained by the fact that the QWs in wafer E799 are 

30 A instead of 90 A as in wafer E791. The reduced thickness of the well material would 

mean that less group III diffusion would be required to reduce the bandgap of the well 

section, observed as a reduction in the PL emission energy.

70 s anneal

90 s anneal

/ /

'/v
1200 1250 1300 1350

Wavelength (nm)

1400 1450

As Grown ------------------ 1 0 s

- - 4 0  s  ---------------- 5 0  s

  2 0  s

 7 0  s

30 s  

90 s

Figure 4.5 PL curves showing the red shift indicated in Figure 4.3.

4 .3 .3  Wafer E795 Anneal Results

Figure 4.6 shows the effect of annealing a sample with the same well thickness as wafer 

E799, but with the same well composition as wafer E791. A relatively large red shift is also 

observed in this wafer when it is annealed at 650°C, although the shift in energy is smaller 

than that observed in wafer E799. This result suggests that the strain in the structure is 

slowing down the group III intermixing process since there is a larger chemical potential 

across the well barrier heterointerface in wafer E795 than in wafer E799; a larger potential 

difference would suggest that a greater change in energy is possible in the well material.
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The diffusion coefficient has not been calculated for structure E795, the effects of strain on 

the energy level in the disordered structure have not been taken into account. In order to take 

these effects into account the diffusion properties of each atomic species in the structure 

would have to be known.
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x: cn
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100
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□ Both sides coated with Silica.
A Top side coated with Silica. ^50 C
■ Both sides coated with Silica in Si b o x . ................  700°C
A Top side coated with Silica in Si box. ________  650°C
o No Silica and no Si box, controle.

Figure 4.6 E795 A Strained Structure.

4 .4 . Silicon Nitride Caps

The following set of results compare the effects of silicon nitride caps with silica and 

strontium fluoride, on various QW laser structures. The diffusion effects are investigated 

when annealed by RTP, and a simple oxide stripe laser is tested that has been bandgap 

shifted using a silicon nitride cap.



Silicon nitride has been shown to intermix InGaAs/InP QW structures previously by 

Miyazawa et al1. A 55 nm wavelength shift of the QW structure was obserevd bewteen a 

sample coated with silicon nitride and one that was uncoated but otherwise processed in the 

same way, however, the uncoated sample also bandgap shifted by approximately 40 meV. 

The extra 40 meV shift is undesirable, for most situations.

The effects of strontium fluoride on the intermixing rate are also investigated in this section. 

Strontium fluoride has been shown by Beauvais et al2 to increase the thermal stability in 

GaAs/AlGaAs; this would be a desirable effect in the InP based quaternaries since it would 

allow for larger bandgap shifting in unprotected areas.

Silicon Nitride
50 --

—  Stronium 
Fluoride

Control

x:oo 20 - -

<D
!§ 10 -

800700 850500 550 600 750650
-10 -L

Anneal Temperature (°C)

Figure 4.7 E269 30 second anneals with different 1000 A  o f dielectric capping layers. The

control sample had no dielectric cap.

Figure 4.7 shows a comparison between samples of E269, containing 4 100A InGaAs 

QWs, coated with either silicon nitride, strontium fluoride, or with no cap. Up to around 

750°C there is no significant difference in the behaviour of the three dielectric caps. Above 

750°C, however, it is clear that silicon nitride is causing an increase in the diffusion 

coefficient in the QW structure. Although it was shown by Beauvais et al that strontium
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fluoride can increase the thermal stability of GaAs/AlGaAs structures, unfortunately this is 

not the case in the InGaAsP/InGaAs system.
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°  Control

25 -

> ■ Silicon Nitride
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10 20 30 40 50 60
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Figure 4.8. Wafer E288 annealed at 700°C for between 20 and 60 seconds with a 1000 A  

dielectric caps o f either silicon nitride or silicon oxide.

To take advantage of the large shifts produce by the silicon nitride caps conditions must be 

found where disordering can be confined to specific areas. Figure 4.8 shows that for short 

anneals, it is possible to produce a modestly large shift of 15 meV in the PL peak for silicon 

nitride capped structures with only a relatively small shift in silica or uncapped structures of 

around 2-3 meV, i.e. a difference in bandgap of around 12 meV. Figure 4.9 shows the 

diffusion coefficients for the experimental results shown in Figure 4.8, calculated in the 

same manner as described in Chapter 3.
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Figure 4.10. Combine Nitride Results at 700 °C.

70 80

The main problem with this type of disordering is the spread of results which, for small 

overall shifts can be a serious problem. Figure 4.10 and 4.11 show a summary of several 

experiments run to Find the reproducibility of the energy shifts. From these results it is clear 

that nitride causes an increase in the disordering process for short anneal times, whilst oxide 

has little effect, but the spread is typically between 5 and 10 meV.

-101-



>o
E

oo

25 T 

20 -

15 -

^  10 - -  CO +u><u c  
W

5 +

0

°  Control 

♦  Silicon Oxide

o
♦
o

9
9

%
O

o
§
♦
o
♦

0 10 20 30 40 50

Annel Time (Secs.)

♦
o
♦

O
♦

60 70
H
80

Figure 4.11 Combined Oxide and Control results at 700 °C.
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Figure 4.12. Room Temperature PL E795 @ 800 °C.

Figure 4.12 shows room temperature PL results for anneals on the strained narrow welled 

structure E795. The energy shifts observed here are larger than those seen in previous 

experiments: this is due to the thin wells and the elevated anneal temperature of 800°C. It
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can be seen that silicon oxide appears to be suppressing the intermixing process compared to 

uncapped samples. Also on this sample two alternative nitride layers were investigated, the 

first being a conventional structure which produces only a nominal strain on the surface of 

the sample at room temperature, the second deposited in such a manner as to produce tensile 

strain (1%) on the sample surface at room temperature. The different strained dielectrics 

were used to see if strain caused by the nitride layer is responsible for the intermixing 

process.

Figure 4.13 show the results of samples annealed at 750°C with the same dielectric caps as in 

the previous Figure. These results again demonstrate that the nitride strain appears to have 

little effect on the disordering process, and that the oxide layer appears to have the effect of 

reducing the disordering especially for very short diffusion times.
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Figure 4.13. Room Temperature PL E795 @ 750°C.

4 .5  Dielectric Cap Disordered Lasers

A sample of wafer E795 was disordered using a silicon nitride cap and annealed for 

5 seconds at 750°C. A 75}im oxide stripe laser was fabricated out of the disordered material 

as well as the as-grown material to see how the characteristics of a laser that had been
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bandgap shifted altered from the as-grown case. The fabrication technique used for oxide 

stripe extended cavity lasers is covered in Chapter 7.
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Figure 4.14. Laser characteristic o f disordered and non disordered device.

The graph in Figure 4.14 shows that a remarkably low difference in threshold current is 

achievable with a disordered laser structure. The as-grown sample has a threshold current 

of 0.75 A whereas the disordered laser has a threshold current of 0.85 A. The 

measurements were taken as in Chapter 8.
9 T

7 --

S  6 -  
<  5 -

U iO
£ 4 -Q
Q-

3 --

2 -

1.54 1.55 1.56 1.57 1.58 1.59

Wavelength (qm)

Figure 4.15. Spectrum o f as-grown sample 75pm oxide stripe laser at 1.5 AJ
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Figure 4.16. Spectra o f laser disordered with Silicon Nitride. 1.5 A drive current.

Even though the wavelength of operation has been shifted by approximately, 56 nm 

(30 meV) from 1.565 |im to 1.509 Jim, the threshold current has only increased by 

100 mA (12%).

This technique for widening the bandgap of QW structures will not be a good technique to 

produce passive waveguides because the structure remains electrically active, however this 

does appear to be a good method for changing the wavelength of operation after growth, also 

for applications where electrical activation is required but not lasing action e.g. modulators.

4 .6 . Conclusions

• Silicon nitride can be used to disorder QW structures. Selective disordering occurs 

for anneal time less than 5 seconds at 750°C. Annealing above this temperature will 

cause the silica capped structures to thermally disorder, as will annealing for longer 

times at 750°C. Oxide stripe lasers have been fabricated from material that has been 

disordered by thermal treatment with a silicon nitride cap, as shown above.

The dielectric disordering process appears to be a relatively weak process. It is most 

effectively employed on laser structures containing thin quantum wells, with or 

without strain.
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• The strain in the silicon nitride caps, at room temperature, used in this section 

appears to have little effect on the intermixing process.

• Structures disordered using silicon nitride caps followed by thermal processing 

maintain good optical and electrical characteristics as evidenced by the characteristics 

of bandgap shifted lasers.

• Unlike the GaAs and related systems, a silica cap does not enhance intermixing in the 

InGaAsP material system. Little effect has been observed with the silica caps except 

for an improved surface morphology after annealing at temperatures over 700°C, 

when compared to the surface of samples annealed with no cap.
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Chapter 5 

Design and Fabrication of Single-Mode Waveguides for 
Fabry-Perot Loss Measurements

5.1 Introduction

The design and fabrication of a single-moded waveguide structure is described in this 

Chapter. Although the aim of this part of the work was to produce a single mode ridge 

waveguide suitable for Fabry-Perot loss measurements (Chapter 6), the principles could 

equally well be applied if the structure was to be a single transverse mode laser.

In this Chapter an introduction to waveguide theory will be given, followed by a brief 

description of the two programs used to design the waveguides. The two computer 

programs used are called Fourlay and FWave. Fourlay is a program written by B.Bhumbra 

of this Department, and adapted by the author, which calculates the mode depth and slab 

refractive index in a structure containing up to four layers. Fourlay can also used to model 

two dimensional confinement using the effective index method. FWave, written by 

M.R.S. Taylor also of this Department, uses a finite difference model to solve the vector 

EM equations of ridge structures containing multiple layers. Results are presented from 

both programs and an explanation of the fabrication process is given.

5.2 The Slab Waveguide

This section gives a brief introduction to waveguide theory for slab waveguides. For a 

more detailed treatment, the reader should refer to the references included in the following 

section. The slab structure is very important in the realisation of optoelectronic devices: it 

is from a slab that many different devices are fabricated. First the three layered slab is 

introduced due to the simple nature of the analysis, this is followed by the extension to a 

four layered structure which is of more general interest.
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5.2.1 The Three Layered Slab

Figure 5.1 illustrates a slab waveguide. It consists of three layers of a dielectric where

nl < n l > n 2, (5.1)

nt is the refractive index of layer /.

In Figure 5.1 a slab waveguide mode exists when the secondary plane wave i.e. the wave 

after two reflections, is in phase with the primary wave. The condition required for this is 

easily found and will be briefly outlined.

Upper CaddingSecondary
Wave

Primary
Wave

x —h

Guide

x = 0

nx < n2 > n2 Lower Cadding 

-------------------- Ax

Figure 5.1. A three layered slab waveguide used to model light propagation.

At the n2/n { and the /i2/n 3 interfaces the plane wave is totally internally reflected. This 

leads to a purely phasor Fresnel reflection coefficient1 with a phase change denoted by (f>{ 

and </>, respectively. As well as the phase change due to total internal reflection, there is a 

phase change of n2kl which is due to the propagation of the plane wave a distance I ; this 

can be related to the waveguide thickness (h) by simple geometry,

/ = 2/zcos(0), 5.2
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where 0  is the angle between the waveguide normal and the direction of propagation of 

the plane wave, and k is equal to 2  7r/A0 where X0 is the free space wavelength of the

light. If the total phase shift after two reflections is equal to a multiple of 2k , then the 

primary wave and secondary wave will add in-phase which results in the propagation of a 

guided wave. This is expressed in Equation 5.3,

2n2khcos(9) + (px + <j)2 = 2qK (5.3)

where q =0,1,2,3... This is commonly referred to as the Characteristic Equation of the 

waveguide. The solution of Equation 5.3 leads to the modal refractive index and 

propagation constant2’3 of the guided modes. Substituting the Fresnel reflection 

coefficients in Equation 5.3 yields,

n2khcos(0) -  tan -i ,n3 cos(0 3)
1 /12 COS(0)

-  tan -i c o s ^ )
cos(0 )

= qrc, (5.4)

where the phase changes ^  and (p2 have been written out in full for the TE mode. The 

Fresnel reflection coefficients of the TE and TM modes are derived in ref4. For the TM 

modes Equation 5.4 becomes

/i2£/zcos(0 ) - ta n -i cos(0 3)r —---- -—-
« 3 COS(0)

-  tan -i n2 c o s ^ )  
nx cos(0 )

= qn. (5.5)

A recap of Snell's law shows that cos(03) is negative and imaginary since total internal 

reflection is assumed to be taking place. Snell's law is

A?2 sin(0 ) = «3sin(0 3). (5.6)

The largest real value of s i n ^ )  is 1; the largest angle of incidence before total internal 

reflection occurs is therefore,

sin(0 ) = —  = sin(0 c) 
n,

(5.7)

where 0. is the critical angle. If 0 is greater than the critical angle, Snell's law implies 

that sin(0 , ) must be greater than 1 . which can only happen if 0 , is complex i.e. the field
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does not propagate into the cladding. Instead it is said to be evanescent, decaying 

exponentially. So using the relation,

For small differences in the refractive indices of the slab layers n j n 2 ~ n2/nx and 

122/n2 = n2/n2, Equations 5.4 and 5.5 are approximately equal which means that we can

use either equation to find the effective index of TE and TM modes. This is the Scalar 

Approximation.

A more useful structure than the three layered waveguide is the four layered waveguide. 

This is the general type of structure used in this thesis: the bottom layer is the lower 

cladding, the second layer the active region (itself being made up of many layers), the third 

the upper cladding layer and finally the air. We have to take into account the air layer here 

because, when a ridge waveguide is fabricated, we can no longer assume that the field in 

the upper cladding layer decays to zero, especially in the regions on either side of the ridge 

where the upper cladding is sometimes completely removed. Hewark et al5 have analysed 

four layered structures, the characteristic equation becoming,

+qn

where qi is a term which enables the same equation to be used for TE and TM modes (not 

the scalar approximation)

(5.8)

and for s i n ^ )  > 1 ,

c o s ^ )  = cos (03) = -Im aginary. (5.9)

5.2.2 The Four Layered Slab

k.h = tan 1 - ^ L

, l A  e } 3 ( ̂ 3^3 + 4̂ * 4 ) e 3 3 ( 3̂^3 4̂ 4̂ )+ tan - r r ~,— :-------- ; : ~ r
* M3 ( *73*3 + n A  ) + * M3 ( 773*3 -  774*4 )

(5.10)
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77, = 1 : TE modes

T J i = \  '• TM modes
ni (5.11)

and cos(0 .) is replaced by kt = — cos(0 ,).

The roots of the above equation will thus yield the refractive index of any TE or TM mode 

of propagation for a symmetric or nonsymmetric waveguide. This is the equation solved 

in Fourlay.

Equation 5.10 is derived by applying the boundary conditions for the electric and magnetic 

fields i.e. the tangential components of E and H must be continuous at the interfaces.

5.3 The Ridge Waveguide

The theory of the previous section is exact. It is used to calculate the number of modes in 

a slab structure for pure TE and TM modes. Unfortunately we are not interested in the slab 

waveguide in most devices, instead we want to calculate the number of modes in a ridge 

type structure where there is both vertical and lateral light confinement. We are no longer 

dealing with purely TE or TM mode propagation: from the ray model it can be seen that E 

is no longer perpendicular to the direction of propagation (in the x direction) but will have 

components in the y and z directions also, the size of which depends on the exact trajectory 

of the ray. These components are generally much smaller than the component along the x 

direction, so the modes are referred to as being quasi-T E  and quasi-TM modes and can be 

approximated as TE and TM modes. There is no exact solution to the ridge waveguide 

problem as there is with the slab waveguide. There are, however, numerical calculations 

which can be performed to analyse ridge waveguide structures. The following two 

sections introduce the two techniques used to analyse ridge waveguides in this thesis; these 

are the effective index method and the finite difference method.
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5.3.1 The Effective Index Method

The effective index method (EIM ) 6’7 provides a quick and simple way of analysing a ridge 

waveguide or similar. The procedure is as listed below;

1. The ridge is split into three sections as illustrated in Figure 5.2; a central section, 

Region 2, containing the ridge, and two sections one either side of the ridge, Region 1 and 

Region 3.

2. Each section is taken to be a slab waveguide with upper cladding regions of 

thickness a in Region 2 and of thickness b in Region 3 and Region 1. Using the above 

theory, the waveguide index of each slab section can be calculated. If the quasi-TE mode 

is to be analysed the TE equations are used at this stage (an exact result is obtained here for 

the true TE mode of the slab).

3. The structure is now considered to be equivalent to a symmetric slab waveguide 

with refractive indices equal to the slab indices calculated in the previous step. This is 

where the approximation is introduced into the calculation. The TM mode equations are 

used at this point since we are looking at the waveguide in an orthogonal direction to that 

of step 2. The resulting effective index calculated here is that of the guided quasi-TE 

mode.

The approximation is very good for modes far from cut-off, but predicts that the mode will 

be cut-off under slightly weaker guiding conditions than that predicted by more accurate 

numerical solutions8. Either TE or TM calculations may be performed in steps 2 and 3 if 

the scalar approximation is being used. This is often a good approximation in 

semiconductor devices since the refractive index difference between layers is generally 

small.
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Figure 5.2 Ridge waveguide showing areas used in the effective index approximation.

5.3.2 The Vector Finite Difference Method

The finite difference method is a technique where the vector electromagnetic wave 

equation is solved by splitting the structure into a fine mesh. The calculation is very 

intensive of computational power and, although it produces more accurate results than the 

effective index method, it does take some time to run. The smaller the mesh size used, the 

greater the accuracy of the results, but the greater the computational power required! A 

good review of the design of waveguides can be found in reference9.

5.4 Waveguide Design

The following Section outlines the actual waveguide design procedure, using the programs 

Fourlay and FWave.

5.4.1 The Starting Material

The basic slab structure in which the ridge waveguide is to be designed has been described 

previously in Section 5.2.1. A problem with the techniques discussed above for analysing



the waveguide is that neither of them can cope with QW structures because they cannot 

deal with the quantisation effects on the refractive index. To overcome this problem, the 

QWs are replaced with an averaged layer. Figure 5.3 shows the simplification of the 

actual structure. Due to averaging of the material in the guiding region, removing the 

quantum well structure, we have introduced an approximation which must be kept in mind 

when analysing the results.

InGaAsP Guiding Layer hInP Cladding

n-type InP Substrate

0.26 |im

Figure 5.3 The simplified structure used to model a M QW  waveguide.

The model used to average the refractive index of the active layer is the weighted rms 

model10, for TE modes this is

_ _  \nl K + n l L b
TE i  k + h

(5.12)

whilst for TM modes it is,

nm ~
(Lw + Lb)nln;
nwLw +  nbLb

(5.13)

5.4.2 Fourlay Calculations

Fourlay calculates the effective index and mode depth of a four layered structure using slab 

waveguide mode theory. The program can be used to calculate the mode propagation 

coefficients in a ridge structure by using the effective index method described in Section 

5.3.1. To get a clearer picture of the behaviour of ridge waveguides, the program was
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modified to calculate the mode depth and refractive index as a function of ridge width and 

etch depth. The resulting data is readily converted to graphical form as can be seen below.

3.24

• sS f c t e S3.23

<D
T3aH-H 3.22
<u>

I  3.21U—i<D

3.19
0.90.8 10.6 0.70.3 0.4 0.50.2

Etch Depth (fim)

Figure 5.4 Results from  Fourlay showing the variation in effective index o f the SCH 

material structure with etch depth. The key to the graph is as follows

The broken lines correspond to the first order modes (TEqj), the solid lines to the zeroth-

order m odes (TEqq).-

The symbols correspond to different ridge widths as follows,

■ or n 5pm ridge

♦ or ^ 4pm ridge

▲ or A 3pm ridge

• or ° 2 pm ridge

Figure 5.4 shows the effect of varying the etch depth for various ridge widths for an InP 

upper cladding layer depth of 1 .0  jam and an averaged active layer thickness of 0.26 pm. 

The Refractive index of InP was taken to be 3.16886 and the index of the averaged
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InGaAsP was takm to be 3.4067. From Figure 5.4, it can be seen that the etch depth at 

which the first order mode (TEq i ) becomes cut-off for a 3 pm ridge width will lie

somewhere between 0.575 pm and 6.0 pm. This is only approximate because; firstly, the 

effective index approximation has been used, secondly, the scalar approximation has been 

used, and finally, the analysis has only been carried out for etch steps of 0.05 pm. The 

result is still useful, however, since it gives a good indication of the mode characteristics as 

the ridge width and etch depth are varied. A more accurate analysis is performed later 

using FWave.

Figure 5.5 shows the variation of mode width with the etch depth for various ridge widths. 

The graphs in Figure 5.4 and 5.5 can be used simultaneously to find the conditions for the 

ridge to be single-moded and to have reasonable confinement. It is important to have 

strong confinement in low loss guides to reduce scattering due to discrete defects11.

For example, a 3 pm ridge structure would be single-moded for etch depths up to 0.65 pm 

giving a minimum mode width of approximately 6  pm. A greater etch depth would cause 

stronger confinement of the zeroth-order mode, but the guide would also support the first- 

order mode. For a 2 pm ridge the guide would be single-moded up to an etch depth of

0.8 pm and have a mode width of approximately 3 pm, and again any further etching 

would increase the strength of the guide enabling it support two modes. So a compromise 

has to be struck between mode confinement and ridge width: in practice the narrower the 

ridge the more difficult it becomes to fabricate. Ridges of around 3 pm are relatively easy 

to make, but below this limit the task becomes much more difficult because problems start 

to occur due to the difficulty in producing a photolithographic etch mask.
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Figure 5.5 Results from Fourlay showing the variation in mode thickness o f the zero order 

modes o f the SCH material structure with etch depth.

5.4.3 FWave Calculations

FWave, written by MRS Taylor, uses a numerical finite difference technique to solve the 

vector EM equation. The program is limited because it is unable to handle thin layers and 

will therefore suffer from some of the same problems as Fourlay, however it will produce 

more accurate results for a given structure than the EIM. It is possible to develop the finite 

difference method by varying the mesh size across the structure allowing thin layers to be 

considered, however the effects of quantum confinement on the refractive index are still 

not being taken into account because it is not known exactly what these are. If the effect 

of quantum confinement on refractive index were known more accurately then this could 

be used in the program and the calculation would be improved.

Figures 5.6 and 5.7 show two contour plots of the electric field calculated by the program 

for a guide of the same structure as Figure 5.3. Figure 5.6 shows the zeroth-order TE
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mode, and Figure 5.7 the first-order TE mode. The zeroth-order mode has a modal 

refractive index of 3.23306 according to FWave, but 3.23091 with Fourlay, the difference 

being due to the approximations inherent in the EIM. A similar discrepancy is seen for the 

first order mode, FWave giving a waveguide index of 3.2202 whilst Fourlay gives 

3.21739.

Due to the length of time required to run FWave, it has been found that the best way to use 

the program is to find approximately the design of waveguide from Fourlay and then, if 

further accuracy is required, use FWave.

Plot of horizontal field com ponent.

Ridge width = 2 .5  f/m Ridge depth = 0 .8  ijm
InP Thickness = 1.0  fjm InGaAsP thickness = 0 .26 /jm
Wavelength = 1 .5 5 6  £/m
InP refractive index = 3 .1 6 8 8 6  InGaAs refractive index = 3 .4 0 6 7 9

Effective index = 3 .2 3 3 0 6  Peak field = 1 .0 0 8 2 6

Figure 5.6 Output from FWave showing the f ir s t TE mode fo r  the guide indicated.
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Plot of horizontal field component.

■swwwiiimtiw

Ridge width = 2 . 5  y m  Ridge depth = 0 .8  y m
InP Thickness = 1 .0  ŷm InGaAsP thickness = 0 .26/jm
Wavelength = 1 . 5 5 6  f jm
InP refractive index = 3 .1 6 8 8 6  InGaAs refractive index = 3 .4 0 6 7 9

Effective index = 3 .2 2 0 0 2  Peak field = 0 .7 7 6 4 3

Figure 5.7 Output from  FWave showing the second TE mode fo r the guide indicated.

5.5 Fabrication Of The Waveguides

The mask used to fabricate the waveguides contained stripes with various widths ranging 

from 1 fim to 10  Jim, the reason for this being that if the dry etching process under- or 

over-etched the sample then there would still be a reasonable possibility of finding a 

single-moded waveguide.

The waveguides are fabricated by the following procedure:

ION IMPLANTATION - fluorine and boron were implanted at Surrey as described 

Appendix A. Distribution energies and doses are calculated using TRIM12.

HEAT TREATMENT - the samples are heat treated by the chosen method

CLEANING - before depositing the etching mask the samples are cleaned as 

follows :

i five minutes in the ultrasonic bath with trichloroethane

ii five minutes in the ultrasonic bath with methanol
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iii five minutes in the ultrasonic bath with acetone

iv the samples are rinsed in RO water, and inspected to see if clean under

an optical microscope.

MASK - a photoresist mask is deposited onto the dry samples as follows :

i primer is spun on at 4,000 rpm for 10 seconds

ii The primer is Hexadimethylsylane which is a water soluble adhesion 

promoter.

iii S 1400-17 resist (Shipley) is spun on at 4,000 rpm for 20 seconds

iv the sample is baked at 90°C for 30 minutes the samples are left to cool

to room temperature.

PATTERNING - the resist mask is exposed to UV. radiation using the mask 

aligner for 4.5 seconds.

DEVELOPING - the exposed mask is developed for 1 minute in the appropriate 
developer.

DRY ETCHING - methane hydrogen is used to etch the InP. The etching 
conditions are as follows:

i methane to hydrogen ratio, 1 : 5

ii pressure 14 mTorr

iii forward power 80 W

iv DC bias -750 V

v Temperature 30°C

The resulting etch rate is approximately 480 nm/min.

THINNING - a 3 |im alumina grit on a flat glass plate is used to thin the samples 

which results in thinning at a rate of approx. 15 fim/min

CLEAVING - the samples are now ready to be cleaved.
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The above method has been chosen for simplicity and good results. However the 

more conventional approach is to:

i lay down a thin layer of Si0 2  ( *  1000 A) after step 3.

ii follow steps 4 to 6  to lay down a photoresist mask.

iii etch the SiC>2 in Freon-14 (C2F6) so producing a mask of SiC>2 instead 

of photoresist. The etching conditions used for Freon-14 are:

actual gas flow 2 0  seem 

pressure 16 mTorr 
forward power 100 W 

reverse power 0 W 

bias 410V 

temperature 20°C

with the resulting etch rate of 500 A/min.

iv  clean the samples as in step then continue as before.

This more lengthy procedure is commonly used when the material may need to be re

etched, due to under-etching. The photoresist mask must be removed to find the methane 

hydrogen etch depth whereas the silica mask can be left on whilst the etch depth is being 

measured.

Care must be taken in the stage prior to spinning the photoresist to ensure that the surface 

is dry: if the surface is not dry the resist does not adhere properly, and thin lines may come 

off or become wavy due to resist sliding across the surface.

5.6 Conclusions

Single-moded waveguides have been designed using Fourlay with the effective index 

method and the scalar approximation, and with FWave using a more accurate but, much 

slower, finite difference technique for solving the vector EM equations. Although Fourlay 

used with the effective index method and the scalar approximation contains many 

approximations, the results arc still useful in the design process enabling a feeling of mode
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behaviour to be assessed quickly. The modal refractive indices calculated using the two 

techniques are the same to two decimal places.
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Chapter 6 

Fabry-Perot Loss Measurements

6 .1  Introduction

The Fabry-Perot loss measurement technique described in this Chapter was used to find the 

optical loss of waveguides disordered using fluorine IID. The structure used to investigate 

the waveguide losses is not a full laser structure, the upper cladding layer being undoped 

(this would be p-type doped in a full laser structure). The lack of p-type doping will give 

rise to a smaller loss than would be expected in a passive laser because of the reduced losses 

associated with free-carrier absorption of the optical field overlapping the doped area; the 

effects of free carrier absorption can be calculated if required. Although the loss figure 

measured here is smaller than we would expect in an unpumped laser, the actual 

measurement will give a lower estimate of the waveguide loss.

W alker1 first used the Fabry-Perot technique in his work on the losses of ring lasers. The 

measurement technique exploits the ability to determine the ratio of the resonant and anti

resonant transmissions of a waveguide. The following gives a brief explanation of how the 

transmission states occur, followed by the experimental technique used in this thesis and 

some results. The technique is only valid for single moded waveguides, the waveguides 

being fabricated as described in Chapter 5.

6 .2  Theory

The system used to establish the transmission of an optical waveguide is shown in 

Figure 6 .1. The waveguide consists of a medium with a facet at either end. The facets act 

as reflectors due to the abrupt change of refractive index from the guiding medium within the 

cavity to air outside the cavity. Starting on the left hand side of the diagram, a normally 

incident optical wave with amplitude Ei arrives at Facet 1. The amount of light entering the 

structure is equal to txE{ where r, is the electric field transmission coefficient of Facet 1. By 

the time the wave has reach Facet 2 it has been attenuated by a factor e_a/ and has

-124-



undergone a phase shift of e M. The light then gets split into two components: a fraction t2 

is transmitted through the facet and a fraction r2 is reflected back into the cavity. The 

reflected light then travels down the cavity once more until it reaches Facet 1 when it is 

partially reflected back towards Facet 2. This process carries on indefinitely. What is 

important to mention here is that optical intensity can be lost at the facets: it is either reflected 

or transmitted, as there are assumed to be no scattering losses. The relation (T  =  1 -  R) can 

therefore be used to simplify the following expressions, where T1=t1, and.R2=r2.

- 3  ikl -3 itu rjr . Re
-3  ikl -3  a /-2  ikl - 2 c i

- ik l  - a l

- i k l  - o i

Facet 1 Facet 2

Figure 6.1. Schematic o f an optical waveguide with partially reflecting facets, Facet 1 and 

Facet 2, used to derive the transmission coefficient o f the Fabry—Perot structure.

By following the ray, as indicated in Figure 6.1 it is easy to show that the transmitted wave 

will have an amplitude given by the following summation,

C  Z7 * * i - 2 ikl - 2 od . 2 2 - 4 ikl -A od , 1h t = h f t 2e e V\ + rxr2e e + r{ r2e e — I. (6 . 1)

If we simplify Equation 6.1 by substituting T =  ttt2 and/? = r{r2 and note that the term in 

ihe bracket is a geometric progression, we obtain the following ,

nr* — ikl —cdle  e£,
£ i2k l - 2  od1 n1 - R e  e

(6.2)

The ratio of the incident to transmitted intensities is given by:
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_ e ,z
rpl —2 al1 e

e ,e ; (l - R  <T2“'cos(2kl)) +  iR e‘2“'sin(2W)l • [(l -  R <T2“'cos(2kl)) -  iR e '2“'sin(2fa

(6.3)

where A* is the complex conjugate of A. Expanding the denominator and using the relation 

cos20 + sin20 = 1, Equation 6.3 simplifies to Equation 6.4.

T '2 —2odI e
\ - 2 R  e cos(2kl) + R e2 -4od  '

(6.4)

Substituting y - e  04 and T =(1 -R ),

E..
(1 - R f f

(6.5)
1 -  2Ry2cos(2kl) + R2y* 

y  now represents the fractional single pass loss of the waveguide.

A plot of this function is shown in Figure 6.2. Here the length of the waveguide is kept 

constant but the propagation coefficient k is varied.

c
C/5
CC3
l—

H

1.0

0.9
R=0.90.8

0.7

0.6
0.5
0.4

0.3
0.2
0.1
0.0

y=l R=0.3

0 2 4 6 8 10
kl (Radians)

Figure 6.2 Shows the curves fo r  two systems, one with a reflection coefficient R = 0.9, 
the other with a coefficient equal to 0.3, with the loss param eter y=1.0 and 0.8.
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Maximum transmission will occur when the denominator of Equation 6 .6  is at its smallest 

value. If we vary k only, then this will occur when cos(2kl )=1 i.e. when kl =mn 12, and 

m is an integer. In this case the Fabry-Perot transmission is said to be in the resonant state 

and is given by,

T =1 R
(i - R) r
l - R y 2

(6 .6)

On the other hand when cos(2kl )= -l, i.e. when kl =mn  ’and again m is an integer, the 

resonator is said to be in the anti-resonant state. The transmission is at its lowest value and 

is given by,

( i - * ) r n2
t a = 1 + R f

(6.7)

By comparing these two expressions it is now possible to obtain the loss of the waveguide

i.e. y in terms of the transmission coefficients. Simplifying the expressions by defining K 

as

K  = = —£■
hTA Ta

(6 .8)

then using Equations 6 .6  and 6.7 the single pass loss can be shown to be equal to

T = -201og10 7  = -lO log
V ^ - i  

r[-4k  + i)
(6.9)

Finally to solve Equation 6.9 we need to know one of the parameters on the right hand side 

of the equation, since we are to measure the Fabry-Perot resonances we must calculate the 

reflectance R . The reflection coefficient at a dielectric interface is:

R =
f  V

n dielcl n air

V ̂ dielct ^ a ir  J

(6 . 10)

where ndiela is the refractive index of the dielectric waveguide and n„!w the refractive index of

air i.e. unity.
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The above equation is used in the following experiment to calculate the loss of an optical 

waveguide from the ratio of the resonant and anti-resonant transmissions. Fabry-Perot 

fringes are observed by varying kl (Equation 6 .6 ) and probing the waveguide with a narrow 

line width source at the wavelength of interest, kl is varied by heating the waveguide: 

heating has the effect of increasing the refractive index of the waveguide which changes the 

optical length of the waveguide. In order that the fringes are visible, the linewidth of the 

laser user to probe the waveguide must be very much less than the free spectral range of the 

etalon. The free spectral range is the frequency difference between two adjacent maxima in 

transmission as is given by,

Av = —  (6.11)
2nL

where c is the speed of light in a vacuum, L the length of the waveguide and n the 

refractive index of the waveguide. For a waveguide approximately 1 mm long this value is 

therefore around l x l O 10 Hz: this is the absolute maximum linewidth of a laser that can be 

used to observe the Fabry-Perot fringes, though obviously the narrower the linewidth of the 

source the greater the clarity of the fringes will be. A DFB laser is used in this experiment, 

which will have a linewidth in the order of 106 Hz; due to the finite line-width of the laser 

source, the technique will always give an over estimate of the loss.

6 .3  Experimental Technique

The apparatus used to measure loss by the Fabry-Perot technique is shown in Figure 6.3. 

The sample, which should be more than approximately 3 mm long in order to remove leaky 

modes, was placed on a device manipulator. A thin metal stand was made to hold the 

waveguide above the device manipulator so that the objective lenses could be brought close 

up to the facets. On the input side a DFB laser at 1.546 pm is first approximately 

collimated using a x20 objective lens and then focused into the waveguide. The output from 

the other side of the waveguide was collected with another x 2 0  objective which 

approximately collimates the output beam. The output is then monitored with a lock-in 

amplifier, the reference frequency for which is proved by inserting a chopper into the beam
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and sending a signal directly from the chopper to the lock-in amplifier with a frequency 

equal to that of the chopped light. A Ge detector was used to convert the optical pulses into 

an electrical signal. The output of the lock-in amplifier was monitored with a chart recorder. 

From the oscillations recorded on the chart recorder, the loss of the waveguide was 

calculated.

Monitor Power Supply

Camera Controller

Beam Splitten

Laser

Hamamatsu Camera

Chart Recorder

Heating Element —  -------
1 Collimating Lenj

i i f t >

Figure 6.3. Experimental set—up used to determine the Fabry-Perot oscillations o f the

waveguides.

It is important to make sure that the optics are properly aligned. It is possible to launch light 

into the waveguide if the optics are not aligned properly, but this leads to difficulty when 

trying to vary the light path along a single plane. The easiest technique for aligning the 

apparatus was found to be as follows;

• Remove the waveguide and the objective lenses, except for the one at the DFB 

laser.

• Collimate the beam using the camera and monitor making sure the beam goes 

through the centre of the objective mounts at the device manipulator, and align 

the laser collimating lens properly. When the collimating lens is in the correct

-129-



place, the laser spot will stay in the same position on the monitor when the 

focus is moved in and out. If it is not in the right place the beam will wonder 

around the monitor's screen as the focus is changed.

• Replace the objectives, and align the beam through them. Again, when these 

are in the correct place, the focus can be changed and the spot will stay in the 

same place on the screen.

• The sample can now be replaced. In order to approximately focus the output 

lens, a comer of the sample is used, which has more features than the upper 

edge where it is difficult to focus.

• Once the output objective is focused the input focus can be changed and the 

device can be carefully moved up or down until either a slab or a ridge 

waveguide is observed. The key point to look out for when doing this, is 

interference fringes between light reflected off the surface of the structure and 

light passing straight over the surface. When these are seen, guiding is not far 

away. The fringes become distorted when there is a feature on the surface of 

the waveguide. By looking for this effect it is often possible to find the ridges 

of the waveguides. Of course sometimes the source of the disturbance is not a 

ridge but a piece of dust!

6 .4  Results

It is important to remember that any error in the measurements will be such that an over

estimate is calculated for the actual waveguide loss: the optical feedback in the cavity for a 

waveguide with a certain loss will never be bigger than that measured by this technique; if it 

were it would mean that there must be some amplification of the light fed back from the 

facets.

The lowest losses were observed in a fluorine implanted waveguide, followed by annealing 

in the RTP. The structure, as described in Appendix A, was coded A2262, the room
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temperature PL peak of this wafer was 1.53 pm. The sample was annealed at 700°C for 

30 seconds and had an implant dose of 1014 cm -2 at 700 keV, giving an estimated 

concentration of 8 x l0 17 cm-3 fluorine ions in the QW region. The resulting energy shift 

was estimated to be over 90 meV, though it was not possible to measure this shift due to the 

loss of photoluminescence after annealing. White light transmission experiments were also 

unable to resolve the band edge after annealing. Figure 6.4 shows a section of the Fabry- 

Perot oscillations recorded from the device. The zero was obtained by blocking the path of 

the probe during the heating cycle.

From the Fabry-Perot fringes K  -  3.286, and, assuming a reflectance R of 29.8%, this 

gives a loss figure of,

V3.286 - 1  1r  = -ioiog
V3.286 + 1 R

(dB) = 0.13 dB

The cavity length of this device was 2.3 mm giving a loss of,

= 0.57 dBcm

The resonances are not very uniform, as seen in Figure 6.4, which is probably due to the 

heating of the surrounding optics, resulting in a calculated loss of between 0.57 dB cm -1 

and 4.35 dB cm-1. The lower value should be the most accurate.

Unfortunately only one guide from the sample was found to have such a low propagation 

loss. A more typical measurement is illustrated in Figure 6.5. Here K  ranges from 2.39 to

2.07 giving a loss of between 6  dB cm4  and 10 dB cm-1.
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Figure 6.4. Fabry-Perot Resonances for a FIID waveguide.

Figures 6 .6  and 6.7 highlight some of the problems encountered with this measurement 

technique. In Figure 6 .6  the waveguide shows multi-mode characteristics, in this case two 

modes exist in the waveguide. As can be seen, this gives rise to an oscillation pattern 

containing several peaks. The loss cannot be measured with this sample because of the 

overlapping resonances.
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Figure 6.5. Fabry-Perot Resonances for a sample processed identically to the one in

Figure 6.4 .

Figure 6.7 shows a Fabry-Perot scan highlighting the problem of heating the optics. The 

resonance peaks should be parallel but in this case they are strongly rising and falling. This 

is probably due to the optics moving, due to thermal expansion, out of optimum alignment. 

It can be seen that during the cooling phase the optics contract putting them back into their 

original position.

Figure 6.6. A multi-moded waveguide produces a superposition o f individual Fabry-Perot 

fringes, this is useless as far as loss measurements are concerned.

A plot of waveguide loss against energy shift is shown in Figure 6 .8  for waveguides 

disordered by fluorine HD and by thermal effects only. As can be seen there appears to be 

little difference between the loss of waveguides disordered by similar amounts, whether the 

guide has been disordered thermally or by fluorine. This shows that F doesn't add any
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additional loss to the guide i.e. no increased free carrier absorption that would occur if F 

was ionised.

Heating I Cooling
Cycle Cycle

Figure 6.7. A Fabry-Perot scan highlighting one o f the problems with this technique fo r  

calculating loss measurements. The resonance peaks should be parallel for a usefiil result.

No results exist for waveguides with small energy shifts (<50 meV) produced by IID 

because, in this situation no photoluminescence was observed, possibly due to damage 

related effects. For complete intermixing it would be expected that the loss will not drop to 

zero but will reach a limiting value imposed by scattering losses.

Figure 6 .8  shows the losses measured in several samples by the Fabry Perot technique 

against the shift in energy form the as-grown condition. Results are shown for samples 

intermixed by thermal processing alone (Thermally Disordered) as well as samples 

intermixed using fluorine impurity induced disordering). A key point to this result is that 

for the same shift in bandgap there is no difference between samples containing fluorine and 

those which do not contain the impurity. This is a very desirable effect since no extra losses 

are being added to the cavity using F IID.

There are two possible causes for the effect described above;
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1. Fluorine diffuses so rapidly within the QW region that there is only a very small 

concentration left in the wells which does not affect the absorption of the probe 

signal.

2. Fluorine exists as a neutral impurity in the QW region and therefore does not 

contribute to absorption of the probe signal via free carrier effects2.

Bo
25■a
c/2
C/2o

E3 Thermally Disordered 

Fluorine IID

20 40 60

Energy Shift (meV)

80 100

Figure 6.8. Graph o f Energy Shift vs. Waveguide loss fo r  samples either implanted with 

fluorine follow ed by annealing by RTA, or with sample disordered by thermal effects only.

The graph in Figure 6 .8  can be extrapolated back to the band edge;

Wavelength of probe laser = 1.546fim (803 meV)

RT PL of as-grown sample * 1.53pm (811 meV)

Energy difference for as-grown samples is = 8 meV 

In other words the loss measurements recorded above are for total energy of the energy shift 

plus 8 meV, from the probe DFB.
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6.5 Conclusions

The Fabry-Perot loss measurement technique has been used to find the propogation losses 

of disordered waveguides.

Waveguide losses down to 0.57 dB cm -1 have been measured in fluorine IID structures.

This is an excellent result and should therefore open the way for producing integrated

devices using the process developed in this thesis. Further, it has been observed that the

losses of FIID fabricated waveguides are equivalent to the losses measured in thermally

disordered material with an equivalent degree of intermixing. Chapters 8 and 9 use F IID to

produce a simple integrated device. In these Chapters device characteristics are reported and

further loss measurements are taken.
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Chapter 7 

Oxide Stripe Laser Fabrication

7 .1  Introduction

An oxide stripe extended cavity laser was fabricated to show one application of fluorine 

Impurity Induced Disordering and to provide an alternative method to find the waveguide 

losses in band-gap shifted waveguides. The oxide stripe laser was chosen for this purpose 

because of its ease of fabrication; there is no need to etch into the laser structure.

The use of external cavities to narrow the linewidth of semiconductor lasers is commonplace 

but they are bulky and require careful alignment with good mechanical stability. An internal 

extended cavity promises to be appreciably more stable and would require a cavity a factor of 

four1 shorter than the equivalent air cavity. Recently Tanbun-Ek et al2 have reported an 

InGaAsP/InP MQW-DFB laser integrated with a passive waveguide section fabricated by a 

selective area MOVPE technique. A linewidth reduction factor of 3.5 for a waveguide with 

losses of 35 cm ' 1 was reported, a reduction factor of 10 was predicted for a waveguide with 

lower losses.

Before fabrication of the oxide stripe extended cavity laser, a laser without the extended 

cavity was made to check the quality of the material and to compare the characteristics of the 

laser.

7 .2  Oxide Stripe Laser Fabrication

This Section briefly outlines the material structure used to fabricated the lasers and outlines 

the technique used to prepare a wafer containing a laser structure for the addition of contacts 

necessary for the device.

7 .2 .1  Material Structure

The laser structures were grown by Low Pressure Metal-Organic Vapour Phase Epitaxy 

(LPMOVPE). The wafers used were not identical the individual structures are presented in
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Appendix A , but the following is a general description of the wafer design. From the 

substrate (n-type InP) upwards; 1 |im n-type InP, four 100 A Ino.53Gao.4 7 As quantum 

wells centred in a 0 .2  pm In o .7 9 G a o .2 iA so .4 5 P o .5 5  waveguide, a 1.5 pm p-type InP upper 

cladding layer and a 0.2 pm p-type Ino.53Gao.47As contact layer. A 300 A InP layer was 

grown onto the surface as a protection layer.

7 .2 .2  Oxide Stripe Fabrication

The laser samples of area approximately 1 cm2 were processed in the following way;

1. The samples were first cleaned thoroughly in order to remove any dirt which, if left,

could cause poor adhesion of the silica layer and cause problems with the following 

patterning and etching steps.

2 1000 A of silica was sputtered onto the surface to form an electrical isolation layer 

over the entire surface. The normal method of silica deposition used in the department is 

plasma enhanced chemical vapour deposition (PECVD). At the time of fabrication the 

system was unoperational so the sputtering technique was used instead. The silica film was 

inspected for defects with an optical microscope. If pin holes were observed in the silica, it 

would be stripped off and redeposited until a good layer was formed.

3 Positive photoresist (Shipley S 1400-31) was spun onto the oxide and baked in the 

usual manner3. A 75 pm stripe was opened in the resist.

4 The sample was post-baked at 120°C for ten minutes to harden the resist against the 

subsequent etches. The silica was etched from the stripe in 4:1 HF:H2 0  etch for 30 

seconds. An optical microscope was used to inspect the etched regions— any areas where 

the silica had not been completely removed could be easily seen due to interference patterns. 

The samples were etched for a further 10 s after the last of the interference patterns had 

vanished, to make sure that the surface was entirely silica-free. Ino.53Gao.47As etches at a 

very slow rate in the etch solution allowing the over etching procedure to be carried out. The 

remaining photoresist was removed in acetone and the sample cleaned in the usual manner.
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5 Alumina grit (3 pm) was used to lap the samples to 180 nm. This was followed by 

a 20 minute etch in 1:3 HC1:H3P0 4 , thinning the sample to approximately 160 nm. During 

this etching stage the top surface of the device was protected by sticking it onto a glass slide 

with photoresist. Thinning is required to ensure that the sample cleaves easily and a good 

optical facet is produced.

6 The protective InP layer was removed by etching in 1:1 HC1:H2 0  for 60 seconds to

expose the contact layer.

7 The sample was then stuck with photoresist p-side down on a glass slide and baked,

this step being necessary to mount the device before contact evaporation. The n-type contact 

was evaporated with the following layers,

250 A Gold,

400 A Germanium,

250 A Gold,

250 A Nickel,

2 0 0 0  A Gold.

The contact was annealed for 1 minute at 400°C in the RTP in order to alloy the metals.

8 The sample was cleaned and stuck n-type down onto a glass slide, as in step 9

above, to prepare it for the p-type contact. The p-type contact was evaporated with the 

following layers:

700 A Titanium

1700 A Gold

The p-contact was then annealed at 300°C for 1 minute.

9 The samples were then cleaved and tested.
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7.3 Laser Characteristic Test

The output characteristics of lasers produced using the above technique are presented in the 

following Section, along with an outline of the experimental technique used. The procedure 

described for measuring the laser output characteristics forms an important technique that is 

integral to experiments later on in this thesis.

7 .3 .1  Test Procedure

Figure 7.1 shows the equipment used to measure the laser characteristics of the devices 

made in this and subsequent chapters. The test facility evolved during the course of this 

thesis to the level that is presented here. Initially all tests were performed manually, i.e. as 

the power supply to the laser was increased, by turning a knob on the input power amplifier, 

the drive current and the resulting optical intensities had to be written down. The results 

were then transferred to a spreadsheet or similar application for further processing and 

recording. This was found to be extremely time consuming and extremely tedious.

The next stage was to automate of the procedure, a computer was available with Lab VIEW 

and, a GPIB card on board. A Lab VIEW virtual instrument was written to control the 

equipment via the IEEE 488 GPIB, this was found to be much quicker than carrying out the 

measurements manually. The data was loaded straight into the computer and the power 

supply to the laser under test controlled from the front panel of the Lab VIEW program. 

Unfortunately the results were still noisy-this was due to the method by which the optical 

power and drive currents were being measured: a digital oscilloscope was being used to 

measure the peak values of current and power, and since only instantaneous values could be 

recorded, the data tended to contain a lot of noise. In an attempt to reduce the noise, several 

readings of each parameter were taken and averaged, however this tended to slow down the 

experiment considerably for very little reduction in noise (many samples would be needed to 

reduce the noise). Eventually a Boxcar Averager was obtained. This piece of equipment can 

take an averaged reading of a portion of a pulse and produced a significant reduction in noise 

as compared to the pervious use of the oscilloscope. The Boxcar Averager takes a sample of
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a periodic pulse stream and integrates over the sample taken then an average is taken over a 

set number of pulses. Using Lab VIEW to control the experiment also enabled the voltage 

across the diode to be recorded with very little increase in experiment time.

Figure 7.1 shows the experimental set-up used to characterise the lasers in its final state. 

The laser sits in a gold plated clip on top of a heat sink, and the power to the laser is supplied 

from an Avtech pulse generator through a 50 Q. to 12 Q. load transformer. The power 

supply to the laser was pulsed at typically 1 kHz, with pulse widths of approximately 

100 ns. The current being supplied to the device was monitored by measuring the voltage 

across a 1 Q  resistor and measured with the Boxcar Averager, the voltage across the laser 

was also being measured. A reverse biased Ge photodiode was used to monitor the laser 

output, the voltage from this was measured with the Boxcar Averager. The Boxcar was set 

up to measure the value of drive current and optical intensity at a steady position during the 

pulse cycle.
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Figure 7.1. Apparatus used to measure laser characteristics.

7 .3 .2  R e su lts

The following threshold currents and threshold current densities have been measured for 

80 ns pulses at 1 kHz repetition frequency, with wafer E288, Appendix A contains a listing 

of the wafer composition.

C avity Length

(p m )

T h resh o ld  

C u rren t (A)

Threshold  C u rren t 

D ensity (kA c m '- )

1047 1 . 1 1.40

720 0.75 1.38

1051 1 . 0 1.27

725 0.73 1.34

Table 7.1. Threshold currents fro m  wafer E288.

A similar sot of lasers fabricated from another wafer had the following threshold currents,
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Cavity Length
(p m )

Threshold  
Current (A)

Threshold Current 
Density (kA cm _2)

780 1.05 1.69
780 0.9 1.54

600 0.95 1.97
600 0.6 1.25

Table 7.2. Threshold currents from  wafer E795.

Figure 7.2 shows typical output characteristics of the oxide stripe lasers fabricated. The 

output power indicated is calculated by multiplying the pulsed power by the duty cycle. The 

cavity length of the lasers was 500 pm giving an average threshold current density in this 

case of 1.86 kA cm-2.
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Figure 7.2. E795 75 pm Oxide stripe lasers pulsed at 470 ns with a 1 kHz repetition rate.
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7 .4 Fabrication of Oxide Stripe Extended Cavity Lasers

The fabrication of devices with extended cavities requires a significant amount of processing 

on top of that required to produce normal lasers, however, compared to all the other 

techniques used for integrating extended cavities onto semiconductor lasers the process is 

simple and relatively straight forward. The extra step involved in producing the extended 

cavity lasers is to mask off a region that will form the active area of the device, implant 

fluorine into the areas to be disordered, apply the thermal processing and then continue as 

before.

7 .4 .1  Implant Conditions

In Section 3.5.1 it was shown that there is an optimum implant concentration for intermixing 

the quantum wells of around 1018 cm-3. The concentration of fluorine in the wells was 

calculated by using TRIM. Using the concentration of fluorine for maximum intermixing, 

the implant energy and dose required for the deeper implant were calculated. A deeper 

implant is required since the laser structure contains a 1.5 pm upper cladding and a contact 

layer (Appendix A), in Section 3.5.1 the wafer had a 1.0 pm upper cladding with no contact 

layer. Two implants were carried out the first 1.5 MeV with a dose of 1.4 x 1013 nuclei 

cm-2, the second with the same implant energy but a lower dose of 1.4 x 1013 nuclei cm-2.

7 .4 .2  Fabrication

The extended cavity lasers were fabricated by the following process:

1. A 3 pm silica and 0.2 pm gold implant mask was deposited on top of the 

In0 .53Gao.47As contact layer. The silica was deposited by plasma deposition, the gold 

was evaporated on top of the silica. The depth of silica required for the implant mask 

was calculated using TRIM (Section 3.2.2). Figure 7.3 shows the TRIM plot for a 

1.5 MeV fluorine implant into 3 pm silica and 0.2 pm gold. The mask was designed 

so that the majority of the fluorine ions stopped 0.5 pm from the InGaAs contact layer.

-145-



0 10000 20000 30000 40000

Depth (A)
Figure 7.3 A TRIM plot 1.5 M eV Fluorine implantation into a 3 fim S i02  and 0.2 pm

Gold implant mask.

2. The samples were then patterned with photoresist and baked at 120°C for 15 minutes 

before being etched; gold etch (KLI2 ) was used to remove the gold layer, and 

buffered HF to remove the silica. This stage thus creates the implant mask, the 

exposed areas being the regions where disordering is required. The Tally step was 

used to ensure that the Si02 was completely etched away. The InGaAs contact layer 

was also etched off at this point from the passive areas, nitric acid being used to etch 

the InGaAs since it is selective and does not etch InP. Figure 7.4 shows the layers 

present after this stage in the processing. During the first attempt at the fabrication 

procedure, the InGaAs layer was etched after the implant, but this procedure was not 

very successful. During the implant, damage is induced in the crystal structure which 

appears to affect the etching properties of the nitric acid. A very uneven etch was 

observed, leaving a rough surface. Processing of these samples was abandoned.

3. The sample was then implanted with fluorine ions at an energy of 1.5 MeV and dose 

of 1.4 1013 nuclei cm-2 to give an estimated fluorine concentration of lO1̂  cm '3 in 

the quantum well region.
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Gold Mask

/
InP U pper Cladding 

Active Region 

InP Buffer Layer

InGaAs Contact Layer

Silica Implant Mask

Figure 7.4 A schematic o f  the sample ready to be implanted. The active area is protected  by

5 After implantation the implant mask was removed and a new 1 0 0 0 A layer of SiCU was 

sputtered, to form a protective layer against evapora tion  o f  phosphorous during 

annealing.

6  The sample was annealed at 700°C for 30 seconds in the Rapid Thermal Processor.

7 The protective oxide cap was rem oved and another new 1000A layer of SiCU 

deposited. After annealing, the protective oxide cap becomes very difficult to remove 

by chem ical etching, suggesting some change is occurring during the annealing 

process. For this reason a new layer was deposited to form the oxide stripes.

a 3 pm  S i0 2  and  0.2 p m  An.
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Silica Protective Layer

InGaAs Contact Layer

InP Upper Cladding 

Active Region 

InP Buffer Layer

Fig. 7.5 The implanted areas are visible because the InG aAs has been rem oved over the 

disordered regions, the surface is protected with a layer o f  S i0 2  and then annealed in the

R TP .

8 . The negative of the original implant mask was used to pattern the sample again so that 

windows can be opened up over the contact regions (active regions)..

9 . The sample was etched in SiCU etch. This left the sample with oxide over the entire 

surface except over the active region of the laser
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Active Region 

\
Schoiky Contact

Passive Region Silica Insulating Layer

InGaAs Contat

InP Upper Clat 

Active Region 

InP Buffer Lay 

Ohmic Contaci

Disordered Region

Figure 7.6 The oxide stripes are etched over the active region before the sam ple is thinned

and the contacts evaporated.

10 The sam ple  was then thinned and had contac ts  evapora ted  on as described in 

Section 7.2.2, the resulting wafer contain ing the devices as in Figure 7.6. The 

devices are then cleaved before being tested.

7 .4 .3  T e s t

The threshold currents were measured using the technique described in Section 7.3, with 

80 ns pulses at a 1 kHz repetition rate.
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7.4.4 Results
A ctive 

Length  (pm )
P a ss iv e  

Length  (pm )
T h re sh o ld  

C u rre n t (mA)
T hresho ld  C u rren t 
D ensity (kA cm"2)

400 N/A 550 1.8

400 N/A 650 2.2

750 N/A 700 1.3

400 250 1200 4

400 250 700 2.3

400 250 750 2.5

770 185 750 1.3

770 185 800 1.4

Table 7.4. Threshold currents of lasers, with and without extended cavities as indicated

The set of devices tested in Table 7.4 show a increase in threshold current between lasers 

with and without extended cavities of about 0.1 - 0.2 A. The threshold current densities are 

calculated using the active area of the exyended cavities. This change in threshold current 

can be used to calculate the loss of the disordered region of the lasers and was looked at in 

Chapter 8.

Oxide stripe lasers were also fabricated from sections of the wafer that had been implanted 

with fluorine, to see whether the disordered region was capable of producing gain. None of 

the devices fabricated showed any sign of producing luminescence up to injection currents of 

3 A: around this current the devices broke down catastrophically.
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Figure 7 .7  Output pow er vs. drive current, 80 ns pulse at 1 kHz repetition. 375 pm

active region, 270 pm  passive.

Spectra of the broad area lasers are shown in Figures 7.8-7.11. The change in the laser 

spectrum can clearly be seen as the injection current increased from 0.62 A (Figure 7.8), 

which as can be seen from Figure 7.7 is below threshold, to threshold at -0.95 A 

(Figure 7.9), and beyond at 1.3 A(Figure 7.10) and 1.9 A(Figure 7.11).
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Figure 7.8 Spectrum o f extended cavity oxide stripe laser a t 0.63 A

1.56
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Figure 7.9 Spectrum o f extended cavity oxide stripe laser a t 0.93 A . The laser is operating
well above the losing threshold.
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Figure 7.10 Spectrum o f extended cavity oxide stripe laser at 1.3 A. As the injection 
current is increased the number o f modes supported in the laser increases.
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Figure 7.11 Spectrum of extended cavity oxide stripe laser at 1.9 A . A t such high injection
currents a broad linewidth is observed.

7 A Conclusions

F HD has been used to fabricate extended cavity lasers. The lasers produced seem to have a 

higher threshold current than devices without extended cavities, which is probably due to 

residual absorption loss in the extended section. The increase in threshold current does not 

appear to be dramatic, this is encouraging since it indicates that the residual losses are small. 

Loss measurements are reported in Chapter 8 for the structures fabricated in this Chapter. 

The disordered sections seemed to become optically inactive after implantation with fluorine, 

lasers fabricated from F ED wafers showing no signs of producing luminescence.
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Chapter 8 

Loss Measurement from Laser Characteristic

8.1 Introduction

It is important in the design of future devices containing quantum wells disordered with 

fluorine to know the absorption characteristics of optical waveguides, especially for 

photons around around the bandgap energy of the undisordered structure. The following 

Chapter discusses two techniques used to measure the absorption loss in the disordered 

region of the extended cavity lasers that were fabricated in Chapter 7.

In Section 8.2 the spontaneous emission from both the active and passive facets is 

monitored and recorded for the same injection current. Assuming that the disordered 

waveguide section does not produce any light, and that no gain occurs in the active 

section (below the lasing threshold), a comparison of the light levels at both facets gives 

an approximate value of the loss in the extended cavity.

Section 8.3 describes an alternative technique for measuring waveguide losses of 

extended cavity lasers. The loss induced by the extended cavity is deduced from the 

change in threshold current between a laser with an extended cavity and one without an 

extended cavity. The optical confinement factor and gain coefficients of the laser are 

also calculated in this section since they are required for the loss calculation.

8.2 Loss Measured by Luminescence

At injection current densities below those required to maintain population inversion, 

spontaneous emission occurs. Compared to the lineshape produced by stimulated 

emission the spontaneous lineshape is broad. The technique described below takes 

advantage of the broad spontaneous emission lineshape to produce a loss spectrum of 

the extended section of an extended cavity laser around its operating wavelength. The
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broad spontaneous lineshape is therefore basically used as a source to probe the 

absorption characteristics of the disordered section.

8.2.1 Measurement Technique

At low excitation, there is no amplification by stimulated emission, and the same

amount of light can therefore be assumed1 to be emitted from the active region in all

directions. If the intensity of light emitted from the active part of the device is given by 

/(A 0), then the intensity of luminescence escaping from the active facet is given by,

where R0 is the reflection coefficient of the active facet. If we now include a passive 

waveguide section of length L , then the intensity of light escaping from the passive 

face t, / ^ ( A 0), can be expressed similarly as,

where a(A 0) is the absorption coefficient of the passive waveguide.

Equation 8.2 neglects losses due to divergence from the active region into the 

disordered section; in practice not all the light emitted from the active region would be 

emitted from the passive facet. However, a comparison of the two outputs will give a 

good approximation to the absorption loss of the disordered section. The absorption 

spectrum, a(A 0), is therefore given by,

where Ipass(k0) is the luminescence from the passive side of the waveguide and 

luminescence from the active side of the waveguide.

Losses measured by this technique give an upper limit to the actual loss of the 

disordered waveguide section around the bandgap of the undisordered structure, as long

U A o )  = /(A 0) ( l -* o ) (8. 1)

(8 .2 )

(8.3)
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as there is no gain occurring in the disordered region of the waveguide. The technique 

gives an upper limit to the loss of the waveguide since it does not take into account any 

light that may be lost from the cavity, other than that being emitted from the passive 

facet.

8.2.2 Experimental Technique

The extended cavity lasers, as fabricated in Chapter 7, were used for the loss 

measurements discussed in this Chapter. A pulsed source is used to drive the lasers, as 

described in Section 6.3 of Chapter 6, and the output from the devices is monitored with 

a spectrum analyser as indicated in Figure 8.1. The drive current is adjusted so that the 

laser is producing a clear luminescence peak from both facets but the device is not 

lasing. In practice this means setting the drive current at approximately 75% of the 

device's threshold current.

In order to maximise coupling of the luminescence into the optical fibre, the internal 

slits of the spectrum analyser are set to the widest position (minimum resolution) to 

ensure maximum sensitivity to incident light. The trace on the spectrum analyser is 

then maximised by adjusting the position of the laser with respect to the fibre to get 

optimum coupling into the fibre. It is very important to take particular care with the 

alignment at this stage since the result depends on comparing the power levels between 

two separate readings. Once maximum coupling has been achieved, the slits are 

narrowed and the required spectrum is taken (Figure 8.2) and stored in the spectrum 

analyser as the reference signal. The sample is then rotated through 180° so that light 

from the passive facet is now coupled into the optical fibre, the coupling is then 

maximised by the same procedure as that described above.

The spectra are recorded in dB so that subtraction of the two stored spectra gives the 

ratio of optical power emitted from the facet in dB, as shown in Figure 8.3 and Figure 

8.4. This ratio is the overall optical waveguide loss for the device, the loss in dB cm 'l 

being obtained by dividing the overall loss by the length of the extended cavity section
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in cm. The spectra of interest are then downloaded onto a computer for future 

reference, using a simple Lab VIEW programme and the IEEE interface between the 

spectrum analyser and a computer.

IEEE 488.2 
Optical Spectrum 
Analyser

Advantest

ComputerOptical Fibre

AVTECH

Coupling Lens
Pulse GeneratorLoad Transformer

Laser

Figure 8.1 Experimental set-up used to measure the sub-threshold luminescence from

the oxide stripe extended cavity lasers.

8.2.3 Results

Figure 8.2 shows the luminescence from the active and passive facets of an oxide stripe 

extended cavity laser. The stripe width is 75 J im  with an active cavity length of 

600 J im , and a passive section of 400 Jim . The sample was implanted with F with a 

dose of 1.4 x 1013 nuclei cm '2 with an energy of 1.5 MeV giving a concentration of 

~1018 nuclei cm '3 in the centre of the QW region. The sample was then annealed at 

700°C for 30 s in the RTP with a 1000 A coating of silica. If the bandgap shift of the 

disordered section after annealing is estimated to be around 40 meV (Figure 3.10), then 

the absorption edge of the extended cavity will be at 1.47 Jim .
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Figure 8.2 Luminescence Measurements.

Figure 8.3 shows the loss spectrum in dB calculated by the Advantest spectrum 

analyser. The wavelength about which lasing occurs in this particular structure is 

around 1.55 fim, indicating a loss of around 0.5 dB in the passive waveguide section. 

The passive region in this sample is 400 p.m which gives an overall loss in the extended 

cavity as 12.5 dB cm-1. Figure 8.4 shows the loss spectrum of another sample showing 

a higher loss of around 1 dB (20 dB cm '1).

To investigate the accuracy of the technique, dummy measurements were taken, 

Figure 8.5. The procedure for measuring the loss as described above was carried out by 

using the active facet in both stages of measurement. The error was of the order of 

0.05 dB at 1.55 J im , or 10 % of the measurement in Figure 8.3.
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Figure 8.3 Loss measurement of a laser with an extended cavity o f400 fum.
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Figure 8.4 Loss measurement of a laser with an extended cavity of 500 fJm.
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Figure 8.5 Test curve showing the result of taking the luminescence from the same facet.

8.3 Calculation of Loss From the Change in Threshold Current

By finding the change in threshold current between a laser with an extended cavity and 

one without an extended cavity, and assuming that all other parameters remain constant, 

it is possible to get an estimate of the loss introduced by the extended section.

The ratio of the threshold current of an extended cavity laser to that o f normal laser can 

be found by considering the gain required for laser action (Equation 8.9), this is dealt 

with in greater detail in Section 8.3.2. The threshold current density for a normal laser 

cavity (Jnorm) is given by Equation 8.4,

f  - A ~ \n(l/R)
l n ( 0  = l n . i  + In(y0) + - ^ -  +

\ V J  nTwg0 nTwg0la
(8.4)

where R is the reflection coefficient of the facets, n is the number of quantum wells in 

the active region, 7] is the internal quantum efficiency, g0 is the QW gain parameter, Tw 

is the optical overlap with a single well, la is the length of the active region and aa is the 

loss of the active region. The threshold current density for a laser with an extended 

cavity (Jex) of length lp and loss a p is
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ln ( y „ )  =  l n f - l  +  l n ( y J  +  - ^  +  - ^ ^ -  +  - ^ -  . (8 .5 )
\ . n )  n T wgt n T „ g J '  n T wg J a

Subtracting Equations 8.4 and 8.5, a ratio of the threshold currents Jex and Jnormcan be 

found,

'  J 'ex

\  ^  norm J

= In (  I  Aex

V ^norm J

&Jn_  P P

*r M a
(8.6)

so the loss of the passive section can be found with Equation 8.7.

(  I ^
a p = In

V ^norm J

where Iex and Inorm are the threshold currents for the extended cavity and normal 

devices respectfully, ap is the loss of the extended cavity section. In order to calculate 

ap from Equation 8.4 we first need to calculate the optical overlap of each QW, Tw,

and measure the gain coefficient, g0 .

8.3.1 Calculation of the Optical Confinement Factor (Tw)

The optical confinement factor represents the percentage of the optical field overlapping 

the quantum well. A program written by Dr. Ayling of this Department was used to 

calculate Tw for the structure used in the experiment. The program calculates the

intensity distribution across three layered structure consisting of a lower cladding layer, 

an active region and an upper cladding layer. The percentage of light confined within 

the quantum well is then calculated by integrating the field at the centre of the well 

across the width of the well. This is then divided by the total integrated field to yield 

the optical confinement factor in the form of a percentage. The air layer above the 

upper cladding is ignored since the structure has been designed so that the field intensity 

at the top of the upper cladding is very small.

In order to calculate the optical confinement factor of the quantum wells within the laser 

structure a simplified structure is used. Figure 8.6 shows the simplification used in the
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calculation. The upper cladding layer is assumed to be InP, the effects of the contact 

layer of InGaAs are ignored since very little of the optical field overlaps this region. 

The region labelled Guide in Figure 8.6 comprises the quantum well structure of the 

gain medium as well as the SCH structures above and below the QW region; the 

refractive index of this section is a weighted average of all the composite layers. Finally 

the Lower Cladding region is as on the actual wafer.

Upper Cladding..........
3 .1 7 5 ....................

<’7-Guide n=3.44

Lower Cladding 
n = 3 .1 7 5 : : ; •

1.7 J i m

0.2 Jim

1.5 Jim

Figure 8.6. Simplified Structure used to calculate the confinement factor fo r  loss

calculations.

The results shown in Figure 8.7 are for 100 A wells in the structure represented in 

Figure 8.6. It is interesting to see here that the optical confinement is approximately 

constant at the centre of the structure, including the active region. This property is used 

when calculating the gain parameter in Section 8.3.2. Here the optical confinement 

was calculated to be -1.9 %.
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Figure 8.7 Optical Confinement for the simplified E288 Laser Structure as a function of 

depth below the cladding layer. The QWs are 100 A.

8.3.2 Calculation of the Gain Parameter (g j

The gain coefficient g0 of a quantum well is proportional to the integral of available

transitions between the conduction and valence bands and can be written in the form2,

g(h)= Z°m' V f  ( R l )  dEch (8.8)
txnh Lt Z?^£" +£--+£< ' ( E ^ - h a j + A E 2

where Z0 = {p0/ e 0)I/2 is the impedance of free space, Ech = EC- E h is the transition 

energy, Ecn and Evn are the n th and n'th energy levels of the electron and hole quantum 

wells respectfully, and f c and f v are the corresponding Fermi levels. Rch is the 

intraband matrix element which is set to zero for n *  n'. Lz is the quantum well width, 

and p  the effective index of the well.

If the total active width is less than -1000 A then the optical overlap with QWs

positioned in the centre of the active region( Tw) is approximately proportional to the 

total number of wells2 as can be seen in Figure 8.7. From this approximation it follows
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that if one well produces a modal gain Twg with a current density J!r\ then, n wells will 

produce a modal gain of « r wg with current density nJ/rj . The required gain at 

threshold now becomes

G = nTwg = a +  \n(\ /R)/L (8.9)

For small quantum wells the gain curves can be approximated to a logarithm function as 

a function of current. The gain curves can be simplified to

g  = go In (8. 10)

where g0 is the quantum well gain parameter, and Jt is the transparency current density.

The gain at threshold (Gth),

(8.11)

where gth is the gain parameter at threshold and,

n T ?  In
nJ' j

where Jth is the threshold current density.

Rearranging Equation 8.12,

(8. 12)

(8.13)

Where is the threshold current density for a device with an infinite cavity length, and 

is given as,

n , / „ \ cc
+ ln ( /f) + (8.14)

From Equation 8.13 it can be seen that the gradient of a plot of ln ( / f>1) vs. \/L  will 

yield the required value of g0 for the loss calculation.
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Figure 8.8. Ln(Threshold current density) vs. 1/Cavity Length for oxide stripe 

lasers used to estimate the gain coefficient (g0 ) -required to calculate the loss in
extended cavity lasers.

From the results in Figure 8.7 it is possible to estimate the gain coefficient. 

Equation 8.13 is simplified as discussed above and used in the form,

For the purpose of this calculation R ( the reflection coefficient) is 30 %, n (the number 

of quantum wells) is 5, and Vw (the optical confinement) is 1.9 % as calculated in

Section 8.3.1, B is therefore 3.75. The gradient (B/g0 ) obtained from Figure 8.8 is

There is a large variation in threshold currents observed in Figure 8.7. This spread in 

results is a serious limitation in the estimation of g0 , and subsequently calculating the 

loss of the extend cavity by this technique. Large variations in the threshold current can 

be explained by;

(8.14)

where the constant B is given by,

j  In(Vft) (8.15)

0.077, so substituting these values into Equation 8.14 we get a value of g0 of 165 cm -1.
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1. Poor metallic contacts - leading to current spreading in the device.

2. Damaged optical facets - leading to a degradation in the optical feedback within 

the laser cavity.

Waveguide losses measured using the above technique will not be very accurate unless 

the measured threshold current densities show good consistency.

3.5

270 p.m 
Extended Cavity

No Extended 
Cavity

1.2 1.4 1.60.2 0.4 0.6 0.8 10

D rive Current (A )

Figure 8.9 Typical output characteristics o f a device with and without an extended 

waveguide. The closed circles represent a device with an extended cavity section o f

270 pm  produced by using FIID.

Figure 8.9 shows a typical drive current vs. output power curve obtained as described in 

Section 7.3. The curve is from a device having a 775 fim active section and a 270 fim 

passive section. Substituting the cavity lengths and change of threshold current back into 

Equation 8.4 we get a loss of 6.9 cm '1 (30 dB cm-1).

8.4 Conclusions

Two methods have been used to calculate the waveguide losses for F IID extended 

cavity lasers. It was found that low loss optical cavities have been fabricated with an 

optical waveguide loss of between 30 dB cm-1, found by comparing threshold currents, 

and a loss of 12.5 dB cm '1, found by comparing sub-threshold luminescence. The loss
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figure of 30 dB cm-1, is not expected to be accurate due to the spread of threshold 

current densities measured, Figure 8.8.

The electrical isolation produced by disordering has not been measured here, this will 

require further investigation in order to advance the process towards producing a device 

containing several isolated active devices.
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Chapter 9 

Near- and Far-Field Patterns

9.1 Introduction

The aim of this Chapter is to show that a useful device can be made using the technique 

developed in this thesis for creating low loss waveguides by fluorine implantation followed 

by thermal processing. The device that has been chosen to demonstrate the technique is an 

oxide stripe multiple quantum well laser with an integrated low -loss waveguide. The 

following sections describe the supermode behaviour of multiple stripe lasers, and show the 

type of near- and far-field patterns that can be expected. Experimental results are 

compared to theoretical calculations to explain the far-field patterns observed when an 

extended cavity is integrated with an oxide stripe laser.

It is well known that wide stripe, or broad-area, semiconductor lasers can generate high 

power optical pulses by virtue of their large emitting area1. However, they do have 

problems; the beam tends to break up into either one containing high order lateral modes or 

into independent lateral filaments. In the former case the beam divergence is found to be 

greater than theory indicates and in the second case the light exhibits little or no spatial 

coherence. Filamentation has been studied extensively in high power solid-state lasers, 

where a positive change in refractive index is observed with increased optical intensity2. 

The idea of integrating a low loss waveguide section onto the oxide stripe is to try to force 

the laser to operate in the fundamental supermode, i.e. make all the laser filaments lase in - 

phase, or to remove the filaments altogether. The required effect is to have maximum 

power output in the direction parallel to the waveguide and perpendicular to the laser facet.

The near- and far-field patterns of oxide stripe lasers with and without an extended cavity 

are investigated. The near-field patterns are measured using a camera, far-field patterns 

arc measured by two techniques: the first using a camera, the second, and more 

geometrically correct, using a rotary stage and a Ge photodiode.
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9.2 Near- and Far-Field Patterns

Laser light is emitted from the laser facet only near the active region in a pattern called the 

laser near-field. The near-field pattern is the distribution of the optical field in the laser 

cavity at the facet, which can be observed using a camera and an objective lens or 

microscope. Diffraction broadens the beam into the laser far-field  pattern. The far-field 

pattern contains information concerning the phase relationship between adjacent lasers in 

laser arrays, or the filaments in broad area and oxide stripe lasers. Interference between the 

individual laser beams, or filaments, produces a pattern containing maxima and minima 

that can be easily detected.

The far-field pattern not only shows the phase relationship of the beam but also the angular 

distribution of the laser modes and is therefore important in determining the coupling 

efficiency between a laser and optical fibre. For high coupling efficiency the beam 

divergence should be small, this being due to the limited acceptance angles of modem 

communications fibres. For example, typical graded index glass multi-mode fibre will 

have a numerical aperture (NA) of between 0.2 and 0.3, the relationship of the NA to the 

acceptance angle ( 0a) of the fibre is,

6a = s in '1 NA (9.1)

which gives an acceptance angle of between 17.5° and 11.5°.

For single moded fibres, the mode overlap between the guided mode in the fibre and the 

input laser mode is more important than the NA. A single lobed source will have a greater 

coupling efficiency into a fibre than one containing several lobes, even if all the lobes are 

within the acceptance cone of the fibre.

9.3 The Far Field Pattern

Mathematically the far-field pattern is the Fourier transform of the near-field pattern and, 

as its name suggests, is the distribution of light a long way from the laser facet (long 

compared to the laser dimensions).
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According to diffraction theory, the angular separation of the lobes produced by point 

radiators is3,

0 = 57.3"—  (9.2)
S

where S is the interval between the point source and A0 the emitting wavelength and the 

constant term is the conversion factor for radians to degrees. Experimental results do not 

agree exactly with Equation 9.2 for the case of broad area lasers, due to several factors 

including; extended sources (the filaments do not approximate to point sources, being of 

the order of a few microns), non-planar wavefronts, and the phase differences between the 

sources. If the wavefronts of each filament were exactly in-phase then the far-field pattern 

would be symmetric about 0°. On the other hand if adjacent filaments were exactly 180° 

out of phase, the far-field would consist of two identical lobes symmetric about the axis4.

From Equation 9.2, a laser array operating at 1.5 p.m with filaments separated by 10 Jim 

would have lobes at ±8.6°.

The near- and far-field patterns of broad area lasers can be modelled by using coupled 

mode theory as detailed in Section 9.1. The filaments observed in the broad area devices 

are assumed to behave in a similar manner to an array of identical lasers.

9.4 Theory of Field Patterns in Laser Arrays

The following section contains the theory necessary to produce a simple model for the 

near- and far-field behaviour of semiconductor laser arrays. At the end of this section, the 

field patterns are calculated for a laser containing 10 stripes separated by 7.5 (im

9.4.1 The Equations

For the case of a laser array containing N adjacent waveguides each of which can support a 

single mode, the mlh normalised electric field can be expressed as,

A„(z)Em( x , y ) e - ^ , (9.3)
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the total field at some arbitrary point can then be expressed as the sum of the individual 

fields,

E{z) = Y J Am(z)En { x , y ) e - ^ \  (9 .4)

where Am represents the amplitude and phase of the individual modes, is the 

propagation constant in the z direction and Em(x,y) the mode profile of the mth element. 

In the simplest case all the Am's are independent of each other, and the spacing between the 

array elements is big enough so that the coupling between the electric fields in adjacent

stripes is so small that there is no correlation between adjacent stripe modes. By definition 

the total power in the mtk guide is |Am|2, so that the total field at a distance z from the

source can be expressed as,

E(z) =

V " 7’2' E2(z)
• •

• •

• •

ANe-*»‘ £*(z)

(9 .5)

We are interested in the coupled case, since we would expect the filaments in broad area 

lasers to be close together.

Coupled mode theory gives the relationship between adjacent modes as, 

dA_
dz

—  1C A pi{Pm~Pn+l)z I A p'iP™ P*-l)z (9 .6)

assuming that coupling is only significant between adjacent modes. Kmm+l represents the 

coupling between the m h and (m + 1)'* guides and is equal and opposite to the coupling 

between the mth and (m -  l)f/l guides. By using the differential of a product rule, it follows 

that the component Em(z) of the vector E(z) obeys the relationship,
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dz dz
= ~iPmAm(z)e-il!' z +

+ *  A - i e i,W

(9.7)

which now forms a set of coupled equations. In vector terms, Equation 9.7 is written as,

d E
dz

= CE (9.8)

where C is the matrix in Equation 9.8 and has the form,

C =

- i p , *1,2 0 0  • 0 0

K 2,l - i P 2 *2,3 0  • 0 0

0 *3,2 - i p 3 * 3 ,4  • 0 0

• • • •  • •  • •

• • • •  • •  • •

• • • •  • •  • •

0 0 0 0  • •  * N ,N —1 - i P n

(9.8)

The solutions to equation 9.7 are the propagating supermodes of the laser array, which are 

independent of z except for the phase factor expressed simply by,

E(z) = E(0)eiyz,

and differentiating with respect to z , results in Equation 9.10,

d E (Z)
dz

When rearranged and combined with Equation 9.8 this becomes,

(C -o d )E  = 0.

(9.9)

(9.10)

(9.11)

The solutions of Equation 9.11 are referred to as supermodes and represent the modes of 

the coupled array, not of the individual waveguides which we assumed previously to be 

single moded. I in Equation 9.11 is the N x N  identity matrix. Equation 9.11, is in effect
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a series of N  equations with N  unknowns which in general will result in N  eigenvalues 

( i y N) with N  corresponding eigenvectors, Ev.

The vth supermode thus consists of a unique linear superposition of the individual 

waveguide modes Em(x,y) with a fixed relative phase between any two of them. The total

field of the vth supermode is written as,

Fortunately, in the case where the waveguides are equally spaced and the waveguides are 

identical, there is a simple solution to Equation 9.12. From experimental observation this 

appears to be the case for broad area lasers, i.e. the filaments appear to be equally spaced. 

The solution for this special case gives,

for the field amplitude of each modal element (/)  in each supermode (v), and for the 

propagation constant,

The propagation constant has been left in the calculation for the sake of completeness, it 

will be used no further here.

The far-field pattern can be found in a similar way, by summing the component of the far- 

field from each individual emitter and then multiplying by a term which takes into account 

the coupling between emitters. The far-field pattern, E(0), of a single emitter is the

Fourier transform of the near-field5,

Ev(x ,y ,z) = Y ,E vmEm{x,y) e‘r-z (9.12)

where (9.13)

yv = ~/3 -  2 x-cos (9.14)

(9.15)
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where 6 is the observation angle, E(y) is the field pattern across the emitter in the same

plane as the observer, and D is the width of the near-field pattern. By superposition, the

far-field pattern is expressed as,

r ( 9 ) = f j E;EI( e ) (9.16)
/=!

where £ / is the amplitude of the field in the Ith guide (or emitter) in the Vth  supermode, and 

E^Q) is the far-field pattern of the Ith emitter.

For the case of identical emitters, the far-field intensity of any of the individual emitters is 

equal to that of one multiplied by a phase factor. Figure 9.1 shows the case for two 

adjacent emitters. The path difference of light coming from the emitter at point A 

compared to that a distance S away at point B as seen by an observer at point O is given by 

simple geometry,

Path Difference = (Ssin(0) + OC cos(5)) -  O C . (9.17)

If it is assumed that the observer is along way off, compared to the distance between the 

emitters (S), the 6 becomes very small and cos(5) —» 1. The path difference is now equal to 

Ssin(0).
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Figure 9.1. The path difference between two adjacent emitters at positions A and C is
approximately S sin(6), if 8 small.

The phase difference, which is what we actually interested in, is therefore if we

now have / emitters all spaced a distance S from each other the phase difference between 

the first element and the Ith is e 'k°lSsmd, since the distance between them is IS. In the case of 

identical emitters space at an equal distance, equation 9.16 becomes,

r { 6 )  = E .( 6 ) f l E?e*JS™w . (9.18)
1=0

The far-field intensity pattern is.

-175-



F v(0)|2 =|£<e,|2Gv(0) (9.19)

where Gv(0) is the grating function,

2
G ' ( d ) = J j E;e'V ik0lS s  in (0 )

The grating function corresponds to the radiation pattern of N point radiators spaced a 

distance S apart and with relative amplitude equal to the function EJ.

9.4.2 Theoretical Calculations

A MATLAB computer program was written to calculate the expected near- and far-field 

patterns of the oxide stripe laser. A print-out of the computer programme is included in 

Appendix B. In order to evaluate the integral for the Fourier transform, a simple algorithm 

was written to sum the area under the field distribution curve, i.e.

where F(y) is the field distribution in the y direction, Fn is the value of the field at the nth 

point across the profile, yn is the position of the 72th point across the profile. The smaller the 

step size the more accurate the evaluation of the integral is.

9.4.3 Theoretical Calculation Results

The first stage in the calculation if to find the mode profile in an individual emitter. In the 

case of the laser array it is unclear as to the exact nature of the filaments so it is difficult to 

model. A slab waveguide mode is therefore calculated to find an approximate mode profile 

based on experimental observation. The following parameters were set in the MATLAB 

m-file 'data.m', and used in the routine 'mdfnd.m1;

(9.20)

n 1=3.540

n2=3.545

d=2.0e-6 m
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lambda=1.55e-6 m

Here n l and n2 are the refractive indices in the cladding and core respectfully, d is the half 

width of the core and lambda the free space wavelength of the laser.

a
O
-d
u.c3
JD
ISou*CU
22
2

-le-5 -5e-6 0e+0 

Distance (m)

5e-6 le-5

Figure 9.2. Waveguide mode for the slab waveguide calculated by the MATLAB routine

'mdfnd.m'

'mdfnd.m' calculates all the supported modes for the parameters set in 'data.m'. For the 

above case only a single mode is found, with the output as shown in Figure 9.2. The 

method used to Find supported slab waveguide modes was discussed in Section 5.2.
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Figure 9.3 Far-Fieldpattern of the waveguide profile shown in Figure 9.2 calculated with
the MATLAB. routine 'ftnear.m'

In order to calculate the far-field patterns the Fourier Transform of a single guide's near- 

field must be calculated, as seen in Equation 9.20. In 'ftnear.m' the integral is carried out 

using trapezia to calculate the area under the curve. The far-field pattern has a similar 

overall shape to the near-field for a single stripe laser.

Sections 9.12a to 9.12d give outputs for some of the supermodes than can be supported in a 

ten element array.

9.4.3a Supermode v=10

The v=10 supermode is the highest order mode available for an N=10 element laser. It is 

also the mode in which we would expect the laser to oscillate.
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Figure 9.4 The near-field pattern of the v=10 supermode of a 10 channel array calculated
with the MATLAB routine 'arryfnd.m'.
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Figure 9.5 The near-field intensity pattern of the v=10 supermode of a 10 channel array 

calculated with the MATLAB routine 'arryfnd.m'.

Each filament in the array is operating 180° out of phase with its nearest neighbours, as is 

seen in the near-field profile of Figure 9.4. Figure 9.5 shows the corresponding near-field 

intensity profile. An interesting to point to note here is that, between each element in the
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near-field, the intensity profile reduces to zero, which is due to interference between 

adjacent elements.
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Figure 9.6 The far-field, intensity pattern of the v=10 supermode of a 10 channel array 
calculated with the MATLAB routine fgtheta.m. The dashed curve is a log 2 0  plot of the 

far-field intensity patter, the solid curve is the linear plot.

The far-field pattern is characterised by two prominent lobes at ±6.5°. Figure 9.6 shows 

the far-field intensity profile on both a linear (left hand side) and a log 10 (right hand side) 

scale. Although there are two major lobes, it can be seen from the log 10 plot that there is 

much finer detail to the pattern at low intensity levels..

9.4.3b Supermode v=9

The v=9 supermode has the near-field pattern as shown in Figure 9.7. Here the filaments 

are 180° out of phase with their neighbours, except for the centre of the pattern where they 

are in-phase. Coupling effects create a minimum in the centre of this pattern, as can be 

clearly seen from the near-field intensity profile shown in Figure 9.7.

The far-field intensity profile shown in Figure 9.8 shows two twin lobed profiles either side 

of the normal. Again with the log 10 scale more detail can be observed between the central
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lobes and at a wider observation angle from the main lobes. Also, as with the v=10 case, 

there is very little light emitted on axis.
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Figure 9.7 The near-field pattern of the v=9 supermode of a 10 channel array calculated
with the MATLAB routine 'arryfnd.m.

-181-



-2e-5 Oe+O 2e-5 4e-5 6e-5 8e-5

Distance (m)

Figure 9.8 The near-field intensity pattern of the v=9 supermode of a 10 channel array 
calculated with the MATLAB routine 'arryfnd.m'.
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Figure 9.9 The far-field intensity pattern of the v=9 supermode of a 10 channel array 

calculated with the MATLAB routine fgtheta.m. The dashed cun’e is a logjo plot of the 
far-field intensity patter, the solid curve is the linear plot.
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9.4.3c Supermode v=l

The near-field pattern for the first order supermode (v=l) is shown in Figure 9.10, here all 

the elements are now in phase with each other. The intensity profile of the near-field looks 

very similar to that in Figure 9.5 for the v=10 supermode. There is one clear difference 

however: the intensity in the v=l case between the peaks in the near-field does not drop to 

zero. This is because there is now constructive interference between the filaments instead 

of destructive interference.
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Figure 9.10 The near-field pattern of the v= l supermode of a 10 channel array calculated
with the MATLAB routine 'arryfnd.m.
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Figure 9.11 The near-field intensity pattern of the v= l supermode of a 10 channel array 
calculated with the MATLAB routine 'arryfnd.m.

The far-field profile, shown in Figure 9.12, shows a very important difference to all other 

modes. In this case there is a peak directly on axis, with greatly reduced side lobes. The 

consequence of this is that virtually all the power emitted from the device is on-axis and 

therefore more easily coupled into an optical fibre or other photonic device. This is the 

supermode that we are looking for in the devices fabricated in this thesis.
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Figure 9.12 The far-field intensity pattern of the v = l supermode of a 10 channel array 

calculated with the MATLAB routine fgtheta.m. The dashed curve is a logjo plot o f the 
far-field intensity patter, the solid curve is the linear plot.

Figure 9.13 show a close up of the important v= l case, this is used to estimate the FWHM 

of the supermode, in this case it is approximately 1.5°
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Figure 9.13. A close up of the v= l, N= 10 far-field pattern used to estimate the mode lobe
FWHM (-1.5°).

9.4.3c Supermode v=2

To show how easily the on-axis lobe is lost, the next supermode to the above is shown. 

Here the v=2 supermode shows a clear zero in the far-field of Figure 8.16. The near-field 

in this case also has a zero in the centre as shown in Figures 9.14 and 9.15. This mode, as 

well as all subsequent modes, is undesirable.
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Figure 9.14 The near-field pattern of the v=2 supermode of a 10 channel array calculated
with the MATLAB routine 'arryfndm'.
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Figure 9.15 The near-field intensity pattern of the v=2 supermode o f a 10 channel array 
calculated with the MATLAB routine 'arryfnd.m".
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Figure 9.16 A close up of the v-2 , N= 10 far-field pattern used to estimate the mode lobe
FWHM (-1.5°).

9.4.4 Summary

From the above calculations it is clear that only one supermode exists in any laser array that 

has a single lobe on-axis, that is the fundamental, or v=l supermode. As the order of the 

mode increases to v=N, the lobes become more separated as the phase of the filaments 

changes. The highest order mode has filaments which are 180° out of phase with its 

nearest neighbours.

The above profiles and the associated MATLAB programme are be used to identify 

equivalent slab waveguides for filamented laser arrays in the following sections. Filaments 

from broad stripe lasers have been observed to be stable in time, and are parallel with each 

other along the length of the laser, filaments will therefore act as if they were a gain or 

index guided laser array. The above model of a laser array can be used to describe the far- 

ficlds observed experimentally.
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9.5 M easuring the Near-Field Pattern

The near-field pattern was recorded by collimating the beam at the laser facet with a 'x50' 

objective and monitoring the output with a Hamamatsu Vidicon. The sam ple was mounted 

in a gold plated clip and powered by the same technique used in Section 7.2. The output of 

the ca m e ra  (C C IR  format) was fed into a Neotech fram e grabbing  board  inside the 

M acintosh computer. This enabled picture to be recorded and enable image processing to 

be carried out. A simple LabVIEW  programme was written to enable the intensity profile 

in the near-fie ld  pattern to be recorded. Three dimensional and two dimensional profiles of 

the image were also recorded via the same LabVIEW  programme.

Laser on heat sink with 
pulsed pow er supply Sample in Au Plated M ount

Hamanatsu Vidicon

-v.-.v.-.viv.-: r:a .v.v.-

C am era  Control Unit

Com puter Controler with 
Neotech frame grabbing board

Figure 9.17. A pparatus used  to m easure the n ea r-fie ld  pa tterns o f  the lasers using a 

H am am atsu Cam era and an objective lens. Pictures o f  the fa c e t  are loaded  directly into

the com puter fo r  f i s e  at a later stage.

9.6 M easu rin g  the F ar-F ield  Pattern

Two methods were employed to measure the far-field pattern:

1. The sample is placed onto a rotary stage and the field intensity monitored from a 

fixed point as the stage is rotated - this is referred to as the 'Rotary Stage Method'
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in Section 9.6.1 and subsequent sections. This method is time consuming but, 

since the field is always measured at the same distance from the facet, a good 

representation of the far-field should be obtained. The disadvantages of this 

method are that it is slow and only one slice of the far-field pattern is measured at 

a time (although with an array of detectors this could be changed).

2. A camera is used to monitor the output of the laser. This method is very quick 

and provides a clear picture of the field distribution and the uniformity of any 

stripes.

9.6.1 Rotary Stage Method

The laser sample is mounted in a similar fashion to that described in Section 7.3.1 for the 

measurement of the IVL laser characteristics. In this case, however, the laser, mounted 

onto the heatsink, is secured on top of a rotary stage. The heatsink is put onto the rotary 

stage in such a position that the facet of the laser under test is in the centre of the rotary 

stage as indicated in Figure 9.18. The rotary stage is rotated by using a stepper motor 

controlled by a Macintosh computer via a Digiplan IEEE controller.
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Sample in Au Plated Mount

Figure 9.18 E xperim ental apparatus used to measure fa r- fie ld  patterns. The apparatus  

incorporates a rotary' stage to enable the intensity o f  light em itted  fro m  the laser fa c e t  to be 

m easured at d ifferent angles to the fa c e t whilst m aintaining a constant distance fro m  the

facet.

A LabVIEW  program m e was written to enable different m easuring conditions to be used, 

and to enable data to be saved in a spreadsheet form at for future retrieval. Via the 

programme, the time interval between measurements could be altered, as well as the step 

between measurements, and the total angle for measurements. Several safety features were 

also built-in including a power down facility in the case of the door to the laboratory being
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opened (the programme also controlled the power supply to the laser), and a halt if the 

rotary stage was asked to rotate more than 180° in either direction.

The laser must be centred properly before a measurement is taken, to ensure that the 0° 

point is always perpendicular to the laser facet. To centre the laser a HeNe laser is 

reflected off of the laser under test, as shown in Figure 9.18. The rotary stage is then 

moved using a stepper button on the front panel of the Lab VIEW programme, and once the 

reflected lasers spot is lined up with the incident beam the facet is perpendicular to the 

beam, the ZERO button is then pressed on the Lab VIEW front panel. This now forms the 

0° reference point. A slit is inserted into the beam and a reverse biased Ge detector is 

placed in behind the slit. Once the step conditions (including required input power to the 

laser) are set on the front panel the experiment is ready to run.

As a modification to the original experimental apparatus a box-car averager was used to 

measure the output from the Ge detector, and to monitor the power supply to the laser. The 

box-car averager enabled very fast averaging of the output pulses from the detector, giving 

a much smoother and more accurate far-field pattern An external 50/25 dB amplifier was 

also used to amplify the signal before it entered the averager.

9.6.2 Camera Method

The far-field pattern can also be measured by the same procedure as that described in 

Section 9.2 to measure the near-field. The main difference being that the objective lens is 

not used. Results obtained by this method are valuable only to obtain a quick picture of the 

far-field, they should not be used for analytical purposes for two reasons:

1. The camera is non-linear - the resulting picture will be exaggerated in areas of 

low light intensity.

2. The field front of the far-field pattern is circular, but the camera has a flat 

detecting area: as a result of this the far-field pattern will appear distorted.
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9.7 Results

The following section contains a mixture of graphs and pictures of near- and far-field 

patterns. The devices are 75 [im oxide stripe lasers operating around 1.55 (im with and 

without extended cavities that were fabricated as described in Chapter 8. All devices have 

an active cavity of 800 jim unless otherwise stated.

The aim of the measurements, as stated in the introduction to this Chapter, is to establish 

whether or not the addition of an extended cavity onto an oxide stripe laser will improve its 

far-field characteristics. If the far-field can be improved to produce a single on-axis lobe, 

this could have important implications in the fabrication of cheap, but high powered 

semiconductor lasers operating around 1.55 Jim.

9.7.1 No Extended Cavity

12 T

10 - -

2 A

1.6 A
£
S

4 --

-30 -20 -10 0 10 20 30

Angle (°)

Figure 9.19a. Far-Field Pattern measured by the 'Rotary Stage' method.
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Figures 9.19a to d are taken from an oxide stripe laser with a threshold current of  0.8 A. 

Figure 9.19a show s the far-field pattern m easured using the rotary stage technique, as 

discussed above. The main feature of the far-field  pattern is a minimum in the centre, with 

lobes contained within a 30° arc. Referring to the theoretical calculations in Section 9.4.3, 

this far-field profile can be explained in terms of a ten stripe laser array (N=10). The o n -  

axis zero in the far-field profile indicates that the laser is not operating in the fundamental 

m ode where all the filaments are in phase. The device is operating with adjacent filaments 

out o f  phase with each other, as characterised by a higher order superm ode. Figure 9.19b 

shows a three dimensional picture of the far field as recorded with the cam era, the central 

zero on -ax is  can clearly be seen in this pictures, and a good feel of the shape of the f a r -  

field can be gained from this type of image.

Figure 9.19b. 3D image o f  the fa r- fie ld  pattern o f  an 75 pan oxide stripe laser, operating

at 2 A.

The near-field pattern as shown in the Vidicon output of Figures 9.19c and d resembles the 

v= 1 0  supermode. i.e. a maximum in the centre of the profile with clear definition between 

the spots, increasing the theoretical separation of the guides to around 15 qm  would
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produce a far-field intensity pattern that matches the experimentally  recorded results more 

closely for the v=l supermode, predicting the side lobes seen experimentally.

300 -

0

Figure

Figure 9A9d. N ear-field  pattern  o f  a 75 p m  oxide stripe laser at 2 A.

Figures 9.20a and 9.20b show a set of near and far-field patterns for another oxide stripe 

device operating at twice threshold (1.69 A). The near-field pattern (Figure 9.20a) for this 

device is particularly clear, and closely resembles the v=10 supermode; since the filaments

0 100 200 300 400 500

Pixels

9.19c. N ea r-fie ld  pattern  m easured  by taking intensity’ pro file  across Vidicon 

image. 400 p ixe ls represents approxim ately 75 pm.
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are operating out of phase in the v=10 case, the spots  becom e w ell defined  due to 

interference between adjacent filaments. Side lobes are easily observed using the camera 

but are greater than theoretical calculations predict. The enlarged side lobes could be due 

to the n o n -u n ifo rm  nature o f  the near-fie ld  in tens ity  profile  w h ich  results  from 

imperfections in the laser facet and the weak forces that create the f ilam ents in the first 

place. An array of index guided lasers would have m ore strongly defined filaments which 

would lead to results closer to theory.

Figure 9.20a N ear-field  pattern  o f  a 75 jam oxide stripe laser.

Figure 9.20b Vidicon picture o f  the fa r-fie ld  pattern  fo r  a device with a 800 p m  active

cavity.

9.7.2 O xide Stripes with E xten d ed  C avity

The results in Figures 9.21 to 9.23 are very s im ilar to those predicted  by theoretical 

calculations for the first supermode, where all of the filaments are operating in-phase. The 

near-field  pattern in Figure 9.21a shows the filaments clearly, with an underlying field 

intensity as shown theoretically in Figure 9.11. The far-field  pattern in Figure 9.21b shows 

a central lobe at low injection currents, at higher injection currents two side lobes appear . 

The proportions are not the same as those pred ic ted  in Section 9.4 .3c, how ever the
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approximations made in the calculations may explain the discrepancy. No other supermode 

has a peak on axis.

The central lobe is seen to be w ider  than that predicted; 2° F W H M  experim entally  

com pared to 1.5° for the theoretical calculation. Even taking the approxim ations into 

account a broader than theoretically expected central lobe has been observed previously6, in 

this reference the observed central lobe was twice as broad as that calculated.

Figure 9.21a. N ea r-fie ld  pattern o f  the laser in Figure 9.23 operating at 2.3 times the

threshold  current.

.00
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/ \
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Figure 9.21b. Far-field  intensity' pattern o f  a laser containing a 800 pm  active and a 

1000 pm  passive waveguide operating at 2.3 and 3 times the threshold  current.
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The threshold current for the device, whose characteristics are as shown in Figures 9.21 

was 0.74 A. The curves shown in Figure 9.21 are therefore at 2.3 and 3 times the threshold 

current. The near-field image in Figure 9.21a was taken with a drive current of 1.75 A. 

The active cavity was 800 fim long with and extended cavity of 1000 |im.

In the following sample, Figure 9.22a to 9.22e the near-field is almost uniform and the far- 

field contains a strong on-axis peak in a manner similar to the theoretical calculations for 

the first order supermode. The active cavity length was 800 p.m long and the passive cavity 

is 1000 pm and the laser had a threshold current of 0.8 A. The three dimensional image of 

the far-field shows a strong on-axis peak with side lobes very much reduced, the operating 

current was 2.1 A for this image (2.6 time threshold).
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Figure 9.22a. Far-field pattern of the device with a drive current o f'2.1 A.
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Figure 9.22b. Far-field pattern o f the device with a drive current o f  2.1 A

Figure 9.22c. F ar-fie ld  pattern o f  the device with a drive current o f  2.1 A
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Figure 9.22d. N ea r-fie ld  pattern o f  the device in Figure 9.22 with a drive current o f  2.1 A.

Figure 9.22e. N ea r-fie ld  pattern  o f  the device with a drive current o f  2.1 A.

The samples with outputs indicated in Figures 9.23a and b are taken from an oxide stripe 

extended cavity laser operating at three times threshold, 2.1 A. The near-field pattern is 

almost uniform, indicating first order mode behaviour, this is backed up by the far-field
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pattern having a strong central lobe, on -ax is .  This  device has a sm aller  active region 

(500 (im) than the devices reported above and has an extended cavity of 400 pim.

Figure 9.23a. N ear-fie ld  o f  oxide stripe extended  cavity laser at 2.3 A.

Figure 9.23b. F a r-fie ld  pattern o f  an exiended cavity oxide stripe laser with a drive current
o f  2.3 A.

9.8 C onclusions

The work carried out in this Chapter shows that, by the addition of an extended cavity, the 

far-field pattern of InGaAsP/InG aAs multiple quantum  well lasers can be significantly
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improved. It shows that the impurity induced disordering technique described in Chapter 6 

can be employed to produce a device with improved far-field characteristics.

Whilst the experimental results do not agree perfectly with the measured field patterns, they 

do indicate that the different patterns observed are as a result of supermodes forming within 

the array of filaments in the oxide stripe lasers. With the addition of the extended cavity, 

the laser is forced to operate in the fundamental supermode, i.e. all the filaments are in 

phase, the result being a strong on-axis beam that can be easily coupled into a fibre, or 

controlled with relatively simple optics.

The power output of the oxide stripe lasers with or without the extended cavity is not very 

high. A peak value of 11 mW was measured for a normal oxide stripe device operating at 

2 A, with an ox-axis power of less than 8 mW, as measured using the rotary stage 

technique. The best extended cavity device, operating at 2.1 A has a power of 14 mW on- 

axis with a FWHM of around 2.5°. Most oxide stripe extended cavity device were only 

producing around 8 mW on axis at around 2 A injection current. Antiguide arrays are 

currently being investigated that can produce 200 - 300 mW of power in a lobe of less than 

2° on axis.

Further work will be required on these devices to refine the process and to optimise the 

cavity lengths for optimum mode control, whilst reducing the threshold current of the 

devices, and increasing the output power. A structure containing more quantum wells may, 

for instance, produce an extended cavity with lower losses. On the other hand, the thermal 

processing required may cause the active layers to diffuse an unacceptable amount, 

changing drastically the operating wavelength of the device. The work presented here is, 

however, important in showing that it is possible to use the fluorine IID process to produce 

integrated passive cavities without having to go through expensive, and low yield regrowth 

steps.
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Chapter 10 

Summary and Conclusions

The initial objectives of this thesis have been accomplished;

1. Fluorine, implanted at a concentration of 1018 cm-3 and followed by a 30 s anneal 

at 700°C, has been shown to intermix InGaAs/InGaAsP quantum well structures by 

40 meV. Disordering occurs selectively, unimplanted areas retaining the quantum 

well structure of the as-grown material.

The thermal stability problems observed when annealing in conventional furnace 

have to a large degree been solved by thermally processing in an RTA. Potentially, 

shifts of over 100 meV can be expected for anneals at temperatures over 750°C in 

the RTA, however these shifts cannot be achieved selectively due to the thermal 

instability of the InGaAs/InGaAsP quantum wells.

2. Losses down to 0.57 dB cm-1 were measured by the Fabry-Perot technique for 

samples without a doped upper cladding region. By comparing the results of 

bandgap shifted waveguides with and without the fluorine implant, it was found 

that the fluorine implant does not add to the absorption loss of the waveguides. If 

fluorine existed as an ion at room temperature, a greater loss figure would be 

expected due to free carrier absorption.

3. As a demonstration device, an oxide stripe extended cavity laser was fabricated, the 

extended cavity formed using fluorine IID. The device was used to measure the 

loss of the passive waveguide sections. The losses were measured to be of the 

order of 8 dB cm-1 for a device annealed at 700°C for 30 seconds in the RTA.

The extended cavity lasers were shown to improve the far-field characteristics of 

the 75 pm oxide stripe device. A main central lobe, having a power of 

approximately 14 mW with a FWHM of 2°, was observed from the extended
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device, compared a multi-lobed output spread over 30° with a minima on-axis 

from a conventional device.

The disordering process is very complicated, and is was not the intention of this thesis to 

model it. Evidence has come to light however that is worth noting;

1. Unlike GaAs/AlGaAs structures, InGaAs/InGaAsP QWs are not disordered 

using silica caps. Silica capping has been found to be useful since it helps to 

maintain good surface morphology during the annealing process, and will also 

protect the surface from accidental damage during manipulation.

2. Very short anneals with silicon nitride caps can be used to intermix 

InGaAs/InGaAsP QWs. Optimum conditions, for selective disordering, have 

been found to be 750°C for 5 seconds.

3. For low temperature anneals, and for short times, it is possible to produce a red 

shift in the QW bandgap. This can be explain by preferential group III 

disordering which causes a lowering of the well layer's bandgap, but will 

introduce strain into the wells. Conditions under which this has been observed 

are for thermal anneals at 650°C between 10 and 90 seconds where red shifts of 

up to 20 meV have been observed. The red shift is more pronounced the 

thinner the wells in a QW structure. The same effect is also observed with 

boron implants, annealed between 550°C and 750°C for 30 minutes in the 

conventional anneal furnace and for between 20 and 50 seconds at 700°C in the 

RTA.

4. Disordering is due to the combined effects of implantation damage as well as 

enhanced intermixing rates due to the change in Fermi level associated with a 

charged impurity.

5. Rapid thermal processing has been found to be the preferred thermal processing 

technique. This is because fluorine has a high diffusion coefficient in the QW
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structure: F IID  only occurs for a few seconds before the fluorine concentration 

falls below that required for intermixing. In a conventional annealing furnace 

after an initial disordering due to fluorine, thermal intermixing becomes the 

main disordering process.

Also, silicon nitride has been used to produce wavelength modified lasers by intermixing 

the QW structure. A 56 nm shift in lasing wavelength was observed after a 5 second 

anneal at 750°C with a 1000 A coating of silicon nitride. The good lasing characteristics 

of the devices produced indicate that the electrical properties of the bandgap shifted 

sections remain intact. Silica capping was shown to be useful for maintaining good 

surface morphology in areas that were exposed to the N2 atmosphere during annealing. 

Strontium fluoride was shown to have little effect on the intermixing process.

Diffusion coefficients of the fluorine IID process have been modelled by comparing the 

observed bandgap shift with a theoretical shift calculated by assuming that diffusion in the 

quantum well region follows Fick's laws, and the shape of the partially intermixed 

quantum well is that of the error function. Using this technique it has been estimated that 

for fluorine implanted samples, the diffusion coefficient is around 1015 cm2 s '1, compared 

to the thermal diffusion coefficient of between 1016cm2 s_1 and 1017cm2 s_1. The 

diffusion coefficients of both intermixing processes decay with increased anneal time, for 

constant anneal tem perature-this indicates that the actual diffusion coefficients are 

concentration dependent and do not therefore follow Fick's simple laws of diffusion. 

Further, the Arrhenius plot of the diffusion coefficients show that whereas the F IID 

process is relatively linear, the thermal process appears to have two activation energies.

It would be of use in the future to investigate, in greater detail, the disordering processes 

which have been observed here. Techniques such as SIMS, X-ray diffraction, and Auger 

analysis can be employed to determine the interdiffusion species under different annealing 

conditions, and to assess quantitatively the degree of strain that is built up in a sample after 

red shifts have been observed.
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Further, the oxide extended cavity lasers should be investigated in more detail to determine 

whether larger powers will be possible from this type of device. It may be necessary to use 

an array of single moded waveguides, with a disordered section at one end, to make the 

process more efficient and reproducible. The single moded waveguides should be designed 

so that the resulting near-field has the same spot separation and mode width as the 

filaments observed in the oxide stripe deices.

To conclude, a potentially useful process has been developed for use in the integration of 

InGaAs/InGaAsP optoelectronic devices operating in the 1.55 fim regime.

-208-



Appendix A

Wafer Structures

The following wafer structures were used in the w ork in this thesis. Figure A. 1 shows the 

general structure with the layers that make-up the waveguides.

A1.1.1.1.1.1.1!1.1.1.1.'

InP protective cap 

p-type InGas contact

P-type InP upper cladding

Quantum Well region

4 InGaAs Quantum Wells 
in an InGaAsP waveguide

n-type InP lower c ladd ing___

n+-type InP sustrate

Figure A .l  Typical waveguide structures used fo r  F  IID tests and  the fabrica tion  o f

devices.

The following table indicates the exact structures of the wafers used. The substrates were
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doped with selenium with a concentration of 1018 cm -3. The wafers were grown at BNR 

Europe Ltd1.

Wafer

Ref .

Upper Contact Upper

Cladding

Quantum Well 

R egion

L ow er

C ladding

Laser

Strct

Y /N

E 288 0 . 2 1  pm  

Ino.5 3 Gao.4 7 As

1.5 pm InP 4x100 A

Ino.5 3 Gao.4 7 As wells

0.26 pm GalnAsP 

waveguide.

1.0 pm InP Y

E242 not present 1.1 pm InP 

(undoped)

4x100  A

Ino.5 3 Gao.4 7 As wells 

0.28 pm InGaAsP

1.0 pm InP N

E269 not present 1.2 pm InP 

(undoped)

4x100  A

Ino.5 3 Gao.4 7 As wells 

0.29 pm InGaAsP

1.0 pm InP N

E791 0 . 1  pm

Ino.5 3 Gao.4 7 As + 

300 A

Ino.79Gao.2iAso.45

Po.55

1.5 pm InP 5x90  A
Ino.5 3 Gao.4 7 As wells

180 A

Ino.79Gao.2iAso.45P
O.55 barriers

In 0.2 pm 

Ino.79Gao.2iAso.45P

0.55

1.0 pm InP Y
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E795 0 . 1  pm

Ino.5 3 Gao.4 7 As + 

300 A

Ino.79Gao.2iAso.45

P0.55

1.5 pm InP 5x30 A 

Ino.3 9 Gao.6 iAs

170 A

Ino.75Gao.25Aso.54P 
0.46 barriers

In 0.2 pm 

Ino.75Gao.25Aso.54P

0.46

1 % compressive 

strain in the wells.

1.0 pm InP Y

E799 0 . 1  pm

Ino.5 3 Gao.4 7 As + 

300 A

Ino.79Gao.2iAso.45

P0.55

1.5 pm InP 5x30 A
Ino.5 3 Gao.4 7 As wells

180 A

Ino.79Gao.2iAso.45P 
O.55 barriers

In 0.2 pm  

Ino.79Gao.2iAso.45P

0.55

1.0 pm InP Y

A2262 not present 1 pm InP 4x100 A

Ino.5 3Gao.4 7 As wells

120 A

Ino.8lGao.19Aso.37P
0.63 barriers

In 0.2 pm 

Ino.8iGao.19Aso.37P

0.63

1.0 pm InP N
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A2409 not present 1 pm InP 4x100 A 1.0 pm InP N

Ino.53Gao.47As wells

120 A

Ino.8iGao.19Aso.37P

0.63 barriers

In 0.2 pm

Ino.8lGao.19Aso.37P

0.63

Figure A. 1 Table containing the detailed structures of the wafers used in the thesis.

JBNR Europe Ltd., London Road, Harlow, Essex CM17 9NA.
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Appendix B

Computer Programme to Calculate the Near and 
Far-Field Patterns

The following listings are for a Matlab 4.001 computer programme for Windows. The 

series of routines calculates the field profile in a slab waveguide, and then goes on to 

calculate the near-field intensity and far-field intensity profiles.

Data for the programmes, i.e. the refractive indices, dimensions, wavelength etc are entered 

in data.m. The data in data.m file is accessible to all the other programmes. Figure B .l 

shows the relationship between the following routines. All the routines are run 

independently except data.m which does not need to be executed independently.

arryfnd.m

mdfnd.m

data.m

fgtheta.m

ftnear.m

Figure B.L Diagram to explain the sequence of Matlab routine to run in order to produce
the graphs in Chapter 8.
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The following sections contain the listing of the above mentioned routines, together with a 

summary of the routines.

B.1.1 data.m

%This file contains all of the variables required to calculate 

%the near and far field patterns of an array of identical 

% w avegu id es .

%
% n1 = cladding refractive index  

% n2 = core refractive index

% d = half core thickness

% lambda = wavelength of light generated

% S tep s  = number of s tep s

%

%For u se  with;

% mdfnd.m Finds the m od es  in a slab w aveguide.

% arryfnd.m Finds the near field patter of the slab w aveguide

% defined in mdfnd.m

% NOTE: mdfnd MUST BE EXECUTED FIRST!

%
n1 =3.540; n2=3.545; d=2.0e-6; lam bda=1.55e-6;  

steps=100;

fundmode = 1; 

num guides = 10; 
sp a ce  = 7 .5e-6;  

superm ode =2;

%'angle1 is halh the angle over which the far field pattern is calculated, angle  

= 40;

%'numpoints1 is the number of points cacluated in the near 

%field pattern, 

numpoints = 100; 

anglinc = 500;
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k=2*pi/lambda; 

deg2rad = pi/180; 

s a v e  data

B.2 mdfnd.m

%Find the modes of a symetric slab waveguide 

% with the following parameters,

%

% n l = cladding refractive index 

% n2 = core refractive index 

% d = half core thickness 
% lambda = wavelength of light generated 

% Steps = number of steps 

%

%The resultant curves are saved as the file modes.mat.
%routine data.m sets up the current waveguide parameters data

load data 
global R
R=sqrt((n2A2 -n lA2)*(2*pi/lambda)A2*dA2);

hd = linspace(0,R,steps);
pdl = sqrt(RA2-hd.A2);
pd2 = hd.*tan(hd);
pd3 = -hd.*cot(hd);
pd2 = clip(pd2,0,R);

pd3 = clip(pd3,0,R);
elf
subplot(221 ),plot(hd,pd 1 ,hd,pd2,hd,pd3)

xlabel('hd')

ylabel('pd')
hda=pi/4:pi/2:R+pi/4;

%'m' is the number of modes supported in the waveguide 

m=length(hda)

%The follwing two FOR loops calculate the propogation constants
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%and mode profiles for all of the proogating modes.
%EVEN modes 

for i=l:2:m 

hdroot(i)=fzero('pdeven',hda(i)); 

h=hdroot(i)/d;

p=(hdroot(i)*tan(hdroot(i)))/d; 

x = linspace(-4*d,4*d,steps); 
e = cos(h.*x).*[abs(x)<=d]+cos(h*d)*exp(-p.*(abs(x)-d)).*[abs(x)>d]; 

emat(i,:) = e;

subplot(2,2,4),plot(x,e) 

xlabel('y'); ylabel('E(y)- Even Modes'); 
hold on 

end

%ODD modes 
fori=2:2:m

hdroot(i)=fzero('pdodd’,hda(i)); h=hdroot(i)/d; p=(hdroot(i)*(cot(hdroot(i))))/d; 

x = linspace(-4*d,4*d, steps); 
e = sin(h.*x).*[abs(x)<=d]+... sin(h*d)*(exp(-p.*(x-d)).*[x>d]-exp(p.*(x+d)).*[x<(- 

d)]); 
emat(i,:) = e; 
subplot(223),plot(x,e) 

xlabel('y'); ylabel('E(y)- Odd Modes'); 
hold on 
end

%The ASCII file 'modes.dat' contains all the field profiles %propogarting in the slab 
waveguide.

profile = emat(fundmode,:)'; 
dist = x';

save modes.dat 'profile' profile 'dist' dist /ascii; save modes.mat emat x R; 

% subplo t(l,l,l)

B.2.2 clip.m

function y = clip( x, lo, hi)
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%clip.m

%function to 'clip' a curve between limits, 'lo' is the lower limit, 'hi' the upper 

%limit

y = (x.*[x<=hi]) + (hi.*[x>hi]); 

y = (y.*[x>=lo]) + (lo.*[x<lo]);

B.2.3 pdeven.m

%Function to find the even modes in 'mdfnd.m' 
function y = pdeven(hd)

global R

y = sqrt(RA2-hd.A2)-hd.*tan(hd);

B.2.4 pdodd.m

%Function to find the odd modes in 'mdfnd.m' 
function y = pdodd(hd)

global R
y = sqrt(RA2-hd.A2)+hd.*cot(hd);

B.3.1 arryfnd.m

%Sets an array of waveguides with mode profile read in from 
%'modes.mat', and calculated using 'mdfnd.m'

% numguides = number of waveguides / filaments

% fundmode = fundametal waveguide mode (mode number in
% single guide)
% space = guide separation
data

load data 

load modes 
esum=[]

E=emat(fundmode,:);
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maxx = x(length(x))+(numguides-l)*space; 

minx = x(l);

xarray = linspace(minx, maxx, numpoints); 

for i= l:numpoints 

esum(i)=0; 

forl=  1 mum guides

multiplier = sin((l*pi*supermode)/(numguides-i-l)); xi = xarray(i)-(l-l)*space; 

xi = clip(xi, x(l), x(length(x)));

Ei=spline(x,E,xi) *multiplier; 

esum(i) = esum(i)+Ei;

end

end

length(xarray)
length(esum)

subplot(121)
xlabel('y/metres');ylabel('E(y)')
plot(xarray,esum)
subplot(122)
xlabel('y/metres');ylabel('E(y)')
intensum = real(esum).A2 + imag(esum).A2;

plot(xarray, intensum)
dist = xarray';
prof = esum';
intenprof = intensum';
save nrfield xarray esum;

save nrfield.dat dist prof intenprof /ascii;

B.4.1 fgtheta.m

% A routine to calculate the grating function for the laser array described in data.m 

%and to finally calculate the far-fielf pattern by multiplying the grating function 
%by the far-field of a single emitter.

subplot( 1,1,1); 
data
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load data; 

supermode 
expand=l; 

supermode

clear gprof kss thetadeg theta ittheta
thetadeg = linspace(-angle,angle,expand*anglinc);

theta = thetadeg. *deg2rad;

gprof=[];

for l=l:(num guides) elv=sin(l*pi*supermode/(numguides+l));
for i=l:length(theta) 

thetai=theta(i); 

kss(i)=k*space*sin(thetai); 

ittheta(i)=elv*exp(sqrt(-1 )*l*kss(i)); 

end

gprof=ittheta+gprof; 
end

gprof= real(gprof)-A2 + imag(gprof).A2; 
for i=l:length(ffprof) 

ffpatem(i)=ffprof(i)*gprof(i*expand); 
end
subplot(211)

plot( thetadeg,gproQ
length(fthetadeg)
length(ffpatem)
subplot(212)

semilogy(fthetadeg,ffpatem) 

save ff.dat thetadeg ffpatem /ascii

lrThe Math works, Inc.
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