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ABSTRACT

Thermodynamic aspects of the molecular recognition between the antibiotics vancomycin
and ristocetin in the absence and presence of bacterial cell wall analogue peptides over a
range of conditions has been investigated. Microcalorimetry has been used to study the
recognition processes directly by measuring the association/dimerisation constants and

enthalpy changes.

Vancomycin has been shown to combine with various peptides, such as N-acetyl-D-Ala,
N-acetyl-D-Ala-D-Ala, N-fumaryl-D-Ala and N,,N.-diacetyl-Lys-D-Ala-D-Ala, but most
strongly with Ny, N-diacetyl-Lys-D-Ala-D-Ala, the amino acid sequence most closely
resembling its natural substrate. Dimerisation of antibiotic in the presence of this ligand
was significantly increased from dimerisation in the absence of ligand. This enhancement
of vancomycin dimerisation in the presence of ligand is in contrast to ristocetin.
Ristocetin dimerisation in the absence and presence or the ceil wail analogues, N-acetyi-
D-Ala and N,,Nc-diacetyl-Lys-D-Ala-D-Ala was similarly studied, but in this case,

dimerisation was weakest in the presence of N,,N¢-diacetyl-Lys-D-Ala-D-Ala.

Kinetics were used in an attempt to study the vancomycin dimerisation process in the
presence of the strongly binding Ng,N.-diacetyl-Lys-D-Ala-D-Ala in more detail and a

scheme is proposed for the direct dissociation of such dimers in solution.

The precipitation of vancomycin/N-acetyl-D-Ala-D-Ala solutions at the concentrations
required for calorimetric dilution measurements allowed successful crystallisation of the
complex, which permitted the use of X-ray crystallography to investigate the structure of
the complex. However, this remains unresolved due to an uncharacteristically large unit
cell for a small molecule, the high symmetry space group and the lack of a suitable model

for molecular replacement techniques.
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Chapter 1:

Introduction

1.1  Molecular recognition

The fundamental basis for molecular recognition is the interaction of two or more
complementary units facilitated by a variety of intra/intermolecular forces. Molecular
recognition is of central importance in biological systems as it is responsible for such vital
processes as DNA replication, antibody binding to antigen, enzymatic activity and
hormonal regulation, to name but a few. Molecular recognition is so finely tuned that
molecules are able to differentiate between targets that differ in as little as one functional
group, with such specificity ensuring interaction with the correct receptor. Of primary
importance is the responsibility molecular recogmition has for ensuring proteins assume
the correct conformation for their desired function. Without such recognition, the many
fiinctional nroteins required by biological svstems would incorrectlv fold and therefore be
unable to initiate the necessary response. Molecular recognition in the structural
determination of proteins requires a balance between the various intramolecular non-
covalent interactions e.g. electrostatic interactions, hydrogen bonding, van der Waals
forces and hydrophobic bonding. Electrostatic interactions can occur between positively
and negatively charged amino acid side chain groups. For example, if an amino group of
a lysine side chain is located close to a carboxyl group of a glutamic acid residue, since at
neutral pH one group will be positively charged and the other negatively charged, there
will be an electrostatic force between them. Such interactions are sometimes called salt
bridges, which can be broken if the protein is taken to a pH value high or low enough
that either partner loses its charge. This loss of salt bridges is a partial explanation for
the acid or base denaturation of proteins. The mutual repulsion between the numerous
similarly charged groups that are present in acidic or basic solutions contributes further
to the instability of the folded structure under these conditions. Many of the amino acid

side chains within a protein carry groups which are good hydrogen bond donors or



acceptors allowing the formation of internal hydrogen bonds which contribute to the
overall stability of the protein structure. Also, the weak interactions between uncharged
molecular groups can also make significant contributions to protein stability. As space
filling models of proteins indicate, the interior is tightly packed, allowing maximum
contact between side chain atoms. The other factor which makes a contribution to the
stability of proteins is the hydrophobic effect. If a protein contains a large number of
amino acid residues with hydrophobic side chains, when the polypeptide chain is in the
unfolded form, these side chains will be exposed to the surrounding water which will
form ordered structures around them. But when the chain folds into its tertiary
structure, these hydrophobic side chains become buried within the protein molecule and
the water molecules are released to join the surrounding solvent, increasing the
randomness of the system and therefore its entropy. However, the entropy of the
molecule itself is reduced upon folding since it assumes a more stable conformation.
Although these forces are weaker than covalent bonds, they hiave a major advantage in
that they can be readily broken and reformed under physiological conditions. This is a
requirement in all hiclogical systems for adaptation to a changing envirnnment.  For
example, the importance of molecular recognition in protein conformation can be
demonstrated by experiments in which the native structure of a protein is destroyed by
changing the environmental conditions such as temperature or pH, which will in turn
disrupt the intramolecular forces responsible for structure stability. The protein is now
denatured and assumes the conformation approaching a random coil with freedom of
rotation about bonds in both the polypeptide backbone and side chains. In such cases, all
protein function has been lost. However, denaturation is not an irreversible process and
if the protein is restored to original conditions it may spontaneously refold into its
original structure, restoring the intramolecular forces which are responsible for
maintaining the three dimensional structure of the protein and therefore regaining its
function. Molecular recognition between groups within the protein is resumed on
returning to physiological conditions, illustrating the importance of weak, non-covalent

forces in biological systems (Mathews & van Holde,” 1990).



A greater understanding of the ways in which molecules carry out their recognition
process is of paramount importance, especially in drug design development, where a
specific inhibitor can be synthesised based on knowledge of the molecular structure of
the target to which the inhibitor will bind. Drug targets can be divided into three main

categories, as shown in Figure 1 1(Saunders, 1993).

DRUG
TARGETS
DNA PROTEINS UNKNOWN
RECEPTORS ENZYMES
EXTRA CYTOSOLIC
CELLULAR
MEMBRANE
GLOBULAR
BOUND
zZ7Z"!
G-PROTEIN GROWTH ION
LINKED FACTORS CHANNELS

Figure 1.1 Categories of drug targets.

For the synthesis of drugs whose target is an enzyme, it is necessary to know the three-

dimensional structure of the enzyme and its mechanism of action. This involves a



combination of techniques, from X-ray crystallography and organic chemistry to site-
directed mutagenesis and molecular modelling (Mathews & van Holde,” 1990). X-ray
crystallography is a complex method by which the electron density within a protein
structure can be determined. It is based on the phenomenon of diffraction, whereby a
source of X-rays is directed at a crystal which interacts with the electrons on each atom
within the structure and causes them to be scattered. The X-rays emitted from these
scattered electrons interfere with one another, either destructively or constructively. If
constructively, the diffracted beams are recorded as a diffraction pattern on a detector.
From this, the location of each atom in the structure can begin to be determined. This
method gives a three-dimensional representation of the structure of interest and is useful
for providing an overview of the entire molecule so that the way in which binding to the
target takes place is clear. Hydrogen bonding may be assigned to the structure from
distance measurements, but contributions from other intermolecular forces remain
unresolved. Techniques such as microcalorimetry provide information about these
forces, although only an overall estimation can be made and not their relative
contriputions. Microcaiorimetry aiiows the determination of association constants and
enthalpy changes, which in turn can provide information on the standard Gibbs free
energy and entropy changes. In addition to microcalorimetry, spectroscopic techniques
allow a direct estimation of association constants based on absorbance changes upon

ligand binding.

1.2 Recent applications of microcalorimetry

In recent times there has been a gradual increase in the use of both differential scanning
and isothermal titration microcalorimetry to study biochemical reactions. Both
techniques have gained popularity due to their wide range of applicability and the variety
of information they can provide, from the energetics and thermal stability of the process

to cooperativity.



Differential scanning microcalorimetry has been used to study many biological systems,
such as the conformational stability of proteins (Cooper & McAuley-Hecht, 1993 :

Burova ef al., 1995). A few examples of such an application follows.

Studying the thermal unfolding of the small protein, ubiquitin, in water and methanol
mixtures led to important information on the contribution the hydrophobic effect makes
to the overall stabilisation of the folded protein (Cooper & McAuley-Hecht, 1993).
Differential scanning microcalorimetry experiments showed that ubiquitin is stable in the
absence of methanol, yet shows a cooperative thermal unfolding transition at high
temperatures. Such an endothermic transition exhibited an increase in specific heat
capacity of the unfolded compared with the folded protein. This phenomenon is
consistent with the exposure of hydrophobic groups to aqueous solvent upon unfolding
and is thought of as a characteristic of hydrophobic stabilisation of folded proteins
(Kauzmann, 1959). When the same experiment was carried out in a water and methano!
mixture, although the stability of the protein was reduced, it still underwent an
endothermic thermal unfolding transition at high temperature, but in this case there was
no change in the specific heat capacity. It is thought that this is because folding in mixed
solvents lacks the thermodynamic characteristic of the hydrophobic interaction.  Clearly
this effect is a driving force in the conformational stability of proteins in water, with the
contribution made by hydrogen bonding playing a lesser role. Since all polar groups on
the protein have a high affinity for water, hydrogen bonds will be formed both
intramolecularly between the appropriate groups and intermolecularly with solvent
molecules, so even though hydrogen bonding is a neccessity in conformational stability, it
does not play a major thermodynamic part. But, replacing some of the water molecules
with less polar molecules may shift the balance between these two important
contributions. Since hydrogen bonds would be unable to form satisfactorily with non-
polar solvent, they will play a greater role in the intramolecular stability of the protein.
Although differential scanning calorimetry can provide information on the overall
thermodynamic contributions to protein stability, it cannot quantify the individual

contributions from various sources.



The folding and conformational stability of adrenodoxin has been studied using
differential scanning microcalorimetry (Burova ef al., 1995). Adrenodoxin is an iron-
sulfur containing protein which participates in the synthesis of steroid hormones by
mediating the electron transport from the NADPH-dependant adrenodoxin reductase to
mitochondrial cytochromes P450 (Estabrook ef al, 1973 : Usanov ef al, 1990 :
Lambeth, 1990). This study showed that the iron-sulfur cluster makes a major
contribution to the conformational stability of the protein, since carrying out thermal
denaturation on adrenodoxin alone disrupted the disulphide bridges between the iron ions
resulting in an irreversible transition. However, carrying out the same experiment in a
buffer system that contains sodium sulphide and mercaptoethanol causes no destruction
of the iron-sulphur complex and produces a certain degree of refolding. Such
experimental conditions provide a means of studying folding and stability of iron-sulfur

proteins in general.

Isotherma! titration microcalorimetry has been used to study a diverse range of
hiomolecular associations between macromolecule and ligand. Such studies have
included investigations into adverse side effects from therapeutic treatments (Jakoby ef
al., 1995) and the recognition process between antibodies and antigens (Leder et al.,
1995) to understanding the mechanism of action of protein toxins against bacteria (Evans
et al., 1996). A small selection from such a large field will be discussed here in an
attempt to illustrate the wide range of applications of such a sensitive method for the

direct determination of thermodynamic parameters.

Titration microcalorimetry has been used to study the interaction of tolbutamide, a
member of the family of sulfonylureas used to treat type II diabetes mellitus, with human
serum albumin (Jakoby ez a/, 1995). Human serum albumin is the primary serum
transport system for a range of metabolites and pharmaceutical agents and tolbutamide
can bind to this in the circulation. It has been demonstrated by various workers (Sellers
& Koch-Weser, 1971 : Wesseling & Mols-Thurkow, 1975 : Monks ef al., 1978 : Anton,

1973) that acidic drugs which bind to human serum albumin can competitively displace



one another from albumin binding sites and in the case of tolbutamide, this displacement
can cause hypoglycemia in diabetes sufferers. Knowledge of tolbutamide’s albumin
binding properties and binding site locations may help predict which other drugs taken in
conjunction with tolbutamide have the potential to displace tolbutamide from albumin
and increase the risk of hypoglycemia. By using titration microcalorimetry, tolbutamide
was found to bind to three sites with equal or comparable affinity and this stoichiometry
was independently confirmed by NMR experiments. Titrations of tolbutamide with
albumin complexed with each of the drugs, salicylate, clofibric acid and an aspirin
analogue TIB, all three of which are known to bind to albumin in the subdomain ITA and
IITA binding cavity, caused stoichiometric reductions in the number of tolbutamide
binding sites with increases in mole ratio of competing agent to albumin, accompanied by
little or no change in the tolbutamide dissociation constant or molar binding enthalpy,
suggesting that all three drugs decreased tolbutamide binding by occupying sites on
albumin to which tolbutamide binds. The localisation of tolbutamide binding sites on
albumin provide a way in which predictions can be made about which drugs have the

potential to displace tolbutamide and increase the risk of a hypoglycemic effect.

Isothermal titration microcalorimetry has been used to study the binding of cytidine 2’-
monophosphate (2'CMP) to the active site of ribonuclease A (RNase) (Wiseman et al,,
1989). It was suggested that at high concentrations of RNase, the binding process could
be complicated by aggregation or dimerisation of RNase into a form which binds 2'CMP
less strongly than monomeric RNase, indicated by a decrease in association constant at

high concentrations.

This technique has also been used to study the recognition process between
immunological agents such as antibodies and antigens (Leder ef al., 1995). It is well
known that cross-reaction of antibodies with dissimilar, yet related, antigens exists and
this seems to suggest that conformational adaptation has a role to play in the recognition
process. Cross-reaétivity of monoclonal antibodies against peptides that are closely

sequence-related but adopt very different conformations in solution has been investigated



in this study using titration microcalorimetry with the monoclonal antibodies 29AB and
13AD, both raised against the 29-residue peptide LZ, which forms a stable coiled coil
and the random coil analogue LZ(7P14P) which contains proline substitutions at
positions 7 and 14. Titration microcalorimetry of the binding of the monoclonal
antibodies 29AB and 13AD to cognate and noncognate peptide antigen showed that the
cross-reaction between these antibodies and LZ(7P14P) exhibited a large unfavourable
entropy. This was compensated by a more favourable enthalpy and resulted in only a
small difference between association constants for LZ and LZ(7P14P). The monoclonal
antibody 42PF, raised against the random coil LZ(7P14P), was shown to cross-react
with LZ. This cross-reaction was entropically favoured and enthalpically disfavoured. It
is thought that the antibody can select and preferentially bind a particular conformer of
the peptide, since a stable coiled coil to a random coil is a reversible process, that is
complementary to the antibody binding site and that is already present in the solution
before binding takes place, rather than following an induced-fit mechanism in which

conformational adjustment takes place within the antigen-antibody complex.

A direct measurement of the association between the protein toxin, colicin N to the
membrane receptors, OmpF, OmpC and PhoE was carried out using the Omega
microcalorimeter (Evans et al., 1996). Colicin N kills sensitive E. coli by binding to the
trimeric outer membrane protein, OmpF. This was thought to be the unique membrane
receptor for colicin N, but this study has shown that OmpC and PhoE can also act as
receptors. Isothermal titration microcalorimetry was used to study the binding of the 42
kDa toxin to each of the 120 kDa porin trimers. Thermodynamic data obtained from
these titrations showed that colicin N could bind to all three receptors with similar
affinities and stoichiometry, but with significant differences in enthalpic and entropic
contribution.s of the standard Gibbs free energies of binding. The binding of colicin N to
PhoE and OmpC is entropy driven, with positive entropy contributions, suggesting that
binding is accompanied by reorganisation of protein/lipid/solvent structure, giving rise to
a more disordered overall structure. In contrast, binding of colicin N to OmpF exhibits a

significant negative entropy. This suggests a structural rearrangement of the OmpF-



colicin N complex, producing a more rigid and stable lower entropy system. These

changes in protein dynamics may suggest why OmpF is the preferred receptor in vitro.

1.3  The vancomycin family of antibiotics

The vancomycin family of antibiotics represent an effective method of control against
bacterial infections caused by gram-positive coccal microorganisms (Gerhard et al,
1993) such as staphylococci and streptococci and is effectively the last line in defence
against the virulent methicillin-resistant Staphylococcus aureus (MRSA), the so-called
‘superbug’. MRSA is responsible for many pneumonia and post-surgical infections and
is typically resistant to penicillin and ampicillin and other antibiotics such as
erythromycin, tetracycline and sulphonomides (Neu, 1992). Therefore, the vancomycin
group of antibiotics are of great clinical importance in providing a method of control
against such an otherwise resistant bacteria. The first member of the group to be
discovered was vancomycin, which was isolated trom a strain of Streptomyces orientalis
in 1956, where it was produced as a secondary metabolite (McCormick et al., 1956).
Secondary metabolites are naturally produced substances which do not play an obvious
role in the internal economy of the organism that produces them (Maplestone et al.,
1992), yet seem to be important for the survival of the producing organism, either by
improving its ability to proliferate in a particular area under suitable conditions or
providing protection from competition or predation (Vining, 1992). Other members of
the group, such as ristocetin, eremomycin, teicoplanin and balhimycin, were obtained
from various species of actinomycetes isolated from soil samples (Barna & Williams,
1984). However, our discussion will be restricted to the antibiotics vancomycin and

ristocetin.

The vancomycin group of antibiotics exert their bactericidal effect by complexing with
D-Alanine-D-Alanine precursor units on the surface of gram-positive bacterial cell walls,

thereby preventing their incorporation into the major structural polymer of the cell wall,
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peptidoglycan (Barna & Williams, 1984), by impeding the action of the transglycosylases
and transpeptidases (Billot-Klein et al.,* 1994). Peptidoglycan is very important to
bacterial cells as it allows them to resist hypotonic shock and lysis (Wright & Walsh,
1992). Once disrupted, death of the cell by lysis can occur when the osmotic pressure
varies. In addition, vancomycin is known to affect the permeability of cytoplasmic
membranes and may impair the synthesis of RNA (Jordan & Inniss, 1959). Since the
bacterial cell must continue to synthesise peptidoglycan in order to grow and divide,
inhibition of a step in this process provides a specific way to control the proliferation of

bacterial pathogens.

Gram-negative bacteria also have a layer of the cross-linked polysaccharide-peptide
complex, known as peptidoglycan, although this is relatively thin and is protected against
the vancomycin group antibiotics by an outer membrane of lipopolysaccharide-
phospholipid-protein structure. In gram-positive bacteria the peptidoglycan layer is much
thicker and much more permeable than the outer layer of the gram-negative species
(Mathews & van Holde,” 1990), therefore more susceptible t{o attack from this group of
antibiotics. The difference between the cell walls of gram-positive and gram-negative

bacteria is illustrated in Figure 1.2 (Mathews & van Holde,® 1990).

Peptidoglycan is biosynthesised in three main stages. Firstly, synthesis of N-
acetylmuramylpentapeptide, secondly, formation of the polysaccharide chain by
polymerisation of N-acetylglucosamine and N-acetylmuramylpentapeptide and thirdly,
cross-linking of the individual peptidoglycan strands. The first step begins with the
synthesis of UDP-N-acetylmuramic acid from UDP-N-acetylglucosamine. Then the

peptide is built up, one residue at a time. The sequence of additions is as follows:

1. L-Alanine

2. D-Glutamate
3. L-Lysine
4. D-Alanyl-D-Alanine
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Figure 1.2 Schematic drawings of bacterial cell walls, (a) A representative gram-

positive bacterium. Staphylococcus aureus, (b) A representative gram-
negative bacterium, Escherichia coli. Cylinders represent polysaccharide
chains and strings of circles represent peptide chains, dotted lines show
links between them. Note the much greater thickness of the
peptidoglycan layer in gram-positive bacteria.
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The next stage is polymerisation of N-acetylglucosamine and N-
acetylmuramylpentapeptide to give a linear peptidoglycan chain. The disaccharide units
which make up this chain are joined through 1,4-B glycosidic bonds. This involves a
lipid carrier, undecaprenol phosphate. The N-acetylmuramylpentapeptide moeity from
UDP-N-acetylmuramylpentapeptide is transferred to the phosphate. This compound
then accepts N-acetylglucosamine from UDP-N-acetylglucosamine, followed by the

sequential addition of five glycyl residues, from glycyl tRNA.

It is thought that the function of the phospholipid carrier is to transport the
peptidosaccharide unit through the membrane, since addition of these precursors to the
growing peptidoglycan chain occurs outside the cell. Finally, the cross-linking occurs
between adjacent chains, also outside the cell. This involves a transpeptidation reaction,
with the enzyme involved forming an acyl-intermediate via the penultimate D-Alanine of
the pentapeptide chain, displacing the terminal D-Alanine group that was present before
cross-linking occurred (Mathews & van Holde,® 1990). This process is illustrated in

Figure 1.3 with vancomycin's site of action shown (Greenwood, 1989).

All members of the vancomycin group of antibiotics have similar chemical structures
(Barna & Williams, 1984), with variations arising mainly from the number, type and
position of sugar components attached to the peptide backbone (Gerhard ez al. 1993).
They are all based on a peptide backbone, with side chains modified through covalent
cross-linkage. It is this cross-linkage that imposes conformational restriction on various
parts of the molecule. Further modifications include methylation of amines, chlorination
of aromatic rings and glycosylation of hydroxyl groups (Waltho & Williams, 1991). All
members of the group contain seven aromatic rings, except the first discovered member,
vancomycin, which has only five (Barna & Williams, 1984), the structure of which is
shown in Figure 1.4 (Waltho & Williams, 1991).
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Figure 1.4 The covalent structure ofthe antibiotic vancomycin and the numbering
scheme for the constituent amino residues

Structural determination of these antibiotics has involved many years of study, although
isolation occurred in the early 1950's, it is only recently that the antibiotic structure has
become well defined. Techniques used have included NMR (Waltho & Williams, 1989),
UV spectroscopy (Nieto & Perkins,1971) and in the case of vancomycin. X-ray
crystallography. Early attempts to determine the crystal structure of vancomycin
involved the degradation product, CDP-I (Sheldrick et al, 1978) obtained from
hydrolysis of the side chain amide linkage of the asparagine residue on vancomycin to
form a free carboxylic acid, shown in Figure 1.5 (Antipas ef ai, 1994). CDP-I exists as
two rotamers, CDP-I major (CDP-IM) and CDP-I minor (CDP-Im), the difference
between the two being that the orientation of the chlorine on ring 2 differs by 180°

(Antipas et al., 1994)
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Vancomycin

H0

CDP-Im CDP-IM

Figure 1.5 Deamidation scheme for vancomycin.

The first reported crystal structure of a naturally occurring member of the vancomycin
family which was not the subject of degradation and ring rearrangement was that of
ureido-balhimycin, which is obtained as a minor product in the extraction of balhimycin
This is structurally similar to vancomycin since removal of the sugar residues from both
vancomycin and balhimycin results in the same compound (Sheldrick ei al., 1995). Only
recently has it been possible to determine the crystal structure of vancomycin directly
(Schafer ef al., 1996). NMR studies have involved ristocetin A and the results obtained
have also been applied to vancomycin, since both exhibit structural similarities. Both
vancomycin and ristocetin are known to contain novel amino sugars Vancomycin
contains the sugar vancosamine, linked via a glucose molecule attached to residue 4.

Ristocetin A has ristosamine and the sugar mannose alone with a tetrasaccharide
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containing arabinose, mannose, glucose and rthamnose attached to residue 4 (Searle ef

al., 1994).

Vancomycin has been shown to combine with various short peptides, with the strongest
binding occurring when the ligand side chain terminates in the amino acid sequence L-
Lys-D-Ala-D-Ala (Nieto & Perkins,® 1971) i.e. most closely resembling that which is
incorporated into bacterial peptidoglycan in the form of N-acetylmuramylpentapeptide.
This peptide therefore acts as a substitute for the antibiotic's natural substrate.
Pioneering studies on vancomycin showed that residues beyond residue three on the
peptide hardly interacted with vancomycin and therefore appeared not to be as important
to the binding process (Nieto & Perkins,* 1971). Optimum complex formation between
vancomycin and ligand was also shown by these researchers to require an L-amino acid,
rather than a D-amino acid, in the third position on the peptide and that the end carboxyl
group on the peptide must be free.

Rinding of vancomvcin to ligand oceurs via hydrogen honding hetween the carbonyl
groups of one component and the amino groups of the other component. Three amino
groups at the N-terminal end of the antibiotic form hydrogen bonds with the carboxylate
ion on the C-terminus of the peptide. Other hydrogen bonds are formed between the
carbonyl group on residue 4 and the amino group of the C-terminal alanine on the
peptide and between the amino group on residue 7 and the N-acetyl carbonyl group on
the peptide (Waltho & Williams, 1991). A conformational change occurs on binding,
with the formation of a carboxylate binding pocket into which the peptide fits, through
flexibility of the peptide portion of the antibiotic, namely the side chains of residues 1 and
3 i.e. N-methyl-D-Leucine and L-Asparagine, respectively. The hydrophobic leucine side
chain forms one side of the binding pocket and asparagine the other (Williamson ef al.,
1984). Within the binding pocket, the close proximity of the amino groups in the
antibiotic to the carboxylate group on the peptide, seems to suggest that some
electrostatic stabilisation will occur (Cristofaro ef al., 1995). Electrostatic interactions

between the peptide carboxylate and the amino groups of the antibiotic are shielded from
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solvation by the hydrophobic side chain of residue 1 and to a lesser extent by that of
residue 3 (Waltho & Williams, 1989). These electrostatic interactions are known to be
strengthened in a less polar environment (Cristofaro ef al., 1995) since ions of opposite
charge can attract each other more strongly in a medium of lower dielectric constant than

in aqueous solution.

The structure of ristocetin is less flexible than vancomycin due to an increase in the
number of aromatic rings which impose conformational restrictions on the antibiotic.
The side chain that is N-methyl-D-Leucine in vancomycin is replaced by an aromatic side
chain in ristocetin, which in turn, is linked to another aromatic ring, further restricting its
mobility (Williamson ef al., 1984). A diagrammatic representation of the structure of
ristocetin is shown in Figure 1.6 (Waitho & Williams, 1991) with a ball and stick” model
(kindly supplied by D. H. Williams) of the aglycone portion of the antibiotic complexed
with peptide in Figure 1.7.



Figure 1.6
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The covalent structure ofthe antibiotic ristocetin and the numbering
scheme for the constituent amino residues
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antibiotic colour convention:

grey=carbon, red=oxygen, white=hydrogen, blue=nitrogen, light blue=hydrogens
attached to nitrogens

Figure 1.7 Aglycone portion of ristocetin complexed with the cell wall peptide, N-
acetyl-D-Ala-D-.Ala (non-hydrogens shown in green).

Ristocetin's binding site is similar to that of vancomycin and contains three amino groups
situated close together that are able to form hydrogen bonds with a carboxylate ion on
the peptide and two other amino groups for further hydrogen bonding. Such an
arrangement is shown in Figure 18 (Williams & Maplestone, 1992). The ligand to
antibiotic hydrogen bonding interactions have optimal geometries within the binding site
with carbonyl to amino group distances in the range 1.79-1.85A, which represents good
van der Waals complementarity between cell wall peptide and binding pocket (Groves et
al., 1995), see Table 1.1. The antibiotic has hydrophobic regions corresponding to
hydrophobic regions on the peptide (Williamson et ai, 1984). The hydrophobic regions
on the peptide are the methyl groups on the alanine residues which fit into methyl shaped
cavities in the antibiotic. = As with vancomycin, a conformational change occurs on

binding. Ring 4 folds over the carboxylate ion, forming part of the hydrophobic binding
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pocket, with rings 2, 3 and the C-terminal alanine methyl group forming the other part

(Williamson ef ai, 1984).

71 \ o1

HO" % , -7 OR2\

Figure 1.8 Schematic representation ofthe complex formed between ristocetin and a
bacterial cell wall peptide model, N-acetyl-D-Ala-D-Ala. The broken lines
indicate the positions ofintermolecular hydrogen bonds.

1.3.1 Dimérisation of the antibiotics

Both vancomycin and ristocetin A are thought to aggregate in aqueous solution. This
self-association was observed in NMR experiments of ristocetin A and peptide
complexes. Such studies showed that certain resonances of ristocetin A and the
ristocetin A-tripeptide complex in water are present as two forms in slow exchange
(Waltho & Williams, 1989), thought to be monomer and dimer. From this chemical shift

evidence and NOEs, it became clear that intermolecular processes were involved in
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dimer stabilisation. The NOE data were indicative of the formation of a dimer through
the combination of the back faces of the two antibiotic monomers via hydrogen bonds
(Waltho & Williams, 1989), leaving the binding sites accessible to peptide. This
arrangement is in agreement with that proposed by Sheldrick ef al., 1995 from the crystal
structure of a balhimycin derivative. All members of the vancomycin group of antibiotics
are thought to dimerise, with the exception of teicoplanin which shows no measurable
dimerisation, but rather forms non-specific aggregates in aqueous solution (Westwell et
al., 1995). The structure of the dimer is shown in Figure 1.9 (Searle et al., 1994). The
hydrogen bonding interactions between the peptide backbones of the antibiotic
monomers occur in a symmetrical head-to-tail orientation, with the six hydrogen bonds
involved (four between the peptide backbone and two between the ristosamine sugars)
having carbonyl to amino group distances between 1.8 and 2.3A (Groves ef al., 1995).
Other contributions to dimerisation include electrostatic interactions, arising from o-7
interactions, where the C-H bond of one aromatic ring is inserted into the ® electron

cloud of a second aromatic ring (Groves ef al., 1994).

-
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Figure 1.9 Structure ofthe dimer complex of N-acetyl-D-Ala-D-AJa Bold lines
represent the peptide backbone ofthe antibiotic. Dashed lines represent
hydrogen bonds between ligand and antibiotic, while arrows correspond
to hydrogen bonds between the two halves ofthe dimer.

In addition to the sugar residues on the antibiotics increasing the aqueous solubility of
the antibiotics, they are known to make contributions towards both binding selectivity
and dimérisation (Gerhard et al., 1993). When vancosamine on vancomycin is
selectively removed, the association constant between antibiotic and peptide is
significantly reduced (Waltho & Williams, 1991), indicating that it plays a role in the
binding process. On complexation with peptide ligand, NOE data show that the methyl
group at the 6-position on vancosamine is close to a proton on aromatic ring 2 and also
to the methyl group of the C-terminal alanine residue of the peptide ligand. It is this
position of vancosamine in the antibiotic-peptide complex that suggests it is an extension

of the hydrophobic binding pocket to accomodate the methyl group of the C-terminal
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alanine residue by the methyl group on vancosamine that is the major interaction
stabilising the complex (Waltho & Williams, 1991). The sugar residues present in both
vancomycin and ristocetin A also appear to play a role in the dimerisation process. The
interactions between the tetrasaccharides in ristocetin A are shown in Figure 1.10 (Searle
etal., 1994). In the case of ristocetin A, the removal of the tetrasaccharide from residue
4 results in a significant decrease in dimerisation constant, suggesting that it is involved
in the stabilisation of the dimer, possibly through interaction beMeen disaccharides in the
dimer or between disaccharide and peptide portion of the dimer (Gerhard et al, 1'993).
The tetrasaccharides are arranged in a parallel, head-to-head alignment due to a 180°
rotation, producing an overall dimer asymmetry (Groves ef al., 1995). Chlorine
substituents on the antibiotics also appear to be important in the dimerisation process.
Molecular modelling of another vancomycin group antibiotic, eremomycin, showed that
there is a region bordered by the ring 6 amino sugar and the aromatic ring 6 of one half
of the dimer and the aromatic ring 4, the disaccharide portion and the peptide backbone
of the other half of the dimer, into which the ring 2 chlorine substituent of the latter
molecule can fit (Gerhard et al , 1993), with this arrangement being thought,to stabilise

the dimer.
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Tetrasacchande

Ligand

Ristosamine
sugar

Figure . .» Schematic representation ofthe antibiotic dimer-ligand complex,
illustrating the interplay between the various interactions at the ligand-
antibiotic interface and dimer interface.

Microcalorimetric binding studies using vancomycin and the dipeptide N-acetyl-D-Ala-

D-Ala, and related peptide analogues showed that apparent association constants and

erlthalpy changed had* some dependence on afnibiotic Cvnccnuation When the

concentration of antibiotic was increased, thermal titration curves showed anomalous
behaviour, inconsistent with simple 1;1 complex formation, suggesting possible antibiotic
aggregation at high concentrations Only ligand binding studies using much lower
antibiotic concentrations gave straightforward 1:1 binding isotherms (Cooper &
McAuley-Hecht, 1993), illustrating that the ligand binding properties of the antibiotic
dimer are different from those ofthe monomer The presence ofligand gives an increase
in dimérisation constant of vancomycin e.g. vancomycin alone has a of 700M  but in
the presence of acetyl-D-Ala, this is increased to 1300M_1. This shows that dimérisation
is not simply a function ofthe interactions made at the dimer interface, but also depends
on changes in interactions removed from this area e.g. at the binding site (Williams ef ai,

1994). Therefore, if ligand encourages dimer formation, it follows that dimérisation

enhances ligand binding (Mackay el al, 1994). The cooperativity that exists between

vancomycin dimérisation and ligand binding can be demonstrated by considering the

following ligand induced dimérisation model
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A+ A = A K = [A VAT AH_

A + X = AX K = [AXV[A] [X] AH
A+ X = AX K =[A XV[A ] [X] AH_
AX + X = AX, K=IAXVAXIX]  AH,

AX ¢ AX = AX Kp=[A X VAX] AH,

This assumes two identical, non-interacting binding sites on the antibiotic dimer. IfK, >
K, indicating that a dimer binds ligand more strongly than its corresponding monomer, it
seems reasonable to assume that ligand binding will induce dimerisation (Cooper &
McAuley-Hecht, 1993). A possible reason put forward for this cooperativity is that the
amide dipoles of the antibiotic are ordered more strongly by ligand than solvent,
therefore hydrogen bonding at the dimer interface will be strengthened enthalpically but
with a compensating cost in entropy due to an increase in the order of the complex

(Williams ez al., 1994).

Although vancomycin exhibits ligand induced dimerisation, another member of the same
group of antibiotics, ristocetin A, exhibits ligand induced dissociation i.e. the presence of
cell wall peptides encourages dissociation of the dimer. Therefore, there is anti-
cooperativity between ristocetin A dimerisation and ligand binding. It was found that
ristocetin A had a dimerisation constant of 500M" in the absence of ligand, with this
being reduced to 3_50M.l upon introduction of the natural substrate -L-Lys-D-Ala-D-Ala
(Searle et al, 1994). Similar results were found using isothermal microcalorimetry
(Cooper & McAuley-Hecht, 1993). It is thought that if the amino group of the sugar
attached to residue 6 of ristocetin A forms a salt bridge to the carboxylate anion of the
cell wall analogue peptide (Mackay ef al., 1994), this arrangement would encourage
cooperativity (Searle e al., 1994). Since the ristosamine sugar of ristocetin A is

thought to take part in hydrogen bonding at the dimer interface, if a change in orientation
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of this sugar residue occurred on ligand binding, this would interfere with the
dimerisation process (Searle et al, 1994), possibly resulting in anti-cooperativity
between dimerisation and ligand binding. Removal of the tetrasaccharide and mannose
substituents of ristocetin A to give ristocetin y reduces the dimerisation constant in the
absence of ligand by a factor of approximately 10 (Williams ef al.,, 1993). Although
dimerisation of ristocetin A is discouraged in the presence of cell wall analogue peptides,
dimerisation of ristocetin y is enhanced cooperatively in the presence of such ligands,
suggesting that although the tetrasaccharide promotes dimerisation of ristocetin A, it
interferes anti-cooperatively with dimerisation in the presence of cell wall analogue
peptides (Searle et al., 1994). Therefore, the tetrasaccharide appears to be important in
the apparent change from cooperativity of ristocetin y to anti-cooperativity of ristocetin
A. It is also thought that the parallel alignment of the tetrasaccharides in ristocetin A
leads to different sugars ‘capping’ the two ligand binding sites in the dimer and therefore
produces significant differences in binding interactions with cell wall peptides occupying
the two different sites on the dimer (Groves ef al., 1995). In other words, the dimer form
of ristocetin A appears to have sites with different affinities for ligand due to a difference
in orientation of the tetrasaccharides, possibly contributing to the anti-cooperativity

characteristic.

It is thought that dimer formation may play an important functional role in vivo during
interactions at the cell wall surface. If D-Ala-D-Ala precursor units are concentrated
locally on the bacterial cell wall, a dimer would be more efficient at exerting its
bactericidal action by being targeted more effectively (Waltho & Williams, 1989). The
binding of one half of the dimer to the cell wall makes the second binding event
essentially intramolecular, shown in Figure 1.11 (Beauregard ef al, 1995), which is
more favourable since there would not be such a loss of entropy as if it were
intermolecular. Similarly teicoplanin, although not exhibiting dimerisation possibly due to
modification of sugars attached to residue 4, anchors itself to the bacterial cell membrane
via a fatty acid sidechain on the residue 4 saccharide, also making binding to cell wall

peptides an intramolecular process, also shown in Figure 1.11. Therefore promoting
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antibacterial action in such a way as to compensate for the lack of dimérisation

(Beauregard el al., 1995). The relationship between dimérisation and ligand binding

represents a simple model for biological signalling, whereby the formation of a dimer

induces some change in the antibiotic, which in turn affects the binding affinity for cell

wall analogues (Mackay el ai, 1994) and therefore its function.

growing i
cell wall I

membrane

cytoplasm

Figure 1.11

monomer

dimer

teicoplanin

Intramolecular binding of dimeric antibiotics and teicoplanin to cell wall
subunits illustrating enhancement through the chelate effect. The growing
cell wall is attached to a Css lipid, which anchors it to the cytoplasmic
membrane while elongation by transglycosylation occurs. Cell wall repeat
units are composed of N-acetylmuramate-N-acetylglucosamine
disaccharide which carries a pentapeptide terminating in -peptidyl-D-Ala-
D-Ala (bold line). (A) The binding of two monomeric glycopeptide
antibiotics requires two bimolecular steps. (B) In contrast, the binding of
a glycopeptide dimer is enhanced because the second binding event is
essentially intramolecular. (C) Teicoplanin, anchored to the membrane
through the undecanoyl substituent, binds to the cell wall in an analogous
intramolecular manner
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It is important to understand the ways in which these antibiotics achieve dimerisation to
allow the synthesis of modified structures which can be more effective as antibiotics due

to an increased tendency to dimerise.

1.3.2 Antibiotic resistance

Vancomycin was introduced about 40 years ago to treat penicillin-resistant
staphylococci, but due to its high levels of toxicity and the introduction of methicillin,
vancomycin soon became an alternate agent, assuming the role of second-line therapy
(Fekety, 1995). With the increase in methicillin resistance in Staphylococcus aureus and
penicillin resistance in enterococci, vancomycin was reintroduced as a therapeutic agent
in an attempt to control this increase in antibiotic resistance. The extensive use of
vancomycin to treat infections caused by gram-positive bacteria, has now led to the
appearance of vancomycin resistance in enterococci. Until the mid 1980s, there was
little evidence of the emergence of vancomycin resistance in gram-positive bacteria
(Woodford & Johnson,.l994), but now it is known that such resistance has arisen, the

mechanism by which this occurs has begun to be investigated.

Bacteria can resist antibiotics in a variety of ways, such as chromosomal mutation or
induced expression of a latent chromosomal gene or by exchange of genetic material
through transformation, transduction, conjugation by plasmids or transposition (Neu,
1992). There are three glycopeptide resistance phenotypes in enterococci i.e. VanA,
VanB and VanC, with all three phenotypes arising from a common resistance
mechanism. The VanA type is transferable and exhibits high level resistance to
vancomycin and cross-resistance to teicoplanin. The VanB type is non-transferrable and
is resistant to low vancomycin concentrations and sensitive to teicoplanin. Both VanA
and VanB are inducible, whereas VanC is constitutive i.e. non-inducible and shows low
level resistance to vancomycin and sensitivity to teicoplanin (Woodford & Johnson,

1994). Since the target for vancomycin is the -D-Ala-D-Ala terminus in peptidoglycan
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strains and is produced by the enzyme D-Ala-D-Ala ligase, the vand, vanB and vanC
genes produce ligases with altered substrate specificities and result in the production of
altered peptidoglycan side chains that are not ‘recognised’ by vancomycin, therefore

conferring resistance (Woodford & Johnson, 1994).

Enterococci of the VanA phenotype produce precursors with side chains terminating in
D-Ala-D-Lactate which are then incorporated into the peptidoglycan. It is thought that a
modification of the peptidoglycan biosynthetic pathway of this sort could be tolerated
without compromising the overall structure of the peptidoglycan (Rasmussen &
Strominger, 1978 : Allen et al., 1992). The vanA gene product is a D-Ala-D-Ala ligase
of altered substrate specificity (Bugg ef al.,*® 1991) and forms this D-Ala-D-Lactate
peptide, but another two genes vanH and vanX are also responsible for the expression of
resistance. The vanH gene product is an o keto acid dehydrogenase which catalyses the
formation of D-Ala-D-Lactate (Billot-Klein e al.,” 1994) from pyruvate, but the

function of the vanX gene product has not been determined.

In the VanA Enterococcus faecium strain, the vand, vanH and vanX genes are present
on a transposable element. This transposon also carries two genes (vanS and varR) that
regulate the expression of glycopeptide resistance and two genes (vanY and vanZ) which
are not essential for resistance expression (Woodford & Johnson, 1994). If conjugative
transposition occurs, it is possible that resistance could spread to other species (Neu,
1992). Although the mechanism of glycopeptide resistance has been determined in more
detail for enterococci of the VanA resistance phenotype, the vanB and vanC genes are

also known to encode alternative D-Ala-D-Ala ligases (Woodford & Johnson, 1994).

At present, vancomycin is used to treat the staphylococcal infection, MRSA (methicillin-
resistant Staphylococcus aureus). MRSA is a virulent microorganism killing around 20
people in the UK each year. Health authorities believe it can be found in half of the UK’s
hospitals due to its prevalence in a high number of cases of post-surgical infections.

MRSA resistance to other antibiotics is well known, therefore its susceptibility to
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vancomycin makes this antibiotic the last line in defence against such infections. Since
vancomycin resistance has emerged in enterococcal species, if this resistance can be
transferred from vancomycin to MRSA, conventional antibiotics will be unable to
respond, therefore increasing the need for novel antibiotics to which resistance has not
yet developed. Rather than relying entirely on the soil for bacteria and fungi to produce
antibiotics, our search for appropriate antibacterial compounds could be widened to
include bacteria from the marine environment. It is well documented that there are
bacteria that produce inhibitory substances in the marine environment, even if they are
not specifically antibiotic producers (Austin, 1989). Therefore, it may be possible to
clinically produce a compound derived from marine bacteria to inhibit MRSA, keeping us

one step ahead of this bacteria’s increasing resistance.

1.4 Non-covalent interactions

The interplay of the many weak non-covalent interactions involved in molecular
recognition creates a complex model, the individual factors of which are now becoming
more clearly understood. Even though these forces are relatively weak, they are still
large enough to ensure that the correct molecules interact with each other. Such
interactions are important in biological systems due to their ability to be broken and
reformed under physiological conditions. If forces were too strong, the rapid change in
interactions that usually occur would be perturbed, therefore having a detrimental effect
on the living system. The energy of the strongest weak bond is only about ten times
greater than the average energy of kinetic motion at 25°C (2.5kJmol™). Since there is a
significant spread in the energies of kinetic motion, there will be a large number of
molecules with sufficient kinetic energy to break even the strongest weak bond at
physiological temperatures (Watson ef al/., 1987). Non-covalent interactions are
fundamentally electrostatic in origin and the types involved in biological systems are as

follows:
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1.4.1 Hydrogen bonding

An important interaction in biological systems is the hydrogen bond. It is formed for
example, between a covalently bonded hydrogen atom on a donor group (-OH or >N/—H)
with a pair of non-bonding electrons on an acceptor group (O=C \or N < or S\ ).
The strength of the donor depends upon its electronegativity i.e. how much negative
charge has been withdrawn from the hydrogen atom. In biological systems, the only
atoms that have appropriate electronegativities to act as donors are oxygen and nitrogen.
Hydrogen bonds are both non-covalent and covalent in character. They are non-covalent
in the respect that there is a major electrostatic contribution arising from the partial
positive charge on the hydrogen of the donor group being attracted by the negative
charge concentrated on the unpaired electrons of the acceptor group. The covalent
character of the bond is indicated by the fact they are directional in nature (more so than
van der Waals forces although less so than covalent bonds). By directional we mean that
in a hydrogen bonding arrangement there is for example, one O-H covalent bond and one
H...O hydrogen bond. If the O-H...O are all co-linear then the hydrogen bond will be
strongest, but if the geometry of the surrounding framework means that a ‘line’ drawn
along the covalent bond doesn’t go through the other O atom then the bond will be
weaker. The energy of the hydrogen bond in vacuo (10-30kJmol™) is considerably
higher than that of most other non-covalent interactions (Watson ef al., 1987) and

therefore is the strongest non-covalent interaction.

1.4.2 Hydrophobic effect

The hydrophobic effect is the name given to the process by which non-polar substances
minimise their contacts with water and can be illustrated by considering the introduction
of a hydrophobic molecule into the aqueous phase. A non-polar group can neither accept
or donate hydrogen bonds so that water molecules at the surface of the cavity occupied
by the non-polar group cannot hydrogen bond to other molecules in the usual way. In

order to recover this loss in hydrogen bonding energy, the water molecules orientate
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themselves to form as many hydrogen bonds as possible in a network which encloses the
cavity containing the non-polar group (Voet & Voet,” 1990). This has two
thermodynamic effects. One being the reduction in entropy due to ordering of the water
molecules resulting in a more ordered structure than in bulk solvent and the other is due
to the reduction in enthalpy caused by the increase in the number of water-water
hydrogen bonds, since bond formation is exothermic and this causes the system to go to
a lower enthalpy. The entropy is further decreased as the non-polar molecule itself loses
much of its original rotational and translational entropy (Aronow & Witten, 1960 :
Howarth, 1975). This ordering of water molecules to form hydrogen bonded ‘cage-like’
structures is in contrast to the hydration shells formed around polar substances. In order
to minimise these effects, non-polar molecules reduce their hydrophobic surface area in
contact with solvent, by forming the classical oil drop from which solvent is excluded.
The hydrophobic effect therefore results not from the attractive forces between the non-
polar molecules but rather results from the mutual repulsion of solute and solvent
molecules which is driven by solvent entropy requirements. It is this effect which
energetically drives polypeptide chains within the aqueous environment of the cell to
assume configurations that effectively isolate their non-polar side groups within the
interior of the protein molecule into which water molecules cannot penetrate (Watson et
al., 1987). The hydrophobic effect can also be approached in another way. On
complexation with another molecule or upon protein folding, these hydrophobic regions
become buried within the molecule, forcing the ordered water molecules out to join the
surrounding bulk solvent. This increases the randomness of the system and therefore its
entropy (Mathews & van Holde,” 1990). This is accompanied by an increase in enthalpy
due to the reduction in water-water hydrogen bonds. The hydrophobic effect only
stabilises proteins near ambient temperatures. On an increase in temperature, the loss of
entropy brought about by the ordering of water molecules around hydrophobic residues
in the unfolded protein is diminished, which contributes to instability of the folded
protein (Perutz, 1992). This effect is frequently referred to as hydrophobic bonding,

although it is not hydrophobic bonds which are formed between non-polar groups in an
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aqueous solution, but rather an absence of bonds. The bonds which form between such

groups are due to van der Waals attractive forces (Watson ef al., 1987).

1.4.3 Electrostatic interactions

Such interactions occur between charged groups, since charged entities exert forces on
one another. The energy required to separate two charged particles (q, and q,) from a

distance r, to an infinite distance is given by Coulombs Law:

U= ke
Er (1.1)
where U = energy of interaction

k = a constant (9.0x]09JmC_2)

€ = dielectric constant for the medium

The presence of a dielectric medium between charges has the effect of reducing the
interaction energy between them. Dielectric effects arise from the electric field between
charges polarizing the material involved. However, once these charges are placed in a
dielectric medium, which can be thought of as being made up of a large number of
microscopic dipoles, the electric field caused by these dipoles will oppose the original
electric field, causing a reduction in the electric field potential and therefore in the
interaction energy between the charges. The dipoles of the material will orientate
themselves along the field lines in such a way so that its positive end points towards the
negative charge and vice versa. The microscopic dipoles of the medium have two
sources, electric polarizability and orientational polarizability. The first occurs when an
atom is placed in an electric field and the electron cloud around the nucleus is displaced,
inducing a dipole. This dipole then contributes to the dielectric constant of the medium.
The second arises if the molecules of the material have an intrinsic dipole moment which

is free to rotate. If this is the case, the dipoles will always tend to align themselves to
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oppose the external field. The larger the dipole moment, the greater the induced field

and therefore the greater the dielectric constant.

Water has a very high dipole moment due to the electronegativity of the oxygen and
since the hydrogen to oxygen bond is short, with a dielectric constant of 78.5, whereas
organic solvents such as methanol and benzene have much lower values i.e. 32.6 and 2.3,
respectively. Therefore, in non-polar solvents, ions of opposite charge attract each other

more strongly than they would in aqueous solution (Voet & Voet,* 1990).

Electrostatic interactions between molecules are modified in the presence of small ions,
such as those from salts in the same solution. These small ions will collect around a
macromolecule of opposite charge forming a counter-ion atmosphere which screens it
from another molecule. The larger the concentration of small ions present, the more
effective this screening will be. The quantitative expression of this effect is called the

Debye-Huckel theory and is expressed in terms of an effective radius (Debye radius) rp,

m=_K (12)

12
I

where K = constant depending on dielectric constant of medium
ionic strength

(-
i

The Debye radius strongly depends on ionic strength i.e. the higher the ionic strength the
shorter the Debye radius, therefore the greater the ionic screening effect. The effect of
ionic screening on the interaction between charges in the presence of salt can be

approximated by the following expression:
Ui=Ue™™ (1.3)

where Ui = interaction energy in the presence of salt
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U = interaction energy in the absence of salt
r = distance between charges

rp = Debye radius

Ionic strength is defined as:

> MZ? (1.4)
i

where M; = molarity

Z,= stoichiometric charge

For a 1:1 electrolyte like NaCl, Zy,. = +1, Z¢. = -1 and since Mz = Mci. = Mnaq, the
ionic strength is equal to the molarity. This, however is untrue for divalent and trivalent
ions since these make a greater individual contribution to the ion atmosphere
surrounding the charged macromolecule than do monovalent ones, since the square of
the ion charge is included in calculating the ionic strength. Ionic strength of the medium
has a major influence on the screening process. At low ionic strengths, the counter-ion
atmosphere is diffuse and highly expanded, making screening ineffective. However, at
high ionic strengths, the counter-ion atmosphere shrinks and becomes concentrated
around the macromolecule, making screening more effective (Mathews & van Holde,’

1990).
1.4.4 van der Waals forces

van der Waals bonding is the name given to weak forces that exist between all atoms and
are responsible for numerous interactions of varying strengths between non-bonded
neighbouring atoms. The energy of this bond varies between 4.2 and 8.4 kJmol”, only
slightly greater than the Kinetic energy of heat motion (Watson ef al., 1987). They are

essentially electrostatic in origin and make a major contribution to hydrogen bonding.
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van der Waals forces are most effective when there is close packing between the
molecules. There are essentially two types, dipole-dipole and dispersion (or London)
forces. Dipole-dipole forces occur only when the molecules concerned are polar i.e. have
permanent dipole moments. These dipole moments arise (1 = qR) when electric charges
+q and -q are separated by a distance R. Dipole-dipole forces are brought about when
there is a favourable electrostatic interaction between neighbouring opposite partial
charges. Two molecules which have no net charge or permanent dipole moment can also.
attract each other if they are close enough, since the electronic charge in a molecule is
never static but fluctuates. If two molecules approach each other very closely, they will
synchronise their respective fluctuating charges to generate an attractive force. These
forces are known as dispersion forces and are significant only at short range (Mathews &
van Holde,” 1990). Therefore, two neighbouring molecules interact through their
instantaneous, rather than permanent dipoles (Atkins ef al., 1988). Individually, these
dispersion forces are extremely weak, however when the great number of interatomic
contacts in a protein are considered these forces make a major contribution to
deienmining ihoit conformaiiuns (Voei & Vuei,” 1990). When iffuliculds v atoins
become so close together that their outer electron clouds overlap, there is a mutual
repulsion between them, which increases as the distance between their centres decreases.
If we combine this repulsive energy with the attractive energy from one of the forces
mentioned above, the energy of a pair of molecules will vary with distance of separation
as shown in Figure 1.12 (Mathews & van Holde,® 1990) such that the most stable
distance between the centres of two molecules represents a balance between both
attractive and repulsive forces. The repulsive potential is so high at short distances that
it effectively acts as a barrier, preventing further approach of the molecules. This
distance represents the van der Waals radius. In biochemistry it is useful to apply the
concept of the van der Waals radius not only to single atoms but also to groups of atoms.
Table 1.1 shows the effective radius of some atoms and groups of atoms for closest
molecular packing. Each individual interaction contributes only a small amount to the
overall negative enthalpy of interaction, but the sum of them can have powerful

stabilising effects (Mathews & van Holde,” 1990). Since van der Waals forces are always



present, whether a molecule has a permanent dipole or not, we are unable to distinguish
this force from other non-covalent interactions which may be involved. Therefore,
measurements taken for other interactions will more likelv than not also contain a

contribution from van der Waals forces

van der Waals
raaii

REPULSION

AI TRACTION

A
I Lion of minimum energy,

Distance of closest approach, r.

Distance petween centers ol molecules or atoms.

Figure 1.12 Non-covalent interaction energy between two approaching atoms or
molecules. The energy (U) required to separate the particles when they
are a distance r apart is graphed versus r (solid black line). This energy is
the sum oftwo curves, the red line represents the attractive force, the blue
line the repulsive force. The latter changes so rapidly with » that it acts
effectively as a barrier, defining the distance of closest approach (/\) and
the van der Waals radii (R). The position of minimum energy (/,,) is
usually very close to
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Atoms/Groups Radius (nm)
(1A =0.1nm)
H 0.12
o) 0.14
N 0.15
C 0.17
S 0.18
P 0.19
-OH 0.14
-NH, 0.15
-CH;- 0.20
-CH; 0.20
Table 1.1 van der Waals radii of some atcms and groups of atoms (Mathews & van

Holde,* 1990).

1.5 Basic thermodynamics

The thermodynamic parameters important in antibiotic dimerisation and ligand binding

are the standard enthalpy change (AH®), the standard entropy change (AS®), the standard

Gibbs free energy (AG®) and the molar heat capacity change (ACp). The ° sign denotes

standard molar values.

We can define the standard enthalpy change (AH®) at constant pressure by the following

equation:

AH° = AU® + PAV

(1.5)
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where U is the internal energy of the system tied up in the form of molecular
motions and forces
AU?° is the change in internal energy of the system
P is the pressure

AV is the change in volume

Every substance has an internal energy and this takes the form of the sum of the kinetic
and potential contributions to the energy of all atoms, ions and molecules within the
system. It is the grand total energy of the system. It is impossible to measure internal
energy itself since it includes the energies of all the electrons and all the components of
the atomic nuclei. But there is no difficulty associated with the measurement of changes
in internal energy, since all we need to do is monitor the energy supplied or lost as heat
or work. When energy is transferred into the system by heating or doing work on it, the
increased energy is stored in the increased kinetic and potential energies of the
molecules. Likewise when energy is lost, it is given up by the molecules as they lose

nulciiv ur putsiitial ciiergy. The intcmal energy change can to cupicssed as:

AU°=q+w (1.6)

which takes into account the two ways in which the energy of a system can be changed.

where q is the energy supplied to the system as heat

w is the energy supplied to the system as work

A positive value of q or w means that energy is supplied to the system and a negative
value signifies that energy has been lost from the system. The distinction between heat
and work can be thought of in terms of differences in atomic motion produced in the
surroundings. Heat is the transfer of energy that achieves or utilises disorderly motion in
the surroundings, whereas work is the transfer of energy that achieves or utilises uniform

motion in the surroundings. Equation 1.6 shows that work and heat are equivalent ways
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of changing the internal energy of the system. It does not matter if we supply energy as
heat or work or a combination of both, the change in internal energy will be the same.
Heat supplied to the system can be withdrawn as work and vice versa. The internal
energy of a system can be thought of as a bank, which can accept and make deposits in
either of two currencies, heat or work. An important characteristic of the internal energy
of a system is that it is a state function i.e. a physical property that depends only on the
current state of the system and is independent of the path by which that state function
was reached (Atkins,® 1996). Measurement of the changes in internal energy of an open
system are difficult since it involves two variables, heat and work. However, by carrying
out the reaction in a closed container which cannot change its volume (therefore no work
can be done on the surroundings by expansion), the change in internal energy can be

simplified to:
AU° = q (at constant volume) (1.7)

Therefore, to measure a change in internal energy we need only measure the heat

absorbed or liberated from a system which cannot change its volume.

When a quantity of energy, q, is used to heat a system open to the atmosphere, the
change in U is less than q because the system does work by pushing back the atmosphere
as it expands. If the constant external pressure is P and the system increases volume by

AV, the work the system does as it expands is PAV and the internal energy changes by q

less this quantity of work, as follows:
AU° =q-PAV (1.8)
Since we define the enthalpy change at constant pressure as:

AH° = AU° + PAV (from equation 1.5)
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then
AHP = q - PAV + PAV (1.9)

therefore the energy transferred by heating causes an exactly equal change in enthalpy
since

AH° = q (at constant pressure) (1.10)

The enthalpy change is simply a modification of the internal energy of a system by taking
into account the work of expansion when a system is heated at constant pressure.
Enthalpy is equal to the heat evolved or absorbed by the system (at constant pressure)
during the process. Exothermic reactions liberate heat and are denoted by negative AH
values, whereas endothermic reactions which require heat are denoted by positive values.
These relations are consistent with the choice of the name ‘enthalpy’, which is derived
from the Greek words meaning ‘heat inside’. Enthalpy changes can be determined

directly from microcalorimetry or calculated from equilibrium constants (K) over a

temperature range nusing the van’t Hoff expression:

= - (1.11)

The temperature dependence of the equilibrium constant for any process represents an
effective method for estimating the enthalpy change. A plot of experimental data of InK
against 1/T gives a line with a slope equal to the van’t Hoff enthalpy divided by R. In
simple cases this slope is linear, but generally the temperature dependence of AH (due to
AC,, see chapter 5) results in a curved van’t Hoff plot which is more complex to analyse
(Cooper, 1996). From the derivation of this equation it is shown that the equilibrium
constant of an exothermic reaction decreases with increasing temperature and vice versa
for an endothermic reaction. These observations are consistent with Le Chateliers

principle. A reduction in temperature favours an exothermic reaction, for the heat
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released tends to oppose the lowering of temperature. An increase in temperature
favours an endothermic reaction, for the heat absorbed tends to oppose the increase of

temperature (Atkins,” 1996).
The standard entropy change (AS°) at the molecular level can be expressed as:

AS® = RIN(Wree/ Whound) (1.12)
where R is the gas constant (8.314Jmol'K™)

Wi/ Whonnd TEpresents the ratio of the number of ways in which the

system may exist in either the free or bound states

If Weee 1S greater than wyeung, then AS® will be positive due to an increase in entropy and
vice versa. For changes taking place in an isolated system, entropy always increases or
stays the same (AS>0) until it has reached equilibrium, where it stops increasing (AS=0).
So that, left to themselves, the mdlecules within the system will become as disordered as

possible giving rise to an increase in entropy.

A simple definition for the change in entropy is:

(1.13)

— .o

where q is the energy transferred reversibly as heat

T is the temperature at which transfer takes place

Heat rather than work appears in this equation because to transfer energy as heat we
make use of the disorderly motion of molecules whereas work involves the orderly
motion (as described previously). Therefore, we are measuring the degree of disorder

which is proportional to the energy transfer that takes place by making use of disorderly
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motion rather than orderly. The temperature term takes into account the disorder that is
already present. If energy is transferred as heat to an already hot object, then the
consequence of this additional energy will be less significant than if the object were cool

(Atkins,” 1996). Therefore it is important to make the distinction.

In order to decide whether a reaction is spontaneous i.e. has a natural tendency to occur,
or not, it is essential to consider the entropy of both the system and the surroundings.
For example, a reaction may appear to be spontaneous by considering the system only,
but there may be a more than compensating decrease in the entropy of the surroundings
so that the overall entropy change is negative. The standard reaction entropy for the

surroundings is:

it

- (1.14)

Aso(surroundings) =-

The total standard reaction entropy is the sum of the changes that take place in the

system and in the surroundings:

Aso(lota]) = Aso(smmmdings) + ASo(system)

AH’
=t AS® (system) (1.15)

multiplying by -T
-T ASO((oml) = AH°- TASO(System)
which gives the equation

AG® = AH® - TAS® (1.16)
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We can see from equation 1.15 that at constant temperature and pressure the change in
standard Gibbs free energy of a system is proportional to the overall change in entropy of
the system plus its surroundings. The standard Gibbs free energy has both enthalpic and
entropic components as demonstrated in the previous equation. The phenomenon of
entropy-enthalpy compensation occurs when enthalpy and entropy changes brought
about by experimental conditions tend to move in such a way that they tend to cancel
each other out in the free energy term, resulting in changes in Gibbs free energy which
are significantly less (see later). The Gibbs free energy is the balance at constant
pressure and temperature between the tendencies of a system to maximise its entropy and
to minimise its enthalpy (Smith, 1990). The condition for a reaction being spontaneous

changes from AS>0 in terms of the total entropy to AG<0 in terms of the Gibbs energy.

Once a reaction has reached equilibrium, the standard Gibbs free energy can be related to

the equilibrium constant (K) by the following equation:
. AG®° — RTInK a7

where R is the gas constant

T s temperature (K)

When heat energy is added to a system at constant volume, not only does the internal
energy rise, but also the temperature of the system. This suggests a relationship between
the internal energy of a system and its change in temperature. For small temperature
increases, the rise in temperature is proportional to the amount of heat supplied, which

can be expressed as:

dT (1.18)

=4
Cp
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where dT is the increase in temperature

q is the heat supplied

C, is the heat capacity

Since the increase in temperature is inversely proportional to the heat capacity, a system
with a large heat capacity undergoes only a small increase in temperature for a given
input of heat. The heat capacity of a substance depends on the size of the sample and
can be reported as the specific heat capacity (the heat capacity divided by the mass of the
sample i.e. JK'g") or as we have in our studies, as the molar heat capacity (the heat
capacity divided by the amount of substance ie. JK'mol™") (Atkins,* 1996). The
accepted definition of specific heat capacity is the amount of heat which a gram of a
given substance has to exchange with its surroundings under certain conditions in order
to change its temperature by one degree (Hemminger & Hohne, 1984). The change in
heat capacity (AC,) can provide information for example on the hydrophobic interactions
between antibiotic and ligand and between antibiotic monomers in the aggregated form,
since temperature dependence effects have been shown to be consistent with solvation
changes associated with the burial of non-polar surfaces during macromolecular
associations (Weber, 1993 : Weber, 1995 : Spolar & Record, 1994). A negative AC,
value suggests an increase in hydrophobic interactions and a positive value suggests a
decrease in these interactions. The total enthalpy of a system in a particular state at a

particular temperature can be calculated from heat capacity data, as follows:

H=[C,dT + H, (1.19)
where Hyis the ground state energy (at OK)
The magnitude of the heat capacity data is related to entropy and the number of ways
there are of distributing the added heat energy to the system. This can be illustrated in

the following example, if a system has only a few ways of distributing added heat energy,

then little energy would be required to raise the temperature and AC, would be relatively
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low. Conversely, if a system had numerous ways of distributing the heat energy, more
heat would be required to raise the temperature and AC, would be high. This can be

expressed in the definition of a small entropy change at constant pressure, as follows:

dH_[Cp;
as =30 [P 4 (1.20)
T \T/

and the total entropy of the system is given by the following integrated heat capacity

expression:
S=f\—).dT (1.21)

These equations relate both enthalpy and entropy to the heat capacity of the system
(Cooper, 1996). Calorimetry is a powerful technique which can determine these

ey s e 11t m ey ie s A
pat wiiciers Gom direct incasurament.

These quantities are absolute values, but since we are usually interested in changes in

enthalpy and entropy from one state to another, these can be re-written as:

AH = Hg- Hy = [ AC,.dT + AH(0) (1.22)
'ACp'
AS=Sg-Sp=JI""PidT (1.23)
VT
where AC, is the heat capacity difference between states A + B at a given
temperature

AH(0) is the ground state enthalpy difference between A + B

These can be related to a standard reference temperature T, giving:
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AH(T) = AH(Tr) + J AC,.dT (1.24)
Cp‘
AS(T) = AS(Tmf)+I\ - } dT (1.25)

Indicating that both AH and AS are temperature dependent. These can be integrated to
give approximate expressions for the temperature dependence of AH and AS with

respect to some reference temperature (Te).

AH(T) = AH(Trer) + AC,,.(T-Ther) (1.26)
ST

AS(T) = AS(Tyep) + ACpIni — | 1.27
\T )
\ “ref

For small changes in temperature with respect to absolute T, 8T = T - T,y these

become:
AH(T) = AH(T,s) + AC,.8T (1.28)
¥T 8T
AS(T) = AS(T,p) + AC,In| 1 + — | ~  AS(Trwg) + ACp.— (1.29)
ref /‘1 Tref

using the approximation In(1 + x) = x, for x<<1. Consequently, to the extent that this

approximation is valid:

AG(T) = AH -T.AS » AH(Tep) - T.AS(Trep) - AC, 8T Ty = AG(Twe)  (1.30)

to first order in 8T. Moreover, over a limited temperature range for which this

approximation is valid:
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AH(T) ~ AH(Trg) + Trer .(AS-AS(Trep)) (1.31)

so that a plot of AH versus AS would appear linear with slope Trr. Although much
could be made of the significance of such a linear correlation and the nature of T, as
some sort of ‘characteristic temperature’, it is simply a mathematical consequence arising
from experimental data covering a limited temperature range. The T, arising from such
a correlation would simply be that temperature for which the approximation (6T small) is
most appropriate, i.e. somewhere in the experimental observable range (McPhail &
Cooper, 1997). This phenomenon of entropy-enthalpy compensation occurs when AC, #
zero, the origin of which could be solvation changes during macromolecular associations.
Not only can entropy-enthalpy compensation arise from the temperature dependence of

enthalpy and entropy, but also from pH and ionic strength.

1.6 Aims of thesis

The main aim of this work is to provide a greater understanding of the interactions
involved in the recognition between members of the vancomycin group of antibiotics and
their target cell wall peptides using microcalorimetry and how their efficiency in
promoting such interactions can be altered by dimerisation. In addition, X-ray
crystallography has been used in an attempt to resolve the way in which vancomycin
dimers in the presence of ligand are formed. However, this proved not to be as trivial a
problem as first thought, although with further work it is possible that a structure can be

determined, since the growth conditions of suitable crystals have been well defined.

It is thought that the ability of these antibiotics to dimerise may represent an important
functional role, therefore it is of central importance to understand their basis of action,

not only from an academic point of view, but also as a means of designing potential
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variants with a propensity to dimerise, in order to produce an antibiotic therapy capable

of keeping us one step ahead of the increasing incidence of antibiotic resistance.

This work is essentially an extension of that carried out by K. E. McAuley-Hecht (1993),
in which the molecular recognition of the vancomycin group of antibiotics was studied
using microcalorimetry over a temperature and concentration range. This study
suggested that the ligand binding affinities of these antibiotics were affected by
concentration, therefore further work was required to investigate this phenomenon more

fully.
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Chapter 2:

Microcalorimetry

2.1 Introduction to microcalorimetry

Calorimetry is a technique which can be used to study the energy transactions within a
sample during a biological process. Such a technique allows the direct determination of
thermodynamic parameters, such as enthalpy changes, rather than relying on indirect
methods involving the measurement of equilibrium constants at various temperatures and
application of the van’t Hoff equation. Since it measures heat directly, it is the only
technique which allows simultaneous determination of all thermodynamic parameters in a
single experiment, therefore providing greater accuracy. The range of applicability of
calorimetry is wide and has extended down to absolute zero and to temperatures in
excess of 1000°C (Skinner, 1969), depending upon the construction of the apparatus.
Early calorimeters were known to be slow to equilibrate and use, but over the years
much faster calorimeters have been developed and the sensitivity of such instruments has
increased to 0.1pW, hence why sometimes referred to as microcalorimeters
(Koenigbauer, 1994). 1t is this increased sensitivity which is of importance in biological
applications, since we are usually measuring changes in weak non-covalent forces and
generally want to use a small amount of sample. The recent development of sensitive
instruments allows the measurement of heat effects from reactions involving as little as
nanomole amounts of reactants (Spokane & Gill, 1981 : Donner ef al., 1982 : McKinnon
etal 1984 : Ramséy etal., 1986 : Myers et al., 1987 : Schon & Freire, 1989 : Wiseman
ef al., 1989). The types of biological studies carried out using microcalorimetry have
included such diverse topics as the measurement of enzyme activities (Monk & Wadso,
1969), thermodynamics of proton binding to proteins, such as chymotrypsin, lysozyme
and ribonuclease (Shiao & Sturtevant, 1970) and the study of conformational changes

such as the acid denaturation of lysozyme by guanidine hydrochloride (Atha & Ackers,
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1971). More recently, however, it has been used to investigate a range of processes from
peptide and antibiotic interactions to protein folding (Cooper & McAuley-Hecht, 1993).
There are different types of microcalorimeters that can be used to provide
thermodynamic information on various processes. Basically, they can be thought of as
belonging to two groups, adiabatic or conduction. The adiabatic (from the Greek for
‘not passing through’) system is thermally insulated from its surroundings so that any
heat produced from within the microcalorimeter remains contained. In this case, the
temperature change of the microcalorimeter brought about by the process under
investigation is measured. In a purely adiabatic system, the rise in temperature
associated with a reaction is equal to the heat input divided by the heat capacity of the
system (Skinner, 1969). Therefore, the heat associated with the process can be
calculated if the temperature rise is measured and the apparent heat capacity of the
system is known (Langerman & Biltonen, 1979). In contrast, the conduction
microcalorimeter, sometimes known as heat leak, heat flow or heat flux microcalorimeter
(Wadso, 1992), is thermally connected to its surrounding heat sink, so that any heat
nraduced in the micrecalcrimeter {5 transleed n0in 1L, Here, the rate of heat tlow from
the microcalorimeter to the heat sink is measured. In a heat conduction
microcalorimeter, heat evolved in the reaction vessel is conducted through a thermopile
before it is absorbed by the surrounding heat sink, which is usually a metal block
(Skinner, 1969). In modern instruments, the thermopile usually consists of semi-
conducting thermocouple plates, with the heat flow driven by the temperature difference
between the reaction vessel and the heat sink. In practice, a certain fraction (usually
about 25%) of the heat evolved in the reaction vessel will not pass the thermopile on its
way to the heat sink, but will pass through other components such as leads and stirrer
shafts etc. However, in a well designed instrument this fraction is constant and is
incorporated in the calibration constant and therefore does not lead to any systematic
error (Wadso, 1992). Between both these extremes lies the isothermal microcalorimeter,
where the microcalorimeter is insulated from its surroundings and the surrounding heat
sink is maintained at a constant temperature. Heat produced within the microcalorimeter

results in an associated increase in temperature of the microcalorimeter, followed by a
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gradual return to the temperature of the surroundings. The microcalorimeter
temperature before and after the process is measured as a function of time  The
maintenance of a constant temperature environment is essential to the proper calculation
of heat transfer between microcalorimeter and surrounding jacket (Skinner, 1969) and is
facilitated by a feedback system which ensures the cells and jacket remain at the same
temperature. A more detailed overview of the different forms a microcalorimeter can

take is discussed in this chapter.

The LKB microcalorimeter (now Thermometric) is based on the heat leak principle, with
sample and reference cells contained within a temperature controlled heat sink. The
basic layout of a typical isothermal microcalorimeter which uses the heat leak principle is

shown in Figure 2.1 (Cooper & Johnson,™ 1994).

THERMOSTAT
Thermopiles
Heat COMPUTER
Sink
DC NANO-
VOLTMETER
S = Sample cell
R - Reference cell
Figure 2.1 Basic layout of a microcalorimeter which uses the heat leak principle.

Sample and reference thermopiles are connected back-to-back in series to
give differential measurements.

When a reaction occurs in the sample cell, heat flows between the cells and the heat sink.
Solid-state thermopiles are connected between each cell and the heat sink, so that the

heat produced in the sample cell passes through them and generates a voltage (V) which



53

is proportional to the temperature difference (AT) between the cells and the sink, which

in turn is proportional to the rate of heat flow (dQ/dt), as follows:

dQ
q = kiAT and V = kzAT 2.1)
t
Therefore dQ
dt

where k is the calibration constant of the microcalorimeter The heat of reaction is

obtained by integration of equation . .., as follows:

Q=klvdt (2.2)

This type of microcalorimeter is slow to equilibriate, yet has the advantage of being
reliable and simple to use. It also has the capability to be adapted for special purposes,
into for example a batch or flow system, which are currently used to study biological

processes.

The batch microcalorimeter, a schematic view ofthe cell configuration of which is shown
overleaf in Figure 2.2 (Cooper & Johnson,"* 1994), involves the equilibration of two
reactant solutions on either side of a split compartment sample cell, for example,
antibiotic solution in one compartment and ligand in the other, with the reference cell

containing onlv buffer.
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antibiotic ligand

Figure 2.2 Schematic view of the cell configuration of a batch system, used for
different experiments in isothermal microcalorimetry.

Typical cell volumes are between 1 and 10mls Mixing is then obtained by the rotation
of the sample cell and the heat effect produced is measured. In this microcalorimeter, it
is not necessary to carry out individual controls if the heat of dilution is small, instead
only one dilution in the reference cell is required, with its associated heat effect
cancelling out the similar heat effect occurring upon mixing in the sample cell (Biltonen
& Langerman, 1979). The disadvantages of this type of microcalorimeter are that the
contents of the microcalorimetric vessel are not easily accessible and that manipulations
can be difficult to perform (Lamprecht, 1980). In addition, since loading ofthe solutions
into the reaction vessels requires that the heat sink and air bath be exposed to the
environment, there is a disturbance of the existing equilibrium between the components
(Biltonen & Langerman, 1979). Maicrocalorimeters used for studies of chemical or
biological processes can be performed batch wise as described above or flow vessels can
be used in continuous flow or stopped flow experiments. A flow through system, the
cell configuration of which is shown in Figure 2.3 (Cooper & Johnson,” 1994), permits a
gas or liquid to enter the cell, interact with the sample and exit the chamber for further

analvsis downstream
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in in

Figure 2.3 Schematic view of the cell configuration of a flow system, used for
different experiments in isothermal microcalorimetry

in ih\c type Qf micrccaitiiiiicici, ilic reactants are pumped, either using peristaltic or
precision syringe pumps (Cooper & Johnson/ 1994), separately through a heat
exchanger into a microcalorimetric cell, where they mix and a steady-state heat effect is
observed, after which the reactants pass out ofthe microcalorimeter The heat exchanger
means that equilibration times prior to the experiment can be neglected This technique
requires much more sample material and is less sensitive than the batch system, however
problems associated with the maintenance of thermal equilibrium in the batch
microcalorimeter can be overcome by this system when applied to microbiology for
example, since all manipulations are carried out in external fermentors so that there is no
disruption of the thermal equilibrium of the microcalorimetric cell (Lamprecht, 1980).
Flow techniques can be used for enzyme assays and the determination of the apparent
rate of enzyme-catalysed reactions (Langerman & Biltonen, 1979). In both the batch and
flow arrangements, vessels composed of glass or inert metals, for example, gold or

platinum, are fitted with electrical calibration heaters (Cooper & Johnson,” 1994)
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The Microcal Omega ultrasensitive isothermal titration microcalorimeter, an external
view of which is shown in Figure 2.4, is a more recent development which uses a

feedback system for the determination of reaction heats (Cooper & Johnson/ 1994)

Figure 2.4 The Microcal Omega ultrasensitive isothermal titration microcalorimeter

It consists of two matched sample and reference cells mounted in an adiabatic jacket,
which prevents an interchange of heat with the surroundings and a unique sample cell
delivery system, shown in Figure 2.5 (Wiseman et al., 1989). The jacket must be
evacuated at low temperature to prevent condensation within the instrument which
would interfere with the data collected. The sample and reference cells are constructed
from Hastelloy C and have a volume of approximately 1.4mls. The reference cell is
usually filled and periodically replaced with purified water containing sodium azide to
prevent microbial growth. Both cells have long narrow access tubes through which
sample can either be introduced or removed using long needled syringes. Each cell has
two heaters distributed over the outer flat surface with a special thermoelectric device
containing oriented crystals of bismuth telluride, sandwiched between the two inner
surfaces to measure the temperature difference between the two cells. A junction
wire thermopile is connected between the adiabatic jacket and the outer circumference of

the two cells to monitor the temperature difference between the cells and the jacket and
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through a feedback system control the heater currents to ensure that the cells and jacket
remain at the same temperature. During an experiment, a small constant power of less
than a milliwatt is distributed in the heater of the reference cell, which activates the cell
feedback system to drive the difference in temperature between the two cells back to
zero (Wiseman et al., 1989). When experiments are carried out at a lower than ambient
temperature, a circulating refrigerating bath is used to cool the jacket (Bundle &
Sigurskjold, 1994). The difference in electrical energy required to maintain the sample
and reference cell at the same temperature is used as a measure of the energetics
occurring in the sample (Cooper & Johnson,® 1994). The rotating injection syringe
inserted into the sample cell serves to deliver the required aliquot of injectant, mix the
reactants and evenly distribute heats produced by each injection. Injection syringes (25-
250ul) are made from precision-bored glass with long stainless steel needles which have
a stirring paddle attached to the end. The syringe is mounted in a low friction bearing
assembly which contains an attached timing wheel. This assembly can then be easily
inserted into the Teflon loading barrel of the sample cell and the timing wheel coupled to
a2 stirring whcar.  1ius will allow the syringe to be rotated at a constant speed, usually
400 r.p.m. The syringe plunger is mechanically coupled to a precise digital stepping
motor which serves to deliver the required aliquots of injectant from the syringe, the
amount of which is determined in the injection schedule e.g. number of injections,
volume per injection and time between injections. Once the injection schedule has been
created with the accompanying interactive software, the experiment can be left to run
with no further operative involvement (Wiseman ef al., 1989). The main advantages of
this over earlier instruments is that equilibration times are significantly reduced with an
entire titration experiment now taking only about an hour to complete rather than a full
day and less sample material is required than with batch techniques (Wadso, 1983).
Results obtained are analysed using the accompanying software package, Origin. The
treatment of data obtained from such single-injection ITC experiments involves carrying
out controls to take into account the heats of dilution and mixing within the overall heat
of the experiment of interest. However, dual-injection instruments have been developed

which allow differential measurements of reference and sample responses and therefore
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more accurate determinations of the overall heat of reaction Since this instrument can
compensate for heats of dilution and mixing this eliminates the need for separate
experiments. This method is more precise as it fails to introduce any additional error

arising from the consideration of separate measurements (Freire ef ai, 1990).
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Figure 2.5 Drawing of the microcalorimeter cells, adiabatic shield and
injection/stirrer assembly
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Isothermal titration microcalorimetry is routinely used in the study of non-covalent
interactions involved in processes which occur at essentially constant temperature, but is
non-specific and cannot differentiate between individual forces e.g. hydrogen bonding,
van der Waals forces, hydrophobic and electrostatic interactions which play a role in the
process, but rather gives an estimate of the total interactions involved. In the binding of
ligand for example, there are several important sources of thermodynamic change that
give rise to the overall enthalpy and entropy. These include the change in solvation of
the ligand and the macromolecule, the interaction between the ligand and the binding site
through hydrogen bonds, van der Waals forces and electrostatic interactions, the release
and absorption of protons by the macromolecule, ligands and buffer, a conformational
change in ligand or macromolecule required for or induced by the association reaction
and changes in the state of aggregation of either reactant (Eftink & Biltonen, 1980).
Isothermal titration microcalorimetry (ITC) can generally be thought of as a non-
destructive technique, since samples can be recovered and recycled after use. However,
denaturation of proteins, for example, can occur after long periods of stirring and
‘ equilibration in the calorimeter (Cooper & Johnson,” 1994). This method is routinely
used in binding studies since nearly all such associations are accompanied by a change in
enthalpy and will therefore produce a calorimetric signal (Bundle & Sigurskjold, 1994),
however, we have also been able to use it in dimerisation studies where dissociation from
the dimer form produces a signal. A heat pulse is produced by each syringe injection, a
typical profile of which is shown in Figure 2.6. Wh<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>