ELECTRON CRYSTALLOGRAPHY OF ORGANIC
PIGMENTS.

Geraldine Boyce

A thesis submitted for the degree of Doctor of Philosophy
Department of Chemistry |
University of Glasgow

© Geraldine Boyce October 1997



ProQuest Number: 13815382

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction isdependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.

uest

ProQuest 13815382

Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.

All rights reserved.
This work is protected against unauthorized copying under Title 17, United States Code
Microform Edition © ProQuest LLC.

ProQuest LLC.

789 East Eisenhower Parkway
P.O. Box 1346

Ann Arbor, M 48106- 1346



GLASGOW 1
UNIVERSITY

1o 11033 [of]vy )




ABSTRACT

The principle aim of this thesis is the detailing of the development and subsequent use
of electron crystallographic techniques which employ the maximum entropy

approach.

An account is given of the electron microscope as a crystallographic instrument, along
with the necessary theory involved. Also, an overview of the development of electron
crystallography, as a whole, is given. This progresses to a description of the maximum
entropy methodology and how use can be made of electron diffraction data in ab initio
phasing techniques. Details are also given of the utilisation of image derived phases in
the determination of structural information. Extensive examples are given of the use
of the maximum entropy program MICE, as applied to a variety of structural

problems.

A particular area of interest covered by this thesis is regarding the solid state structure
of organic pigments. A detailed structure review of both p-naphthol and
acetoacetanilide pigments was undertaken. Information gained from this review was
used as a starting point for the attempted structural elucidation of a related pigment,
Barium Lake Red C. Details are given of the synthesis, electron microscope studies
and subsequent ab initio phasing procedures applied in the determination of structural

information on Barium Lake Red C.

The final sections of this thesis detail electron crystallographic analyses of three quite
different structures. Common to all was the use of maximum entropy methods, both

for ab initio phasing and use of image derived phases.

Overall, it is shown that electron crystallographic structure analyses using maximum
entropy methods are successful using electron diffraction data and do provide distinct

structural information even when significant perturbations to the data exist.



The important thing in science is
not so much to obtain new facts, as
to discover new ways of thinking

about them.

Sir W.L. Bragg.
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1.0. ORGANIC PIGMENTS.

1.1. A Perspective.

The origins of colourants and their applications can be traced back to prehistoric man,
who used colourants of animal and vegetable origin to dye furs, textiles and other
materials. Even the hieroglyphs of Ancient Egypt contain a thorough description of

the extraction and application of natural colourants.

Prior to the discovery of Mauveine in 1856 by William Perkin' , colour had been
obtained from natural sources such as indigo and cochineal.” Perkin can be credited as
being the pioneer of the organic chemical industry, not only because of his discovery

of Mauveine, but because he set to work to manufacture and sell it.

Rapid advances in colour chemistry were initiated by the discovery of diazo
compounds and their derivatives. The colour potential of this class of compounds and
their ease of preparation led to the development of azo colours, which represent the

largest fraction of organic colourants.

The basic level of classification of a colourant is either inorganic or more importantly
in this context, organic. The most important differentiation of colourants is that they
are either dyes or pigments.

In general, colourants are either soluble (dyes) or insoluble (pigments). Pigments are
coloured or fluorescent particulate solids that are usually insoluble in and essentially
are physically or chemically unaffected by the vehicle or medium in which they are
incorporated. They alter appearance either by selective absorption or by scattering of
light. Among organic pigments, azo compounds constitute the largest group both with
respect to the number of different chemical structures and to the total volume of

commercial production.



The purpose of this introductory chapter is to provide background to some aspects of
pigment chemistry and later in chapter 5, a review is given on the extensive work that
has been carried out on the solid state structures of pigments related to the ones

examined in this research
1.2. Pigment Properties.

Before undertaking a detailed discussion of the chemistry used to describe azo
pigments, it is of fundamental importance to examine some aspects of pigment

properties.

By definition, pigments retain a crystallite structure throughout the colouring process.
Therefore, consideration has to be made of crystal properties and not just simple
molecular chemistry. Thus, it can be stated that pigment properties are not dependent

entirely on molecular chemistry present.

The interactions of the pigment with its specified medium are mediated through
features including particle size, shape and the nature of the crystal surface. It follows
that pigment properties are a result of both molecular chemistry and the

crystallographic arrangement of these molecules.

Unlike dye chemistry, the relationship between chemical structure and colour for
organic pigments is not as well defined and is found to be subject to influence from a

greater number of factors.

At the level of an individual molecule, variation in substituents can lead to improved
properties for the pigment through simple electronic effects, in the case of halogen
functionality or through physical effects including extensive hydrogen bonding or an

increase in packing volume of molecules.



Fastness properties of pigments are principally conditional on molecular structure,
although particle size can also influence lightfastness. Larger particles have smaller
specific surface area and since light energy initially destroys outer molecular layers,

larger particles will have better lightfastness.

Most organic molecules exhibit a small solubility in polar organic solvents and some
pigments contain structural features designed to enhance solvent fastness. It is thought
that presence of functionality that leads to the formation of intermolecular or
intramolecular hydrogen bonding can augment fastness to light, heat and solvents,

hence another substituent effect.

Colour strength of a pigment is dependent on the amount of reflected light, thus it is
important to develop as large a surface area as possible. Therefore, in considering
pigment crystallites, the degree of particle dispersion, aggregation and flocculation is
very critical for general pigment properties such as strength, transparency and

rheology.

This is by no means an exhaustive summary of pigment properties, but merely an
attempt to illustrate the point that pigment properties are in fact influenced by a
variety of factors, and that to gain any understanding of these properties, some
knowledge on the crystallographic arrangement of the molecules within the particles

is a prerequisite.

The next section of this introductory chapter offers a treatise on some aspects of the
basic chemistry of azo pigments, the major class of organic pigment of which some of

the pigments investigated during the course of this research belong.



1.3. Azo Pigments.

1.3.1. Background.

The success of azo pigments is due to the simplicity of their synthesis by diazotisation
and azo coupling and to the almost innumerable possibilities presented by variation of
diazo compounds and coupling components. Most commercially important azo
pigments are formed by successive diazotisation and coupling. A primary aromatic
amine is diazotised to give a diazonium salt, which is then coupled with an

appropriate coupling component to form the azo compound.

The azo pigments contain one or more chromophore of the form (-N=N-). These
pigments can be subdivided into two groups, pigment dyes and precipitated azos.
Pigments include products that are insoluble in the aqueous reaction medium directly
on formation and hence require no metal ions or other means to effect precipitation.
Precipitated azos include products with salt forming groups, principally sulphonic or
carboxylic acid which precipitate. Salts most commonly used include those of

calcium, barium or manganese.

The physical and chemical characteristics that define the performance of a commercial
pigment in a vehicle system include its chemical composition, stability, particle size
and shape, degree of dispersion, crystal geometry and especially surface character.
Not all of these properties are dependent entirely on the molecular chemistry of the
pigment, but depend for instance on the form and size of its particles. The |
chromophore, the intrinsic chemical unit in the pigment crystal imparts colour and

may also be important in properties such as solubility, heat fastness and light stability.

Characteristic properties of azo pigments are partial solubility in organic solvents and

vehicles, poor bleed resistance, good acid and alkali resistance and good lightfastness.



Colouring applications of azo pigments are widespread. Traditional uses such as inks
and paints still account for a large percentage of the pigments produced. These
generally require large quantities of pigment to achieve the desired shade. The
colouring of plastics e.g. Polyvinylchloride (PVC) require proportionally less
pigmentary material. Other areas of usage include coatings and man made fibre

industries.

1.3.2. Synthesis of Azo Pigments.

As was discussed briefly in the previous section, azo pigments are formed by the
coupling of a diazotised amine with a variety of coupling components. In general, the

overall reaction can be stated as in Figure 1.1.

HONO

-+ ]
AINHy —20 , ArN=N &

AR, Ar-N=N-AY

Figure 1.1 Overview of diazotisation reaction.
1.3.3. Diazotisation

The reaction between a primary amine and nitrous acid in an aqueous medium results
in the formation of a diazonium salt *. For aromatic amines, the reaction is very
general. Halogen, nitro, alkyl, aldehyde and sulphonic acid groups do not interfere.
Despite the fact that diazotisation takes place in acid solution, the actual species
attacked is not the salt of the amine, but the small amount of free amine present °. In
dilute acid, the actual attacking species is N,O,;, which acts as a carrier of NO".
Evidence is that the reaction is second order in nitrous acid and, at sufficiently low
pH, the amine does not appear in the rate expression.® The mechanism as elucidated

by Hughes, Ingold and Ridd Tis given in Figure 1.2.



slow

STEP 1 2 HONO > N2O3 + HpO
i
_ +
STEP 2 AI'NH2 + N203 — Ar _ITI__N:—_Q_' + NOz'
H
H
|® -4+ -
STEP 3 AI_ITI—E=QI — Ar —ITI—N=(_) [
H H
g tautom. -— —_ —_
STEP 4 Ar—I\HIj—Q | —=e A—N=N—0-H
H
e X Ht+ @ -—
STEP 5 Ar—N=N—(—\(‘_)——H —> Ar—N=N + H,0

Figure 1.2.  Mechanism of diazotisation.
Nitrosation of the amino group is the essential step in diazotisation.
Unlike aliphatic diazonium salts, the aromatic product is relatively stable at low

temperatures. This is explained by the resonance interaction between the nitrogens

and the ring. (Figure 1.3.)

@ _ @ @ ©
: N=N : N= N=

Figure 1.3.  Resonance of nitrogen atoms in benzene diazonium.

3
(2

The diazonium ion may be described as a Lewis acid, in which the B-nitrogen has

electrophilic character. Under the correct conditions, diazonium ions attack



nucleophilic coupling components at a position with high electron density. This is the
azo coupling reaction. Activation by electron releasing groups indicates that coupling

is electrophilic aromatic substitution.
1.3.4. Coupling Reaction

The coupling component must, in general, contain a powerfully electron releasing
group. Common coupling components are amines and phenols. Due to the size of the
attacking species, substitution is mostly para to the activating group, unless that
position is already occupied, in which case ortho substitution takes place. The pH of
the solution is important for both amines and phenols.. For amines, the solution may
be neutral or mildly acidic. This pH strikes a balance between maximising the

quantity of free amine available, while keeping the diazonium ion stable.

Phenols must be coupled in slightly alkaline solution, where they are converted to the

more reactive phenoxide ions, because phenols themselves are not active enough for

OH
2-Naphthol
OH
3—Hydroxy-2-naphthoic Acid
COOH

Acetoacetanilide O\ M
\
H

Figure 1.4.  Examples of coupling components.

the reaction.



1.4. Classification of Azo Pigments.

In order to review the multiplicity of azo pigments that have already been synthesised,
it is useful to classify these pigments according to their chemical structure. However,
it should be kept in mind that pigments of identical structure need not necessarily
have the same applicational properties. Thus, the presentation of pigments in such
classes can serve only as an initial but fairly reliable guide. This will be discussed in
the next section and examples of the relevant classes of azo pigment will be

illustrated.
1.4.1. Azo Yellows

Hansa Yellows are mono azo pigments, a representative of which is Pigment Yellow 3
(Figure 1.5.). The Hansa Yellows are intense pigments that are semi-opaque and are

resistant to both acid and alkali.

NO, ?H3

? o)
Cl N=N—CH—ﬁ—NHO
0]

Figure 1.5.  Pigment Yellow 3.
1.4.2. Diarylide Yellows

Related quasi-dimers of the Hansa Yellows are the Diarylides. The same chemistry is
involved, except that the first component amine is a disubstituted diaminobiphenyl.
Upon diazotisation this yields two diazonium salt groupings. The latter couples with
two molecules of the second component to yield the disazo yellow. An example
pigment is Yellow 12 (Figure 1.6.), which commercially belongs to the top five of all

organic pigments as it is relatively cheap.



H; CH3

C o) Cl 0
N N N
HN N7 O O W N
Cl
Figure 1.6.  Pigment Yellow 12.

1.4.3. Toluidine Reds
Pigment Red 3 (Figure 1.7.) is a typical example of the Toluidine Red pigment class.
It is one of the most-popular red pigments for industrial enamels. Pigments of this

class are available in several different shades, but are being displaced by other more

durable reds.

CH;,

Figure 1.7.  Pigment Red 3.
1.4.4. Para Reds

Para Red (Pigment Red 1) was the first commercial azo pigment and it was obtained
from diazotised p-nitroaniline and 2-naphthol as early as the end of the 19th century.



Use of this class of pigment is severely limited by poor bleed resistance. Structure of

this pigment is given in Figure 1.8.

NO,

908

Figure 1.8.  Pigment Red 1.
1.4.5. Lithol Reds

These are among the more important of the precipitated azo pigment dyes. They
comprise a family of the sodium, barium, calcium and strontium salts of the coupling
product from diazotised 2-naphthylamine-1-sulphonic acid and 2-naphthol. Shown in

Figure 1.9., is the barium salt of Pigment Red 49.
AN

SO;
\\N ‘ Baz+
P OH

Figure 1.9.  Pigment Red 49.
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1.4.6. Laked B-Naphthol Pigments

Synthesis of these pigments involves formation of the soluble sodium salt by alkaline
coupling then the pigment is produced by laking, i.e. precipitating the soluble salt
with calcium or barium chloride. One of the more commonly used of this class is Lake
Red C (Pigment Red 53:1). This is produced by coupling diazotised 2-amino-5-
chloro-4-methylbenzene sulphonic acid with 2-naphthol and then laking with barium
chloride. Structure is illustrated in Figure 1.10.

H;C

Figure 1.10. Pigment Red 53:1.
1.4.7. BON Reds

The BON Reds derive their name from the use of B-oxynaphthoic acid as the second
coupling component in the coupling of various diazotised amines containing salt
forming groups. Precipitation is effected by metal ions e.g. calcium, barium or

manganese. A typical example is Pigment Red 57.

11



CH;3

SO3”
N§N Ca2+
P OH
X Cco0"

Figure 1.11. Pigment Red 57.

Having considered both generalities of pigment properties and some more detailed
chemistry of azo pigments, it becomes obvious that a detailed picture of the
crystallographic arrangement of pigment molecules must be obtained. This knowledge
must be gained before any attempt to correlate pigment structure to property is
attempted or even improvement of those properties by pigment manufacturers is

undertaken.

Previous attempts to attain this crystallographic information about azo pigments via
conventional X-ray methods have proved difficult due to the small crystallite size
present. However, earlier work by Duckett®, Miller’ and Connell" utilising techniques
of electron microscopy and latterly electron crystallography have shown that this
methodology could provide crystallographic information on pigments of the azo class.
Therefore, one of the aims of this work is to utilise developments in the field of

electron crystallography to obtain structural information about some organic

pigments.

This leads to the next sections where a discussion of the use of the electron
microscope as a crystallographic instrument is given, along with a review of the
development of electron crystallography as a powerful technique for elucidation of -
structural information.

12



2.0. ELECTRON MICROSCOPY

2.1. Electron Microscopy - An Introduction.

Much has been written about the development of the theory describing the wave
nature of electrons, but in terms of electron microscopy, the most important statement
is that of De Broglie."' In his theory, De Broglie combined two universal principles
that linked fast moving electrons with short wavelength, these being the quantum
theory of Planck'? and the theory of relativity of Einstein."

De Broglie postulated that any fast moving particle would have an electromagnetic
radiation associated with it. If the particles are electrons, with a velocity one third the
speed of light, the wavelength is approximately 0.05A. This is 100 000 times shorter
than the wavelength of green light, so if electrons are utilised, resolution is greatly
enhanced over that of the best light microscope. Thus the De Broglie relationship was

derived.

A=— Equation 2.1.

where A=wavelength, #=Planck’s constant, m=mass of an electron and v=velocity of

an electron.

This theoretical analysis was confirmed experimentally by Davisson and Germer™*

and by G.P. Thomson"’ , with the observation of diffraction phenomena.

It is not clear from the published literature who it was who had the original idea of
using electron beams to form images of objects at resolution higher than that of the
conventional light microscope. Electron optics were thoroughly investigated by

16,17
h

Busc and he showed that axial magnetic fields refracted electron beams in a way

geometrically analogous to refraction of light beams by glass lenses.

13



This research encouraged Knoll and Ruska to construct the first true electron
microscope. A description of an instrument designed for high resolution work was

published by Ruska in 1934'%.

Subsequent development of both instruments and techniques saw the rapid adoption
of electron microscopy as a method for obtaining structural information about a wide
variety of materials ranging from those of a biological nature through to materials of

chemical interest.

The purpose of this chapter is to provide a description of the transmission electron
microscope and to outline some important theories that are relevant to later

discussions on the development of electron crystallography.

2.2, The Electron Microscope.

The conventional transmission electron microscope has an electron-optical
arrangement which is in essence the same as the optical arrangement in a light
microscope. In an electron microscope the magnification scheme is more elaborate
and of course, the electron source, the specimen and the whole assembly of lenses are
in an evacuated column. The electrons are emitted most commonly from a hot
tungsten filament and are accelerated through a large potential difference, V, of the
order of 10° volts and so acquire kinetic energy, eV, where e is the electron charge.
The velocities of the electrons are not negligible in comparison with the velocity of
light, so that a relativistic correction has to be made. The wavelength of an electron is

thus given by Equation 2.2.

1
A=h {Zmo eV[1+ id J} 2 Equation 2.2.

2
2m,c

where m,, is the rest mass of an electron and c is speed of light.
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The arrangement of the parts of the microscope are shown schematically in Figure
2.1. The electrons emitted from the electron gun are immediately controlled by a
sequence of two electromagnetic lenses, the condenser lenses, which determine the
area of the specimen illuminated by the electron beam and the divergence of the

electron beam incident on the sample.

electron gun
anode

condenser lens

condenser lens aperture

specimen

objective lens

objective lens aperture
intermediate aperture in
image plane

intermediate lens
second intermediate image plane I2

projector lens

viewing screen

Figure 2.1. Descriptive diagram of an electron microscope.

Since the specimen is necessarily very thin, of the order of 1000A, it must be
supported in a special holder, and since the microscope interior is at high vacuum, the
holder is introduced through an airlock. The specimen stage in which the holder fits,
is situated within the bore of the next electromagnetic lens, the objective lens and is

provided with the drives necessary to both move and tilt the specimen, so that
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different areas can be studied at controllable orientations with respect to the

microscope axis and the incident electron beam.

The objective lens forms an image of the specimen at image plane 1, I, in Figure 2.1,
which is known as the first intermediate image. A sequence of two projector lenses
further magnify this image produced by the objective lens. The first projector lens
produces an image of I; at I,, the second intermediate image and the second projector
lens produces an image of I, on a fluorescent viewing screen. The final image may be
recorded on a photographic film placed beneath the viewing screen or by an electronic
recording device such as a CCD camera. The magnification of the final image can be
varied in the range from 1000x to as much as 100 000x by varying the focal lengths of
the two projector lerises, with the variation being achieved by adjustment of the

energising current supplied to the lens.

If the image formed by the electron microscope were a perfect image, then any point
in the image would correspond to a point in the specimen. This is not the situation in
practice because magnetic lenses suffer from defects. The arrangement of the
microscope is such that defects in the objective lens have a greater effect on the final
image than do defects in the projector lenses. The principal effects to manifest
themselves are astigmatism, chromatic aberration and spherical aberration.
Astigmatism can be eliminated in the design and construction of the magnetic lenses.
Chromatic aberration occurs when there is an energy spread in the electron beam, as
well as on the magnetic field produced by the lens. Chromatic aberration can be
minimised by stabilisation of the energizing current of the lenses and of the electron

source.

An important defect of magnetic lenses is spherical aberration. If a lens is free from
spherical aberration, all the electrons leaving the object from the point S will reach the
image plane at point I (Figure 2.2) When spherical aberration is present, the rays
passing through the outer parts of the lens will be bent excessively and so brought to a

point closer to the lens than the point, I.

16



lens image plane

P R
// I

Figure 2.2.  Illustration of spherical aberration.

Having given a physical description of the microscope, now the interactions of
electrons with the specimen have to be considered and following from this, an
understanding of the theoretical nature of image formation and diffraction within the

microscope has to be gained.

2.3. Interaction of Electrons with Sample.

When considering the theory behind the interactions of electrons with the specimen, it
is essential to refer to the comprehensive works of Hirsch et al’® and Buseck et al?°
These texts offer a thorough discourse on electron interactions and as such only a

cursory description of the theoretical basis will be discussed here.

Relative to other radiation, electrons interact strongly with matter. The electrons are
scattered by the electrostatic potential, @(r) which plays the same role as electron
density p(7) does in X-ray scattering.

In considering the interactions of electrons with matter, various approximations exist
which provide more simple mathematical descriptions of the scattering events that are
occurring. Each of the approximations has a useful range of validity and this will be

explored.
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The scattering process is readily understood by the analogy of interaction of light with
a transparent object. For electrons, there is a change in refractive index where the
wave enters a region of different electrostatic potential, which changes the velocity

and hence the wavelength of the electron waves.
2.4. Phase Object Approximation.

As a first approximation to understanding the interaction of electrons and specimen,
assume that electrons passing through a thin specimen suffer a phase change that
depends on the potential distribution along a straight line through the crystal. Thus if a
potential distribution in the object is represented by a function, @(xyz), a plane wave
transmitted through the object in z direction suffers a phase change that is a function
of the xy coordinates proportional to the projection of the potential in the z direction,

as shown in Equation 2.3.

0 () = [o (2) &z Equation 2.3.

The phase change of the wave relative to a wave transmitted through a vacuum (p=0)

2nmel

is given by the product of ¢(x)) and an interaction constant, o, where ¢ = 7

This defines the strength of interaction with matter.

The effect on an incident wave of the phase change is given by multiplying the

incident wave amplitude by a transmission function,

g(xy) = exp[-ice (x)] Equation 2.4.

This equation gives the Phase Object Approximation. It is an approximation in that it

ignores sideways scattering of waves.
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Phase object approximation is useful because it emphasises the non-linear nature of
electron scattering. For a single heavy atom, the phase differences from the centre to
the outside of the atom in projection may exceed m. If the electron wave passes
successively through several atoms in a row, as in a crystal, the phase changes add
and non-linearity of the function given in Equation 2.4. ensures that scattering

amplitudes are not added linearly.

For thicker specimens, the phase object approximation fails as the whole concept of
transmission function becomes invalid in that the effect of a specimen on an incident

wave cannot be represented by a multiplicative function.

For suitably thin specimens the wavefunction at the exit surface can be described as a
2D function, y,(xy), which can be represented as the product of the incident wave
amplitude |y,(xy)| and the transmission function g(xy). The exit wave has variations in
phase and amplitude related to the specimen structure. Due to these variations,
scattered waves diverge into the aperture of the objective lens. The aims of the
imaging process are then to produce a magnified representation of y;(xy) and to
record an intensity distribution from which some information about the specimen

structure can be derived.

2.5. Weak Phase Object Approximation.

A further simplification of the phase object approximation allows for the derivation of
the weak phase object approximation. This approximation assumes that the total phase
change is small and is only valid when, for the maximum phase change due to the

object, o@(7) < 1. Thus scattering is now expressed by,

q(xy) =1-ico(xy) Equation 2.5.
The exit wave function is therefore linearly related to the projected potential of the

crystal. The constant, 1, is then representative of the directly transmitted wave, which
is unaffected by the object. The scattering function is given by ic@(x)), which gives
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rise to distribution of scattering amplitude in the back focal plane. For weak elastic
scattering, the scattered wave is always 90° out of phase with the incident beam. The
interaction constant o, previously defined, decreases slowly with incident electron
energy. The most important factor is the distribution of the projected potential which
is dependent upon the atomic number, Z, of the atoms present. Another important

factor to be considered is the number of atoms superimposed in the beam direction.

As described, the condition of validity of the weak phase object approximation is
o@(r)<1. This condition is not satisfied for single, very heavy atoms. At the centre of
the projection of a uranium atom c@(7) may be of the order of 1. For a light atom such
as carbon, nitrogen or oxygen, the maximum is of the order of 0.1 However, in a
specimen 50 to 100A thick, especially in a crystal, 10 or more atoms may be aligned
in the beam direction. In this situation values of o@(7) for the projection through the
line of atoms may greatly exceed unity. Hence the validity of the weak phase object

approximation is strictly limited.

The simple approximations given above describing the interactions of electrons with
the specimen and the subsequent formation of image have provided a framework that
has allowed further development of imaging theory. Description of the specifics of
imaging theory and its areas of application are beyond the remit of this thesis and,

again, consultation with the aforementioned texts provides an extensive treatment.
The next section of theoretical discussion on electron microscopy details the more

pertinent theories of electron diffraction, after first giving a description of some of the

more important physical and geometrical aspects.
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2.6. Electron Diffraction.

After consideration of the physical description of the electron microscope given in
section 2.2, it can be seen that the final image is formed at the viewing screen.
However, due to the existent lens arrangement, each lens within the column has its
own image and back focal plane. Manipulation of the lens system and insertion of
appropriate apertures allows for the collection of electron diffraction patterns on the
viewing screen and subsequently on photographic film or CCD camera. In particular,
if an aperture is inserted at the image plane of the objective lens, thus facilitating the
magnification of a limited area of the sample, the diffraction pattern observed will
also originate from this area. This technique can provide methods of obtaining
diffraction patterns from discrete crystals or indeed specific areas within a given

specimen.

2.7. Formation of Electron Diffraction Pattern.

In accordance with the well developed theories of X-ray diffraction, observation of

electron diffraction patterns occurs under fulfillment of the Bragg condition.

Bragg’s law”! states that for a given set of planes (hkl), the reflected monochromatic
radiation, in this instance electrons, only occurs at certain angles that are determined
by the wavelength of the electrons and the perpendicular distance between adjacent
planes. The relationship between these three variables is the Bragg equation.

2d sinf = nA Equation 2.6.

where d=interplanar spacing, 6=Bragg angle, n=integer and A=wavelength of incident

electrons.
The small wavelength of high energy electrons considerably simplifies the geometric

theory of electron diffraction patterns and by using the Bragg relationship, the concept

of the reciprocal lattice can be arrived at.
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The reciprocal lattice is defined by axial vectors a ,b*,c which have lengths a [ b']
and ¢ I where a,b,c are conventional unit cell dimensions. Thus, the condition for a
strong Bragg diffracted beam being produced from an incident beam vector, s0, is that
the diffraction vector drawn from the origin of reciprocal space should end on a
reciprocal lattice point, defined by a vector, h=ha +kb*+Ilc , where hkl are Miller

indices. Therefore Bragg’s law can be written more completely as,

s=sr sO=h = ha +kb +lc Equation 2.7.

A graphical representation of the above equation is given by the Ewald sphere

construction which is shown in Figure 2.3.

Figure 2.3. Representation of Ewald sphere.

For a given incident beam direction, the vector s0oflength X /is drawn from a point L
to the origin ofthe reciprocal lattice. Then, a sphere ofradius X /(the Ewald sphere) is
drawn about the point L. If this sphere cuts the /k/ reciprocal lattice point, then the

vector from L to the reciprocal lattice point will be the vector sxfor a diffracted beam.

For electrons of wavelength of about 0.05A, the corresponding Ewald sphere, X 1, is
very large compared with the distance between reciprocal lattice points, a '/ (for a real-
space, unit cell dimension, @). The curvature ofthe Ewald sphere is small and as such,
segments are approximately planar and it is therefore possible to record
simultaneously the set of reflections belonging to the zero order plane of the

reciprocal lattice.
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The electron diffraction pattern can be thought of as an image of the central plane
cross section of the reciprocal lattice. Thus, utilising this simple relationship, a
geometrical relationship between the distance, 7, of reflections in the pattern from the

central spot with d;, = Hy," is shown in Figure 2.4.

NN
[
>

Figure 2.4. - Adapted from Fundamentals of Crystals22 , p339.

H, /A= rd,, =L\, T = HLA

r
L b
where L is the distance from the specimen to the photographic plate and A is the

wavelength. In other words, the reciprocal lattice cross section is directly represented

on the electron diffraction pattern to a scale LA.

Crystals are defined by the periodic repetition of groups of atoms in three dimensions
with periodicities described in terms of a real-space lattice of points defined by unit
cell axes a,b,c and interaxial angles o,fB,y. This real-space pattern of repetition
manifests itself within the symmetry of diffraction patterns. This information,
combined with the relation of geometry in real space to reciprocal space can provide

information about unit cell constants and the symmetry therein.
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2.8. Atomic Scattering Factors for Electrons.

After examination of aspects of the formation of electron diffraction patterns, where
the assumption was made according to Bragg’s Law, of reflection from planes,
consideration has to be made of how areas of atomic presence scatter the incident

beam, or more correctly the factors affecting atomic scattering.
As previously described, electrons are scattered by potential fields thus the nucleus
and electrons of a given atom are involved in electron scattering phenomena.

Normally, the potential distribution is expressed in terms of the contribution of

individual atoms centered at the positions, r=r;, leading to,
¢ (@)=Y 0,r-r) Equation 2.8.

As the crystal is periodic, a Fourier series can be used to represent this periodicity and

as such, the potential distribution can be represented by a Fourier transform, V; of the

(Pi(r)a

V(h)= Z V,(h) exp(2n ih-1,) Equation 2.9.

where h represents reciprocal lattice vectors.

The function ¢4(r) may be identified with the potential distributions for individual
isolated atoms or ions, with the usual spread due to thermal motion. It has to be noted
however, that interatomic binding and interactions of ions are neglected and these

may have important effects on diffraction intensities.

The Fourier transforms of individual atoms may be given as,
B
Vi(s)= f; (s% Equation 2.10.
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where s=4m)\sin 0, jB = Born electron scattering amplitudes as conventionally

defined in units of A, 0 is half the scattering angle and K=% .

Values of f°(s) are obtained from the atomic potentials, ¢, for isolated, spherically

symmetrical atoms or ions using the relation,
f2(s)=4n K [rp (r)sinsy [ dr Equation 2.11.
0

By using known relationships between potential and charge density distribution, the
Mott-Bethe formula® was derived to describe jB (s) in terms of the previously derived

atomic scattering factors for X-rays , £,(5),

2
fi®)=2n ZZ: {Z - f,,(S)}K,y Equation 2.12.
0

where g, is the permittivity of a vacuum or another representation is,

£7(s) = 0023934 A{Z - £,(5)} 4112 ] Equation 2.13.
where A is in &, £(s) in A and £(s) in electron units.

Values of atomic scattering amplitudes for electrons are listed in International Tables

for Crystallography Volume C,* calculated by Doyle and Turner” .

It can be seen that the scattering amplitude thus varies with wavelength, A and
scattering angle 0. For sinf/A greater than 0.4A™, scattering amplitude increases
regularly with atomic number, while for sinG/A less than about O.4A'1, scattering
amplitude does not vary in a regular manner. For elements of the first three periods of
the periodic table there is a tendency for scattering amplitude at small angles to

decrease with increasing atomic number.

25



X-roys””

in9
1 - 7 00
2.
10 -
s 8- /
Electrons /X -
6
4 - 2 /
Xy
>t
A R O T T S T S T U S B
10 20 30 40 50 60 70 80 90
Atomic number (2)
Figure'2.5. Comparison of atomic scattering factors.

Since the wavelength of electrons is very much less than that of X-rays, 0 will be
much smaller for a given value of sinGA.. As a consequence of this, the scattering
factor for electrons falls off very rapidly, and therefore diffracted beams have

appreciable intensity only at rather small Bragg angles.

As with the interactions of electrons with the specimen, certain approximations can be
made regarding electron diffraction. The use of approximations provides relatively
simple relationships that allow for determination of diffraction geometry, as seen with
the concept of the Ewald sphere being regarded as planar. Also, approximations

enable estimates to be made ofthe relative intensities in diffraction patterns.

2.9. Kinematical Scattering.

In essence, the kinematical theory of electron diffraction assumes that for sufficiently
thin crystals, the intensity of the incident beam is not significantly reduced in its

passage through the crystal and that a diffracted beam is not re-scattered.

In the previous treatment of the geometry of electron diffraction, it was utilisation of

kinematical approximations that allowed derivation of the stated geometrical
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relationships. Kinematical theory of electron diffraction also allows for assumptions

to be made regarding the intensity of diffracted beams.

Information relating to the relative positions of atoms within a crystal is contained in
the intensities of diffraction spots. Kinematical diffraction allows for the derivation of

a simple relationship between these intensities and the required atomic positions.

Bragg reflections from a crystal will have the scattered amplitudes from all real space
lattice points adding in phase. If there is an identical atom at each point in the lattice,
the scattering from each atom is given by the atomic scattering factor, f{u) so that the
total scattering in the direction defined by a reciprocal lattice point is proportional to
Nf(w), if there are N-atoms present. Then, the intensity scattered in this direction

defined by u=h is proportional to szz(u).

For most crystals there is in fact more than one atom associated with each real space
lattice point. The scattering amplitudes from all atoms in the unit cell must be
summed, with their phase factors corresponding to the atom position, r;, with respect
to the unit cell origin. Therefore, instead of an amplitude, f{u) from each lattice point,

there is a contribution from all atoms in the unit cell given by,

O(u)= f,(w)exp(2niu-r)) Equation 2.14.
i

The total integrated intensity for a Bragg reflection then becomes proportional to
N|®@w)|? The quantity | ®(w) |is the structure amplitude. The intensity is that of the

h-reciprocal lattice point and as such,

O, = ij(h)exp[Z'n: i(hﬁ+k%+lﬁ)] Equation 2.15.
,. a c

and therefore,
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Ly o |0k Equation 2.16.

As electrons are scattered by the potential distribution of the atoms, ¢(r), the atomic

scattering factor for a single atom is given by,
S (u)=30(r) Equation 2.17.
where J represents a Fourier transform integral.

Similarly, the structure amplitude ®(u) is given by the Fourier transform of the
potential distribution in the whole unit cell. This Fourier transform integral can be
inverted leading to the potential distribution in the unit cell being obtainable from the

scattered amplitude,

¢ (r)=3"0(u) = [®(u)exp(-2r iu-r)du Equation 2.18.

The integral can be replaced by the summation,

()=, (D(hkl)exp[—27t z(h—x- + % + lﬁ)] Equation 2.19.
hid a

c

Equation 2.19. is identical to the expression relating the electron density distribution,
p(r) to the structure amplitudes, Fy,,;, for X-ray diffraction. For the X-ray case, this
relationship forms the basis of structure analysis from diffraction data. In an
analogous manner, Equation 2.19. provides the foundation for structure elucidation
using electron diffraction data.

As with X-ray diffraction, the outstanding problem with this approximation is that it is
the intensities, proportional to | D, |2, rather than the amplitudes, @, that are derived
directly from kinematical diffraction data. Thus, in the recording of intensities the
phase of structure amplitudes @, are lost, illustrating the fundamental crystallographic
phase problem.
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2.10. Limitations of Kinematical Approximation.

The kinematical approximation is based upon the assumption that scattering
amplitudes are directly proportional to the three dimensional Fourier transform of the

potential distribution, @(7),
V(u)= J'(p (r)exp{2r iu-r}dr Equation 2.20.

so that the potential @(r) takes the place of p(r), the charge density distribution,

relevant for X-ray scattering.

Thus, it can be stated that the kinematical approximation is described as a single
scattering event since it is first order with respect to the scattering potential. This
approximation is attractive for structural analysis in electron microscopy due to the
linear relationship of transmitted wave function to the object structure. The important
property that this linearity provides is that the approximation is invertible, in the sense

that the object structure can be retrieved directly from the transmitted wave function.

The validity of the kinematical approximation as a basis for structure analysis is
limited. The domain of validity for quantitative structure analysis of organic crystals
was evaluated by Jap and Glaeser®® in terms of crystal thickness, structural resolution
and incident electron energy. The thickness for which the approximation gives
reasonably accurate zone axis patterns from single crystals is the order of 100A for

100keV electrons and increases approximately as o for higher energies.

For the validity domains calculated in the above work, the cases studied had their
potential projected along a crystal axis, however, the single scattering approximation
may have a larger domain of validity for projections that are not parallel to the zone

axis.
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2.11. Dynamical Diffraction.

Having considered what are very generalised approximations about the scattering of
electrons by solids, along with the limitations inherent in these approximations, the
formalism has to be further developed to one in which the diffraction process is more

thoroughly understood.

Although different theories have been postulated, they are basically equivalent in that
they must produce the same results. Each theory provides a different insight into the

diffraction process and can allow convenient descriptions of particular special cases.

Bethe?’ set up the wave equation for electrons in the periodic potential field of a
crystal and then applied the boundary conditions appropriate for a crystal surface with

incident and diffracted waves in a vacuum.

MacGillavry28 further developed the general theory of Bethe, with a simplification by
limiting the number of diffracted beams to one, so that only the interactions of the
incident and diffracted beam are considered. However, Dorset” has stated that while
this procedure can be used to detect the presence of dynamical scattering, the two-
beam model also can be shown to be inadequate for explaining how individual
intensities are influenced by multiple scattering. In consequence, this theory is
inadequate for explaining electron scattering from single crystals. Failure of this two-
beam theory led to the later development of the many-beam formalism as described

by Hirsch et al.”

The alternative approach is to consider the progressive modification of wave
amplitudes or diffracted beam amplitudes as the electron beam passes through the
crystal. Various theoretical concepts are based on this, including the multislice
proposal of Cowley and Moodie®, where scattering is by planar sections of the
specimen. Another theoretical direction was taken by Howie and Whelan®' in using
differential equations to give the progressive modification of diffracted beam

amplitudes by the scattering processes.
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Other approaches involve Bethe-type, Bloch wave formulations using a scattering
matrix, introduced by Sturkey32 , which was the basis of the first attempts at many-

beam dynamical intensity calculations.

Of the above mentioned theoretical approaches only the Bloch wave formulation and
Multislice theory will be discussed. For a more detailed discourse on the theories

involved refer to the coverage in the texts of Hirsch et al'® and Buseck et al*’.
2.12. The Bloch Wave Formulation.

Following from the work of Bethe, solutions are sought for the Schrédinger equation
for electron waves in the periodic potential field of a crystal. A solution consists of an
incident beam, represented by wave vector, k, directed to the reciprocal lattice origin
and many diffracted beams represented by wave vectors, k;, directed to the reciprocal
lattice points. All of these wave vectors originate at the same point, L. The collection
of incident and diffracted waves that constitute one solution of the wave equation is

known as a Bloch wave.

The wave vectors k, do not have the same lengths and there is no restriction that
requires all diffracted beams to have the same wavelength as seen in kinematical
theory. Instead, with each wave vector, k,, there is an associated amplitude ‘¥, which

will be large if the h- reciprocal lattice point lies close to the Ewald sphere.
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Figure 2.6.  Illustration of Bloch wave description.

As the direction of the incident wave vector, kg, varies, so does its length, depending
on the diffraction effects. Hence, instead of being a sphere of radius 27n/A, the locus of

point L is a surface, known as the dispersion surface.
In general, there are many solutions to be found to the wave equation and it follows
that there will be many Bloch waves within a crystal. In practice, only a finite number

of Bloch waves need be considered.

A wave function satisfying the wave equation in a periodic potential field must have

the periodicity of the crystal lattice and so the Bloch wave takes the form,
y (r)=Y ¥, exp(2n ih-r)-exp(ik,-r)=D ¥, exp(ik,-r)  Equation2.2l.
h h

where K, is the incident wave vector and k= ky+27h where h is a reciprocal lattice

vector.
To determine what Bloch waves are generated in a crystal and more importantly, what

their relative amplitudes are for a given wave incident on a crystal, the boundary

conditions for the entrance face must be applied. The requirement is that the
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projection onto the crystal boundary of any incident wave vector in the crystal must be
‘equal to the projection on the boundary of the wave vector, K of the incident wave in

a vacuunl.

For each Bloch wave there is a corresponding point L' and a corresponding surface
that is the locus of point L. All points L' must lic on a line perpendicular to the
surface. Since the positions of the points L’ define all the wave vectors for all the
Bloch waves, the problem then is to solve the wave equation to deduce the relative
strengths of the various Bloch waves and the amplitudes of the diffracted waves
within each Bloch wave. The usual form is to employ a matrix equation with
eigenvalues and eigenvectors representing strength and amplitudes of Bloch waves for
the solution. This theoretical approach can form the basis of methods of computation

of diffraction intensities and amplitudes.
2.13. Multislice Theory of Dynamical Electron Diffraction.

Having briefly mentioned the two-beam theory of dynamical diffraction and the
reasons for its non-inclusion in common descriptions of dynamical diffraction, a

description is now given of the multislice theory of Cowley and Moodie.*

As previously described, the reciprocal lattice is sampled by an Ewald sphere of very
large radius and as such, the interaction of all simultaneously diffracted beams must
be taken into account. More simply, not only has the association of a diffracted beam
to the incident beam to be considered, but also the interactions and association of a
diffracted beam with all other diffracted beams. Therefore, a relevant dynamical
scattering theory has to account for interactions of all beams involved in the
diffraction phenomena. Several different accounts of this n-beam dynamical theory

. 31,33 34
have been glven.30 3333

It is often most convenient to employ the multislice method of Cowley and Moodie

for calculating dynamical structure factors and phases.
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As the incident electron wave passes through a crystal, it can be considered to have
been modified in two ways. The phase of the wave is affected by traversing the
varying potential, c¢p(r) of the crystal and the wave is spread by Fresnel diffraction or
propagation effects. In this approach, the two effects are separated, dealt with

individually and then recombined.

The phase changes are considered to be concentrated on a series of planes spaced a

distance of Az apart.

Az Az Az

Figure 