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A bstrac t

Photonic microstructures are a class of periodic dielectric structures which could lead 

to a significant evolution in optoelectronic devices. There are, however, several 

problems with photonic crystals, not least of which is the fabrication of these artificial 

structures. The fabrication of these artificial crystals in III-V semiconductor materials, 

specifically optical waveguide heterostructures, have been investigated. Improvements 

in the fabrication of GaAs/AlGaAs photonic bandgap structures have been made and 

the development of an AlAs epitaxial layer as a pattern transfer mask has been 

demonstrated. Two-dimensional photonic bandgap structures have been characterised 

and good agreement has been obtained between theory and experimental 

measurements. Subsequently, semiconductor microcavities incorporating photonic 

bandgap mirrors have been fabricated with mirror reflectivities higher than 90% and 

high mode Q factors, Q -500. The results indicate that photonic bandgap technology 

has the potential to provide the desired engineering of the environment of a light emitter 

which will allow control of the emission process. The microstructuring of the material, 

however, creates significant obstacles to electroluminescence and much research in this 

area is required if any benefit of photonic microstructures are to be seen.
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1. Introduction

1. I n t r o d u c t i o n

The invention of the laser in 1960 [1] and the optical fibre in 1966 [2] 

revolutionised the world in many ways: they enabled the realisation of transatlantic 

fibre optic cables, which allow thousands of transatlantic telephone conversation 

simultaneously; CDs allow the storage of megabytes of information and rely on 

laser diodes to read and write information; the Internet and the World Wide Web 

would have been impossible without the means of transmitting data over large 

distances in a matter of seconds; many modem biological methods rely on the 

optical investigation and characterisation of molecules. These two basic inventions 

and the devices that they have spawned affect everyone in everyday life and mark a 

tremendous achievement of engineering. These great advances, however, have 

been made with individual devices or with a combination of a few devices 

integrated together. The integrated optoelectronics revolution, the arrival of 

"optoelectronic VLSI", as first suggested 20 years ago [3], has still to take place. 

The two main reasons why there is not an equivalent of M oore’s Law for 

integrated optoelectronics are perhaps two-fold: firstly, optical devices are more 

difficult to scale as there is not an optical equivalent of Coulombic interactions and, 

secondly, high current densities are required for many devices, which creates 

temperature dissipation and power handling problems.

The problem of device size is difficult because in certain applications, for given 

properties, specific device dimensions are required. As an example, in Fabry - 

Perot cavities, the length of the cavity defines many of the important properties of 

the resonator, such as the free-spectral range, the mode spacing and the full-width 

at half maximum of the resonant mode [4]. Also, the Fabry-Perot cavities used for 

semiconductor lasers are frequently defined by cleaved facets and so, without high 

reflection coatings, the maximum reflectivity is 30% - leading to high threshold 

current densities [5]. Moreover, cleaving stripe lasers into the desired dimensions
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1. Introduction

becomes increasingly difficult as the length of the cavity is reduced. Even in 

purely passive devices, there is the important issue of steering the optical signal 

around the chip: as there is no optical equivalent of a Coulombic potential, sharp 

bends typically lead to substantial propagation losses as the optical confinement is 

not strong enough to prevent the guided light from radiating out o f the waveguide. 

This design consideration means that the radius of curvature on devices is limited 

to greater than about 100 pm, which in turn affects the level of integration.

The level of integration is also limited by the low external quantum efficiency of 

many light emitting devices. As an example, in a light emitting diode, only 3% of 

the generated photons actually lead to visible external radiation [5]. This low 

figure of light extraction results from the low internal critical angle for light 

extraction and also the reabsorption that occurs in active devices. Many attempts 

have been made to improve this figure by clever design of the packaging [6], by 

texturing the surfaces [7] and by engineering the emitter structure itself to have a 

higher internal quantum efficiency, for example by the use of quantum well [8] and 

quantum dot active layers [9]. The highest external quantum efficiency achieved to 

date in a microcavity LED, however, is only 23% [10]. The use o f quantum wells 

and quantum dot layers increases the external quantum efficiency by increasing the 

internal quantum efficiency of the emitters [5]. In order to increase the internal 

quantum efficiency further, it will be necessary to have more control over the 

spontaneous emission process.

In effect, these two problems could be considered two sides of the same coin: the 

need to move to a regime in which there are stronger light-matter interactions, 

which can confine the light in smaller structures and which can control the 

emission process itself. One candidate to perform these tasks that was first 

suggested in 1987 was Photonic Bandgap (PBG) Materials [11] - a field which has 

been actively researched in the last decade [12-15].
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1. Introduction

1.1 Photonic bandgap materials

Photonic bandgap materials is the term which describes a class of 1-, 2- and 3-D 

artifical structures in which there is a large modulation of the electric permittivity 

on the length-scale of the photon wavelength. These periodic structures will 

satisfy the Bragg condition at specific wavelengths [4], which in turn leads to 

coherent back reflection of the incident electromagnetic radiation, and to stop- and 

pass-bands in the electromagnetic spectrum. The position and width of these 

bands is controlled by the periodicity of the structure and also the difference in the 

propagation constants of the different media contained in the structure. Periodic 

structures and, in particular gratings, have been used in optical devices for many 

years, e.g. distributed feedback lasers [16], distributed Bragg reflector lasers [17] 

and fibre elements for pulse shaping and dispersion compensation [18-21]. 

Therefore, the general concepts of periodic optical structures are well established 

and are successfully used in the design of current optical devices. The difference 

between gratings and PBG structures is, however, both subtle and very important, 

particularly for many of the applications to which this technology will be applied. 

Gratings are often characterised by their coupling coefficient, K, a term which is 

used in coupled mode theory [22]. In gratings, K is typically on the order of tens 

of inverse centimetres, whereas its value in PBG structures would be of the order 

of several inverse micrometres.1 These values of K give a quantification of the 

strength of the Bragg reflection and give an indication of the distance over which 

complete reflection of the incident wave occurs. PBG structures could, therefore, 

be considered a limiting case of conventional gratings, but there is more. PBG 

structures, as well as producing stop- and pass-bands, also alter the photonic 

density of states (DOS) [11]. This alteration in the photonic DOS is another key

1 In coupled mode theory one of the key assumptions is a weak refractive index modulation, so 
that only the first principal backard and forward travelling waves need be considered. In PBG 
structures, this condition is not fulfilled and so the theory cannot be rigorously applied. However, 
the nomenclature of coupled mode theory is still useful in describing PBG structures as the theory 
is well understood.
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1. Introduction

factor for future devices and is the main physical effect by which the control of 

emission processes will be achieved. In this case also, the range where the DOS is 

zero is controlled by the period, the fill-factor (also known as the mark-space ratio) 

and the lattice, which defines the periodic structure (Fig. 1.1).

Square lattice

Triangular lattice

Graphite lattice

Fig. 1.1 Various 2D PBG lattices.
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1. Introduction

It is the alteration of the propagation of electromagnetic waves through these 

periodic structures, caused by the modulation of the bulk material properties, that 

produces all these interesting effects. Similar phenomena are also observed for the 

propagation of electrons in crystals, where the atomic lattice sites produce a 

periodic modulation of the electrical potential [23], In fact, many of the ideas 

associated with the electronic analogy are directly transferable into the photonic 

case and terms such as Brillouin zones, reciprocal space and Bloch wave functions 

are used in the discussion of PBG structures [11]. More closely analagous is the 

propagation of X-rays in crystals [23], for which the Bragg resonance is used to 

analyse the crystalline structure of different materials. The theories for all o f these 

cases are very similar and, therefore, there is a great depth of knowledge from 

which to draw. Moreover, the fact that the electromagnetic wave equation, which 

describes the propagation of an electromagnetic wave through any medium, is 

scalable from one wavelength to another means that many theoretical results are 

expressed in terms of normalised frequency, usually wavelength normalised 

against the period [12].

Indeed, it was the scalability of the electromagnetic wave equation that led 

Yablonovitch and his group at Bellcore to be the first to demonstrate a true 

photonic crystal (a 3-D PBG structure) [24]. They were able to manufacture a 

photonic crystal in a high dielectric constant material (stycast) that gave a PBG at 

microwave frequencies, 13 to 16 GHz, and by doing so, proved the initial 

concept. It was far easier to fabricate a photonic crystal for these frequencies as 

the periods are large, of the order of several millimetres, and so could be 

manufactured by conventional mechanical drilling. This first experimental 

demonstration followed shortly after theoretical calculations by several groups 

predicted that a diamond structure would yield a full 3-dimensional bandgap [25- 

27]. The good agreement between theory and experiment showed that photonic 

bandgaps could be produced at all electromagnetic wavelengths, if only suitable
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1. Introduction

materials could be found and if the fabrication problems associated with smaller 

periods could be overcome.

This first photonic crystal was investigated further and similarities between the 

photonic and the electronic cases became ever clearer: photonic donor and acceptor 

states associated with intentionally introduced lattice defects were 

dem onstrated [28]. Other structures, based on the diamond lattice configuration, 

were investigated in the microwave regime, particularly the "woodpile" structure 

[29-32], which was easier to fabricate. Furthermore, it had the ability to be more 

easily scaled, as these woodpile structures were fabricated using standard silicon 

micromachining processes [33, 34]. In fact, this structure pushed the spectral 

position of the PBG into the millimetre range (94 GHz) [29] in the first instance 

and then at higher, sub-Terahertz frequencies (450 GHz) [30] and most recently 

at 10 jam (30 Thz) [35]. Subsequent to the early demonstration of these effects, 

many applications of photonic crystals at microwave frequencies have been 

demonstrated, including antenae with increased efficiency and directionality [32, 

36-49] and filters [50, 51].

The fabrication of these stmctures involved ingenious use of existing technologies 

and required pain-staking attention. It was not until 1993 and 1994 that the first 

attempts were made to fabricate PBG structures at optical wavelengths, due to the 

sub-micron periods that were required [52-54]. These initial attempts were carried 

out in in -V  semiconductors, this being essentially market driven due to the 

extensive use of these materials in light-generation, the telecommunications 

industry and high-speed electronics. Moreover, the existence of well-established 

m icro- and nano-lithography fabrication technology in these materials was readily 

applicable to the fabrication of 1- and 2-D PBG structures [55]. Photonic bandgap 

structures have been fabricated in other materials such as synthetic opal [56-71], 

macroporous silicon [72-75], PbO glasses [76-78], silica fibre [79-83], colloids
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1. Introduction

[84-87] and also in metals [88-92]. A great deal of effort is currently being 

focussed on semiconductors, however, as they offer the greatest potential for 

optoelectronic integration and control of emission processes.

One-dimensional photonic bandgap structures are easier to understand, due to the 

limited number of variables, and so the first successful measurements were made 

on ID semiconductor PBG structures [93]. The added complexity of 2D 

structures meant that an exhaustive characterisation took another year or two. 2-D 

structures have the added complication over 1-D structures in that the lattice type 

and shape of the features is also important. Theoretical results have mapped out 

the bandgaps for triangular, square and graphite lattice configurations for both 

holes and pillars and experimental results have characterised the important cases 

for device applications [12]. In particular, arguably the most important case in 

semiconductor integrated optics is that of a triangular lattice of holes, as this 

produces the largest normalised bandgap [12]. Most of the work, therefore, has 

focussed on this configuration, although some groups have looked at graphite 

pillars [94-97], but pillars do not lend themselves well to integration as they 

require free-space propagation. Waveguide photonic microstructures in constrast 

to pillar microstructures, suffer from diffractive loss primarily into the substrate at 

the multiple semiconductor /  air interfaces. These losses can be minimised by the 

use of optical mebrane waveguides and by careful choice of the lattice 

param eters [98]. The majority of PBG structures that have been investigated, 

however, have overcome this problem by using smaller etched features to 

minimise the out-of-plane diffraction, which means these structures do not posses 

a complete bandgap for both polarisations [99]. Transmission measurements of a 

2-D triangular lattice of holes have demonstrated the presence of 2-D PBGs [99] 

and high Q cavities associated with defects in 1-D [100-102] and 2-D PBG 

structures [103]. Recently, an integral set of transmission, reflection and in-plane
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1. Introduction

diffraction measurements was made on 2-D PBG structures, which clearly 

demonstrated most of the effects expected of a 2-D PBG structure [104]. In 

particular, the full characterisation highlighted the need to consider reflection, 

transmission and in-plane diffraction when discussing the properties of 2-D PBG  

structures. Three-dimensional PBG structures have been investigated but due to 

the difficulties of fabrication at optical wavelengths only a few semiconductor 

photonic crystals have been made [105-108]. The principle of fabrication was 

similar to that used to manufacture the first photonic crystal, namely 'drilling ' 

holes in the material, but in this case reactive-ion beam etching was used, as 

opposed to mechanical drilling. Unfortunately, the difficulty of fabrication meant 

that only four periods of this photonic crystal were produced and, therefore, the 

optical results were not as impressive as for the millimetre-wave photonic crystals 

[106].

More recent results have demonstrated the use of the technology in initial device 

structures: the first attempt to use 2-D PBG structures as mirrors for laser cavities 

did not result in a clear reduction in the threshold current density, as would be 

expected from the reduction in the photon DOS [109]; a 1-D PBG structure has 

been used as one of the mirrors in a Fabry-Perot laser cavity and high reflectivities, 

short cavity length laser and milliampere threshold currents were obtained [110]. 

More recent results have also shown the application of ID PBG technology to 

circular microresonators producing increased confinement and high Q factor modes 

[111]. These results show that investigations of the application of PBG  

technology in the field of microcavities is well advanced, but much work still 

remains to be done to fully understand the physics of light-emitting structures in 

which there is interaction between the light and the surrounding structure. It may 

be possible eventually that either semiconductor microcavities or PBG structures 

will produce sufficiently strong light-matter interactions that quantum optical 

effects, such as spontaneous emission modification, will be observed.
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1. Introduction

1.2 Photonic bandgap project highlights

The fabrication processes available in the department at Glasgow at the start o f the 

research in this field in 1993 were satisfactory [53], but there was little process 

latitude and so the properties could vary from one set of structures to another. A 

major part of my work has been focused on improving the fabrication processes 

for the GaAs/AlGaAs material system and on establishing a process for the InP- 

based material system also. The second part of the project has been to fabricate 

and characterise device-like structures which utilise PBG technology, particularly 

in the area of GaAs-based microcavities.

1.2.1 Initial pattern transfer

Polymethylmethacrylate (PMMA) is still the most commonly used resist for 

electron-beam lithography. In part, this is due to its moderate sensitivity and to the 

high aspect-ratio, nanometre-scale features that can be produced. However, 

PM MA has long been known to be a poor masking material for subsequent pattern 

transfer processes, especially those involving plasmas. My work has highlighted 

some of the critical issues involved in improving the performance of PMMA 

during reachve-ion etching (RIE) [112]. Specifically, the role of the oxygen 

background level in the RIE machine is found to be critical in obtaining good 

selectivities and low RIE lag.2 The combination of both good selectivity and low 

RIE lag has allowed the improved pattern transfer of sub-micron features from 

PMMA to dielectrics (S i0 2 and SiN x), metals (Ti) and semiconductors 

(GaAs/AlGaAs).

The transfer of patterns from PMMA to other materials, particularly silica and 

silicon nitride, is very important to the fabrication of PBG structures. The

2 RIE lag is the term used to describe the observed reduction in material etch rate for features with 
smaller dimensions.
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improved selectivities allowed better pattern transfer of 2-D PBG structures from 

PMMA to SiNx (Fig. 1.2). This result is applicable to S i0 2 also as the RIE 

process used for SiCF is identical to that used for etching SiN x. Moreover, 

improved pattern transfer of PBG structures from PMMA to GaAs and AlGaAs 

was also made possible (Fig. 1.3).

2 9 , 3 . 9 ?

1628S3 18KV K S O k

Fig. 1 .2  2D PBG structure in SiNx 

fabricated by CH F3 reactive-ion etching 

using a 200 nm thick PMMA mask.

F ig. 1 .3  Grating in GaAs fabricated 

directly by SiCl4 reactive-ion etching 

using a 200 nm thick PMMA mask.
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1 .2 .2  Novel in te rm ed ia te  p a tte rn  tra n s fe r  layers

The use of intermediate pattern transfer layers, particularly SiO, and SiN x, in the 

fabrication of PBG structures is widespread. The thin film of SiO, or SiN x needs 

to be deposited onto the epitaxial material, however, which adds another degree of 

complication to the fabrication process. Moreover, deposition of thin films either 

by sputtering or from a plasma can alter the surface regions of the epitaxial material 

and cause damage to epitaxial layers beneath the surface. Therefore, the possibility 

of eliminating this deposition stage is attractive. My research into the use of an 

AlAs layer incorporated into the epitaxial growth and its subsequent modification 

by wet, thermal oxidation or plasma fiuorination has shown encouraging results

[113]. Selectivities as high as 70:1 between an oxidised AlAs mask and GaAs have 

been observed and aspect-ratios of at least 10:1 have been obtained for 1-D PBG 

structures with a 200 nm period (Fig. 1.4).

Fig. 1.4 Wet, thermally oxidised AlAs layer used to transfer nanometre features 

to GaAs using SiCl4/CT reactive-ion etching.
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1 .2 .3  P a tte rn  tra n s fe r  to G aA s/A lG aA s

The ability to produce features in SiNx and S i0 2 that have more vertical sidewalls 

and that are an accurate copy of the initial pattern in the PMMA has eased the 

narrow fabrication tolerances associated with PBG structures. Furthermore, this 

ability has helped to improve the reliability of fabrication between one set of 

samples and the next. My research has also resulted in an improvement in the 

susbequent pattern transfer from the SiNx mask to the GaAs/AlGaAs epitaxial 

material (Fig. 1.5). In particular, the selectivity between the SiN x and the GaAs 

has been increased slightly and the verticality of the structures in the epitaxial 

material has been improved. The combination of all these elements has further 

eased the difficulties in the fabrication of GaAs-based PBG structures.

Fig. 1 .5  2D PBG structure in an AlGaAs heterostructure fabricated using 

SiCl4/ 0 2 RIE.
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1 .2 .4  C irc u la r  re so n a to r  w ith  B ragg  m irro rs

One of the important applications of PBG technology will be in the area of 

microcavity resonators. Circular microcavities (Fig. 1.6) have been fabricated by 

me and colleagues in France have characterised them and good experimental 

agreement have been obtained with simple theoretical models [111]. The high-Q 

modes supported by these circular microresonators, bounded by essentially 1-D 

PBG structures, are indicative of high reflectivities and good lateral confinement. 

These results contribute to a more complete understanding of the physical effects 

observed in microcavities and have shown that micron-sized circular resonators 

with periodic boundaries can be fabricated.

F ig. 1.6 SEM micrograph showing a plan view of a circular microcavity with a 

Bragg reflector.
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1 .2 .5  In -p la n e  m icro cav ities

Another interesting example of a microcavity that I have explored during this 

project is a 1-D Fabry-Perot resonator bounded by 2-D PBG mirrors (Fig. 1.7)

[114]. High reflectivities (R>90%) and correspondingly low transmission values 

(T<5%) have been obtained for these mirrors and modes with high Q values have 

also been obtained (Q=150). Moreover, a good agreement with the well- 

established Fabry-Perot cavity theory has been obtained and a constant shift in the 

resonance wavelength is observed for a constant increase in the cavity length. The 

heterostructure cavity losses, however, have been estimated at about 30% and so 

further work is required to identify these losses in order to maximise the optical 

confinement of the cavity.

F ig . 1 .7  SEM micrograph showing plan view of ID Fabry-Perot microcavity 

with 2D PBG mirrors.
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1.3 Outline

The remainder of the thesis is laid out as follows:

In chapter two, the basic theory relating to photonic bandgap structures is 

discussed, as well as the necessary theory relating to Fabry-Perot resonators. The 

third chapter details the fabrication processes and the fourth chapter expands on 

various developments in the fabrication processes made during this project. The 

design strategy for PBG structures, the characterisation method used in this project 

and the results obtained are discussed in Chapter 5. Chapter 6 describes the results 

for different types of planar microcavities with PBG boundaries. The future work 

is outlined in Chapter 7 and the project conclusions are given in Chapter 8.

15



2. Theory

2. T h e o r y

The field of photonic bandgap structures is an amalgamation of many ideas from 

different areas of physics, such as solid-state [23], electromagnetism [115, 116] 

and X-ray diffraction [23]. Therefore, much of the theory and methods of 

calculation already established in these fields could be readily applied to this new 

area of research. The basic theory relating to photonic bandgap structures will be 

detailed here and the possible methods of calculation alluded to briefly. More 

emphasis will be placed on simpler ID  models which allow the basic properties to 

be explored and which can be applied with care to the more complex cases.

One o f the key considerations in PBG structures is the interaction of the 

electromagnetic wave and its environment. In the case of semiconductor based 

PBG structures, there is not just an interaction with the periodic structure, but the 

optical wave is in many instances confined in an optical waveguide. The optical 

waveguide is very important, as it provides additional confinement in the vertical 

dimension, but one which is relatively weak compared with the effect of strong 

periodic index modulation. The design of waveguides in which PBG structures 

will be realised is complicated by several factors, however, such as the limits of 

the fabrication process and the material properties themselves. It will be shown 

that these variables must be fully considered in the design.

The optical waveguide provides one degree of optical confinement, and PBG  

structures can provide a further two degrees of in-plane confinement. In 

particular, PBG structures can be used as mirrors for defining Fabry-Perot cavities 

and Fabry-Perot theory can be used to determine the resonant wavelength, even for 

these complex structures, if the appropriate boundary conditions are used.

16



2. Theory

2.1 Electromagnetic waves in periodic structures

2 . 1 .1  Electromagnetic wave propagation

The properties of electromagnetic waves travelling through dielectric media can be 

obtained from Maxwell's equations, which are given by:

where D is the electric flux density, B is the magnetic flux density, E  is the electric 

field strength, H  is the magnetic field strength, p is the charge density and J  is the 

conduction current density. In the media under discussion all the usual 

assumptions are made, namely that there is no surface charge and the dielectric 

conductivity and losses are ignored (p = J  = 0). Two other relationships that 

apply in a linear, isotropic and homogeneous media are :

The electromagnetic wave equation, which is the basis for the analysis of 

electromagnetic wave propagation in any medium, is obtained from M axwell's 

equations. If the electric field is a plane wave with a time variation given by:

where 0)=27tf is the angular frequency, then the electromagnetic wave equation in 

a medium with a relative permittivity, er, and a relative permeability, jir, in 

Cartesian coordinates is:

V.D = p  

V.B = 0 (2 .2)

(2 . 1)

(2.3)

dt

(2.4)

D =sE  , where e is the electric permittivity (F/m); 

B = jllH  , where |1 is the magnetic permeability (H/m).

E = E 0ejcot (2.5)

17



2. Theory

V2E + jfc2E = 0 (2'6)

where k=k0n=(on/c=coV(e0et|iJlt), n being the refractive index. It should be noted 

that £r is a function of frequency, so the refractive index is more correctly written 

n(co). This is an eigenvalue equation and has a general plane wave solution :

E(r) = E0 exp(-;k.r) (2.7)

where k=axkx+ayky+azkz and r=axx+ayy+azz.

It can be shown that the electric and magnetic fields are perpendicular to each other 

and transverse to the direction of propagation and so these waves are known as 

Transverse Electromagnetic (TEM) waves [115].

2 . 1 .2  Periodic dielectric structures

In a periodic dielectric structure, either the electric permittivity or the magnetic 

permeability is modulated. It is more common in semiconductors for the electric 

permittivity to be modulated as the semiconductors of interest do not possess 

diverse values of magnetic permeability. If e(x) denotes the electric permittivity in 

a one-dimensionally periodic system with period a, then the electric permittivity is 

invariant under a one-period translation (lattice translation)

£ ( x )  =  £ ( jc +  <z) ( 2 . 8 )

where
i=p,x=a

e(x) = ~  X 6;*; (2 -9 )a . i A 
i = 1;jc =0

p being the integer number of different, homogeneous and isotropic media in one 

period, being the dielectric permittivity in the ith medium and Xj being the 

corresponding length of the ith medium.
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Alternatively, the periodic function can be expanded as a Fourier series summed

over the reciprocal lattice vectors, G :
£(x ) = exP (iGx) (2.10)

G

where G = 27tm/a is the reciprocal lattice vector and m is an integer that can take 

any positive and negative value including zero.

The two expressions for the periodic nature of the electric permittivity (2.8 and 

2 . 10) indicate that there are two methods for examining periodic structures, the 

first in real space and the second in reciprocal space. The two different 

implementations will be discussed in more detail in later sections.

2 .1 .3  Wave propagation in periodic structures

The electromagnetic wave equation in a periodic structure is very similar to that in 

free-space. The only difference is that account must be taken of the periodic nature 

of the electric permittivity, as described in the previous section. In a periodic 

system the electric field can also be expressed as a Fourier series summed over all 

the wavevector values, k, permitted by the boundary conditions, so that

E{x) = I  C(k)exp(ikx) (2.11)
k

Substitution of equations 2.10 and 2.11 in the wave equation, (2.6), leads to the 

eigenvalue equation

C(k)k2 =<u2X  eGC(k -  G) ( Z ,2 )
G

The permitted solutions of this eigenvalue equation correspond to the propagating 

modes, whereas the forbidden solutions correspond to the photonic bandgaps. 

This equation can be solved by two different methods, but only one of these, the 

modal approach, gives a physical insight because the propagation is described in
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terms of the elementary waves (Bloch waves) of the periodic structure [117].3 

These waves have a well defined, constant direction of propagation (that of the 

group velocity) which represents the direction of energy transfer. It has been 

predicted that future applications will use the interference of these Bloch waves 

with each other to produce novel devices, such as for beam-steering or for filtering 

[118, 119].

Another instructive manner in which to consider the propagation of an 

electromagnetic wave through a periodic structure is to view the structure as a 

series of dielectric interfaces. In this instance, is is necessary to consider the 

interfaces between the different media of the structure. Let us consider a dielectric 

interface with an incident, reflected and transmitted wave as shown (Fig. 2.1). At 

the boundary between the two media, two conditions must be fulfilled: firstly, the 

tangential component of the electric fields in both media must be equal at the 

interface (from Gauss' law) and secondly, the tangential component of the 

magnetic fields in both media must also be equal at the interface. In one

dimensional structures, the second continuity equation is often written in terms of 

the first spatial derivative of the electric field, which is proportional to the magnetic 

field. The application of these boundary conditions leads to Fresnel's law of 

reflection, Snell's law and the definition of the Brewster angle. Moreover, the 

amount of light transmitted and reflectivity can be calculated, which in the case of 

normal incidence is found to be a simple ratio involving the two different refractive 

ind ices:

(« l- rc 2 )2 (2 ' 13^K  ------------ j
(n i + « 2 )

and in the lossless case the transmission coefficient, T, is related to the reflection 

coefficient, R, by :

3 The other method of calculation is coupled mode theory.
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7 = 1  - *  = - * 2 - ,  (2 ' l4)
(«1 + n 2)

As can be seen from equations 2.13 and 2.14, the larger the refractive index 

difference the larger the reflected intensity. Typically at a semiconductor-air 

interface, 30% of the incident light is reflected, assuming a refractive index of one 

for air and 3.4 for the semiconductor - a typical value for AlGaAs waveguides.

F ig. 2 .1  Ray diagram of incident, 

reflected and transmitted wave at a 

dielectric interface.

Fig. 2.2 One dimensional periodic 

structure consisting of a series of parallel 

interfaces (n2>n,). Rays reflect some of the 

possible multiple ray paths.

L

nt

Fig. 2.3 Single dielectric layer with 

Et reflected and transmitted rays 

T r  .(n ,> n0,n,).
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If one now considers a 1-D periodic structure (Fig. 2.2), it can be seen that the 

periodic structure is simply a series of dielectric interfaces. In order to determine 

the properties of the whole periodic structure, a summation is made of all the 

effects at each interface. In the periodic case there will be many counterpropagating 

waves due to multiple reflection and transmission and these waves will interfere 

with each other. Under certain circumstances, the forward and backward 

propagating waves will interfere to produce a standing wave, namely a region in 

which there are no propagating waves. The theory of multiple layer films can be 

used to describe the propagation of the field through these structures [4]. The 

simplest possible structure is that of Fig. 2.3, where there is a single dielectric 

layer of length I and refractive index n, between two infinte media of index n0 and 

nt. After the application of the boundary conditions, the following matrix equation 

for the electric and magnetic fields respectively are obtained at normal incidence :

" 1 " 1 Er _ cos kl — sin kl "1"
.no.

+
rn o. E0 -in\  s n̂ kl _ 

3
O 

H-
o (Z> i Jh .

(2.15)

A simplified version of this matrix equation is :

~ 1 ' 1 " 1 “
+ r = M

_n0 rn o. ,nt_

(2.16)

where r is the amplitude reflection coefficient, t is the amplitude transmission 

coefficient and M is known as the transfer matrix. It can be shown that a similar 

matrix equation can be derived for a periodic structure (Fig. 2.2), but this time the 

transfer matrix is the product of the individual transfer matrices, that is

A B 

C D

(2.17)
MlM2M3...Mn = M  =

Equation 2.16 can then be solved for r and t in terms of these elements to give :
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_  Ano + BntnQ - C -  Dnt 
An  o + Bntn$ + C + Dnt

(2.18)

t =
2 nr (2.19)

A«o + BntnQ + C + Dnt

Alternatively, in many periodic structures, such as Bragg stacks, anti- and high- 

reflection coatings, the Bragg condition is applicable [4]:

a s in #  = m
X_ (2 .20)

2 n

where a is the period, 0 is the angle from the interface normal, m is an integer 

number, A, is the free-space wavelength and n is the refractive index. This 

condition is particularly true when the grating has a small refractive index 

modulation (An~0.1). The Bragg condition corresponds to a phase shift of 2ti on 

reflection, which means that the reflected waves from consecutive periods are in 

phase with each other. The simplest means to accomplish this with two different 

media is to make the optical thickness of each layer A/4n (n phase shift). In some 

PBG structures consisting of alternating air and semiconductor regions, however, 

this approach is not applicable since other factors, such as diffraction and 

scattering losses, can prevent the use of large air regions, as would be detemined 

from the A/4n condition. This criterion is particularly true for optical waveguide 

based PBG structures, where there is a confined optical mode incident on the 

semiconductor-air interface and scattering into air and into the substrate may 

occur.4 In this instance, a more exact summation of the contributions from each 

interface must be made.

4 There are solutions to this problem, which are guided modes but these have not been explored in 
this project.
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All o f the above theories can be applied to multi-dimensional systems as the 

equations describing the system are identical to the one-dimensional case provided 

the spatial variables are converted from ID to multi-dimensional. In multi

dimensional systems, however, there are additional effects to be considered such 

as diffraction and the geometry of the periodicity, but the boundary conditions at 

each interface are the same as for the one-dimensional case. Therefore, much 

insight into many of PBG properties can be ascertained by using simpler ID 

models.

2 .1 .4  Equivalence of photonic and electronic bandgaps

There are very strong analogies between the propagation of an electromagnetic 

wave and the propagation of single electrons, both in free-space and in periodic 

structures, if the electron-electron Coulombic interactions are ignored. 

Considering only the periodic case the analogy becomes very clear if the 

electromagnetic wave equation is recast in a different form by re-expressing the 

electric permittivity a s :

e=eav + Ae (2.21)

where £av is the average electric permittivity and Ae is the modulation amplitude. 

The wave equation can then be expressed as

d 2F o <2 -22)
- ~ Y + ( £ „  + A e)£  =  0
dz

This equation now looks identical to the Schrodinger equation that describes the 

propagation of electrons [23]:

h2 d2x¥  <2 -23)
- - ^  + ( S - V 0) *  = 0
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In both equations 2.22 and 2.23, there is a term describing the free-space energy 

of the particles plus a term corresponding to the periodic nature of the electric 

permittivity and electric potential respectively. The electric permittivity, or relative 

refractive index, therefore, plays the role of an electromagnetic "potential" just as 

the Coulombic interaction between the electrons and crystal cores produces a 

confining electric potential. This is where the similarity ends, however, and it 

should be remembered that electrons are fermions and obey the Pauli exclusion 

principle and that the Coulombic interactions between charged particles can 

produce very strong potentials. On the other hand, photons are bosons and there 

is a high probability that bosons will occupy the same energy state. It is this 

property that makes many optoelectronic devices feasible, such as lasers where 

almost all the photons are to be found in the same energy state. It is the many 

similarities between the two cases, however, that allowed early theoretical 

advances to be made and that permitted experimental research to be focussed on the 

most important cases.

2 .1 .5  Photonic bandgap calculations

There are several ways in which the properties of photonic crystals can be 

calculated, each with its own merits. Theoretical calculations are simplified, 

compared to the electronic case, because there is not a photonic equivalent of 

coulombic forces so many-body interactions between electrons need not be 

considered. The first method is the Plane Wave Method (PWM). A general 

reference on the PWM for electronic band calculations is given by Cohen and 

Chelikowsky [120]. This method is based on the application of the Bloch 

Theorem to the electromagnetic modes of the structure, constructing the periodic 

field in terms of plane waves and then, for each allowed wavevector, calculating 

the allowed frequencies co(k). It is important to note that the vector electromagnetic 

field must be used in calculations of three dimensional structures as the scalar
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approximation does not give correct results [25-27]. However, in the 2-D case the 

two polarisations can be separated under certain circumstances [ 121], allowing the 

scalar wave equation to be used and much reducing the complexity of the 

calculation. Several different implementations of the PWM have been suggested 

[122, 123], some of which are faster and more accurate than others. The PWM is 

based on an infinite structure and, can, therefore, have some intrinsic 

disadvantages. An extension of the PWM, called the supercell method [124], 

permits the application of this method to structures that are not perfectly periodic.

A method with particular relevance for experimental comparison is the transfer 

matrix method (TMM) [125, 126] as it calculates both transmission and reflection 

and these are the properties that are measured experimentally. The periodicity of 

the structure means that its properties at one point in the structure are identical to 

the properties at the same point an integer number of periods from the reference 

point. A matrix can, therefore, be constructed to describe the propagation through 

one period and this matrix can then be multiplied as many times as are required to 

build up the complete structure.5 If a defect is introduced, it is easily incorporated 

by including the matrix describing the propagation through this part of the 

structure. The TMM requires that Maxwell's equations are discretised on a mesh 

and the accuracy of the calculation depends on the number of points in the mesh. 

The approximation can result in problems, especially if there are defects in the 

structure, since defects can form very high-Q cavities [127] and this method may 

not then have sufficient spatial resolution to determine the properties of the defect.

In certain circumstances it is better to use a combination of methods, especially if it 

is thought that there will be small spectral features. The PWM can be used to 

locate the defect and then the TMM can be focused on the region of interest. This

5 This formulism represents an extension of the method described in §2.1.3.
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combined approach means that no significant feature of the behaviour will be 

missed and that the calculation time will be reduced.

There are other methods for PBG calculations, which include the Finite Difference 

Time Domain method [128] and diffraction theory [129]. FDTD is proving 

increasingly more of interest as it allows both the temporal and spectral properties 

o f any structure to be determined by one set of calculations. In particular, this 

method is useful in calculating the quality factor of a defect in a periodic structure 

or a cavity [130]. The key properties of PBG structures have now been calculated 

in detail, but future interest will lie in the more accurate modelling of experimental 

results by PWM and TMM and the application of FDTD in determining both the 

inherent properties of PBG devices and their interaction with the surrounding 

media.

No matter which approach is chosen it is most common for the results to be plotted 

in normalised frequency units and to collate these results in what are known as 

gap-maps (Fig. 2.4). For each particular lattice configuration, there is a gap-map 

and due to the scalability of the electromagnetic wave equation one set of calculated 

frequencies used to construct a gap-map can be used for all materials, even though 

gap-maps are calculated for a particular refractive index [12].
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Fig. 2.4 Gap map for triangular lattice of air holes in an AlGaAs heterostructure 

waveguide (8=11.0). The areas with dotted borders are the TE stopbands and the 

firm borders are the TM stopbands; the black shaded area is the region where the 

individual stopbands overlap and a complete 2D photonic bandgap exists 

(calculated by David Cassagne at Universite de Montpellier n, France).
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2,2 Optical waveguide

One of the potential applications for PBG technology is in the confinement of light. 

The confinement of light in one dimension within a semiconductor heterostructure, 

however, has been around for several decades in the form of the optical waveguide 

(Fig. 2.5) [131]. A typical optical waveguide consists of a central core, which has 

a higher refractive index than the surrounding layers and in which confined optical 

modes can propagate.6

Fig. 2.5 Typical optical waveguide (n,>n3>n2).

Let us consider a planar guide and assume that n,>n3>n2 (Fig. 2.5). At each 

interface there will be reflection and transmission of the incident waves. If the 

incident angle is less than the critical angle, (Pj<cpc, then the light will escape 

(radiation modes). On the other hand if the incident angle is greater than the critical 

angle ((pj>(pc), then light is confined within the high refractive medium due to total 

internal reflection. Moreover, waves experiencing total internal reflection undergo 

a phase shift on reflection, the magnitude of which depends on the polarisation and 

the refractive index difference [131]. In the ray model approach this phase shift

6 In a way, the high refractive index core creates an electrom agnetic potential similar to an electric 
potential in an electrical w aveguide (§ 2.1.4.
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means that the plane of reflection is behind the actual interface or there is a lateral 

translation of the ray at the real interface, an effect known as the Goos-Hanchen 

shift [131]. This phase shift is important when one considers the transverse 

modes supported by the structure. The condition for supported modes, which 

corresponds to the constructive interference of the rays, is given by :

where cp, 2 and cpj 3 are the phase shifts between media 1 and 2, and 1 and 3 

respectively and N is an integer. Due to the complex nature of the phase-shift 

term, this equation has to be solved numerically. An insightful manner to analyse 

the properties of a guided mode is to examine the dispersion relation, which once 

again must be solved numerically. It is most common to plot the dispersion 

relation for waveguides using normalised parameters:

(a) frequency parameter:

2 dkni s in $  + (p  ̂2 + <Pi,3 = I N n (2.24)

V  -  k d ^ n i  - / 1 3  -

(2.25)

where p, 3=n, 3co/c

(b) b parameter:
(2.26)

(c) asymmetry parameter:
(2.27)
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Fig. 2 .6  Dispersion diagram for an optical waveguide, plotted with normalised 

parameters (extracted from Tamir [131]).

A plot of the dispersion relation is shown in Fig. 2.6. It is evident from the plot 

that the asymmetry parameter has an important effect in determining the cut-off 

wavelength of the waveguide. In particular, it should be noted for the lowest 

mode in a symmetrical waveguide (a=0) the mode does not cut-off, namely V can 

equal zero. However, as the asymmetry increases the cut-off wavelength 

decreases. It can be shown [5] that the number of modes supported in a symmetric 

waveguide with thickness, d, is given by :
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It can be seen from equation 2.28 that a thinner waveguide supports fewer modes 

at a fixed wavelength and that for semiconductor waveguides there are potentially 

several modes due to the large difference between n l and n 2. Both the thickness 

and refractive indices determine the field distribution of the modes. The general

form for a mode in a slab waveguide is :
E(x ,y , z )  = Et ( x , y ) e x p ( - j P z )

H (x ,y ,z ) = Ht (x ,y )exp (- j fk )

(2.29)

(2.30)

which yields a wave equation for TE modes of the form :

d 2E.

- J
+

f  CO2 n2(x)
- P E y=  0

(2.31)

where p is the propagation constant; this equation is valid for all modes and for all 

the different media. The solutions to this equation depend on the layer being 

considered, but they are sinusoidal in the core guiding layer, namely :

Ev(x) = ZL cos ( ^ - - P 2)x
(2.32)

for the symmetrical modes and, for the antisymmetric modes

Ey(x) = Ea sin (— y L - 0 2)*
(2.33)

where Es and Ea are normalised electric field amplitudes. The number of modes 

supported is determined approximately by the integer number o f half wavelengths 

that fit in the waveguide, which is the same condition given in equation 2.28. In 

asymmetric guides, the solution in the core is given by a superposition of the 

sinusoidal and cosinusoidal solutions with the amplitudes being determined by the 

appropriate boundary conditions.
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2.3 Fabry-Perot cavities

The Fabry-Perot (FP) cavity is one of the most commonly used resonator 

structures in semiconductor lasers [131]. This extensive use is attributable both to 

its theoretical simplicity and the ease with which it can be fabricated.7 The theory 

of FP cavities is simply an extension of that of multiple-beam interference. Fig. 

2.7 shows a typical ray trajectory that might be observed with multiple reflected 

and transmitted rays. In effect, it could be considered as a folded version of the 

periodic structures, which were discussed in §2.1.3.

F ig . 2 .7  Trajectory of a ray in a thin film giving rise to multiple-beam 

interference (nj>n0).

The reflected and transmitted intensities are found by summation of all the relevant 

terms. There are two special cases, however, where both interesting physical 

effects are observed and the mathematics simplifies [4]. The first interesting case

7 M ost sem iconductor laser cavities are formed by cleaved facets and in III-V sem iconductors the 
natural cleavage planes on < 100>  substrates are perpendicular to each other and to the substrate. 
Therefore, cleaved edges define a cavity with parallel mirrors and which are normal to the direction 
o f propagation.
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is when the optical path length difference between successive rays is an integer 

number of wavelengths. For this condition the summation of the reflected 

amplitudes is:

E0r = E0r -  E0tr( (1 + r 2 +  r 4 + ...) (2 3 4 )

In the loss-less case t t - l - r 2 and the above equation simplifies to :

E0r = 0 (2.35)

This zero in the total reflected wave is due to the destructive interference of the 

partially reflected waves. The other interesting case corresponds to the condition 

for constructive interference, namely :

A = (m + y2)X (2 -36)

where A is the optical path difference between one ray and the next, given by :

A = 2 ra /cos$ , (2.37)

In this case, the reflected electric field, which corresponds to the maximum 

reflectivity possible, is given by :

*7 2r <2 ’38)
£ o r = ^ £°

The more general description of the problem, which includes the phase difference 

between adjacent rays (8=1̂ ) ,  yields for the reflected intensity :

1r Fsin2(% ) <2-39)

/, 1 + Fsin2! ^ )

where F is known as the coefficient of Finesse and is given by :

7 2r ^  (2 '40>
F =

V I  - r 2 J
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The transmitted intensity, It, is derived from the equality, assuming no losses :

Ii = Ir + I t (2 -41)

Fig. 2.8 shows a plot of equation 2.39 with a maximum in reflected intensity 

occuring when the phase difference, 8, is given by :

8  = (2 m +1 )n  (2.42)

0.9
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Fig. 2.8 Plot of reflected intensity for different values of finesse.

The condition for resonance in a Fabry-Perot cavity, however, corresponds to a 

minimum in the reflected intensity:

8  = JcqA  = (2nd). (2k  /  A) = 2mn  (2.43)

where d is the total cavity length (i.e. d = Lc+2Lp, where Lc is the cavity spacing 

and Lp is the penetration depth, accumulated at both mirrors) and m is an integer
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representing the number of half-wavelengths that fit into the cavity (also known as 

the cavity order). The derivation of the transmission of such a cavity yields the 

following results for the width of the transmission peak :

AA = X IQ  (2.44)

where the quality factor, Q, is given by :

Q = mF (2.45)

and F is the cavity finesse.

Therefore, the higher the reflectivity of the mirrors the higher the Q values and the 

more well defined the resonance wavelength. If the reflectivities of the mirrors 

become too high, however, very little light generated inside the cavity will be able 

to escape. In laser cavities, mirrors can have reflectivities as high as 99.99%, but 

the mirror reflectivities required depend also on the maximum gain in the media.

2.4 Conclusions

The close similarities between the theory of photonic bandgap structures and many 

other areas of physics have allowed the quick comprehension of this new field of 

research. Many of the basic photonic bandgap effects can be determined from 

much simpler models, provided care is taken in the application of these theories. 

However, many of the novel effects in photonic crystals will require a more 

detailed analysis of the specific structures.
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3. D ev ice  F a b r i c a t io n

Naturally occuring photonic crystals (PCs), such as opal [56] and butterfly wings 

[132], are rare and are not found in the materials important in optoelectronic 

devices, so almost all PCs have to be engineered. This situation offers both 

advantages and disadvantages, the advantages including accurate design o f the 

structure properties and the possibility of fabricating these structures in specific 

materials. The majority of the engineering difficulty associated with PBG  

structures, however, is in their fabrication, particularly in the optical regime, where 

sub-micron periods are required. At optical and near-infrared wavelengths, it is 

very difficult to fabricate 3-dimensional PBG structures in semiconductors. 

Therefore, much of the work has focussed on 2-dimensional or quasi-3D 

structures, namely in-plane periodic structures fabricated in an optical waveguide.

There are many potential materials in which to engineer 2D PBG structures, such 

as GaAs, InP and silicon. The growth (or deposition) process varies for these 

materials, but the definition of the PBG structures in the grown material is 

essentially identical, regardless of which particular semiconductor is used. The 

key stages in the fabrication process are pattern definition or lithography and 

pattern transfer. These two stages can involve several constituent stages and it is 

these many process steps that complicate the fabrication process. Fig. 3.1 show s 

the fabrication process for a PBG structure and also indicates more clearly the 

individual steps that constitute the fabrication process.
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1. S i0 2 or SiNx PECVD

\
2. Resist spinning

I
3. E lectron-beam  lithography

O ptical and  SEM exam ination

I
4. Interm ediate pa ttern  transfer

O ptical and SEM  exam ination

I
5. Final pattern  transfer

O ptical and  SEM  exam ination

Fig. 3.1 Fabrication process for photonic bandgap structures.

38



3. Device Fabrication

3.1 Lithography

Lithography is essentially the writing or generation of the desired pattern in a 

material, usually a polym er.8 There are many different methods of pattern 

generation, but for structures with photonic bandgaps at near-infrared wavelengths 

the currently viable techniques are X-ray lithography (XRL) [133], electron-beam 

lithography (EBL) [55], optical lithography and holography [134], Holography is 

a well established technique for generating periodic features in polymers and has 

been used successfully in the fabrication of 2D PBG structures. The limitation of 

holography, however, is the difficulty in introducing intentional defects into the 

regular lattice, particularly at the sub-micron level. Optical lithography is currently 

capable of fabricating most PBG structures, as 193 nm lithography is already been 

used in industry. This option, however, was not available to me. XRL has the 

advantage that it is a parallel process, namely the whole pattern can be generated 

simultaneously after the mask has been fabricated. However, it is the production 

of a durable and reliable mask that has given problems in this field for many years. 

Moreover, if the design needs to be changed then a new mask has to be fabricated 

every time. On the other hand, EBL is a serial process with each part of the pattern 

written sequentially, and so it is time consuming. However, due to the need to 

generate the pattern every time, it is a very useful technique, particularly at the 

device development stage as it does not require the fabrication of a mask for every 

design change. Moreover, there is currently much research effort investigating the 

possibility of using EBL in a more parallel manner [135-137] and the ability to 

reuse a pattern more than one time [138-141]. These research activities should 

maximise the capacity of this technique and offer a more attractive package, 

especially considering the expense of an electron-beam lithographic system. 

Electron-beam lithography has been used exclusively in this project.

8 Lithography comes from two two Greek words, A t|0og  (stone) and ypa(|)CO (to write), and was 
used to mean the imprint of ink into porous stone for the transfer of patterns. Its meaning has 
been extended to mean the writing of a pattern in almost any material.
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3 .1 .1  Pattern design

Electron-beam lithography, as explained above, is a serial process, since a 

focussed spot is used as the exposure mechanism. Consequently, a great deal of 

the information that is requred to define any pattern is the binary series detailing 

whether the electron beam should be blanked or not. The method used here to 

generate the pattern is a commercial CAD package called WaveMaker (WAM) that 

generates a standard format gdsii file. The advantage of this approach is that the 

patterns can be observed visually, which is particularly useful when designing 

more complex structures such as those involving defects. The two key non

standard parameters that must be set in WAM for the purpose of PBG structures 

are, firstly, the number of points which define an arc (arcpts) and the resolution 

with which the points and vertices are defined (res). The resolution is set to 1 nm, 

which is below the resolution with which the machine can position itself (5 nm). 

Therefore, no serious errors in the generation of the pattern will arise due to the 

vertex storage mesh size.

The reason why the number of arc points must be defined is not a limitation o f the 

WAM package itself, but relates to the way in which the next piece of software 

(CATS) processes the output file from WAM. Specifically, it is memory 

considerations which restrict the number of arc points that can be used .9 Fig. 3.2 

illustrates the problem. The value to which arcpts is set defines the number of 

trapezia into which a circle is divided - for 12 arcpts there are 6 trapezia, whereas 

for 16 arcpts there are 8 trapezia. The maximum number of trapezia with which 

CATS can deal at any one time is around 900,000. This means that the maximum 

number of circles with 12 arcpts is 150 000 , which, assuming a square lattice with 

200 nm period, equates to an area of 77 pm  x 77 pm. If patterns with more

9Another consideration is the resolution of the lithographic process: a certain number of arcpts is 
required to accurately reproduce the structure, but beyond this level no significant improvement in 
the definition of the resist features is observed. This level of accuracy is a function of the resist 
used and the development conditions.
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trapezia are required then the pattern is divided into blocks, each of which are 

fractionated separately and realigned during exposure. CATS also sets the 

resolution into which the patterns are to be divided, like a mesh size. This square 

mesh is overlaid on the pattern and each square is assigned a binary value. The 

value of the resolution depends on the features sizes being written: for small 

feature sizes, one can use a nominal resolution as small as 5 nm, the smallest 

possible allowed by the machine, whereas for larger features one can tolerate a 

courser mesh.

Fig. 3.2 Schematic illustrating the dependence of the number of vertices and the 

number of trapezia after fractionation.

The output from CATS is a set of files which include the pattern file and the data 

file which is used by the final piece of software package (bwl). This package sets 

out the pattern as it is to be written on the sample, assigns the dose to each pattern, 

specifies the positioning of patterns, the number of copies to be written and also 

the spot size with which the patterns are to be written. The spot size is the degree 

to which the Gaussian electron beam is to be focussed and is chosen in relation to 

the beam step size; in most instances the beam step-size is set equal to the 

resolution with which the pattern file was fractionated. A general rule of thumb is 

that the step size should be at least twice the resolution, otherwise the resolution of 

the pattern file could be lost at the lithography stage. The method for dose 

determination was an exposure test, namely to write the desired pattern at a series
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of different doses and then examine the patterns afterwards to determine the correct 

dose. The final parameter that needs to be considered, apart from the actual layout 

of the patterns on the sample, is the interval between calibrations o f the machine. 

The machine needs to be calibrated in order to maintain the beam current at the 

correct level, to check the writing frequency, the drift of the stage onto which the 

sample is mounted and other necessary measurements and corrections. The 

calibration procedure, however, requires the movement of the stage and can result 

in patterns being misaligned with respect to each other if written before and after 

calibration respectively . These errors are of particular concern in the fabrication of 

PBG structures because they generate undesired defects. As a result, I usually set 

the calibration interval to higher than the total writing time for the sample and, in 

this way, avoided major misalignments. This strategy is acceptable as most job 

times are of the order of two to three hours, in which time the assumption that the 

frequency and beam current have not drifted is reasonable in practice.

3 .1 .2  Electron-beam lithography

The first stage is the sample preparation, which involves the cleaning of the 

semiconductor sample, pre-cleaved to the correct size, in organic solvents with 

ultrasonic agitation. A polymer resist, polymethylmethacrylate (PMMA), which is 

sensitive to electrons is spun onto the samples. I have used two different types of 

PMMA in my experiments, the first is Elvacite (Elv) with an average molecular 

weight of 350,000 and the second is Aldrich (Aid), average molecular weight of 

120,000 .10 These resists come dissolved in o-xylene or chlorobenzene in different 

concentrations, so that different film thicknesses are obtained. Commonly, I used 

4% Elv (4% by weight of Elv dissolved in o-xylene) and each layer was spun on at 

5,000 rpm for 60 seconds. The sample was then baked in an oven at 180 °C for

10 Molecular weight is the weight of the polymer chains and is directly related to the degree of 
polmerisations and average chain length. Lower molecular weight polymers have a higher 
senstivity to high electron energy bombardment due to the shorter average chain length.

42



3. Device Fabrication

5 minutes, this time being sufficient to drive off the solvent. Generally, two layers 

of resist are used as this reduces the pin-holing that is sometimes observed in 

resists and which can degrade pattern definition and the properties of the resist 

film; two layers also provide a thicker and better mask for subsequent processing. 

The samples were exposed in the Leica EBPG-HR5 electron-beam lithographic 

system at an acceleration voltage of 50 kV.

I developed the samples in a mixture of methylisobutylketone (MIBK) and IPA in 

the ratio of 1:2.5 for 30 seconds, then rinsed them in IPA and blew them dry. I 

then examined the patterns in the optical microscope. As an example, a resist 

pattern sputter-coated with Pd:Au is shown in Fig. 3.3 below.

Fig. 3.3 Cross-sectional SEM micrograph of 2D PBG structures in PMMA.
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3.2 Pattern transfer

Although it is possible to use electron-beam exposure to write patterns directly in 

semiconductors, the doses required are several orders of magnitude larger than 

those required to expose PMMA [142]. The use of PMMA, therefore, allows 

quicker pattern generation, which reduces some of the potential problems 

associated with EBL, but it also means that the resist features have to be 

transferred from the PMMA into the desired material. For the purpose of PBG  

structures, it is necessary to have a high fidelity pattern transfer process, which 

maintains the nanometre size features and which transfers the features vertically 

from one material to another. Generally, this pattern transfer approach requires the 

use of plasm a processing and, in particular, reactive-ion etching. However, there 

are severe limitations to pattern transfer, particularly the resilience of the mask that 

is being used to transfer the pattern to another material. In fact, PMMA is not a 

very good mask in RIE processes because it erodes quickly, which limits the 

etching time and maximum achievable etch depth. The mask erosion also limits the 

definition of the features. For this reason an intermediate pattern transfer layer has 

been included. Generally, this intermediate layer is a thin dielectric film, either 

silicon dioxide (S i02) or silicon nitride (SiNx) deposited by plasma enhanced 

chemical vapour deposition (PECVD). There is, therefore, a need to firstly 

transfer the features from PMMA to an intermediate layer and then to the 

semiconductor, as shown in Fig. 3.1 above.

3 .2 .1  Deposition of dielectric films

The dielectric films used, silicon dioxide (S i0 2) and silicon nitride (SiNx), are 

deposited using Plasma Enhanced Chemical Vapour Deposition (PECVD) [143]. 

PECVD, as the name suggests, involves the use of a plasma, which is generated in 

this instance by a radio-frequency (RF) discharge. The properties of the deposited
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film are controlled by the total and relative gas flows, chamber pressure, RF power 

and substrate temperature. The conditions for the deposition of the films used, 

however, are standardised in our department and so this complex subject will not 

be explored further. The general composition of the film is determined by the 

precursor gases. Specifically, for SiNx, silane and ammonia are used, with the key 

plasma reaction between these gases forming the molecule tetra-aminosilane and 

hydrogen [143]. These molecules eventually deposit on the surface and 

neighbouring molecules condense to leave a silicon nitride film. In the case of 

S i0 2, the precursor gases are silane, nitrogen and nitrous oxide [143].

3 .2 .2  T ra n s fe r  of fea tu res  from  PM M A  to S i0 2 and  SiN x

The process for pattern transfer from PMMA to S i0 2 and SiNx uses the same RIE 

process. Fluorine-based gases are used since fluorine chemically reacts with the 

silicon in the dielectric film to form SiF4 [143], which is removed by ion 

bombardment, thereby etching the dielectric film. The fabrication of PBG 

structures requires vertical pattern transfer, which is best provided by CHF3 (Fig. 

3.4); an alternative is C2F6, although the etch rate of the PMMA in a C2F6 plasma 

is greater than for CHF3 [112], which reduces the thickness of the dielectric layer 

that can be etched.

Fig. 3.4 SEM micrograph showing profile 

of 2D PBG structure in an 150 nm thick 

S i0 2 layer.
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3 .2 .3  Pattern transfer to GaAs/AlGaAs

GaAs is usually etched with chlorine, either as molecular chlorine [144], or in a 

molecule [145-147], which can be dissociated by the applied RF field. Throughout 

this project I have used the gas silicon tetrachloride (SiCl4). The principal gas 

phase reaction is
SiCl4 —̂ SiCl^_x + Clx

where generally x= l or 2 , with the level of dissociation being determined by the 

specific conditions (power, flow and pressure) in the reactor. At low power, flows 

and pressures the most abundant species is molecular chlorine (C l2), which etches 

GaAs, but does not etch AlGaAs [147]. At higher powers the density of atomic 

chlorine (Cl) in the plasma increases, as does the etch rate of AlGaAs [148].

In RIE, the chemical reactions - gas-phase and surface - are not the only 

contributions to the etching mechanism. In capacitively-coupled RIE machines 

there is also a contribution from the self-induced bias, which is a consquence of 

the condition for the electron and ion current densities incident on the electrodes to 

be equal. The induced bias is a function of the operating pressure and applied R F 

power and accelerates the ions across the plasma sheath onto the bottom powered 

electrode and the sample (Fig. 3.5). The ions incident on the sample can enhance 

the etch rate by physical sputtering, the mechanism which is the key in producing 

anisotropic features. Therefore RIE should be considered as a form of ion-assisted 

chemical etching.
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Fig. 3.5 Schematic of a typical reactive-ion etching chamber.

In the fabrication of PBG structures, where highly anisotropic features are 

normally required, then a large applied RF power is used. High powers ensure 

that the plasma is well dissociated, thereby ensuring that there is enough atomic 

chlorine present in the plasma and that the self-induced bias is sufficiently high to 

provide the necessary ion bombardment for anisotropic pattern transfer. High 

anisotropy can be achieved with SiCl4 alone (Fig. 3.6), but it can be further 

increased by the addition of small quantities of oxygen. The addition of small 

quantities of O, to the plasma can produce a significant change in the gas phase 

reactions [149]:

SiCl4 + 02 —̂ Si02 + Clx

The increased dissociation of the plasma increases the etch rate of both GaAs and 

AlGaAs from that for use only of SiCl4. Moreover, the deposition of SiO^ on the 

side-walls of the etched features protects them from attack by ions with a 

transverse momentum or from ion recoil (Fig. 3.7). The addition of small flows 

of oxygen allows highly anisotropic pattern transfer (Fig. 3.8).
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Fig. 3.6 SEM micrograph of 2D PBG 

structure in AlGaAs fabricated using 

SiCl4 only.
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Fig. 3.7 Schematic of the effect of ion-recoil on the sidewalls of features- during 

etching. In SiCl4 the side-wall can be attacked if there is a transverse ion 

momentum (a) or if a vertical ion recoils into the sidewall (c). In SiCl4/0 ,  sidewall 

passivation (b), which gives preferential etching at the bottom of the features (d).
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Fig. 3 .8  SEM micrograph of 2D 

PBG structures in AlGaAs etched in 

SiCl4/ 0 2 with improved side-wall 

verticality.

3 .2 .4  T ra n s fe r  of fea tu res  to  In P -b ased  m a te ria ls

Two-dimensional PBG pillars have also been fabricated in InP materials [150, 

151], but the etching of PBG structures in InP-based materials is much more 

complex, particularly as the choice of etching chemistry is not as clear cut as for 

GaAs-based materials. The most commonly used chemistry is that of C H 4/H 2. 

C H 4/H 2, however, has many disadvantages, such as hydrogen bombardment of 

the sample which leads to passivation of donors and the presence of polymer in the 

chamber. The etching process relies largely on the formation of organometallic 

products, which are not highly volatile at room temperature. The low volatility of 

the organo-metallics means that ion-bombardment is important to assist the 

removal of these products and to etch the semiconductor. However, as the power 

is increased, the self-induced bias goes up and the dissociation of the plasma 

increases, which produces more hydrocarbon polymer. The presence of this 

polymer can be extremely useful as it protects the mask from attack, but for the 

sub-micron, densely packed features, which are typical for 2D PBG structures, the
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polymer deposition protects not only the mask but also the semiconductor from 

etching. Fig. 3.9a shows a ID grating with 1 pm  period and 100 nm slits etched 

in InAlGaAs with CH4/H2, but a 2D PBG structure (Fig. 3.9b) etched at the same 

time did not transfer to the semiconductor due to polymer deposition. It is possible 

to fabricate 2-D PBG structures in InP using C H 4/H 2, but I found the lower limit 

for etching is around 500 nm period (Fig. 3.10); Fig. 3.11 shows a 2D PBG 

structure in InP with a smaller period and bell-shaped etched features. The shape 

of the features indicates the strong sputtering component to the etching and the lack 

of chemical etching. Unfortunately, for many applications a period of 500 nm is 

too large and so an alternative solution needs to be found.

Fig. 3.9 a) ID grating in InAlGaAs etched in CH4/H 2 and b) 2D PBG structures 

etched at the same time.
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Fig . 3 .1 0  Second order 2D PBG Fig. 3.11 2D PBG structure etched in 

structures etched in InP using CH4/H 2. InP using CH4/H 2; period is 340 nm.

The problem of excessive polymer formation and deposition can be overcome in 

certain instances by the addition of small flows of oxygen. The oxygen in the 

plasma reacts preferentially with the carbon in the gas phase to produce carbon 

monoxide. The production of this gas reduces the quantity of polymer present and 

alleviates some of the fabrication problems associated with 2D PBG structures. 

However, this approach is not possible when either InAlAs or InAlGaAs is being 

used since the oxygen in the plasma will react with the A1 in the heterostructure to 

form an aluminium oxide, which will stop any further etching (Fig. 3.12).
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Fig. 3 .1 2  2D PBG structure in 

InAlGaAs etched in CH 4/H 2/ 0 2. There 

is no polymer deposition, but only the 

InGaAs cap layer has been etched.

A commonly used alternative etch chemistry is based on chlorine. However, InCl 

is not volatile at room temperature even with ion bombardment, and therefore 

requires the use of high density plasmas (ECR or ICP) [144, 152] and/or elevated 

substrate temperatures [153]. Unfortunately, it has not been possible during this 

project to explore these avenues and so no InP-based PBG devices have been 

fabricated.

3.3 Conclusions

The application of electron-beam lithography and pattern transfer processes, based 

on reactive-ion etching, to the fabrication of photonic bandgap structures has 

proved very successful. Good knowledge of the electron-beam lithography 

software proves useful and there are sufficient tricks that one can play to produce 

high quality features. The transfer of these sub-micron features to InP-based 

materials has proven difficult, but has been very successful in the GaAs/AlGaAs 

material system where highly vertical etching has allowed the fabrication of PBG 

device structures.
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4 . F a b r ic a t io n  p ro c e ss  d e v e lo p m e n ts

The fabrication of PBG structures in GaAs/AlGaAs materials is relatively easy 

when compared to the attempts at fabrication of these densely packed features in 

InP-based materials. Due to the difficulties in fabrication of InP PBG structures, 

the whole of the fabrication process was examined in order to maximise the quality 

of each individual stage and to look for possible alternative approaches. This 

detailed characterisation of the complete fabrication process has led to 

improvements in pattern transfer from PMMA to silica and silicon nitride. 

Moreover, improved dry-etching of AlGaAs has made the fabrication of PBG 

structures easier. Two possible alternative intermediate pattern transfer masks have 

been identified, one of which allows the fabrication of nanometre features with 

aspect-ratios greater than 10.

4.1 PMMA as an initial pattern transfer mask

4. 1 .1  Introduction

The low resilience that PMMA exhibits in a RIE plasma ultimately limits the 

maximum etch depth that can be achieved in any dry-etch process. In response to 

this limitation much research has been carried out worldwide to improve the 

resistivity and resilience of EBL resists including PMMA, while balancing this 

need against improved sensitivity to high-energy electrons [154]. These efforts 

have been successful in many ways, but for very high resolution patterns, 

"standard" PM MA is still commonly used. Rather than changing the type of resist, 

however, it has been discovered that the configuration of the RIE machine can be 

altered to decrease the etch rate of PMMA and to increase the selectivity between 

PM MA and thin films, such as SiNx and titanium [112].

53



4. Fabrication process developments

Two RIE machines were used in this study, which allowed the comparison of the 

etching of PMMA under nominally similar conditions in two different machines. 

The first machine was an Oxford Plasma Technology System 100 RIE machine 

(S100), while the second was an Oxford Plasma Technology RIE80 machine 

(RIE80). Both machines are capacitively-coupled parallel plate reactors, although 

the S I00 is evacuated by a turbomolecular pump and has an integrated loadlock. 

The etching process was monitored using real-time interferometry with a laser 

wavelength of 679 nm. The final etch depth was measured using a DekTak 

surface profilometer. Optical Emission Spectroscopy data were obtained using an 

EG&G Applied Research OMA ID.

4 . 1 . 2  Comparison of different resists in S100 machine

Firstly, unpattemed samples coated with the different PMMA resists, Elv and Aid, 

were etched in the S I00 machine using the precursor gas C H F3. Similar etch 

rates were obtained for Elv and Aid PMMA, 15 nm/min and 17 nm/min 

respectively. These etch rates are sufficiently close that it can be considered that 

differences in molecular weight do not have any effect on the PMMA etch rate. As 

a result of this finding, 4% Elv (4% weight of Elv in xylene) was used for the rest 

of the experiments as it had the slightly lower etch rate.

4 . 1 . 3  Comparison of PMMA etch rates in different plasmas in S I 00 

machine

The etching of samples coated with PMMA, but left unpattemed, in different 

fluorine-, chlorine- and bromine-based plasmas was investigated in the S 100 

machine. The conditions used in these tests had been optimised previously for 

pattern transfer to thin dielectric or metal films (Table 4.1).
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Precursor gas etch pressure 

(mT)

DC bias 

(-V)

flow

(seem)

etch rate 

(nm/min)

c h f 3 12 260 30 15

c 2f „ 12 320 20 80

SF* 12 260 20 133

SiCl
4

7 330 15 50

HBr 4 350 15 100

Ar 12 270 20 40

Table 4.1 Etch conditions and etch rates of 4% Elvacite in different plasmas in 

the S 100 machine.

The first interesting result observed was the low etch rate for 4% Elv in a C H F3 

plasma, both in absolute terms and also when compared to the etch rates in other 

fluorine containing gases at similar biases. Sputtering, which will be significant at 

the biases observed, cannot explain the difference in etch rates, as the etch rate of 

PMMA in an argon plasma at a similar bias is 40 nm/min.

Gas Peak intensity 

(a.u.)

c h f 3 1704

C2F„ 2616

SF» 16383

Table 4.2 Optical Emission Spectroscopy peaks of the 703.7 nm fluorine line in 

CHF3, C2F6 and SF6 plasmas at the conditions detailed in Table 4.1.

One difference between the plasmas investigated is the chemical component of 

etching - the atomic fluorine density. Optical Emission Spectroscopy 

measurements on the 703.7 nm fluorine line indicate that the free fluorine 

concentration in the CH F3 plasma is considerably lower than for the other gases 

(Table 4.2). This lower atomic fluorine density in the CHF3 plasma is due to the
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presence of the hydrogen in the precursor gas: the molecule HF is formed in the 

gas phase and is not easily dissociated due to its high-binding energy (5.91 eV)

[155]. This reduction in fluorine density will have an important effect on the etch 

rate of the PMMA as it affects the formation rate of volatile compounds, e.g. C F4

[156], that have formed at the PMMA surface. An alternative mechanism that 

would assist in lowering the etch rate of PMMA in a CHF3 plasma would be the 

formation of fluoropolymer [143]. These results are discussed in more detail in 

section 4.1.4.

The second interesting result was the lower etch rate of PMMA in a SiCLt plasma. 

The etch rate of PMMA in a S iC ^  plasma in the S I00 machine (50 nm/min) is 

lower than in the RIE80 machine operated under similar bias conditions (PMMA 

etch rate of 100 nm/min). One main difference between these machines is the lack 

of a turbo pump and loadlock on the RIE80 machine, which results in a higher 

partial pressure of oxygen in the chamber. It is known indirectly that the oxygen 

concentration in the RIE80 is higher than in the S I00 [148] and also that the 

addition of very small oxygen flows (< 0.1 seem) has been shown to increase the 

etch rate of GaAs through an increased density of both Cl and Cl2 ions [147]. The 

difference in partial pressure in the two machines has not been directly quantified, 

but the indirectly known difference in residual oxygen level will contribute to some 

degree to quicker etching of PMMA .11 These differences are discussed below in 

more detail, following a more detailed investigation into CHF3 etching of PMMA 

in the S I00 machine.

11 The differences are known qualitatively because the selective process in the RIE80 machine, 
which relies on the oxygen background in the machine, cannot be reproduced in the S100 machine 
at similar conditions.
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4 . 1 . 4  Etching of PMMA in CHF3

The low etch rate of PMMA in CHF3 was of particular interest and so the etch rate 

o f unpatterned PMMA and PECVD SiNx in a CHF3 plasma was measured at 

different biases in the S I00 machine (Fig. 4.1a) and the selectivity of SiNx with 

respect to PMMA was calculated (Fig. 4.1b). Let us consider the SiNx etch rate 

first of all, as it will help explain the more complicated etching of PMMA. The 

sputtering contribution to any etching levels off at higher power densities, as is 

shown in Fig. 4.2 which shows the percentage aluminium, as measured by 

X P S ,12 sputtered from the electrode onto the PMMA surface. Therefore, the 

almost linear increase in the SiNx etch rate is attributable to a superlinear increase in 

the fluorine density; it is known that the etch rate of SiNx is increased when there is 

both an abundance of atomic fluorine and sufficiently energetic ion bombardment, 

as is observed here at the highest power densities [143].

PMMA

4 0 . SiN.

30-

500 1000 1500 5000 1000 1500
Power density (W/m2) Power density (W/m2)

Fig. 4.1 a) Etch rate of unpattemed PMMA and SiNx in the S100 machine as a 

function of the RF power density; b) calculated selectivity of SiN x to PMMA for 

the S I00  machine.

12 XPS measurements were performed by Loughborough Consultants.
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Fig. 4.2 XPS determined aluminium percentage sputtered from the electrode onto 

the PMMA surface in a CHF3 plasma, allowing an indirect determination o f the 

sputtering contribution.

Power density 

(W/m2)

C/F ratio

0 oo

216 1.9

504 1.8

1079 1.5

1439 1.6

Table 4.3 XPS quantification of the carbon to fluorine ratio at the surface o f 4% 

Elvacite at different power densities.

The explanation of the etch mechanism for PMMA is more complicated, as can be 

seen from the two regimes of etching (above and below 500 W /m2), shown in 

Fig. 4.1a. In part this is due to the chemical reactions, both gas phase and surface, 

which make direct interpretation of etch rate data more difficult. X PS 

measurements made of both processed and unprocessed 4% Elv layers (Table 4 .3) 

show that the exposure of the film to a CHF3 plasma results in either the
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incorporation of fluorine into the polymer matrix or fluoropolymer deposition from 

the plasma. There is evidence of CF2 and CF3 molecules in the etched PMMA 

films, particularly at the higher power densities, and only slight evidence o f CF 

bonds for the highest power densities (Fig. 4.3). These results agree with the 

previous interpretation of those factors affecting the SiNx etch rate, namely a 

greater dissociation of the plasma and an increase in the atomic fluorine density at 

higher powers. CF2 and CF3 peaks are also observed at low powers, supporting 

the idea of fluoropolymer deposition (Fig. 4.4), which has been observed in the 

etching of S i0 2 in fluorocarbon plasmas using photoresist masks [143].

700 -

600

m 500 -
CF

400 -

300 -

282 284 286 288 290 292 294

Binding energy (eV)

Fig. 4 .3  High resolution XPS spectrum of 4% Elvacite etched in C H F3 at 

1439 W /m 2 in the S100 machine.
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Fig. 4 .4  High resolution XPS spectrum of 4% Elvacite etched in C H F3 at 

216 W /m 2 in the S100 machine.

Unfortunately, it has not been possible to distinguish between the modified PMMA 

and fluoropolymer deposition mechanisms with the equipment available. A 

possible explanation is that in the low-bias region there is sufficient fluoropolymer 

deposition to protect the PMMA from chemical attack by fluorine and from ion- 

bombardment by molecules and radicals, whereas at higher powers the 

combination of decreasing polymer deposition, increasing atomic fluorine and 

sufficient ion bombardment allows the PMMA to be etched at a much increased 

rate.

For comparison, PMMA and SiNx were etched in the RIE80 machine using C H F 3, 

the etch rates were measured (Fig. 4.5a) and the resultant selectivities calculated 

(Fig. 4.5b). The gas flow was kept constant at 20 seem and the etch pressure at 

15 mT, while the R.F. power was varied from 50 W  to 125 W. It is apparent 

that the previously observed increase in selectivity does not occur in the RIE80
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machine. As already discussed there is a greater background level of oxygen in the 

RIE80, which affects the gas phase reactions also in a CHF3 plasma: the residual 

oxygen will form the molecule CO in the gas phase, thus reducing the formation of 

fluorocarbon polymer [157] and increasing the etch rate of the PMMA. The 

oxygen will affect the quantity of fluoropolymer present in the plasma and, 

therefore, the degree to which the PMMA is protected. In this case it is expected 

that the rate of decrease in fluoropolymer formation with increasing power density 

is greater than for the S I00 and that this is the primary reason why no peak 

selectivity is observed in the RIE80. These differences in the oxygen background 

level could be quantified using Ar actinometry, but it was not possible to do these 

experiments during the project due to equipment limitations. Furthermore, the 

identification of the molecules present in the plasma by laser spectroscopy would 

greatly assist the analysis and mass spectroscopy on the out-flow would allow the 

identification of the etched (volatile) species. However, this equipment was not 

available during this project.

(a) (b)
4 -

PMMA
75 _

SiN- 3 -

50-

0-
500 1000 1500 0 500 1000 1500

Power density (W/m2) Power density (W/m2)

Fig. 4 .5  a) Etch rate of unpattemed PMMA and SiNx as a function of the R F 

power density in a CHF3 plasma in the RIE80 machine; b) calculated selectivity of 

SiNx to PM MA for the RIE80 machine.
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4 .1 .5  A pp lica tion  o f resu lts  to p a t te rn  tra n s fe r

The key result is that there is an optimum selectivity of SiNx with respect to 

PMMA in the S100, at a power density of approximately 500 W /m 2. Fig. 4 .6 

shows a SEM micrograph of a 2D PBG structure in SiN x where a 200 nm thick 

PMMA layer was used to etch a 330 nm thick SiNx layer. The time of etching, 14 

minutes, etched most of the PMMA mask, but the features still have very vertical 

sidewalls - the slight bowing at the bottom is due to the geometry of the features.

F ig . 4 .6  SEM micrograph showing Fig. 4.7 SEM micrograph of part of a 

pattern transfer ability from PMMA to ID grating in GaAs etched using SiCl4 

S iN x. and a PMMA mask.

The reduction of the PMMA etch rate in SiCl4 has meant that it has been possible to 

etch titanium directly using a PMMA mask [158]. Also, with the improved 

resilience, PMMA has been used to transfer features directly to GaAs to a depth of 

at least 400 nm (Fig. 4.7). As can be seen in the micrograph, not all the resist has 

been etched away and higher aspect ratio features could therefore be etched.
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4 . 1 .6  C onclusions

In conclusion, it has been shown that reductions in the etch rate of PMMA can be 

obtained when a RIE machine with a load-lock and a turbo pump is used. In 

particular, thin layers of PMMA can be used as a pattern transfer mask for shallow 

etching in SiCl4, even at high R.F. powers. The etching of PMMA in 

fluorocarbon precursor gases has shown that the etching mechanism of PMMA is 

ion-assisted chemical etching. Specifically, in CHF3 plasmas, a maximum in 

selectivity of SiN x to PMMA etch rate in unpattemed samples is observed at a 

pow er density of approximately 500 W /m 2 for the machine with lower oxygen 

background levels. The improvement in selectivity has been used to improve the 

pattern transfer of PBG structures from PMMA to PECVD SiNx, thus providing a 

better mask for subsequent reactive-ion etching in SiCl4 based plasmas.
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4.2 Modified AlAs layer as an intermediate pattern transfer 

layer

An alternative approach to the problem of pattern transfer is to seek another 

intermediate pattern transfer layer, where the PMMA does not limit the fabrication 

process. This strategy is particularly attractive as there are many disadvantages 

associated with the previous method, including the problems of reliable nanometre- 

scale lift-off and the need for deposition and etching of a dielectric film. One such 

possibility is the inclusion of the intermediate mask layer at the growth stage and 

its modification after growth to give improved masking properties. The example of 

an "in-situ" epitaxial layer that I have investigated is AlAs and its modification by 

wet thermal oxidation or treatment in a fluorine-based RIE plasma. These masks 

are compared with the more standard deposited dielectric layers in a SiCl4 plasma 

and the steam oxidised layer is shown to possess excellent masking properties.

The MBE grown epitaxial structure used in these experiments consists of a thin 

20 nm  GaAs cap, a 75 nm AlAs layer which is to be modified to act as the 

intermediate pattern transfer layer, a 919 nm thick GaAs layer and an AlAs etch 

stop layer 20 nm thick (Fig. 4.8). A thickness of 75 nm for the top AlAs layer 

was chosen as the oxidation rate decreases rapidly for layers thinner than 50 nm 

[159].

20 nm G aAs H 
75 nm AlAs _  

919 nm GaAs 
20 nm AlAs ^  

G aA s sub stra te

Fig. 4.8 Schematic of the MBE epitaxial structure used.
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The wet thermal oxidation is carried out in a modified oxidation rig based on a 

commercial alloying furnace (Bio-Rad RC2400); Fig. 4.9 shows the furnace 

schematic.13 The stage in the chamber incorporates a low-thermal-mass heater for 

rapid thermal cycling up to 750°C with the control unit, allowing accurately timed 

heating of the stage and digital temperature control. The furnace temperature used 

in this work is 380 °C, with a nitrogen carrier gas flow of 0.6 1/s flowing through 

a water bath at 90 °C, conditions that have been previously optimised for 

controllable sub-micron oxidation.

Flow
controller

Water
bath

Alloying
furnace

Exhaust

Heated stage

Fig. 4.9 Schematic of the oxidation rig used.

4 . 2 .1  Wet, thermal oxidation of AlAs

The wet, thermal oxidation of AlGaAs layers (x>0.8) has been used widely in 

recent years [159] after Holonyak et al. [160] demonstrated that AlGaAs can be 

chemically changed at temperatures of approximately 400 °C into (AlGa)20 3; this 

porous oxide (AlOx) has approximately the same density as the original AlGaAs 

layer [161], but has a refractive index of around 1.6. This large reduction in 

effective index, while maintaining a similar physical volume, is the key to the use

13 The oxidation rig was developed by Dr. M. Dawson at the Institute of Photonics, University of 
Strathclyde.
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o f this technology in devices. In particular, this technique has been used very 

effectively in Vertical Cavity Surface Emitting Lasers (VCSELs) to increase both 

current and optical confinement as well as increasing the bandwidth of the DBR 

mirror stacks [159]. Steam oxidised AlGaAs has another potential application, 

however, namely for pattern transfer of sub-micron features into the GaAs/AlGaAs 

material system, as it is more robust when exposed to a reactive plasmas [108].

^  RIE exposes AlAs layer

1 1 PMMA
GaAs
AlAs
GaAs
AlAs

GaAs substrate 

( 2) Steam oxidation gives AIOx mask

I E L E L E L E
AIOx

GaAs substrate

GaAs
AlAs
GaAs
AlAs

Fig. 4.10 Schematic of AIOx 

mask production process.

The fabrication process using a steam oxidised mask is shown in Fig. 4.10. In this 

particular case, one-dimensional gratings with periods varying from 150 to 

250 nm  with a 50% duty cycle were written. The resist features were then 

transferred into the top 100 nm of the epitaxial structure by SiCl4 etching in the 

S I00, which was sufficient to expose the AlAs layer. The samples were oxidised 

for a maximum of 5 minutes, which was sufficient to oxidise laterally between 

adjacent ridge edges; the colour change due to interference effects in the epitaxial 

material allows the oxidation front to be monitored in-situ via the optical 

microscope fitted above the furnace chamber. The sample was then etched in 

SiCl4/ 0 2 using conditions optimised for the vertical transfer of sub-micron patterns 

into GaAs. The etch rate of the AIOx mask was determined by a calibration run to 

be on the order of 3 nm/min. An etch rate of 200 nm/min for GaAs results in a

66



4. Fabrication process developments

selectivity of 70:1 between the mask and semiconductor. This high selectivity, 

when combined with highly anisotropic RIE, allows the fabrication of nanometre 

structures with high aspect-ratios (Fig. 4.11).

Fig. 4 .11  Grating with nanometre 

sized features and an aspect ratio of 10 

fabricated using an oxidised AlAs mask.

4 .2 .2  P ro b lem s w ith  AlAs o x ida tion

The examination of the etched patterns after the initial RIE stage sometimes 

indicated that there were problems of spontaneous native oxide formation (Fig. 

4.12); native oxide here means the oxide that results from the room temperature 

reaction of atmospheric gases with the A1 in the epitaxial layer.

Fig. 4 .1 2  SEM micrograph of 

spontaneous oxidation of AlAs layer after 

first RIE step.
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The formation of a native oxide was expected, but the extent of the lateral oxidation 

in the short time between etching and examination could not be solely attributable 

to spontaneous oxidation. These effects were only observed on samples which had 

been through the initial pattern definition process more than once. Possible 

explanations for the rapid ambient oxidation could be exposure o f the 

semiconductor to excessive thermal cycling or chemical attack by the developer or 

other solvents used in the stripping of resist. This problem was overcome by 

taking care not to process any piece of material more than once. Another possible 

cause could be the use of AlAs itself as it is more reactive than AlGaAs alloys. 

This problem, however, could be overcome by using a high A1 molar fraction 

AlxGa,_xAs layer (0.8<x<0.98) rather than an AlAs layer. The oxidation rate of 

AlxGa,.xAs is an increasing exponential function of the A1 molar fraction, which 

considering the small scale of the patterns would not be a problem here.

4. 2 .3  Comparison of masks

In comparison with S i0 2 and SiNx the etch rate of the steam oxidised AlAs layer is 

approximately an order of magnitude smaller. As far as feature size is concerned 

no limitations of using the AIOx approach for pattern transfer purposes have been 

seen for features as small as 50 nm, so this technology can be used for a wide 

range of GaAs-based device structures.

Material Etch rate (nm/min) Selectivity

S i02 (PECVD) 19 10.5:1

SiNx (PECVD) 21 9.5:1

AIOx 3 70:1

Table 4.4 Comparison of different masks in a SiCl4/ 0 2 plasma; selectivity is for 

the mask material with respect to GaAs.
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4 . 2 . 4  Plasma fluorination of AlAs

The treatment of AlAs in fluorine-based plasmas has not previously been reported 

to my knowledge, although fluorine addition to chlorine plasmas has already been 

shown to provide selective etching of GaAs over AlGaAs, by the formation of an 

A10xFy film at the AlGaAs surface [148]. Sputtered metal halide films have also 

been used as electron-beam resists [162] and are used for IR coatings [163]. The 

use of plasma treatment to create an amorphous A1FX layer seeks to extend these 

techniques.

W indows were firstly opened in Shipley S 1818 resist. The GaAs cap was then 

removed using a selective RIE process [148]. The chamber was then purged with 

nitrogen for 20 minutes, while still under vacuum; after which, the exposed AlAs 

layer was exposed to an SF6 plasma (23 seem, 50 mT, 50 W) for 2 minutes. The 

process is shown in Fig. 4.13. The sample was then removed and the photoresist 

stripped in acetone. Thereafter, the sample was etched in the S I00 machine in 

SiCl4/ 0 2. Initial inspection revealed that the process did produce a negative mask 

and reproduced the general outline of the resist features (Fig. 4.14), but closer 

inspection showed that the mask was not uniform (Fig. 4.15).

(7 ) Selective RIE of GaAs cap

resist
GaAs

GaAs substrate

(2 ) RIE treatment in SF6

AlFx GaAs substrate

GaAs
AlAs

GaAs
AlAs
GaAs

F ig . 4 .1 3  Schematic of AlAs 

fluorination process.

69



4. Fabrication process developments

F ig . 4 .1 4  SEM micrograph of a 

fluorinated AlAs layer used as a pattern 

transfer mask in SiCl4/ 0 ? in the S I 00 

machine. The general features of the 

original photoresist mask can still be 

seen.

Fig. 4.15 Closer examination reveals 

non-uniformity of the fluorinated AlAs 

layer.

At present the mechanism which modifies the AlAs layer is not clear but a possible 

explanation is the chemical reaction of the surface arsenic with the fluorine 

dissociated from the plasma, to produce A sF3, which is volatile. This reaction 

would leave behind A1 to react with the F and form A1F3, a dielectric, and then 

oxidise on exposure to the atmosphere after the sample is removed from the RTF 

chamber. In order to investigate this possible mechanism secondary ion mass 

spectrometry (SIMS) measurements were performed to determine the elements 

present at the surface.14

14 SIM S m easurem ents were carried out by Loughborough Consultants.
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Four samples were prepared, the first three of which had the GaAs cap removed, 

and then the AlAs layer had been exposed to an SF6 plasma for 2, 8 and 20 

minutes. In the final sample, the GaAs cap was not removed and the sample was 

exposed to an SF6 plasma for 8 minutes under the same conditions as above. The 

analysis was performed by Cs+ primary ion bombardment and negative secondary 

ion detection to optimise the sensitivity to oxygen, fluorine and sulphur.

E l G aA s 
□  A lA s

A rsen ic  
  78

iff
O xygen

A lu m in iu m

iO1 r

1500 20P0 2500 30000 500 1000
TIME In c )

Fig. 4.16 SIMS spectra for a sample exposed to SF6 for 2 minutes after the 

removal of the GaAs cap; numbers are atomic masses.

Fig. 4.16 shows the depth profile obtained for the sample exposed for 2 minutes; 

similar spectra are obtained for both the 8 and 20 minute samples. In comparison 

to the control sample (Fig. 4.17) there is evidence of a large fraction of oxygen and 

fluorine at the surface, along with a depletion in arsenic. Even in the sample in 

which the GaAs cap was not removed, there is evidence of some fluorination and
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arsenic deficiency at the surface. These results suggest that there is a mechanism 

which is depleting the surface region of arsenic and allowing the incorporation of 

fluorine and oxygen. This technique, if developed further, could potentially 

provide an alternative form of negative lithography, which does not involve a lift

off process. Any future work in this area would be best focused on modelling to 

determine the viability of this technique.
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Fig. 4.17 SIMS spectra of control sample, which had not been etched.

4.3 Conclusion

The detailed examination of the complete fabrication process has brought 

improvements in the fabrication of PBG structures in AlGaAs. Unfortunately, it 

has still not allowed the fabrication of InP-based PBG structures. Alternative 

strategies for pattern transfer to AlGaAs heterostructures have been developed and 

have shown very encouraging results.
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5. P h o to n ic  b a n d g ap  s t ru c tu re s  : d esig n  c o n s id e ra tio n s  

a n d  c h a ra c te r is a t io n

The realisation of devices incorporating photonic microstructures is difficult due to 

the complicated relationship between the various design parameters. In this 

chapter, the complicated issues associated with PBG device design will be 

discussed in reference to actual devices. Thereafter, the characterisation o f the 

PBG structures carried out as part of this project will be presented.

5.1 Optical waveguide design

The key consideration in designing a waveguide is the degree of optical 

confinement of the mode. Ideally, for 2D PBG structures an infinitely wide mode 

would be desirable, namely a plane wave, but this approach is not practically 

feasible. The alternative approach is to provide the maximum possible 

confinement. The highest degree o f optical confinement is provided by a 

membrane waveguide [103], where the waveguide core is surrounded by air or 

low index dielectric on both sides. Unfortunately, the methods to fabricate such 

membrane waveguides in ]H-V semiconductors has only recently been applied to 

this domain [164], The most obvious strategy, therefore, was to use conventional 

heterostructure waveguides and determine whether 2D PBG structures could be 

realised in such an optical guide.

The key limitation here is the loss that occurs at the multiple semiconductor/air 

interfaces found in PBG structures. At such interfaces, light is diffracted out o f the 

optical waveguide, thus constituting a lo ss .15 The magnitude of this loss can be 

minimised in two extreme cases: the first when only the evanescent tail of the mode

15 It is possible to design periodic semiconductor/air interfaces in which there is no diffraction out 
of the guiding plane. These designs generally require the use of single moded guides and sub first 
order grating structures.
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interacts with the periodic structure (Fig. 5.1a) as used in DFB lasers or secondly, 

when the whole mode interacts with the periodic structure (Fig. 5.1b). Strong 

interactions between the material and the mode mean that the second option is the 

logical choice. In order that the whole guided mode interact with the periodic 

structure, however, the guided mode must have a vertical extent less than the 

maximum possible etch depth. In the case of an AlGaAs/GaAs heterostructure and 

for periods of approximately 200 nm, this maximum etch depth is between 

0.8 and  1.0 |im .

E

(a)

■in*
(b)

Fig. 5.1 a) Weak periodic refractive index modulation interacting with evanescent 

field and b) strong periodic refractive index modulation interacting with the whole 

mode.

This requirement on the optical confinement means that large refractive index 

differences in the heterostructure are desirable. This requirement needs to be 

considered simultaneously with the cut-off wavelength for the waveguide. The 

GaAs/AlGaAs material system will be specifically addressed as it is a typical 

example of III-V semiconductor-based guides. In AlxGa, xAs, as the molar 

fraction x increases the refractive index and the cut-off wavelength decrease [165]. 

Since the refractive index of GaAs is higher than that of any AlGaAs alloy, it is
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necessary to include a buffer layer between the substrate and the waveguide in 

order to avoid leakage into the substrate.

Fig. 5.2 shows the heterostructure used for a passive PBG experiment, which 

satisfies all these criteria [93]. The mode profile was calculated using the program 

Fw ave,16 Fig. 5.3 shows the plot for the fundamental mode. The AlGaAs core is 

used to ensure transparency from 800 nm upwards, which corresponds to the 

lower wavelength of the Ti:Al70 3 laser tuning range. The thickness was chosen to 

ensure single mode operation and minimum spread into the cladding.

x=0.35, n=3.3

Fig. 5.2 AlGaAs surface waveguide.

F ig . 5 .3  FWave plot of electric field for fundamental mode; lines are 10% 

gradients.

16 Fwave is a M acintosh freeware program developed by M. Taylor at G lasgow  U niversity, which  
solves for the field in an user-defined waveguide structure.
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An alternative heterostructure which was used for characterisation of PBG 

structures is shown in Fig. 5.4 [111]. In this instance three layers of self

organised InAs quantum dots (QD) with a natural luminescence greater than the 

asborption edge of GaAs are embedded in the guide. GaAs is, therefore, used in 

the waveguide core since it provides the maximum possible confinement. The 

Al08Ga02As (80% AlGaAs) layers are included for electron confinement.

G aA s M20% AlGaAs ■  80% AlGaAs ■  AlAs

InA s
QD

layers

L a y e r M ateria l T h ick n ess  (nm )

1 GaAs 500

2 Alo.gGao2As 400

3 GaAs 100

4 InAs/GaAs x3 1/10

5 GaAs 100

6 Al02Ga0 gAs 150

7 AlAs 10

8 Al0 2Ga()8As 150

9 GaAs 10

Fig. 5.4 Heterostructure used to probe PBG structures.

Already, the complicated trade-offs in design have been shown and some of the 

interdependences have been highlighted, principally the need to design the 

limitations of the fabrication technology into the heterostructure.

GaAs substra te
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5 .2  Photonic bandgap structure design

The design of PBG structures is best done by using the various methods of 

calculation discussed in Chapter 2, but one quick method for designing PB G  

structures is the use of gap-maps (Fig. 5.5). This method is approximate because 

the index may be different, but even with accurate calculations there will be an 

experimental error in the spectral position of the band-edge. For our discussions 

we shall consider a 2D array of holes arranged in a triangular lattice.

0.8

0.7

S  0.6 s f j y * -

y / / y // / / / / / / y y/ / / / / / / / Z  * ~/ / / / / / '

0.0
0.0

fill-factor

Fig. 5.5 Gap-map for triangular lattice of air holes in AlGaAs, £=11.0 

(calculations performed by D. Cassagne at Universite de Montpellier n , France).

As shown in Fig. 5.5 the largest bandgap for both polarisations is obtained when 

the fill-factor is approximately 0 .8 .17 In this ideal case where the PBG structure 

has infinite extent in the plane perpendicular to the direction of propagation, a 

complete 2D PBG would be obtained. However, in all the applications considered 

in this project, the PBG structures were fabricated in an optical waveguide, where

17 This value of fill-factor corresponds approximately to the quarter-wavelength condition.
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plane waves are not used. In order to minimise the scattering out-of-plane 

discussed in §5.1, it is necessary to reduce the radius of the holes. I have used a 

typical fill-factor of 0.32 [93]. A consequence of this reduction in the normalised 

radius is that only a bandgap in TE polarisation is obtainable. This bandgap for 

one polarisation, however, has many potential applications due to the preferential 

emission of TE polarised light from many of the different quantum well materials 

used in light emitting devices, e.g. VCSELs.

Once the normalised radius has been chosen, the period is determined for a 

particular stop-band position. Once again other external factors, such as the optical 

waveguide and the experimental set-up, however, affect the implementation of the 

PBG structures; the absorption edge of the guide core may only allow a fraction of 

the bandgap to be probed, whereas the experimental set-up could have a limited 

detection range. It is frequently required, therefore, that several periods with the 

same normalised radius are fabricated simultaneously in order to probe the full 

range of PBG properties, i.e. both band-edges and features in the stopband [93].

r x

TK

Fig. 5.6 The most distinct directions in a triangular lattice - TK and TM.
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The policy adopted in this project was that of Krauss et al. [93] in which only the 

principal symmetry directions were investigated. Fig. 5.6 illustrates this approach 

for the triangular lattice in which TK (the principal symmetry direction) and rM  are 

chosen. The philosophy is that if there is a photonic bandgap for both of these 

most distinct crystal orientations then a complete stopband will exist for that 

polarisation [99].

5.3 Experimental set-up

All the characterisation results have been obtained using the set-up demonstrated 

by Labilloy et al. [166], which was specially designed for the characterisation of 

PBG structures and devices.

The experimental principle is shown in Fig. 5.7 and Fig. 5.8, whereby the 

spontaneous emission from either InGaAs quantum wells or InAs quantum dots is 

optically excited using a red laser diode (7*=678 nm). Some of the excited light is 

confined within the optical waveguide due to total internal reflection at the 

interfaces and this guided light can then be used to probe the microstructure under 

investigation. The guided light is subsequently collected at the cleaved facet using a 

microscope objective, coupled into a fibre and the spectral analysis of the collected 

light is finally carried out using an optical multichannel analyser.

Optical
pumping

Cleaved
facet

WaveguidePL
source  'p\_ profile

Guided
w

Fig. 5.7 Schematic of experimental principle (courtesy of D. Labilloy).
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CCD cam era

CCD camera

OMAOMA

Diode laser 
?l=678 nm

Sample

Fig. 5.8 Experimental set-up used to characterise PBG structures.

The use of quantum wells and quantum dots produces an internal source with 

which to probe the PBG structures. However, and more importantly the 

heterostructure incoiporating the QWs and QDs is almost identical to a 

heterostructure that would be used for electroluminescence [110]. Quantum dots 

provide 3D electron confinement and, therefore, are more efficient at localising 

electron-hole pairs. Moreover, reactive-ion etching induced damage does not 

degrade the photoluminescence intensity as significantly in QDs as in QWs. The 

InAs quantum dots used in these experiments were grown by the Stranski- 

Krastanov method [167], which is the self-organisation of islands due to carefully 

chosen growth conditions. In these experiments the growth conditions have been 

optimised for a large variation in dot sizes. At room temperature, this produces a 

broad spectrum with which to probe the photonic microstructures (Fig. 5.9). One 

disadvantage of using QDs is that unpumped dots absorb at the emission 

wavelengths, which means that the distance over which the photoluminescence 

signal can travel is limited by the absorption, a = 4 0  cm '1. This signal attenuation
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affects the maximum distance of travel and, therefore, affects the layout design, as 

will be shown in the next section.
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Fig. 5.9 Quantum dot photoluminescence spectra for TE and TM polarisations.

The measurement technique allows highly spatially resolved measurements which 

is of particular importance as it allows many patterns to be spaced closely together. 

The close packing of patterns is important as it ensures that any difference in PL 

intensity across the wafer, due to local variations in the material properties, does 

not affect the quantitative measurement of the PBG properties. The last limitation 

o f the experimental apparatus is the CCD detector in the OMA. The detector is 

made of silicon and so has an upper detection edge of approximately 1.1 jam. This 

measurement technique has, however, proven to be very successful in probing the 

interaction of guided optical modes with PBG structures.
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5.4 Final sample design

The final design of photonic microstructures and their arrangement on the sample 

is dictated by several factors, some of which relate to the experimental set-up and 

others which relate to necessary restrictions of the fabrication process. The 

principal experimental factors are the maximum travel of the translation stage and 

the absorption of the active material. The limited travel of the stage means that the 

length of the sample should not exceed 7 mm, whereas the absorption in the guide 

means that the microstructure patterns should be located as close to the edge as 

possible, typically less than 50 |im . This requirement is closely related to one of 

the fabrication limits, namely the resolution with which a semiconductor sample 

can be cleaved, which is typically around 50 pm. In order to ensure that there are 

microstructures sufficiently close to the edge, however, it is necessary that several 

copies of the same pattern are written, but which are offset vertically with respect 

to each other (Fig. 5.10).

Identical patterns

30 pm

Cleaving
error Desired position of cleaved edge

Fig. 5 .10  Schematic showing the necessary vertical offset o f identical patterns 

near the desired cleaved edge.

Experimental limitations, as explained in §5.2, meant that the approach developed 

by Krauss et al. [93] of using several periods is used. This approach of using 

various periods to scan the photonic bandgap depends on the ability to maintain the
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normalised radius as the period is varied. In order to accomplish this in reality it is 

necessary that two identical but spatially separated patterns are written with 

different doses. The two different doses are also required as there can be small 

fluctuations in the resist thickness, the sample height and the developer strength 

and temperature, all of which can affect the fill-factor of the microstructures 

eventually realised.

A schematic of a typical layout for patterns to probe a photonic bandgap is shown 

in Fig. 5.11. Due to the need for multiple doses, multiple pattern copies and 

structures with different crystallographic orientations the complexity of the pattern 

layout on the sample is considerable. However, this approach is still an effective 

method to characterise photonic bandgap structures, due to the limitations of all 

experimental measurement techniques.

"O

OJD

►
D ecreasing dose

A rea fo r clam p 

H I  T h icker resist 

P a tte rn ed  a rea

Fig. 5.11 Schematic of pattern layout on wafer section.
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5 .5  PBG structure characterisation

Once the experiment has been designed, the samples are fabricated as described in 

Chapter 3. The epitaxial heterostructure material used in these experiments was 

grown by U. Oesterle and R. Houdre at the Ecole Polytechnique Federal de 

Lausanne, Switzerland using the MBE growth technique. Self-organised quantum 

dots were used in these experiment due to their wider natural photoluminescence at 

room temperature. Fig. 5.12 is a SEM micrograph of a plan view of a PBG 

structure, which was characterised by Dominique Labilloy at Ecole Polytechnique, 

Palaiseau in France using the above-explained experimental set-up .

Fig. 5.12 SEM micrograph showing plan view of a PBG structure.

The measured results are shown in Fig. 5.13 in the next four pages along with 

calculated transmisison curves calculated by David Cassagne at Universite de 

Montpellier II. The theoretical transmission values are shown underneath the 

corresponding measured values.
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TE-TM

u = a/X1

0,8

H 0 ,4

0,2

0
0,25 0,3 0,35 0,40,15 0,2

u = a/X

Fig  5 .1 3 a  Transmission measurements (top) for samples with periods ranging 

from 180 nm to 260 nm with a constant fill-factor, shown by different grey-scales, 

and theoretical calculations (bottom) for comparison. Figure courtesy of D. 

Labilloy.

85



5. Photonic bandgap structures : design considerations and characterisation

TE-TK
0.9

0.7

0.6

H  0.4

0.3

0.2

0.1

0.18 0.2 0.22 0.24 0.26 0.28 0.3 0.32
u = aA,

0,4

0,2

0,15 0,2 0,25 0,3
u = a/A

0,35 0,4

F ig  5 .1 3 b  Transmission measurements (top) for samples with periods ranging 

from 180 nm to 260 nm with a constant fill-factor, shown by different grey-scales, 

and theoretical calculations (bottom) for comparison. Figure courtesy o f D. 

Labilloy.

86



5. Photonic bandgap structures : design considerations and characterisation

TM - TM
0.9

0.7GO
£ 0.6

a 0.5
<3J-H

H  0.4

0.3

0.2

0.22 0.24 0.26 0.28 0.30.18 0.2 0.32
u =  a/A,

1

0,8

G _ „ 
O 0,6
on(73

0,2

0
0,15 0,2 °'25 u = a/X °'3 0,40,35

F ig  5 .1 3 c  Transmission measurements (top) for samples with periods ranging 

from 180 nm to 260 nm with a constant fill-factor, shown by different grey-scales, 

and theoretical calculations (bottom) for comparison. Figure courtesy o f D. 

Labilloy.

87



5. Photonic bandgap structures : design considerations and characterisation

TM-TK
1.0

0.9

0.7

£ 0.6

0.5
.i-i

0.4

0.3

0.2

0.1

0.22 0.24 0.26 0.28 0.320.18 0.2 0.3
U = aJX

1

0,8

0,6

£  0,4

0,2

0
0,15 0,2 0,25 0,3 0,35 0,4

u = a/X

Fig . 5 .1 3  Comparison of experimental measurements on PBG structures and 

calculations (courtesy of D. Labilloy). The experimental results show the overlap 

of the measurements from different periods.

The wide spectral range of the QDs as compared with the QWs, that have already 

been mentioned, allows the complete stopband to be measured since spectra from
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different periods overlap with each other. The above figures show that there is a 

full photonic bandgap for TE polarisation, i.e. an overlap of the stopbands for both 

TK and FM. In TM polarisation there are measured stopbands in both TK and rM , 

but they do not overlap so there is not a photonic bandgap for this polarisation. It 

should be noted that the stopband for TK in TM polarisation is not predicted from 

bandstructure calculations and the observed low in transmission results from the 

problems of coupling from waveguide modes to higher order lattice modes, as 

previously reported [99].

Fig. 5.14 shows a better comparison between theory and experiment for a 15 row 

PBG structure and TE polarisation in the form of the band-diagram. There is good 

agreement between the theoretical calculations and the experimental results for the 

calculated parameters of a relative permittivity of 11.3 and a fill-factor of 0 .25. 

The relative permittivity corresponds to the effective index of the waveguide of 

3.36, and the fill-factor was fitted to represents the experimentally measured value.

In conclusion, it can be seen that PBG structures can be designed, fabricated and 

implemented in heterostructures. These results in particular provide a solid base 

from which to apply PBG technology to devices.
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Fig. 5 .1 4  Dispersion diagram for TE polarisation showing the high degree of 

agreement between theoretical and experimental values (courtesy of D. Labilloy 

and H. Bensity).
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6 . P h o to n ic  b a n d g a p  s tru c tu re s  a n d  m ic ro c a v itie s

In the previous chapter it was shown that the measurements on waveguide-based 

photonic microstructures agree well with theoretical calculations. This chapter will 

deal with the application of this technology to planar microcavities. The general 

concept o f a microcavity is introduced along with the principal motivation for work 

in this field, then the characterisation of cavity microstructures is shown. Finally, I 

will discuss the potential of PBG structures for applications in device structures.

6.1 Microcavities

An optical microcavity, as it name suggests, is a cavity with at least one 

characteristic dimension on the micrometre-size scale. Specifically, it is a 

resonator with 1-, 2- or 3-degrees of confinement. These degrees of photon 

confinement are analogous to the confinement of the electron wavefunction in 

quantum nanostructures. In fact, the terminology of electronic nanostructures can 

be used to describe their optical equivalent, namely photonic wells, photonic wires 

and photonic boxes. It is not only the terminology, however, that is communal - 

just as nanostructures have introduced exciting, new areas of device physics, 

microcavities offer a similar potential for optical device physics [15].

One principal motivation for reduced dimensional optical structures is the desire to 

modify the atom and vacuum field coupling, which produces spontaneous 

emission [11]. The ability to modify the spontaneous emission rate introduces an 

interesting new area of semiconductor physics in which the efficiency of LEDs can 

be greatly increased and in which a laser can have almost zero threshold current 

density. The key to altering the free-space spontaneous emission rate is to change 

the coupling between the atom and optical field. One possible method of 

accomplishing this aim is to place the emitter in an environment which alters the
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density of electromagnetic modes [11, 168]. In particular, by placing the emitter in 

a cavity with dimensions on the size of the wavelength of the emission, 

spontaneous emission can be either enhanced or inhibited. It can be shown that the 

enhancement of spontaneous emission over the free space value is given by [169] :

/ =
3q  f  (6 1 )

An2 k v ;

where f  is commonly called the Purcell factor, Q is the quality factor of the cavity, 

X is the wavelength and V is the volume of the cavity. One obvious manner in 

which to enhance the spontaneous emission is to have a small cavity - a 

microcavity. In order to obtain significant enhancements, however, a high-Q 

microcavity will also have to be used. A GaAs cavity with a volume of 1 p.m3 in 

which the active material emits at 1 Jim needs Q>565 for f> l; such a value of Q 

requires R>90%.

These two requirements have driven much of the research into microcavities in the 

last ten years [15]. The most common examples of semiconductor microcavities 

that have been investigated have been the Fabry-Perot microresonator (Fig. 6.1) 

and the microdisk laser (Fig. 6.2).

GaAs/AIGaAs 
DBR mirror

GaAs microcavity

GaAs/AIGaAs 
DBR mirror

GaAs substrate

Fig. 6.1 Fabry-Perot microcavity. Fig. 6.2 Sem iconductor m icrodisk.
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The Fabry-Perot microcavity is simply a cavity of size A/n with high reflectivity 

Bragg stack mirrors, typically R~99%. The high value of reflectivity gives a high 

Q cavity (see the section on Fabry-Perot theory in Chapter 2). Calculations have 

shown that the normalised spontaneous emission rate can be increased threefold in 

such a cavity for a specific polarisation [170]. However, the confinement on the 

length scale of the emission wavelength is only in one direction and, in order to 

obtain higher Purcell factors a device geometry needs to be found where there is 

confinement in two or three possible directions. It is highly likely that both 

epitaxial growth and nanolithographic techniques will be required in order to 

realise this goal. One possible candidate to provide confinement in the other two 

directions is the use of photonic bandgap structures, as these can incorporate 3-D 

cavities with high Q values and a volume on the order of several cubic half

wavelengths. Unfortunately, fabrication difficulties have so far inhibited the 

experimental demonstration of such a cavity.

Another candidate is a microdisk laser where the inhibition of spontaneous 

emission is more the key feature desired here [171]. These structures once again 

are very thin (typically of the order of A/2n), but they do not use Bragg reflectors 

to confine the mode. The predominant modes in a microdisk structure are 

whispering gallery modes - modes which are confined by total internal reflection at 

the rim of the disk (Fig. 6.3). High values of Q can be obtained from microdisk 

lasers [172] and they have already demonstrated the control of spontaneous 

em ission [173, 174].
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QRM

0 j < 0 ,

0 j > 0 (

|WGM

Fig. 6.3 Schem atic showing whispering gallery modes (WGM) and quasi-radial 

modes (QRM) and the relation of these modes to the wavevectors in the disk; 0 C is 

the critical angle.

The following microcavity experiments have been carried out in collaboration with 

D. Labilloy, H. Benisty and C. Weisbuch at the Ecole Polytechnique, Palaiseau, 

France.

6.2 Disk-like microcavity with Bragg reflectors

In order to maximise any control of the emission process, cavities with smaller 

volumes are required. In increasingly smaller cavities, however, the Q-factor of 

the modes decreases and so the benefit of smaller cavities is lost. It is, therefore, 

important to consider methods by which the confinement can be increased. The 

particular example considered here is to surround an all-solid circular microcavity 

by a Bragg reflector based on PBG principles (Fig. 6.4). The Bragg reflector has a 

large k value due to the interaction of the whole mode with the periodic structure as 

opposed to the shallow surface gratings that are commonly used to couple light out 

of circular semiconductor DBR lasers [175]. This additional confinement does not 

affect greatly the whispering gallery modes, but it will affect those modes which 

have a radial dependence (Fig. 6.5).
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Distributed
reflection

Fig. 6.4 SEM micrograph of circular Fig. 6.5 Schematic indicating that the

microcavity with circular PBG mirrors, circular Bragg reflector will principally

affect the radial modes.

Firstly, the theory of cylindrical cavities is introduced. The design and fabrication 

of actual cylindrical microcavities is then described followed by the experimental 

results and their analysis. Finally, conclusions about the possible application of 

these devices are made.
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6 .2 .1  C y lin d rica l cavities - th eo ry

In order to fully understand the mode structure of a cylindrical cavity, let us 

consider the cavity shown in Fig. 6 .6 . The allowed modes are found by solving 

the wave equation, taking into account the relevant boundary conditions; for this 

example it is assumed that the field is zero at the cavity walls as this represents a 

reasonable approximation. This is only a reasonable approximation for large 

cavities, but it represents the simplest mathematical case.

b

P

Fig. 6.6 Schematic of cylindrical cavity.

It is more sensible here to work in cylindrical rather than Cartesian co-ordinates, so 

the wave equation changes to :

( d 1
+

1 d2 1 d d
\

H----------1----- 7T + k*
dz p  d $  p  dp dp*

(6 .2)
E = 0

The general solution is given by [115, 176]:

E = sm (aiz)Jm(0C2P)cos(mi9) (6.3)
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where a , 2+ a 22=k2, Jm( a 2p) is the Bessel function of the mth order. The specific 

solution is determined by the application of the boundary conditions, which for TE 

waves are :

z=0 = 0

« t\ z=b = 0 (6.4)

HP = 0r p=a

These conditions give the following results:

a,=p7t/b; O -i-X j3- 

where p is an arbitrary integer and n represents the zeros of the Bessel function 

with the notation for the argument means the nth zero of the mth Bessel function.

Therefore, the values for the components of the electromagnetic field are: 

Ez = 0,

Ep = ik
u

E$ = ik { -

n z = ~ a h

f  L l V  ^  m

ED = ik\ — — sin(aiz)ym( a 2p)sin (w ^),
y \ e j  p

(6.5)

Hp  =  -ccia2Cos(aiz)Jm(cc2P)cos(m'&),

H$ =  ■ ^ ^ c o s ( a 1z)7m(a2P)sin(m i?)
P

The eigenvalues are given by the zeros of the Bessel function. Therefore, the cut

off wavelengths for each mode are given by:

Xmn =  2 » J  a t  X m,n (6 -6 )

Similar expressions for the electromagnetic field components are obtained for TM 

polarisation also.
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6 . 2 . 2  Design and implementation

The principal design of the circular microstructure follows that of a Bragg grating. 

The experimental measurement technique must also be considered in the design of 

the structure, since the excitation spot has an area of approximately 9 |nm2.

The circular Bragg grating acts both to provide distributed reflection and also to 

couple light coherently out of the waveguide. In order to coherently couple light 

out of the wavguide the wavevectors in the grating region and the emitted (or 

incident) beam must be matched. The phase matching condition leads to the 

following formula:

where ka is the wavevector in air, 0 is the emission angle, P0 is the propagation 

constant, m is the grating order and A is the period. For normal incidence, 0=0°, 

and the equation reduces to:

In the case under question, X=l pm  and neff=3.4, so the solutions are 

A =m *0.294 pm. We chose m=2, as it corresponds to a fourth order in-plane 

grating, which provides the necessary optical confinement. Once again, we use 

narrow gaps following the arguments outlined in §5.1. The inner diameter o f the 

disks was chosen to be equal to 5A, where A is the grating period (A= 580, 600, 

620 and 640 nm). This diameter represents the smallest focal spot that can be 

obtained with the experimental set-up and also ensures that the PL signal from the 

quantum dots is not destroyed by the etch damage.

The circular microcavities were fabricated by myself and Dr. T. Krauss using the 

process outlined in Chapter 3, namely electron-beam generated patterns were

(6.7)

A = mAo / nef j (6 .8)
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transferred into a thin film of silica and finally into the GaAs/AIGaAs 

heterostructure to a depth of 0.8 (xm. The heterostructure used in these 

experiments was identical to that used in the previous chapter (Fig. 5.4). The 

measurement probes the cavity resonances by the photoexcitation of In As quantum 

dots inside the microcavity as described previously. These measurements were 

carried out by D. Labilloy at the Ecole Polytechnique, Palaiseau, France.

6 .2 .3  R e s u l ts

The principal result is the observation of several sharp peaks with a spectral width 

in the range AX= 1.5-5 nm (Fig. 6.7), corresponding to Q factors between 200 

and 650. These sharp spectral features are in contrast to the broad features that are 

observed in disks of 3 |im  radius with no Bragg reflector (inset in Fig. 6 .7). 

These sharp peaks are, therefore, attributable to the addition of the Bragg reflector 

to the resonator.
isolated disk, 2R=3 jim

C 3

2R = 5A

940 1020\  (nm)

A = 640 nm

620 nm

3  1000

580 nm A

1000 1020920 940 960 980
w a v e l e n g t h  ( n m )

Fig. 6.7 Spectra for different disk diameters; inset shows signal collected from a 

circular cavity without the Bragg reflectors.

99



6. Photonic bandgap structures and microcavities

If a cross-section is taken through the disk then the circular Bragg resonator can be 

approximated as a multilayer stack (Fig. 6 .8) and the appropriate theory can be 

used to calculate the stopband. This approach assumes normal incidence at the 

disk boundaries, the trench refractive index is that of air and the refractive index of 

the semiconductor ridges is equal to the effective index, neff. The resulting 

stopbands as calculated by H. Benisty are shown in Fig. 6.7 by the dark lines. 

This analysis shows that sharp peaks are only observed in the grating stopband, as 

the peaks disappear at short wavelength for a grating period of 640 nm and also at 

higher wavelengths for A=580 nm, namely outside the stop-bands. It is clear, 

therefore, that the addition of a Bragg reflector, which gives higher cavity mirror 

reflectivities, produces well defined modes.

F ig. 6 .8  Microdisk with 

circular Bragg reflector viewed in 

perspective.

Another interesting observation is that the peaks occur in groups, which are spaced 

by between 27 and 33 nm. This spectral distance corresponds to the free-spectral 

range of a disk of approximately 3 pm diameter. The analysis of the spectral 

features is based on the theory in §6 .2.1 and the specific details of these 

microdisks have already been reported [111]. The calculated spectrum is shown in 

Fig. 6.9 along with an experimentally measured spectrum indicating the good 

agreement obtained.
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Fig. 6.9 Calculated cavity mode peaks and the experimentally measured peaks 

for R=3 J im  and A=600 nm.

W e can therefore conclude that circular Bragg reflectors can be used to confine in

plane quasiradial modes in cylindrical cavities of approximately 3 J im  diameter. 

The grating reflectivity is calculated to be greater than 90%, leading to modal 

linewidths as high as 650. An analytical model of the cavities has been developed 

by colleagues and a good agreement has been observed between this model and the 

measured results. This geometry is an interesting solution to lateral light 

confinement with the potential for spontaneous emission control.
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6.3 One dimensional microcavity defined by 2-D PBG mirrors

Fabry-Perot microcavities have already been shown to produce modified 

spontaneous emission behaviour, even with confinement in just one direction 

[170]. Recent results, however, on three-dimensional pillar microcavities have 

produced Purcell factors of up to 5 by using quantum dot emission at cryogenic 

temperatures [177]. However, future devices based on pillar microcavities will 

possess some intrinsic disadvantages including difficulties in fabrication, the 

problem of achieving room temperature electroluminescence, increased surface 

recombination at the etched surfaces and lack of confinement in the guiding plane. 

One possible method to address this last problem is to use photonic 

microstructures [111] with ID in-plane microcavities with photonic bandgap 

mirrors having already been demonstrated [93, 101, 102].

In addition to being important in future devices, microcavities offers an elegant 

way to measure the optical properties of PBG structures. In particular, the 

reflectivity, transmission and losses of a PBG mirror can be determined easily. 

This ease in quantification is in contrast to the difficulty in directly evaluating the 

reflectivity, R, and transmission, T, for such a structure as either R or T tend to be 

close to unity or very small. A planar Fabry-Perot microcavity also allows the 

losses, both of the mirror and the cavity, to be determined. The accurate 

determination of the losses is important as they ultimately determine the number of 

bends and functionalities that can be cascaded for a given power budget.

The design, fabrication and method of characterisation will be first introduced 

followed by the results and their analysis. The results will raise some problems 

with these microcavities, particularly the 30% cavity losses, but the key conclusion 

is that they still offer great potential for increased optical confinement in future 

devices.
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6 .3 .1  D esign an d  im p lem en ta tio n

The basic principles of using a Fabry-Perot cavity with 2D PBG boundaries have 

already been demonstrated for 3 pm long cavities in previous experiments [101]. 

In these experiments, light propagation was along the TK direction. The problem 

with propagation along TK is in-plane diffraction which leads to a limited 

reflectivity of 80% [104]. Here, the lattice constant, denoted a, was chosen as 

220 nm and the air filling factor as 30%. These parameters yield a complete gap 

in the TE polarisation for the wavelength range 890 - 1120 nm [104]. The FM 

orientation was chosen (Fig. 6.10) because it does not lead to in-plane diffraction 

in the chosen range of lattice parameters. The cavity spacings, Lc, were calculated 

with a one-dimensional multilayer model assuming alternating layers of air and 

sem iconductor (n = neff = 3.32), with 30% air filling-factor.
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Fig . 6 .1 0  Sketch and SEM micrograph of ID Fabry-Perot microcavity defined 

by 2D PBG mirrors; a is the period and Lc the cavity length (spacing).
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The calculations gave the first mode in the middle of the stop-band for Lc= 70nm , 

the second for L c= 190 nm and the third for L c= 340 nm. Notice that these are 

not the usual "quarter wave" multiples that are found in DBR mirror stacks. 

Notice also that the first of these modes already has an order m > 1 due to the 

penetration depth of the cavity field into the PBG mirrors. Several cavity 

spacings, ranging from 40 nm to 400 nm, in 1 0 - 2 0  nm steps were used to 

measure this dependence. Each of the PBG mirrors had 4 rows of air holes. 

Single patterns of 4 and 8 rows were also included so as to compare the 

transmission of one of the in-plane “mirrors” with that of the cavities.

The PBG defined microcavities were fabricated using the techniques outlined in 

Chapter 3 in a heterostructure identical to that used in the other experiments (Fig. 

5.4) using the experimental set-up outlined in the previous chapter.

6 .3 .2  Results and discussion

The dependence of the resonance wavelength on the cavity spacing was examined 

first. Fig. 6.11 shows the results for cavity spacings of 320, 340, 360 and 

380 nm with corresponding peak transmission values at 930, 955, 980 and 1005 

nm; results for the shorter cavities do not exhibit this constant spectral shift with 

increase in cavity spacing, indicative of a change in the penetration depth for small 

cavity spacings. The oscillations in the spectra are due to the much larger 

cavity (20-100  (im) formed between one of the mirrors and the cleaved edge. 

The constant shift in the resonance wavelength for the different cavity lengths 

suggests a constant penetration depth into the PBG mirrors, an effect expected in 

the middle of the photonic bandgap. The 30% normalised transmission for all 

cavity lengths is a clear indication of cavity effects. These results take account of 

the absorption in the cavity, a ,  which must in part be the reason for the less than 

100% transmission at resonance.

104



6. Photonic bandgap structures and microcavities

0.4

»L5*' i[ h i|

11

( O r ( O C \ I N C * ) C D n ( D ^ O ) ^ a  r - CVJ CMCOCO^ t ^ ' l Ol OCOCDNh - OOOOO)  0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 ) 0 )

 -  320 nm cavity
- 3 4 0  nm cavity

  360 nm cavity
- -  — -380  nm cavity

W avelength (nm)

Fig. 6.11 Constant shift in spectral position of cavities' resonance for a constant 

change in cavity length.
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Fig. 6.12 Calculated bandstructure indicating spectral position of defect modes. 

The experimental points (+) agree well with the calculated values.
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These experimental results were compared with a theoretical estimate of cavity 

mode frequencies and eigenmodes using a supercell ansatz of the plane-wave 

method [124]. The calculations are made for a dielectric permittivity of 11.0 and an 

air filling factor of 28.5%. As can be seen from Fig. 6.12, the calculated values 

for the spectral position of the mode agree well with those observed 

experimentally.18 The examination of the eigenmodes (two-dimensional field 

maps) allow the magnitude of the penetration depth to be calculated from field plots 

(Fig. 6.13). The penetration depth is estimated to be about 0.25 |im  from the 1/e 

points of the mode, which means that the lowest possible order of cavity is tw o. 

This is illustrated in Fig. 6.13 for the case of a spacing of Lc = 70 nm (normalised 

guide width = Lc / a = 0.318). The topographical images of the electric flux 

density, D , (top) graphically represent the distribution of the field in the PB G  

lattice. The bottom plot represents a corresponding one-dimensional average of the 

field along the cavity. These plots clearly demonstrate how light is distributed at 

different frequencies. More specifically, the left-hand field plot is associated with 

the dielectric band, as shown in Fig. 6.12, as the electric field tends to overlap 

with the dielectric as much as possible, whereas the right-hand figure is the air 

band, the electric field being mainly in the air. This redistribution of light between 

high and low material is a sign of bandgap behaviour. The middle figure represent 

the case of a defect mode whose normalised frequency (aJX) lies in the middle of 

the photonic bandgap and so represents a non-propagating mode or a bound state. 

Therefore the defect (cavity) mode forms a standing wave pattern, which is shown 

in the plot by the field distribution which is strongly peaked in the cavity centre, 

with little light found in the PBG lattice, and the periodic decay of the field into the 

PBG lattice.

18 Only 270 plane waves were used in the calculation resulting in a limited spatial resolution and 
overestimated frequencies as seen in Fig 6.12.
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Fig. 6.13 Topographical representation of the electric flux density, D, (top) and a 

plot of the field modulus across the cavity (below), as indicated by the vertical line 

in the top figures for three normalised frequencies and a constant normalised guide 

width of 0.318: (i) field in dielectric band (Lc/a= 0 .1829), (ii) field in the confined 

cavity mode (Lc/a=0.2274) and (iii) field distribution in the air band (Lc/a=0.2767).

The minimum in-plane cavity order, as defined above, has been calculated to be 

m=2 due to the finite penetration depth of the field into the PBG mirrors. The 

calculated value from experimental data for cavity lengths between 40 and 90 nm , 

assuming a refractive index of 3.2, is between 2.7 and 3.4. The effective index, 

however, is slightly smaller due to the finite penetration of the field into the air 

holes. Fig. 6.14 shows the transmission of a cavity of only 70 nm spacing. It has 

an 8 nm half-width, which gives a quality factor of 125. This quality factor 

translates into an effective finesse of 63 and to a mirror reflectivity of 95%, so the 

losses are less than 5%. The individual factors contributing to this loss have not
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been identified, but principal causes will be radiation into the substrate and 

absorption in the active layer. This value for the loss is low but could be further 

improved by providing greater optical confinement in the vertical direction by 

means of a vertical mirror stack or by using a lower index cladding.
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F ig . 6 .1 4  Cavity mode for a 70 nm cavity spacing for 4 row PBG mirrors, 

which have a 220 nm period. The half-width is 8 nm which yields an estimated 

reflectivity of 95%.

In conclusion, one dimensional microcavities with a 2 pm  cavity length, bounded 

by 4 rows of 2D PBG mirrors, have been realised down to 40 - 70 nm cavity 

spacings and have shown excellent resonant properties. Estimated reflectivities in 

excess of 90% have been calculated for cavity spacings as small as 40 nm, with a 

resonance half-width as small as 8 nm. At the same time, the weak but non-zero
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losses indicated by the results show that the issue of losses still needs to be 

addressed. Constant shifts in cavity position for constant change in cavity length 

have been shown, indicating the good properties of the PBG mirrors in the region 

of constant penetration depth and indicating that the deterministic placement of a 

cavity mode is a reasonable task for applications, such as narrowband filters. A 

large variety of useful defect configurations remains to be explored. Future work 

on defects with strongly directional behaviour as well as frequency selectivity and 

specific polarisation characteristics will highlight the much richer possibilities 

provided within a 2D PBG structure environment, as compared with ID 

structures.

6.4 Two-dimensional microcavities with 2D photonic 

bandgap structures

The logical progression from the previous experiments was to look at two- 

dimensional resonators with 2D photonic bandgap boundaries. The geometry of 

the resonator is somewhat dictated by the photonic lattice chosen, as shown in Fig. 

6.15 whereby a triangular lattice naturally produces a hexagonal cavity and a 

square lattice produces a square resonator. All of the previous experiments were 

performed on triangular lattice structures, as they offer the largest absolute 

bandgap for holes in semiconductor and so they are more fully characterised and 

understood. Also, a hexagon represents the polygon with the most number of 

sides that can be perfectly tiled on a planar surface. Therefore, 2D hexagonal 

cavities with a 2D array of triangular holes were chosen for this investigation.
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Fig. 6.15 Connection between lattice and cavity geometry.

First, I will discuss the cavity layout and then show some preliminary results. 

Some simulations are shown, which attempt to explain the observed results.

6 . 4 . 1  C avity  lay o u t an d  im p lem en ta tion

Different sized cavities were examined, the smallest of which was formed by 

removing 19 holes from the centre of a uniform PBG structure and the largest 

cavity had 126 missing holes (Fig. 6.16). As with the experiments of the circular 

microcavities, grating couplers were included to scatter the light coherently into the 

air towards the detector. Two different couplers were used, one of which was 

orientated along the rK  symmetry direction, 2R, (Fig. 6.17a) and the other along 

the TM symmetry direction, 3R, (Fig. 6.17b). Each cavity was surrounded by 12 

rows of holes since this number of rows is sufficient to ensure highly reflective 

boundaries and thus a high Q cavity (Fig. 6.16). It should be noted that not all the 

cavities were perfect hexagons, but all cavities had six-fold rotational symmetry. 

The usual strategy of using different periods for the PBG structure was also 

utilised in this experiment in order to examine the effect of the position of the 

grating stopband on the mode resonances. In this instance, three different periods 

were used, A=220, 240 and 260 nm, these periods giving a TE stopband for a 

normalised radius of r=0.3A at the emission wavelengths used here.
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Fig. 6.16 SEM micrographs of a) smallest and b) largest hexagonal cavities.
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Fig. 6 .1 7  2D grating coupler along a) GK and b) GM crystallographic 

directions.

I l l



6. Photonic bandgap structures and microcavities

These microcavities were fabricated in a similar GaAs/AIGaAs waveguide structure 

as used previously. Quantum dots were preferred to quantum wells in this 

application because of the increased localisation of the carriers and a reduced 

surface recombination rate, which is the main reason for the degradation of the PL 

signal near the etched surfaces. In quantum well devices the high surface 

recombination rate, due to the ease of carrier migration to the etched surfaces and 

the short diffusion distances involved, would result in a very low PL signal. The 

devices were fabricated and measured using the methods described earlier.

6 . 4 . 2  R e su lts  a n d  d iscussion

The collation of all the results for a PBG period of 220 nm is shown in Fig. 6.18; 

Fig. 6.19 shows the variety of cavities used in these experiments. It is apparent 

that there are no obvious clusters of sharp peaks separated by a constant spectral 

distance as was the case for the circular microcavities [111]. However, there are 

some interesting features. The first important features are the sharp peaks in some 

of the spectra, particularly for the larger cavities, AA.-1-2 nm (Q=500-1000). 

These spectral widths are indicative of high reflectivities, certainly greater than 

90%, which shows that the 2D PBG structure is confining the field just as well as 

the circular microcavity.

Another feature is the progression of some of the resonance wavelengths to higher 

wavelengths as the size of the cavities is increased, as would be intuitively 

expected. Therefore, some of the general features that were observed in circular 

microcavities may also be present in the hexagonal cavities currently under study.

112



6. Photonic bandgap structures and microcavities

D eoo |

5oo
C  600 OJ
c

NC
■ in rinl'ywi><

mtir+* ■ C l

i*i “

l"(lV Ml &'%u “■

*MiM*
' W V - ~ c n

pii|riV|iiiiinJ ^ rr
^ lC14

a<lVi-^C15

W avelength (nm)

C14 comparison

W avelength (nm)

2R

»J mi'HWimmtrfiHMi . ., Q 4

I *'*»»Wlil|d.s>.h,w| i pnUiT*
. _» -

^C13
-|-<Viii"l»l̂»'HHh|nHC14

p ie
960 980 1000 1020 1040 1060

W avelength (nm)

3R
lugflqAMl ||̂ ipvTOpyq|

hJf"1 'I IM inJy ;i|i

-T̂ *C1U

C4

C5

C6

C7

C8

C9

€10

€12

C13

€ 1 4

€ 1 5
960 980 1000 1020 1040 1060

W avelength (nm)

Fig . 6 .1 8  Collation of spectra for different cavities and couplers for 220 nm 

PBG period. The top right figure is an expanded comparison of the different 

couplers for the cavity C14 (NC=no coupler, 2R=TK coupler, 3R = rM  coupler).
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Fig. 6.19 Schematic demonstrating the nomenclature used in Fig. 6.18.

The fidelity of the measurement technique is bom  out by the fact that many of the 

spectral features are reproduced for two different boundaries, namely PBG  

boundaries with and without grating couplers. However, this observation does 

raise the significant question of how the light was scattered into air from the cavity 

with only a PBG structure mirror, i.e. no grating coupler. One possible 

explanation is that the scattering generated by the PBG structure itself was capable 

of scattering light out of the guiding plane into the air. This hypothesis once again 

raises the important issue of losses at PBG interfaces and may in part explain w hy
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no sharp spectral features are observed for smaller cavities where the losses 

become more significant.

Clearer results are obtained for a PBG period of 240 nm (Fig. 6.20). This period 

corresponds to the middle of the photonic bandgap for TE polarisation and a period 

where there exists a stopband in TM polarisation for T K . The spectral features are 

clearer and the spectral widths vary in the range AXrl-5  nm, which gives Q values 

up to 1000. All the features discussed above are also observed for this period, but 

the background is significantly lower for all cavities above C8 . It is not clear why 

the background should be lower for this period, but it could be that the increased 

confinement provided by having a TM bandgap for the FK symmetry direction has 

a profound effect on confining the cavity modes. This observation is substantiated 

by the similarity between the NC and 2R spectra - 2R being the coupler along the 

r K  direction. It could be that the out-of-plane scattering arises solely from the FK  

symmetry direction but this hypothesis still remains to be tested.

The analysis of hexagonal cavities is difficult to perform analytically as the natural 

axes of these cavities are non-orthogonal, which complicates the problem. 

However, the field distributions can be solved numerically. Initial simulations19 

have shown that the field patterns for a hexagonal cavity are more complicated than 

for the circular case (Fig. 6.21). There is evidence for some form of whispering 

gallery modes, but some of the mode shapes clearly reflect the hexagonal 

symmetry of the cavity. At present, there are many unanswered questions about 

these cavities and further work is required. Specifically, it would be beneficial to 

look at cavity resonances through lateral detection, i.e. use the cleaved edge 

detection method. This work will require a redesign of the sample layout and 

further measurements. Also, a theoretical model will need to be developed with

19 Simluations have been carried out by H. Benisty at Ecole Polytechnique, Palaiseau, France.
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which to analyse these results, so that design models for future devices can be 

constructed.
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Fig. 6.21 Calculated magnetic field distribution in a hexagonal cavity for various 

frequencies (courtesy of H. Benisty).

In conclusion, hexagonal microcavities as small as 2.3 pm 2 with boundaries 

consisting of 12 rows of triangular holes have been fabricated and tested. Sharp 

spectral features are observed with spectral widths, lnm <A ^<5 nm 

(1000>Q>200), consistent with estimated reflectivities of over 90%. Some 

similarities between these hexagonal cavities and circular cavities are observed, but 

the 2D PBG boundaries and the cavity symmetry complicate the analysis of 

experimental results. Further research to investigate these structures in more detail 

is currently being planned.
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6.5 Conclusions

The motivation for investigating microcavities is clear. The desire to control the 

emission process and to design more efficient and novel light emitting sources 

could bring great advances in many fields of application. Two versions of lateral 

confinement have been investigated and both of these approaches have shown high 

reflectivity and high Q values in cavities with lengths as small as 40 nm. These 

results indicate that photonic crystals can provide the necessary reflectivities for 

microcavities to control the emission process. To date, however, no results have 

yet been obtained which show a modification of the spontaneous emission rate. 

The failure to demonstrate the desired effects is due largely to the significant 

engineering problems associated with the application of photonic bandgap 

structures as high-reflectivity mirrors in microcavities. Further experiments will, 

therefore, be required to address these problems.
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7 . F u tu re  W o rk

This project has raised many issues over diverse fields of research. H owever, 

these matters can be classified into two general categories - fabrication and device 

physics. The key fabrication issues are the production of more uniform, deeper 

structures with greater ease. Improvements could be made in the electron-beam 

lithography process, for example replacing dose tests with simulations and 

applying correction algorithms to patterns. Another important issue is the 

throughput of the machine and the machine time issue could be overcome by using 

resists that are more sensitive.

In the GaAs/AlGaAs material system, future work should be concerned principally 

with investigating the limits of steam oxidised AlAs masks. However, for the InP- 

based material system, the key aim is to establish reliable etching technology which 

is capable of producing PBG structures in all possible InP-based materials.

The developments in device physics that are required relate primarily to a more 

detailed investigation of the loss mechanisms in microcavities bounded by PBG  

structures and the application of this knowledge to improved cavity design. 

Alternative confinement ideas, however, will be examined with particular reference 

to controlling the out-of-plane emission. Moreover, alternative characterisation 

methods with higher resolution, to characterise small cavities, will also be 

explored. The most important task, however, remains the production of 

electroluminscent devices. Some of the several serious problems associated with 

electroluminscence will be detailed.
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7.1 Electron-beam lithography

The current method for determining the correct dose for any particular pattern is 

based on linear interpolation of experimental results. Generally, the experimental 

data takes the form of a dose test, i.e. an approach where the pattern is written 

several times at different doses with all the patterns being developed at the same 

time for a defined period of time. This method is both time consuming from the 

point of view of machine time and also because this technique often requires SEM 

examination of the patterns after development, as the features are typically smaller 

than the resolution of optical microscopes. An extremely useful addition to the 

current laboratory set-up would be an exposure and development simulation 

package. Such software would eliminate the need for most dose tests and improve 

the accuracy with which the patterns are produced. Moreover, it would allow a 

smaller dose range to be selected when actual devices are being fabricated, which 

would allow greater reproducibility between different samples. The addition o f 

modelling software, however, would not remove the need completely for dose 

tests, as the model does not eliminate errors such as variable resist thickness and 

variable development conditions.

The accurate and reproducible generation of feature sizes is particularly important 

in photonic bandgap structures as any fluctuations translate directly into 

measurable variations in the photonic bandgap. One particular problem that is 

commonly observed in electron-beam generated patterns is a variation o f the 

feature size across a pattern (Fig. 7.1). This variation arises because of back- 

scattered electrons from the substrate during writing, which results in the indirect 

exposure of areas onto which the electron beam was not directly incident. The 

indirect exposure of the PMMA erodes the pattern resolution since it reduces the 

contrast between the exposed and unexposed areas of the resist. The background 

level is not constant across patterns, however, and is a function of the pattern
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density. The background level decreases towards the edges of the patterns, as there 

are progressively fewer features which can contribute to the indirect exposure of 

the resist.

Fig. 7.1 SEM m icrograph showing 

dose variation across a pattern. The 

original pattern had uniform sized holes 

across the whole area.

There are many possible strategies to overcome this problem, which include dose- 

correction, shape-correction, low kV exposure and the use of membranes [178]. 

These techniques have many disadvantages, which include the need for time- 

consuming pre-processing of the pattern file and the increase in the complexity of 

fabrication. Another approach which requires less preprocessing of the pattern file 

is a technique called ghosting. This technique equalises the back-scattered electron 

energy dose at all points in the pattern [178]. Analytical formulae exist to 

determine both the spot size and dose necessary to accurately correct the 

background dose level. Therefore, this approach has many advantages over the 

other techniques and it can be easily implemented on the existing machine. The 

only disadvantage is that this correction algorithm requires a negative image of the 

original pattern to be written over the same area as the original pattern. Potentially,
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with long job times, this correction algorithm could cause problems due to pattern 

misalignments.

Fig. 7.2 Schematic of overwrite
□  Overwrite area

o pattern strategy used in preliminary 

experiments.

An approximate approach that I have tried in an attempt to equalise the background 

level was to overwrite the pattern with a non-pattern related feature at a fraction of 

the clearing dose. Specifically, 2D photonic bandgap structures were overwritten 

by an oversized rectangle with various doses ranging from 35 to 60 pC/cm with 

an 80 nm spot size (Fig. 7.2). These initial results show the inadequacies of this 

technique as the differences in background exposure have been increased (Fig. 

7.3). The next iteration of this technique would be to grade the dose over the 

pattern in a manner which would more accurately compensate for the variation in 

the background dose levels. It is intended that this approach be examined and its 

accuracy compared to the GHOST correction algorithm as back-scatter correction 

may be required on future work in which I will be involved.

The problem of the long writing times required, especially for device structures, as 

mentioned above restricts the use of the GHOST correction mechanism. The job 

time, however, is a function of many parameters including the resist sensitivity, so 

the writing time could be decreased by the use of a more sensitive resist. Some 

current resists have a sensitivity which is an order of magnitude higher than that of 

PMMA and would therefore reduce the writing time to minutes rather than hours. 

A more sensitive resist would also have the benefit that drift in the stage position 

would be less over the writing time, which reduce pattern misalignments.

o  o  o  o  o  o
o  o  o  o  o  o  

o  o  o  o  o  o
o  o  o  o  o  o
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Fig. 7.3 SEM micrograph of pattern with no overwriting (left) and overwriting at 

60 pC /cm 2 (right).

Some preliminary experiments have been carried out using UVIII - a positive, 

chemically amplified DUV resist. 2D PBG patterns were written at an acceleration 

voltage of 50 kV with doses ranging from 15 to 100 pC/cnT. The results were 

encouraging, as the PBG patterns have been generated with reasonable accuracy 

and there was a reasonable uniformity in the feature size for a period of 290 nm 

(Fig. 7.4a). However, when similar structures with smaller periods (185 nm) 

were written, the problems of uniformity became more evident (Fig. 7.4b). The 

problems of uniformity possibly relate to the lower number of electrons that are 

used to write these holes and so electron noise fluctuations will have a more 

pronounced affect on feature definition. This problem could be overcome by using 

an acceleration voltage of 100 kV where higher doses are required and, therefore, 

the problems of uniformity are expected to reduce. I plan to carry out further 

experiments to assess the feasibility of using higher sensitivity resists for 

generation of PBG structures.
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0  0  r‘l ID

(a )  (b )

Fig. 7.4 SEM micrograph of 2D PBG structure exposed at 50 kV for (a) 290 nm 

period and (b) 185 nm period.

The results in previous chapters indicate that the pattern generation can be carried 

out with good reproducibility. However, there is much that could be done to 

improve the definition of PBG structures, for example a better proximity effect 

correction scheme and more sensitive resists.
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7.2 Wet, thermal oxidation of AlAs in optoelectronic devices

There are many potential uses of wet, thermal oxidation of AlGaAs layer, some of 

which have already been discussed. The use of aluminium oxide as a pattern 

transfer m ask has been demonstrated during this project [108, 113] but the limits 

of this technique have not been explored. In addition to highlighting the further 

work that should be done in this area, other potential uses of oxidation technology 

is discussed.

7 .2 .1  Intermediate pattern transfer mask

It has already been demonstrated that the wet, thermal oxidation of an AlAs layer 

produces a robust mask for pattern transfer to GaAs. Selectivities of the oxidised 

mask to GaAs as high as 70:1 have been demonstrated for high power etching in 

SiCl4/ 0 2. The robustness of the mask is a significant improvement over current 

deposited masks. However, more work is required to investigate the capabilities of 

this technique for the fabrication of nanometre sized features with very high aspect 

ratios (>10:1). Intrinsic to these studies would be an investigation of the ability to 

subsequently pattern the oxide and the ability to remove it without inducing 

damage in the underlying heterostructure. The combination of all these properties 

and the robustness of these oxide layers could simplify the fabrication o f 

optoelectronic devices, particularly those fabricated on semi-insulating substrates, 

where lateral current injection is required.
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7 . 2 . 2  In c re a se d  ou t-o f -p la ne  conf inem en t

One of the original uses of steam oxidised AlGaAs layers was to provide increased 

optical confinement in VCSELs. The increased optical confinement was a direct 

consequence of the decrease in refractive index that results when AlGaAs (n=3.1) 

is steam oxidised to form A120 3 (n=1.6). The reduction in refractive index means 

that the reflectivity of the Bragg stacks (alternating X/4n layers of GaAs and 

AlGaAs) is greatly increased for a constant number of layers. A consequence of 

the increase in the reflectivity is that the optical waveguiding in the cavity plane is 

increased. A simpler version of this increased guiding can be used in photonic 

bandgap structures, whereby an optical waveguide is placed on an AlGaAs layer, 

which is subsequently steam oxidised (Fig. 7.5). This approach produces a similar 

configuration to that of silicon on silica, which has already been used to 

demonstrate high Q cavities with PBG structures [102]. The great benefit of this 

approach is that it greatly reduces the diffractive scattering losses into the substrate, 

which can be potential major cause of loss in some periodic structures. The initial 

attempt at using an A120 3 cladding layer was not successful, due to problems with 

the oxidation rig. These problems have now been solved and another set of 

photonic bandgap structures using this approach will be fabricated and tested 

shortly.

Fig. 7.5 Use of wet, thermal oxidation to create an optical membrane waveguide. 

The mode profile, as calculated by FWave is shown also.
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7.3 Etching of InP-based materials

The fabrication of PBG structures in InP-based materials is important, particularly 

because of the importance of InP-based materials at telecommunications 

wavelengths. However, I have encountered problems in attempts to fabricate PBG  

structures with small periods in these materials using CH4/H2 (see section 3.2.4).

An alternative chemistry to CH ^H2 for etching of InP-based materials is based on 

chlorine [144]. However, the use of chlorine-based chemistry in REE plasmas 

requires elevated substrate temperatures, >150 °C. Unfortunately, no investigation 

of this chemistry has been possible throughout this project, but I intend to evaluate 

this chemistry at the first available opportunity as other groups have obtained 

excellent results.

Reactive-ion etching machines are extremely useful in the fabrication of sub- 

micron features in many material systems. However, most of the high resolution 

results in InP have been obtained using other techniques, such as reactive-ion 

beam etching, electron cyclotron resonance (ECR) etching and inductively coupled 

plasma (ICP) etching. It may, therefore, be necessary to explore these 

technologies further, should no process be developed using RIE. These other 

techniques, particularly ECR and ICP etching offer many advantages over RIE as 

they allow the separate generation of the plasma species and the extraction of the 

plasma species towards the sample. This separation of the tasks of plasma 

generation and species extraction allows much more control over etching. 

However, ECR and ICP etching techniques are inherently more complicated due to 

the increased parameter set and the best solution could still be to develop a process 

using RIE.
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Reactive-ion etching is not the only possible avenue of research I could explore in 

the quest to fabricate InP-based PBG structures. One technology that would be 

interesting to explore would be photoelectricalchemical etching or laser-assisted 

photochemical etching [179]. Laser illumination can generate electrons and holes, 

essential for electrochemical etching, and potentially could provide vertical etching 

at the sub-micron level. This technique has already been used in the fabrication of 

structures in InP [180], but there is not much information on related ternary and 

quaternaries. It would be interesting to explore this technology in conjunction with 

the other techniques in the hope that a reliable and reproducible method of 

fabricating sub-micron densely packed features in InP-based materials can be 

developed.

7.4 Loss mechanisms in microcavities with 2D PBG 

boundaries

Extremely encouraging results on microcavities with 2D PBG boundaries have 

been obtained during the course of this project. Principally, the transmission and 

reflection of PBG mirrors has been assessed and small mirror losses have been 

estimated. However, further characterisation on the ID cavities mentioned in §6.3 

indicate that the cavity losses are of the order o f 30%.20 Such a high value for the 

cavity losses might prevent the realisation of microcavities which could really 

control spontaneous emission. It is critical, therefore, for future devices that the 

loss mechanisms be investigated more carefully.

An investigation of losses could use existing designs and the existing experimental 

set-up. As explained previously, a Fabry-Perot (FP) resonator is a good device 

for investigating the properties of PBG structures. A series of FP cavities with

20 These measurements have been carried out by M. Rattier at Ecole Polytechnique, Palaiseau, 
France.
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constant lengths, but with a varying number of rows in the PBG mirrors, will be 

fabricated in order to more clearly identify the contributions to the cavity losses. It 

is known that there will be substrate losses, so I intend to steam oxidise the 

Al08Gao2As confinement layers to reduce the refractive index and this loss.

7.5  Photonic bandgap defects in GaAs materiais

Microcavities in a photonic lattice can be considered as a form of defect structure. 

A defect is an intentionally introduced breaking of the local crystal symmetry. 

There are many possible defects in 2D PBG structures, which rely on adding 

material to or removing material from a completely symmetrical structure. In order 

to minimise the scattering losses into the substrate I intend to fabricate these 

structures on a thin membrane-like optical waveguide. This approach will also 

provide the smallest possible dimensions out-of-plane, thereby creating the 

smallest possible microcavities. The necessary confinement for such a thin 

waveguide could be provided by placing an appropriate waveguide structure on an 

Alo.8Gao.2As layer and steam oxidising this layer to reduce its refractive index to 

approximately 1.6, as described in section 7.2.2 above (Fig. 7.5).

There are various defect configurations to investigate, but my current interest is in 

defect structures created by increasing the area of the semiconductor bridge in the 

middle of three holes to form a circle [103].21 This basic structure is then tiled to 

produce a structure with closely spaced defects. It is possible that the defects will 

couple, since there are semiconductor fins which link the defects and also the 

spacing between them is small enough for the confined field of the defect 

microcavity not to have completely decayed away. Coupled defect structures are 

of interest as they may show new and interesting effects. The first set of samples

21 Discussions with Dr. T. Krauss on his return from his sabbatical at the California Institute of 
Technology have indicated that such a configuration is liable to provide the smallest possible 
dielectric defect structure.
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has been fabricated (Fig. 7.6), but the oxidation to form the low index substrate 

was not successful. It should be noted from Fig. 7.6 that these structures will be 

probed using a tunable laser [93].

Fig. 7.6 SEM micrograph of first attempt at fabrication of defect structures on an 

low effective index substrate.

7.6 InP membrane waveguides

The use of thin optical waveguides will ease the fabrication difficulty of devices in 

the InP material system by removing the need for deep etching. Their use, 

however, does not remove the problem of etching sub-micron features, as 

discussed in §7.3. Thin optical waveguides can be fabricated in InP-based 

materials either by creating free standing membranes [181] or by the wet, thermal 

oxidation of InAlAs. The oxidation of InAlAs is not as easy as for AlGaAs as it 

requires higher temperatures (~500°C), which approach the desorption temperature 

of InP, and the oxide formed has indium oxide crystallites in it also [182].

130



7. Future Work

Moreover, the refractive index of a steam oxidised InAlAs layer is only 2.4  [183], 

compared with 1.6 for an oxidised AlGaAs layer. This approach therefore does not 

appear promising.

The alternative of creating a 'free-standing' InP waveguide is more attractive, 

particularly as there are many selective wet etch chemistries that allow the selective 

etching o f one InP-based alloy with respect to another [181]. Therefore, a 

sacrificial layer underneath the waveguide could be etched away to leave a 

waveguide surrounded by air. A very similar idea has already been tested, but it 

only removes the bottom cladding layer under the region containing the PBG  

structure [184]. This approach suffers from the disadvantage that there will be a 

large modal mismatch between the probe waveguide and the airbridge, which will 

cause additional reflection and make it difficult to measure both reflection and 

transmission. If these microstructures are to be used in devices then it will be 

necessary to minimise this loss, e.g. by designing a transition region which grades 

between the waveguide index and the lattice effective index. I intend to explore 

this approach more fully in the future.

7.7  Hexagonal cavities in a 2D PBG environment

The work on hexagonal cavities bounded by two-dimensional photonic bandgap 

structures has shown interesting results. Modes with high Q factors have been 

observed, but there is so far no clear picture as to why only certain modes are 

observed and why stronger luminescence signals are obtained for one particular 

period. Further investigation is required to explore these effects and to develop a 

theoretical model which is capable of explaining the observed effects. Once these 

larger cavities have been fully explained and an analytical design tool is in place, 

smaller cavities will be fabricated and characterised and a modification in the 

spontaneous emission should be observed.

131



7. Future Work

7.8 Photonic crystal waveguides

The increased confinement provided by using photonic bandgap structures need 

not only be used in microcavity devices. This technology also has great potential 

in producing the lateral confinement necessary for ridge waveguides. In essence 

an optical waveguide can be viewed as a cavity in which either one or both of the 

walls have been extended to infinity and so the approach is similar to that explored 

already. The waveguide geometry that will be investigated is shown in Fig. 7 .7 , 

whereby a triangular array of holes is used to provide the lateral optical 

confinement required for thin waveguides. These structures have already been 

investigated theoretically and so their design is better understood [124]. Photonic 

crystal waveguides have already been fabricated (Fig. 7.8) but measurements were 

not possible as it was not possible to excite only the waveguide modes and so 

unguided light on either side of the photonic crystal waveguide made 

measurements impossible. I intend to rectify this design fault by etching trenches 

around the entrances to the guides, thereby ensuring only the guided light is 

incident at the cleaved edge.
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Fig. 7 .7  Schematic of a photonic F ig. 7 .8  SEM micrograph of a 

crystal waveguide. waveguide structure.
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The characterisation of these photonic crystal waveguides is important as it may 

allow the development of sharp waveguide bends with minimal loss (Fig. 7.9) and 

large-angle Y-junctions (Fig. 7.10). However, an extensive characterisation of the 

waveguides is required first, with particular attention being paid to the propagation 

losses caused by the PBG boundaries. This assessment of PBG surface losses 

will be complimentary to the investigation of losses using Fabry-Perot 

microcavities discussed above. The ultimate aim is to develop elementary photonic 

integrated circuits using a combination of PBG and 'conventional' optoelectronics 

technology.

F ig. 7 .9  SEM micrograph of a 

photonic crystal 60° bend.

Fig. 7 .1 0  SEM micrograph of a 

photonic crystal Y-junction.
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7.9 Improved characterisation methods

The experimental set-up used in all the experiments reported here is extremely 

useful due to its high spatial resolution and versatility. However, the investigation 

of the hexagonal cavities is already pushing this apparatus to its limits. In 

particular, the focus of the excitation spot cannot be reduced much beyond the 

current limit due to the numerical aperture of the lens. In order to observe Purcell 

factors much greater than one, it will be necessary to progress to even smaller 

cavities than the smallest hexagonal cavity already fabricated which has an area of 

2.3 |Lim2 and it is highly likely that a new approach to experimental measurement 

will be required. One possible candidate is the use of cathodoluminescence or 

electron-beam pumping of devices. This technique is well established and many of 

the preliminary experiments in characterising semiconductor laser diodes were 

done using electron-beam pumping [185]. The potential advantage of this 

technique is that it uses electrons in vacuo as the pump source and a well 

collimated electron beam with a nanometre spot size can be produced. This 

extremely high resolution probe could be used to pump even the defect structures 

discussed in section 7.5 which have an area of 0.12 fim . The use of 

cathodoluminescence to characterise the smallest of the planar defect structures 

could lead to the observation of Purcell factors greater than one and demonstrate 

that planar 2D semiconductor microcavities can modify the spontaneous emission 

process significantly.

7.10 Electroluminescence

The ultimate aim of research into photonic bandgap structures is to apply the 

technology to light emitting devices, principally lasers and LEDs, which will 

require electrical injection of carriers. Achieving effective electrical injection into 

such small structures will be challenging, particularly if either vertical emission is
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required or if optical membrane waveguides are used. The two key problems with 

such small structures are, firstly, to get the current to go where you want it and, 

secondly, providing the electrical contact in the first place as metal contacts are 

absorbing at optical frequencies. One possible solution to these many problems is 

the use of a transparent contact such as indium tin oxide (ITO). The use of ITO at 

Glasgow University, however, would require a lot of work to produce films o f 

suitable properties, but the benefits would be extremely useful.

The other key problem for electroluminescence is the problem of surface 

recombination velocity (SRV), which potentially kills any benefits of 

microstructuring the emitter's environment. Methods of engineering the electronic 

bandstructure of these microcavities to reduce this drift velocity will also be 

required, therefore, if the true benefits of photonic crystal based microcavities are 

to be realised. This re-engineering has in part been demonstrated by the recent use 

of quantum dots, which are much more efficient at trapping electron-hole pairs. 

The drawback of QDs, however, is that their true benefits of narrow linewidth are 

only obtained at cryogenic temperatures. Much work needs to be done in this area 

if any of the potential benefits of microstructure emitters are to be realised.
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8. C o n c lu s io n s

The field of photonic microstructures was in its infancy at the start of this project 

with the ability to fabricate these complicated, sub-micron structures having only 

just been demonstrated. Much growth has taken place in the past three years and 

the research carried out as part of this project forms an important part in the most 

recent developments.

The ability to fabricate two-dimensional photonic crystals in GaAs/AlGaAs 

waveguides is now considered matter-of-fact since several successful 

demonstrations have been reported. Notwithstanding, this project has seen some 

improvements in the existing fabrication process as well as novel methods of 

pattern transfer. A similar realisation of photonic microstructures in InP 

waveguides, however, is still lacking and this situation needs to be rectified, 

particularly due to the importance of InP-based materials in light emitting devices 

for the telecommunications industry. The investigation of photonic crystals in InP- 

based materials is especially interesting as this material offers several advantages 

over the GaAs/AlGaAs system. The primary advantage is the lower surface 

recombination velocity of InP, a fact which will be essential for electroluminescent 

devices. There are, however, many disadvantages which include the greater 

difficulty of post-growth electronic bandgap engineering, the lack of suitable native 

oxide for increasing the optical confinement in waveguides and for increased heat- 

sinking ability. There still remains, therefore, much engineering and materials 

research to be done if the potential benefits of photonic microstructures are to be 

observed in InP-based materials.

The success of photonic microstructures in GaAs/AlGaAs waveguides, however, 

has enabled the fabrication of microcavities with photonic bandgap structure 

boundaries. These resonators have shown that PBG mirrors can increase the in
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plane confinement and produce modes with small line widths (Q-1000) in micron

sized cavities. These microcavities have, however, not yet shown evidence of the 

modification of the emission process as the cavities either did not possess a small 

enough volume, the cavity Q was not large enough or the losses were too high. 

The ability for in-plane waveguide microcavities with PBG mirrors to modify the 

emission process, therefore, has still to be demonstrated, but the work carried out 

to date represents an important step towards this aim.

The measurements of the microcavities have highlighted the problems of PBG  

mirror loss and diffractive loss into the substrate that occurs in most semiconductor 

waveguide photonic microstructures. This problem appears to be particularly 

prevalent in small cavities and so this issue needs to be addressed more fully, even 

though some solutions have recently been suggested, as these losses could swamp 

any benefits to be obtained from microstructuring light-emitting devices.

Another potential killer in producing more efficient light-emitting devices is the 

problem of non-radiative recombination of carriers at etched surfaces. This factor 

by itself will prevent the realisation of devices with increased efficiency unless a 

suitable, cost-effective solution can be found. The related problem of carrier 

injection into microcavities is still a significant problem and is another reason why 

microstructured, electroluminescent light-emitting devices in semiconductors may 

not be demonstrated in the next few years.

The future of photonic microstructures is still not completely clear despite the 

excellent results that have been obtained to date. It appears that the benefits o f 

photonic crystals will only be utilised in passive devices in the next few years as 

the efforts to overcome the substantial problems of electrical injection into 

microstructured semiconductor light-emitters are actively researched.
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