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A bstract

In this thesis the work will focus on the modelling of highly pixellated solid- 

state devices. Results are presented on the performance of a pixellated spec­

troscopic silicon detector - the Dash-E detector. The electronic noise is mea­

sured to be 228 eV with the system observed to be close to the Fano limit 

at room temperature. The characteristic X-rays of Mn-55, Cu, Rb, Mo, Ag 

and Ba have been used to examine the spectroscopic performance of the de­

tectors. Good linearity over the required energy range 1 keV to 25 keV has 

been observed. A higher than expected background is evident in all of the 

spectra taken - approximately a 1:1  correspondence in the peak counts to 

background counts.

The modelled performance of a 3-D GaAs detector is analysed. The effect 

of the metallic column-like electrode structure on the particle interactions is 

simulated via the Monte Carlo code MCNR The effective dead area due to 

these electrodes is reduced from 8  % to 4.5 % due to the secondary parti­

cle interactions. The modelled structure becomes depleted at 50 V with a 

slight over-depletion of 75 V necessary to minimise the inter-electrode low 

field regions. The principle benefit of these depletion voltages is that they re­

main constant for whatever detection thickness that fabrication allows. The 

charge transport in the devices are also examined, with the damage effects



of dry-etching included - a technique used to form the electrode holes in the 

GaAs material. Full charge collection can be expected after 200 ps in most 

cases. The effect of reducing the charge carrier lifetime and examining the 

charge collection efficiency has been utilised to explore how these detectors 

would respond in a harsh radiation environment. It is predicted that over 

critical carrier lifetimes (10 ps to 0.1 ns) an improvement of 40 % over con­

ventional detectors can be expected. This also has positive implications for 

fabricating detectors, in this geometry, from materials which might otherwise 

be considered substandard.

An analysis of charge transport in CdZnTe pixel detectors has been per­

formed. The analysis starts with simulation studies into the formation of 

contacts and their influence on the internal electric field of planar detec­

tors. The models include a number of well known defect states and these are 

balanced to give an agreement with a typical experimental I-V curve. The 

charge transport study extends to the development of a method for studying 

the effect of charge sharing in highly pixellated detectors. The case of X-ray, 

as well as higher energy 7 -ray, interactions are considered. The charge lost 

is studied for these interactions over a range of pixel sizes (1 /im to 1 0  mm). 

The aforementioned Dash-E detector has been used to obtain experimen­

tal data for comparison with the models developed, with close agreement 

being observed. The combination of MCNP and MEDICI is used to form 

a complete picture of photon interactions in semiconducting materials and 

also compares well with experiment. The models predict that the dominant 

term in the sharing of charge is due to diffusion and that the difference with 

photon energy is due to the energy given to the photoelectron.
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Chapter 1

Introduction

Many detector technologies have their roots in particle physics, due to the 

constant need for higher performance detectors. One of the first particle 

tracking detectors to be built was the cloud chamber, for which C. T. R. 

Wilson recieved the Nobel prize in 1927. He used a supersaturated volume 

of air which would form droplets of water in the presence of an electric charge, 

in order to study the particle tracks from alpha, beta and X-rays.

Nowadays, investigations into the fundamental nature of particles and their 

interactions require international collaborations of physicists and engineers 

to build and operate the huge detectors, such as the CERN experiments in 

Geneva, the Fermilab facility in Chicago and the Super Kamiokande collider 

in Japan.

Figure 1.1 shows alpha particle tracks from a model of Wilson’s cloud cham­

ber next to an event reconstruction of a Z° boson decaying to an electron 

positron pair x. These two figures illustrate how far the technology has de­

veloped in the intervening years.

1 Taken from http:\\alephwww.cern.ch\DALI
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Introduction

Figure 1.1: Alpha particle tracks from W ilson’s cloud cham­

ber and a reconstruction of a Z boson decay from the ALEPH 

detector at CERN.

Particle physics experiments have proved over the years to be an im portant 

driving force in the development of detector technologies, many of which 

have been commercialised and found application in other areas of science and 

medicine [1]. In 1974-1977, the discovery of charm particles, beauty /bottom  

particles and tau leptons (with lifetimes of 10-13 - 10~12s) necessitated the 

move for precision particle detectors [2]. The detectors would require micron- 

level resolution, be placed close to the interaction point and have a small 

amount of detection material to minimise multiple scattering, which may 

affect the outer detectors. Silicon diode detectors were chosen to fulfil this 

role. Silicon and germanium detectors have existed as radiation detectors for 

over 50 years now [3].

Advances in other areas have also led to improvements in detection tech­

niques, perhaps the most im portant being the explosion in the electronics 

industry over the past three decades. This has seen the fabrication of in­

tegrated circuits, which are custom designed for detector read-out. These 

ASICs (Application .Specific In tegrated Circuits) have allowed smaller de­
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tection elements required for imaging, higher rates for application in particle 

physics experiments and lower electronic noise, which has benefits across a 

wide range of applications.

The challenges which face semiconductor pixel detectors vary from applica­

tion to application and quite often contradict one another. Particle physics 

experiments, for example, require a thin detection layer to minimise the mul­

tiple scattering of the particles as they pass through to the outer detectors, 

while spectroscopic detectors need thick layers to ensure a high interaction 

probability over a range of incident particle energy. The requirements for 

semiconductor pixel detectors may be split into two categories; detection 

material, and readout electronics.

The detector material would ideally have good charge collection properties, 

be able to operate at room temperature and give a large signal for a small 

amount of energy deposited in the crystal. Good uniformity of response to 

radiation over a large area is a condition which at the moment is only satisfied 

by silicon and germanium detectors and is neccesary for many applications. 

The need for high atomic numbered semiconductors (in comparison to sili­

con) to extend the useful range for the interaction of high energy gamma rays 

is also apparent. The detection material should be able to survive in a harsh 

radiation environment, a requirement almost specific to particle physics, such 

as that created at the particle colliders mentioned previously.

A high readout rate, increased pixel functionality, low electronic noise, a 

large dynamic range, good yield, uniformity between electronic channels and 

a high tolerence to radiation are just some of the requirements for the elec­

tronic readout of pixel detectors. Many of these have been solved by the
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move to sub-micron fabrication techniques. The smaller component size per­

mits a reduction of pixel size or an increase in the number of components 

per pixel - sometimes both. The devices exhibit greater radiation tolerence 

though pixel uniformity remains an issue.

In terms of imaging applications, devices require a large (sometimes 100 cm2) 

spatially resolving array with small pixel sizes (~  50/im pitch). Pixel arrays 

have been fabricated with 38 fim  cells [4], which satisfy many of the criteria 

discussed above, though not on the scales useful as a large area imager. De­

tectors such as the LAD1 [5] tile the readout chips in order to increase the 

size of the imaging plane. This approach, though costly, offers an immediate 

solution.

The problem of radiation hardness is being addressed by efforts such as the 

ROSE collaboration [6 ], where semiconductor defect engineering is expected 

to extended the useful lifetime of silicon detectors. Material purity is also 

being improved upon not only by research groups [7], but also commercial 

suppliers [69].

There currently exists a wide variety of semiconductor pixel detectors, the 

most commom being the Charge Coupled Device (CCD), due to its appli­

cability in commercial products. These have found use as particle detectors 

[9], space bourne spectroscopic imagers [10] and in video cameras, as well 

as many other applications. Other types include hybrid pixel sensors and 

monolithic pixel detectors. The hybrid pixel detector [11] offers high rate 

electronics, which are developed separately from the detection material and 

coupled at a later stage. This means the electronics may be made using 

standard CMOS fabrication techniques, a big advantage in improving yield
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and reducing cost. Unfortunately, the interconnect stage is not yet a reliable 

process.

The continued move to improve spatial resolution has naturally led to smaller 

pixel elements. This can result in a new set of problems. As pixel size is re­

duced it becomes increasingly likely that charge generated under one pixel 

will be shared with the neighbouring pixels. For particle physics applications 

this is sometimes desired, since fitting to a cluster of ‘h it’ pixels can improve 

the accuracy of the position resolution. However, in spectroscopy this sharing 

of charge degrades the quality of the obtainable spectra. Medical imaging 

devices also suffer since more incident particles can be rejected if too much 

charge is shared. This could lead to an increase in the radiation dose to a 

patient, something which is clearly not desirable.

The first step in approaching these problems is often through computer mod­

elling, where the electronics industry has developed advanced software pack­

ages to accurately model devices under development. These simulation pack­

ages are ideally suited to modelling semiconductor detectors, though much 

of the previous work in this field uses non-commercial software [12], [13] 

and [14]. One of the current limitations of detector modelling is forming a 

complete picture of the particle interaction and the subsequent transport of 

charge. Often, only one of these physical processes is performed. The fact 

that particle interactions are a statistical process means that many particles 

have to be simulated, and for each of the interactions a device simulation 

would have to be carried out. This leads to a prohibitive amount of comput­

ing time and so other approaches have to be considered. Here an attem pt 

has been made to solve this problem by partially combining a Monte-Carlo
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particle transport code with a finite element electrical device simulator.

This thesis concentrates on the detection of X-rays by semiconductor pixel 

detectors and addresses some of the limitations, through modelling, listed 

above. Chapter 2 outlines some of the fundamental semiconductor physics 

contained in one of the modelling packages, namely MEDICI [15]. Specific 

emphasis is placed upon charge transport in the latter part of the chapter, 

since it has relevance throughout this work. The next chapter, chapter 3, 

describes the interactions of particles in a semiconductor device and the re­

sultant physical processes. The physics contained here is included within the 

Monte Carlo code MCNP (Monte-Carlo A-Particle) [16], which has been 

utilised throughout chapters 4, 6  and 7. Detection techniques are also dis­

cussed in this chapter, with reference to state of the art pixel detectors of 

the type studied here.

Chapter 4 details the characteristics of two silicon pixel detectors intended 

for spectroscopy - the ERD1 and its successor the Dash-E detector. These 

detectors were designed and built by Paul Seller and the microelectronics 

group at the Rutherford Appleton Laboratories. This chapter introduces the 

detectors, so that an understanding of the devices can be developed before 

the results are compared with the models.

Next, the focus switches to the simulation of a novel pixellated detector 

structure, which has the potential to solve many of the limiting factors listed 

above. The so-called 3-D detector has a geometry that lends itself to an 

increased radiation hardness. Additionally a thick detection layer may be 

realised without compromising charge carrier extraction. The fabrication 

steps are, however, more complex and an aspect of this fabrication is studied
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through modelling.

Chapter 7 explores the charge transport properties of a material, Cadmium 

Zinc Telluride (CdZnTe), which could extend the application of pixellated 

detectors to higher energy X and 7 -rays - above 100 keV. A model is also 

developed here to analyse the sharing of charge between adjacent pixel ele­

ments.

The penultimate chapter (chapter 5) is concerned with the comparison of the 

theoretical models using the Dash-E detector. The predictions of the models 

are also examined in the latter sections of this chapter. The work concludes 

with a discussion of the main results.
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Chapter 2

Sem iconductor physics

2.1 Introduction

The semiconductor has had a profound effect on many areas of science and 

industry. Their earliest applications were as low frequency rectifiers, which 

were first made in 1886 by C.E. Fritts using selenium. Since then focus has 

shifted to other semiconducting materials, with silicon and germanium be­

coming the best documented. The fabrication of the solid-state transistor in 

1948 revolutionised the electronics industry, which underwent a further rev­

olution with the advent of integrated circuits. Advances such as these have 

meant that complex systems like the desktop computer have been realised. 

The effect that semiconductor research has had on the current communi­

cations explosion - from mobile phones to miniature laptops - also cannot 

be underestimated. Other devices such as the solar cell, infra-red photo 

detectors and the solid state laser have made significant impacts in both fun­

damental research and industry.

The aim of this chapter is to introduce the basic semiconductor principles
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which will allow an understanding of the work in the subsequent chapters. 

The concepts of crystal structure and energy bands, and the properties of 

various semiconductors will be discussed. Details of carrier transport will 

also be introduced and the chapter will conclude with the important equa­

tions of device modelling.

Many books and review articles have been written on the properties of semi­

conductors, with one of the most popular being, “Physics of Semiconductor 

Devices” by Sze [17]. Others used in this chapter are “Semiconductors” by 

R.A. Smith [18] and “Semiconductor Radiation Detectors” by G. Lutz [19]. 

Figures have also been taken from W. Shockley’s “Electrons and Holes in 

Semiconductors” [2 0 ], which contains much of the pioneering work carried 

out in this field.

2.2 Crystal structure

The majority of semiconductors that have found use as detectors are of the 

single crystal variety. This means that the atoms are arranged in a periodic 

three-dimensional structure known as a lattice. The two most common ele­

mental materials, Si and Ge, possess a diamond lattice structure, while the 

compound materials such as GaAs and CdZnTe have the zinc blende lattice 

type. These lattices can be seen in figure 2 .1  where their unit cells are high­

lighted.

Both lattices can be described as a composite of two face centred cubic (fee) 

sublattices, displaced by a quarter of the unit cell size along the diagonal of 

the cube. For the diamond structure all atoms are of the same type, while 

for the zinc blende lattice the atoms of the two fee sublattices differ. Each of

44



2.3 Energy bands

Figure 2.1: The diamond and zinc blende lattice structures 

respectively (After Sze 1985, p. 5 Fig. 3).

the constituent atoms has four nearest neighbours which belong to the other 

fee sublattice. They form a tetrahedral structure and share their four valence 

electrons with these neighbouring atoms. This forms the covalent bonding 

structure, with a slight ionic component in the compound semiconductors, 

that holds the periodicity of the lattice.

2.3 Energy bands

When this lattice structure is extended it forms a representation of a single 

crystal. The valence electrons which hold the lattice together remain in this 

bound state. These bonds can be broken however and the resultant electron 

and the ‘hole’ it has left behind are free to conduct. The formation of an 

electron-hole pair can be caused, for example, by thermal energy or by the 

passage of ionising radiation. An enhancement of this picture can be formed 

if the crystal is considered in terms of single atoms.

A single atom has well known quantised energy states in which the orbiting
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electrons can exist. When two identical atoms are separated by a large dis­

tance, they have no influence on each other and their electrons exist in their 

degenerate states. However as these atoms move closer together the energy 

levels split into two due to the interaction between the atoms. If N atoms 

are considered instead of two, the energy levels will split into N distinct, 

closely spaced levels which are more easily considered as a continuous band 

of energy.

This is illustrated in figure 2.2 where the isolated atoms are brought closer

position in space. A schematic representation of this process is shown in 

figure 2.3. Here the changes that the atomic energy levels of silicon undergo 

as it forms a diamond structure with other silicon atoms are shown. On 

the far right of the diagram two distinct states can be seen, in which the 

orbiting electrons can exist. As the distance between atoms is reduced the 

interactions between the electrons start, the allowed energy states cease to

Figure 2 .2 : The formation of energy bands (After Harrison 

1980).

together allowing the valence electrons to form bonds and fixing the atoms’
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be distinct and the formation of bands begin. As the atoms move still closer 

the bands merge and become one. The atoms, being of like charge, feel a 

repulsive force which counteracts the attractive force, due to the electron pro­

ton interactions, and the atoms settle into an equilibrium position. Where 

this equilibrium position is in terms of lattice spacing determines whether 

the material is metal, semiconductor or insulator. The bands then split into 

two allowed energy states for electrons. Between these states is a forbidden 

region where no electrons can exist. This is known as the band gap and is 

perhaps the most important parameter in semiconductor physics.

All solids can be described by this energy band model. In figure 2.4 the

LATTICE SPACING

Figure 2.3: The energy levels of silicon atoms in a diamond 

structure (After Sze 1985, p. 10 Fig. 8 ).

band structures for the three cases insulator, semiconductor and conductor 

are shown. The semiconductor has an equilibrium spacing of atoms that 

leads to a band gap that is of the order of 1 eV. This means that at room
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temperature some of the bonds can be broken by thermal vibrations, leading 

to electrons in the conduction band and holes in the valence band which are 

free to conduct.

This gives a semiconductor its lightly conducting properties, which are ab-
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Figure 2.4: The band structure of insulators, semiconductors 

and metals (After Sze 1985, p. 11 Fig. 9)

sent when the thermal energy is lower than that of the band gap. In these 

conditions semiconductors behave as insulators, where the band gap is too 

large for any conduction to take place. Conductors exhibit a partially filled 

conduction band or overlapping valence and conduction bands and so con­

duct at all temperatures above zero Kelvin.
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2.3.1 Effective Mass

The kinetic energy of a free electron is given by equation 2.1 where p is the 

particle momentum and mD is the free-electron mass.

E  = ~ &  (2-1}Zm0

An electron in the conduction band can be considered as a free particle, 

however because of the periodic potential of the nuclei the effective mass of 

the electron differs. The energy-momentum relation for a conduction electron 

is shown in equation 2 .2 .

E  =  &  (2 -2)2m n

Here p  is the crystal momentum and mn is the effective mass of the conduction

electron in the crystal. A similar equation for holes can be expressed by

replacing the mass term with mp, the effective mass of a hole in the valence 

band. This concept of effective masses allows the particles to be viewed as 

classical charged particles.

2.4 Intrinsic and Extrinsic Semiconductors

Semiconductors can be broken down into 2 categories - intrinsic and extrin­

sic. The definition of an intrinsic semiconductor is one which contains no 

impurities. In practice they will always contain some defects, but these will 

be few in comparison with the number of thermally generated electrons and 

holes. If the electron density, n ( E ), in an intrinsic semiconductor is con­

sidered it will give an indication as to what concentrations of defects can 

be tolerated in an ‘intrinsic’ material. The electron density is given by the
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product of the density of allowed energy states per unit volume N (E ) , and 

the probability F (E )  of occupying that energy range d(E ). The electron 

density in the conduction band can then be found by integrating over the 

conduction band, expressed mathematically as :

fEtop fEtop
n =  /  n(E ) d E  = /  N (E ) F (E ) d E  (2.3)

J Eq J Ec

The probability that an electronic state is occupied by an electron, F(E), is 

given by a fundamental equation of statistical mechanics. This is known as 

the Fermi-Dirac distribution function and is shown below in equation 2.4

H E )  = -----------------------------------------------(2.4)
1 +  e  kT

Here Ep  is the Fermi energy and is defined as the the energy at which the 

probability of an electron occupying a possible state is exactly one half, k 

is the Boltzmann constant and T the absolute temperature. These param­

eters can be represented schematically - and the band structure, density of 

states, occupation probability and the electron/hole densities are shown for 

an intrinsic semiconductor in figure 2.5. It can be seen from 2.5 (d) that 

the number density of holes is equal to the number density of electrons i.e. 

n = p = rii where n* is the intrinsic carrier density. This equation can be 

expressed in the more general form of the mass action law :

np = n] (2.5)

This equation holds for intrinsic and extrinsic semiconductors so long as they 

are in thermal equilibrium. For extrinsic materials the increase of one type of 

carrier leads to a decrease in the number density of the other type of carrier,
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CONDUCTION
BAND n = n;
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n(E) and p(E)
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Figure 2.5: The intrinsic semiconductor : (a) the band struc­

ture, (b) density of states, (c) occupation probability and (d) 

the electron/hole densities (After Sze 1985, p. 18 Fig. 15).

through recombination mechanisms (see section 2.6.4). This means that 

although n  and p vary their product remains constant at a given temperature.

2.4.1 Extrinsic Semiconductors

Extrinsic semiconductors contain impurities which are generally placed there 

intentionally. The fact that purity is not such an issue with these semicon­

ductors means that they have found more applications than their intrinsic 

counterparts. Device characteristics can be controlled by the addition of a 

small amount of impurities in a process known as doping. These can be in­

corporated during the crystal growth procedures or can be placed in specific
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areas later on in the processing steps. Differing impurity atoms can have 

dramatically different effects on the electrical behaviour of the semiconduc­

tor. Two types of doping are possible: n-type, where additional electrons 

are introduced into the conduction band, and p-type where free holes are 

available for conduction in the valence band. These two cases can be seen for 

silicon in figures 2.6 and 2.7, where arsenic is used as a n-type dopant and 

boron is used as a p-type dopant.

EXCESS ELECTRON 
FROM ARSENIC ATOM

- - ̂  ARSENIC ATOM HAS 
", EXCESS + CHARGE

ELECTRIC FIELD 
-------------------

N-TYPE SILICON 
(ARSENIC DONERS)

+5 - 4 = +1
\ \K \

CHARGED 
ARSENIC ATOM

+5-5 = 0

FREE
IN SILICON CRYSTAL ARSENIC ATOM

+4-4 = 0

NEUTRAL 
SILICON ATOM 

IN CRYSTAL

Figure 2.6: Arsenic as a n-type dopant in silicon (After 

Schockley 1950, p. 13 Fig. 1-7)

The conductivity in silicon, for the n-type arsenic doping, arises from the

52



2.4 Intrinsic and Extrinsic Semiconductors

presence of these arsenic impurity atoms. The arsenic atom has a core which 

contains a +5 charge and 5 valence electrons which balance this charge. The 

arsenic atom displaces a silicon atom in the lattice and forms four covalent 

bonds with the neighbouring silicon atoms. This leaves one unbound elec­

tron which can be considered as a localised, mobile negative charge. The 

arsenic atom is then considered as an immobile positive charge, since the 

+5 core has not been neutralised by the 4 valence electrons participating 

in the covalent bonding. The charge neutrality of the crystal is maintained 

however, since the positively charged arsenic atom exactly balances the ex­

cess electron. These negative electrons are attracted to the positive arsenic 

atoms and at low temperatures become bound to them. However at room 

temperature thermal agitation shakes them off and the electrons are free to 

conduct.

The converse of this effect is p-type doping, and in silicon boron is a com­

monly used dopant. It has three valence electrons and so cannot complete the 

covalent bonds. There exists a hole in one of the bonds to the boron atom, 

which can be filled by an electron from an adjacent bonding site, allowing 

the hole in effect to migrate away. It can therefore be seen as a localised, 

mobile positive charge. The boron atom, since it has accepted an electron to 

complete its bonds, can be regarded as a negative charge, which is localised 

and immobile. Due to the symmetry between the behaviour of electrons and 

holes, the situation shown in figure 2.7, can be described in terms of the 

negative boron atom attracting the positive hole. Again at low temperatures 

the hole will become associated with this site. At higher temperatures, such 

as room temperature, the thermal agitation liberates the hole allowing con­
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duction.

If these effects are examined using the band model, it can be seen that
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Figure 2.7: Boron as a p-type dopant in silicon (After Schock- 

ley 1950, p. 14 Fig. 1-8)

replacing the native atom with an impurity atom, creates localised energy 

levels in the band gap. The energy levels can be donors or acceptors, de­

noted (Efl) and (E^) in figure 2.8. If the donor levels are located close to 

the conduction band then it takes very little energy to excite their electrons 

into this band. These donor centres will therefore, at room temperature, be 

mostly ionised. An example of this kind of donor atom, in silicon, is arsenic 

which creates a level located 0.054 eV below the conduction band. The same
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effects are true for acceptor atoms. If they sit just above the valence band 

then they will easily accept electrons becoming ionised and leaving a hole 

in the valence band. Boron is such an atom in silicon contributing a level 

located 0.045 eV above the valence band.

n-type p-type

DONOR ATOMS,

ACCEPTOR ATOMS

Figure 2.8: Energy band diagrams for extrinsic semiconduc­

tors, n-type and p-type respectively

2.5 Carrier Transport in Semiconductors

The previous sections dealt with semiconductors in their natural equilibrium 

state. No external voltages were considered, the charge distribution was ho­

mogeneous and no carriers were created or destroyed. These cases will be 

analysed in this section. The processes of drift (movement of charge carriers 

due to the presence of an electric field) and diffusion (whereby an uneven 

distribution of charges rearranges itself to achieve an equilibrium condition) 

are examined. Firstly some aspects of charge carrier movement in general 

must be discussed.

Electrons in the conduction band and holes in the valence band can be essen­

tially considered as free particles. They have a mean kinetic energy of §kT,
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which leads to a thermal velocity of the order of 107 cm/s. These free carri­

ers scatter off any imperfections in the lattice periodicity, whether these be 

donors, acceptors, defects or quantised thermal lattice vibrations (phonons). 

They have a typical mean collision time, r c, of 10~ 12 s, giving a mean free 

distance of around 1 0 - 5  cm.

2.5.1 Drift

The thermal energy given to electrons in a semiconductor crystal leads to 

the charge carriers being in constant motion. This motion will however,

be random resulting in no net displacement. When an electric field, E  is

applied each electron will feel a force equal to — qE  and will move in the 

opposite direction to that of the electric field vector. The charge will still 

undergo collisions but will suffer a displacement due to the electric field. 

If the momentum given to an electron by the electric field, during the time 

between collisions, is equated with the momentum gained then (2 .6 ) is found.

- q E r c = m nvn (2.6)

Which yields the more useful expression of equation (2.7).

Pn = - ( — ')E  = -p inE  (2.7)
\ m nJ

This equation shows that the electron drift velocity is directly proportional 

to the applied electric field. The constant of proportionality is know as the 

mobility of the carrier and is denoted //„, it has units of cm2/V-s. The corre­

sponding equation for holes has the same form, with m v and fip substituting 

the electron terms. The mobility is an important parameter for charge trans­

port in semiconductor devices. It depends upon two terms, the effective mass
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of the carrier considered and the scattering time, rc. This time depends upon 

scattering from thermal vibrations upsetting the periodicity of the lattice and 

any Coulomb interactions with ionised donor or acceptor states. There are 

two principle effects to be considered here - as the temperature increases the 

thermal velocity increases which means the time the charge has to interact 

with any ionised state is reduced. This leads to an initial increase of mobility 

with temperature. However as the temperature rises still further, the mobil­

ity begins to decrease due to the onset of scattering from thermal vibrations. 

On the other hand an increase in doping concentration will, in general, lead 

to a decrease in the mobility simply due to scattering from these sites. It 

should be noted that equation 2.7 becomes invalid at high values of electric 

field. The values of mobility become non-linear and the drift velocities sat­

urate. At still higher fields the process of impact ionisation starts. This is 

where the carriers gain enough energy from the field, that they can excite 

additional electron-hole pairs. Typical fields where deviations from linearity 

occur are w 104 V I cm  in silicon and around 2 x 103 V /cm  in GaAs.

2.5.2 Diffusion

Diffusion is the process which describes the movement of charge carriers 

from a region of high concentration to a region of low concentration. This 

effect has nothing to do with any electrical fields or Coulomb interactions. It 

arises solely due to the fact that it is more probable that a carrier in a high 

concentration area will move into an area of lower concentration, since there 

are more carriers available to do so. It can be expressed mathematically by

57



Semiconductor physics

the diffusion equation (2 .8 ).

Fn = —D nV n  for electrons and (2.8)

Fp =  —DpV p  for holes.

Fn and Fp are the flux of electron and holes respectively and Vn, Vp are their 

carrier concentration gradients. The diffusion constant D n (and similarly Dp)

The diffusivity of a material then depends upon the temperature of the sam­

ple, the impurity levels present and the effective mass of the charge carriers.

2.5.3 Current D ensity Equations

These two effects, drift and diffusion, both deal with the movement of the 

charge carriers. Whether this movement is the result of an electric field or an 

inhomogeneous carrier concentration, it will result in a conduction current. 

The current resulting from the drift of electrons or holes can be derived if 

the net flow though a surface is examined. Here the case of electrons only 

will be taken, however the argument holds for holes also. Taking a uniformly 

doped semiconductor of cross sectional area A and length L, with an electron 

concentration of n  (cm-3) the electron current density can be easily deduced. 

This is shown schematically in figure 2.9. An electric field E  is applied across 

the sample causing the electrons to drift and resulting in a current through 

area A. This electron current density, Jn, is simply a sum over n  of the 

product of the charge on the electron and its velocity, vn.

can be related to the carrier mobility by the Einstein equation shown in (2.9).

(2.9)
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Area = A

Figure 2.9: Current conduction in a uniformly doped semi­

conductor (After Sze 1985, p. 36, Fig. 5)

Jn =  ~r — '52(~qvi) = -q n v n =  qnpnE  (2.10)
A  i= 0

Here In is the electron current flowing out of both sides of the semiconductor 

sample. A similar expression for holes can be derived by following a similar 

argument. The two contributions combine to give the total current flowing 

due to the electric field.

J  — Jn  t  Jp — {.q^Pn t  qpfj'p)-^

The term in (2.11) contained within the parentheses is known as the con­

ductivity, <7 , of the semiconductor. The reciprocal of the conductivity is the 

resistivity, p. For the case of extrinsic semiconductors one term dominates 

since there are orders of magnitude differences in the carrier densities. This 

leads to the shortened form of the resistivity equation shown below.
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for n and p-type semiconductors respectively. The current that arises due to 

diffusion occurs since there is a flux F of electrons with charge — q moving in 

the sample. This can be written as :

Jn =  -q F n =  qDnV n (2.13)

using equation 2.8. These two electron currents, arising from the drift and 

diffusion of the charge carriers, can be combined into one equation giving a 

general form for the conduction current.

Jji — qnpnE  -|- qDn^ n (2.14)

with the corresponding equation for holes being :

Jp — qpPpE q D p V p  (2.15)

The opposing sign has been used in the diffusion term of (2.15) since holes 

will diffuse in the opposite direction to that of their positive concentration 

gradient. The electron and hole contributions can be summed to give the 

total conduction current :

Jcond =  Jn  T Jp (2.16)

These last three equations form the current density equations, which are 

valid for electric fields that are below the saturation conditions outlined in 

subsection 2.5.1. These equations are extremely useful for the analysis of 

device behaviour under these conditions.
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2.6 Carrier Generation and Recom bination  

in Semiconductors

The generation of charge in a semiconductor can occur due to three pro­

cesses, namely :

•  thermal processes

•  optical excitation

• the passage of ionising radiation.

These processes are all capable of providing enough energy to excite an elec­

tron from the valence band to the conduction band, thus creating an electron 

hole pair. They will be discussed in the following section along with the com­

plementary process of recombination.

2.6.1 Thermal Generation of Charge Carriers

Thermal generation can occur either directly (band to band) or indirectly 

(via energy levels in the forbidden region). For the transition to occur di­

rectly, at room temperature, the band gap of the semiconductor has to be 

small enough tha t the thermal voltage, ^  =  0.0259 V, has a large enough 

effect on the occupation probability of the conduction band. In germanium, 

which has a band gap of 0.67 eV, the thermal voltage has a pronounced 

effect, leading to large leakage currents at room temperature. These cur­

rents, or more precisely the fluctuations in their values, destroy the excellent
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energy resolution inherent in germanium detectors. They impose a cryo­

genic temperature of «  77 K on the use of these devices. Silicon, gallium 

arsenide, cadmium telluride and cadmium zinc telluride all have band gaps 

that permit the room temperature operation of these materials as radiation 

detectors. However defect states and impurity levels in the band gap in all 

of these materials lead to thermal excitation indirectly through the resultant 

intermediate states. These defect levels degrade the detection properties of 

the materials to such an extent that some of the most extensive research 

currently being carried out in this field is in material improvement.

2.6.2 Generation of Charge Carriers by Electrom ag­

netic Radiation

When electromagnetic radiation interacts in a semiconductor crystal it can 

impart enough energy to the lattice that it causes some bonds to be broken. 

In the band theory of solids this is equivalent to raising an electron from the 

valence band into the conduction band leaving a hole behind. This electron 

hole creation by photon interactions is the basis of photodetectors and solar 

cells. The three principal processes are shown in figure 2.10 where a photon 

can either :

• give just enough energy to the lattice to excite an electron to the bottom 

of the conduction band.

• impart more energy than is necessary and the electron and hole occupy 

empty states higher in their respective bands. The carriers then make 

their way to the band edges by losing energy via phonon interactions.
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•  lose energy with the involvement of a localised state. The energy of 

the photon is not enough to allow a band to band transition but is 

enough to excite an electron to the empty defect state. This leads to 

the creation of a hole and an ionised state in the forbidden region.

Figure 2.10: Generation of electron and holes due to the ab­

sorption of electromagnetic radiation. The three cases of 

Ephoton—E^, Ephoton ^E^ and Ephoton ^E^ are shown (After 

Lutz 1999, p.22, Fig 2.13).

The generation of electron hole pairs due to the passage of charged particles 

is described by the Bethe-Bloch formula and will be covered later in section

2.6.3 M ultiplication Processes

Multiplication of charge carriers takes place in areas of a semiconductor where 

the electric field is sufficient to give a carrier enough kinetic energy to lib­

erate another carrier when it collides with a lattice site. This phenomenon

Conduction band

Valence band

3.2.
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is sometimes known as impact ionisation. It can lead to breakdown in a 

detector whereby the leakage current of the device becomes so large that it 

degrades its detection properties. This effect can also be put to good use, 

as in avalanche detectors. Here the electric field is high enough to allow the 

migrating electrons to create secondary electrons. This increases the gain of 

the detector but with the charge multiplication factor being a strong function 

of the electric field, small non-uniformities in the detection material cause 

non homogeneous detection properties. This limits the size of the detectors 

to a few mm2.

2.6.4 Recombination

Once the generation of charge has occurred the mechanism that returns the 

semiconductor back to an equilibrium state is recombination. The minority 

charge carriers (electrons in p-type material or holes in n-type material) 

combine with the majority charge carriers in this recombination process. 

This tendency to return to equilibrium differs substantially for direct and 

indirect semiconductors. The two cases are dealt with separately in the 

following sections and are considered in terms of their carrier lifetimes. This 

parameter, along with the mobility, is the most im portant variable where 

detector grade material is concerned.

Direct recombination

When a semiconductor is said to be in equilibrium it does not mean tha t all 

physical processes within the semiconductor have reached a stationary state. 

The semiconductor will instead be in a state of continual recombination and
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generation. Put simply, the generation rate G  is equal to the recombination 

rate, R, and both are proportional to the electron and hole concentrations.

R  = 0np  (2.17)

Where (5 is the proportionality factor. In thermal equilibrium equation 2.17 

becomes :

Rth = Gth = 0 n opo = /3n\ (2.18)

leading to the definition of excess recombination rate U as :

U = R - R th = f3 ( n p - n ‘2i ) (2.19)

If a sample is then illuminated with light so that the thermal equilibrium 

conditions are upset, then the electron and hole concentrations will be in­

creased by the same amount An - since the carriers are produced in pairs. 

This increases the recombination rate to

R  = /?(n0 +  An)(po +  An) (2.20)

If the illumination is constant then the additional generation rate (Gl ) is 

given by

G l =  P A til(po +  u-o +  A til) (2.21)

and is equal to the excess recombination rate of equation 2.19, where Aul is 

the excess minority carriers generated by the incident light. If the injected 

carrier concentration is much less than the majority carrier concentration 

then the previous equation simplifies to :

G l  =  —  (2 .22 )
Tr
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where

rr =  -J— for p-type materials 
0Po

and

Tr =  for n-type materials (2.23)
pn  o

If the light incident upon the semiconductor is removed, then the material 

will return to equilibrium with a time constant of rr . This parameter is known 

as the recombination lifetime and these equations hold for direct semicon­

ductors such as GaAs. A direct semiconductor is one in which the mimima 

of the conduction band is aligned with the maxima of the valence band in 

momentum space. This means that there does not have to be a transfer of 

momentum for a charge carrier to move from one band to another.

Indirect recombination and trapping

For indirect semiconductors such as silicon and germanium, the probability 

of a band to band transition is very low. This is because the holes at the 

top of the valence band have a different crystal momentum to the electrons 

at the bottom of the conduction band. The recombination process instead 

occurs with the help of localised states in the band gap. These states are 

the results of imperfections in the crystal lattice and are sometimes referred 

to as trapping centres. They can affect the charge collection of a detector 

by trapping the carriers and, if the levels are deep enough in the band gap, 

can hold onto the charge for a significant length of time. A defect state can 

undergo four basic transitions, and these are shown in figure 2.11. Here the 

possible evolution of a single defect level is displayed. The level can be neutral 

and become negatively charged by accepting an electron from the conduction
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band. This is shown in a) and is known as electron capture. Electron emission 

is shown in b) and consists of a negatively charged state emitting an electron 

into the conduction band and becoming neutral. In c) the process of hole 

capture can be seen. A hole in the valence band recombines with an electron 

from a charged trapping centre. The final mechanism, hole emission, is shown 

in d ). An electron is excited into the defect level creating a free hole and an 

occupied trapping site.

BEFO R E A FTER

ELECTRON
CAPTURE

ELECTRON
EMISSION

HOLE
CAPTURE

HOLE
EMISSION

Figure 2 .1 1 : Indirect generation - recombination processes at 

thermal equilibrium (Adapted from Sze 1985, p. 49 Fig. 13).

These four processes can be combined to give important recombination/generation 

processes. For example, steps a) and c) together give electron hole recom­

bination and coupling steps a) and b) gives the process of trapping and
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de-trapping - an important effect when discussing the charge collection prop­

erties in semiconductor detectors. It is therefore important to know the time 

development of these trapping states and these are often studied in terms of 

capture cross sections and emission probabilities. If n  and p  are the electron 

and hole concentrations, N t  is the trap concentration and Pt is the occupa­

tion probability, then the rates of the four processes shown in figure 2 .1 1  are 

given by :

Rc,n = 1 Pt)

Re,n = tnNfPI

Rc,p = Vth,p&ppNtPt

R e>p = epN t ( l - P t) (2.24)

The four rates are electron capture, i?c>n, electron emission, i?e>n, hole cap­

ture, R CiP and hole emission, R e>p. The thermal velocity, i/t&, capture cross 

sections, <r, and emission probability, e also play their role in these equa­

tions. In thermal equilibrium the emission and capture rates for the same

carrier have to be equal, since the electron and hole concentrations and the

average defect occupation probability do not change. This probability, Pt, is 

governed by the Fermi function at the defect energy level, E t :

Rc,n = Re,n (2.25)

Rc,p = Re,p (2.26)

Pt = F (E t) = --(2.27)
1 +  e kT

If the above equations are combined with equations 2.24 and the law of

mass action (2.5) then the following expressions for emission probabilities
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are obtained :

Ê — Ej
671 ==: kT (2.28)

E j - E t
Cp — Vth,p®pTI'if' k̂  (2.29)

If the stationary non-equilibrium case is considered then the net recombi­

nation rate, U, is the difference between the capture and emission rates. 

The recombination rate will be the same for electrons and holes since the 

average occupation rate of the defects remains constant. This is expressed 

mathematically in equation 2.30.

Ef — Ej
U  =  Rc,n Re,n =  P t)  TtiC kT P t]

=  R c,p -  R e,p =  N tisth,p(Tp\pPt -  n i e~ lkT~L (1 -  p t)] (2.30)

Using the above equation the following terms for the occupation probability

can be found :

Ei~Et
D   /̂th,n^n'^/ T VthfpGpTliC kT qi^

E t - E j  E j - E t { Z . O L )
^th,pGpP T  VthjnP'nTl’i '̂ kT T  ^th ,n^n^  T  ^th,p^p^i^- kT

E t ~ E i
-> o    Vth,p&pP +  Vth,nOrn'n>iC kT /0 qo'*
-*■ -M t Et - E j  E j - E t [ Z . O Z )

^thtf&pP +  kT +  /̂th,n^n'^ T  /̂th,p^p'^'i^ kT

Combining equations 2.31 and 2.32 with 2.30 gives the net excess recombi­

nation rate for indirect semiconductors :

jj   ___________ NtVth,n(JnVth,p(2 p{P‘P n j )___________  ^  3 3 ^
r Et~Ei r Ei-Et ]

^thjTi^n n  -+■ Tiie ^ T ^th,p^p p -i- n^e kT
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Using equation 2.19 the above equation yields the constant of proportion­

ality as:

(3 =
NtVth,n@nVth,pGp

^th,n^n
Et~EJ.n  -1- rite kT "h Vth,p&p

E i ~ E t  
P  + H ie  k T

(2.34)

allowing the recombination time constants to be found for n-type (2.35) and 

p-type (2.36) semiconductors.

1 1 +  a-no
7r,n —

Tr.n  —

Vth ^ ^  I ^--■Ip P e k T  4 -  e  k TVth,nOn
(3n0

1 Po

Vth,p@pNt

Vth n^n Elk Ex . E i El
t t l 'n  e  k T  4 -  e  k T  

V th ,p 0 p

(2.35)

(2.36)
r’P 0PO Vth,n°nNt

Here no and p0 are the majority carrier concentrations and are usually much

greater than the intrinsic carrier concentration.

The generation lifetime is defined as the ratio of intrinsic charge density to 

initial generation rate. For a fully depleted semiconductor with n = p = 0 

the relevant generation rate can be found from equation 2.33 and is :

r< _  tt _  VthjJi&nVth,pGp'H'i / 0
^ t h  —  t /  —  E t - E j  E j - E t [ Z . O i )

^thyn^n^ kT Vth,p&p& kT
This leads to the generation lifetime r5, in a fully depleted indirect semicon­

ductor, as :

rii
r n =

Gth

1 Et-Ej
e k T  + 1

■ ̂ th,p^p Vth,n@n
■e kT (2.38)

2.7 Carrier Transport w ith Generation and

Recombination

The equations which unite all of the previous work are the continuity equa­

tions and Poisson’s equation. The continuity equations can be described
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simply if the one-dimensional case is examined. If we have a volume of area 

A  and thickness d x , then the movement of electrons through this volume can 

be described as :

S ti
— A dx  =  $ n(x)A  — $ n(x +  dx)A  +  (Gn — R n)A dx  (2.39) 
ot

Here 4>n is the electron flux, with Gn and Rn being the generation and recom­

bination rates. This is shown schematically in figure 2.12 If j n = —q<j)n substi-

dx
Area, A

x

Figure 2 .1 2 : Carrier flow with generation and recombination 

(After Lutz 1999, p.35 Fig. 2.20).

tutes the flux term and the situation is generalised to the three-dimensional 

case, the continuity equations are found, and shown below in (2.40) for elec­

trons and holes respectively.
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Incorporating equations 2.14 and 2.15, all of the contributions can be more 

clearly seen.

Sti
—  =  /in?iV E  +  D nV 2n  +  Gn — Rn
ot

^  =  - w V E  + D ^ p  + G p - R y  (2.41)

The first term is due to drift, the second arises due to diffusion the third 

is the generation term with the last being the recombination contribution. 

The final equation which is of relevance is Poisson’s equation. It relates the 

electric field to the space charge distribution as follows:

V E  = —  (2.42)
ee0

where p =  q(p — n  +  N& — N a +  J2i N ti f i ) —ps and is the space charge density.

The Y l i ^ u f i  term is the trap concentration for the ith  energy level, while

surface charge effects are accounted for by the ps term. The continuity equa­

tion and Poisson’s equation form the starting equations for device analysis 

using modelling packages. They follow from Maxwell’s equations and their 

derivation from these fundamental equations is shown in Selberherr [2 1 ].
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Chapter 3 

Particle Interactions and 

D etection  Techniques

3.1 Introduction

Semiconductor radiation detectors have found application in many fields. 

They are used as imaging tools in medicine, as particle detectors in high 

energy physics and as spectroscopic devices in industry. Their wide rang­

ing applicability is due in part to their fast response, high efficiency and 

impressive spatial resolution. These traits are a result of a combination of 

fundamental semiconductor properties, material development and continued 

improvement in electronic design. This chapter will examine the important 

aspects of detector physics. It can be split broadly into two parts - particle 

interactions and detector principles. The starting point is the basics of par­

ticle interactions in semiconducting materials. The intention is to introduce 

the physics contained within the Monte-Carlo code MCNP, without going 

into the specifics of the code (appendix A briefly outlines the Monte-Carlo
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method).

With these principles asserted the focus will move to the three main detection 

materials for pixellated devices, namely silicon, GaAs and CdTe/CdZnTe. 

Signal generation and carrier transport is also included for completeness and 

the chapter ends with a discussion of current highly pixellated devices. 

Many of the topics discussed here are covered more broadly in books such as 

G. F. Knoll’s “Radiation Detection and Measurement” [22] and “Semicon­

ductor Radiation Detectors” by G. Lutz [19].

3.2 Particle Interactions in a sem iconducting  

material

The response of a detector is dictated by the manner in which the incident ra­

diation interacts with the detection material. This radiation can be classified 

into two categories :

• Charged radiations (such as alpha particles and fast electrons) - whereby 

the particles interact via the Coulomb force.

• Uncharged radiations (neutrons and X / 7  rays) - where the radiations 

undergo a partial or complete transfer of energy to the nulcei or elec­

trons of the detection material.

These two classes of interactions are not distinct and sometimes one will 

result from the other. For example, neutron detection is sometimes accom­

plished by coating the semiconductor with a material which will produce 

secondary charged particles. The semiconductor will then detect the result­
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ing recoil charged particle. X and 7 -rays also liberate secondary electrons 

whose interactions are closely linked to those of a beta particle.

3.2.1 The interaction of X and 7 rays

Three principle types of interactions that are prevalent when the interaction 

of photons is considered. These are :

• the photo-electric effect

• Compton scattering

• pair production.

This thesis will concentrate on the interaction of photons whose energy is 

usually between 10 and 100 keV, though some cases where the incident en­

ergy is above 600 keV will also be considered. Of the three effects listed 

above, the dominant process over these energies is the photo-electric effect 

and so it will form the largest section. However Compton scattering becomes 

significant when the energies rise above 70 keV in the materials considered. 

Pair production is an interaction mechanism that can be ignored since in 

these materials it only becomes relevant when the photon energies are above 

~  5 MeV. The relationship between the interaction cross-sections at a given 

incident photon energy and the Z of the absorber is shown schematically in 

figure 3.1.

The Photo-electric effect

The photoelectric effect was first postulated by Einstein to account for the 

emission of electrons from the surface of a metal after illumination by light.
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Figure 3.1: The dominant processes for photon interactions 

(After Knoll 1989, p. 54, Fig. 2-20).

He described how the photon could be considered as a quantum of light and 

how each particular material surface has a work function equal to the amount 

of energy needed to liberate an electron. For the energy ranges relevant here 

the work function can be considered negligible and the interactions with 

electrons in the inner orbital shells become important. Since it is impossible 

for a photon to be absorbed by a free electron (it can only be scattered) the 

most probable interactions are with the tightest bound electron, located in 

the K-shell. X-ray detection in materials such as Si, GaAs and CdZnTe is 

therefore described by the following steps, for the energy range 0 - 1 0 0  keV. 

Figure 3.2 shows diagramatically the interaction process.

The incident X-ray
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Figure 3.2

Schematic showing an X- 

ray interaction and the sub­

sequent processes.

Photon interactions are localized, so when they pass through a medium, pho­

tons will traverse a certain distance unaffected, until depositing energy by 

photoelectric absorption. The probability of undergoing an interaction is an 

exponential function of distance. The fraction of photons that suffer this 

interaction, after traversing a distance x, is /  =  1 — e-/ia: where /z is a linear 

absorption coefficient, (usually expressed in cm-1). This absorption coeffi­

cient is equal to the product of the photoelectric cross section (a) and the 

number of atoms per unit volume (n). The absorption can be parameterized 

more generally by the mass attenuation coefficient p /p , expressed in cm2g-1  

, since the cross section is independent of the density or physical state of the 

absorber.

The photoelectron

The X-ray interacts with an atom in the lattice and liberates a photoelectron, 

with an energy given by Ephotoeiectron=E7 - Ebinding, where E7 is the energy 

of the incident photon and Ebinding is the binding energy of the electron with
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its associated atom. The photoelectron then undergoes multiple scattering 

in the surrounding material where it loses energy by 2 principal processes. 

One is electron-phonon scattering where the electron scatters off a lattice ion 

which is oscillating, due to its thermal energy, around its zero energy point. 

The other process occurs when the photoelectron collides with an electron in 

the valence band and excites it over the forbidden band, creating an electron- 

hole pair in the process.

The direction of emission of the photoelectron is predominantly at right an­

gles to the incident photon, and in the main is determined by the direction of 

the electric field in the incident radiation. However at higher photon energies 

the photoelectron acquires a forward component of momentum as required 

by conservation of momentum.

Figure 3.3

The angular dependence of 

photoelectrons for soft and 

hard X-rays. The cir­

cular shapes indicate the 

probability of photoelec­

tron emission at tha t angle 

(After Compton and Alli­

son 1949, p. 576, Fig. VII- 

25).

Fluorescent photons and Auger electrons

Hard X-rays
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The emission of the photoelectron results in a space being left behind in 

the electron orbital in which the absorption process occured. The subse­

quent rearrangement of the orbital electrons results in the release of energy 

as an electron from a more loosely bound orbital “falls down” to replace the 

photoelectron. The resultant energy can appear in two ways; through the 

emission of a fluorescent (characteristic) photon or through the emission of 

a less tightly bound Auger electron.

The fluorescence photons are emitted isotropically with an energy equal to 

the difference in binding energy of the photoelectron and its replacement. 

There will also be some residual energy left which is dissipated by further 

Auger processes.

The Compton Effect

Another process which becomes important at higher energies, and is still 

relevant for the energies discussed here, is the Compton effect. This can 

be considered in terms of the incident photon scattering off a free electron, 

taking into account the conservation of momentum. It is an illustration of the 

particulate nature of photons, since Compton started from the assumption 

that photons had the mechanical property of momentum.

Here we consider the mechanism whereby the incident X-ray scatters off of 

a free electron, transferring some momentum in the process. The electron 

can be considered free since most interactions of this type are with the outer 

electron orbitals. The energy of the scattered photon, hz/, is given by :
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Figure 3.4

The Compton scattering ef­

fect.

where hv  is the energy of the incident photon, me is the mass of the electron 

and the other terms are shown in figure 3.4.

Pair Production

At higher energies (above 2m0c2) 7 -rays can interact in a third way. This 

entails the absorption of a photon and the creation of an electron-positron 

pair. It can be explained by the Dirac theory, where a continuum of electrons 

with negative energy states is assumed at an energy of < - m0c2. The more 

familiar positive energy levels occur at > mGc2. Thus, in order for the an­

tiparticle pair to be created, a gap of energy 2m0c2 has to be bridged. When 

this energy has been supplied to the material an electron appears and the 

corresponding hole in the negative continuum, which has the same properties 

as the electron with the exception of the charge, is called a positron. For a 

more detailed description of pair production see [23].

3.2.2 Electron interactions

The total path length travelled by an electron during the slowing down pro­

cess is known as the integrated path length. This distance is appreciably 

shorter than the distance the electron will travel from its creation point to
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its resting point, due to the multiple scattering of the electron as it undergoes 

the Coulomb interactions which characterise its energy loss. In most cases 

the distance travelled by the electron in a material is found by the continuous 

slowing down approximation (CSDA). This takes the integral over energy of 

the stopping power from a final to an initial value. The other range value 

which is perhaps of more relevance here, is the extrapolated range. If a source 

of electrons was placed in front of a thin absorber and the thickness of the 

absorber increased, then the thickness at which the rate of change of trans­

mitted electrons is at a maximum would be the extrapolated range. This is 

a more useful number for the range of an electron in a material since it is 

closer to the average distance travelled from the electron creation point to its 

rest point. These two quantities are graphed in figure 3.5 over the relevant 

energy range (0 - 100 keV). It should be noted that at these energies, which
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Figure 3.5: Electron ranges in silicon, gallium

arsenide and cadmium zinc telluride. Calcu­

lated using the ESTAR database (available from 

http: /  /  physics.nist.gov/PhysRefData/).
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are relatively low compared to most common cases cited in the literature, 

there are significant errors in the range values [24]. The values quoted here 

are intended to give an approximate value for the range of the photoelectron 

over these energies and are not intended to be precise. For more accurate 

ranges Monte Carlo Methods such as those employed in MCNP are applica­

ble. Though the methods are more advanced the same initial principles, such 

as the CSDA technique, are employed. For a more comprehensive account of 

electron transport in MCNP see [25].

3.2.3 Charge particle interactions

The interactions of a charged particle as it passes through a material were 

first described classically by Bohr. Later Bethe, Bloch and Landau outlined 

more comprehensive quantum mechanical theories.

The most probable interaction, and the dominant one where detectors are 

concerned, is between the charged particle and the m aterial’s orbital elec­

trons. When the particle enters the detection medium it simultaneously 

interacts with several electrons via the Coulomb force. The transfer of en­

ergy between the charged particle and the electrons leads to the electrons 

gaining energy and the charged particle slowing down. The electrons can 

either be raised into a higher orbital shell (leaving the atom in an excited 

state) or they can be removed completely from the atom creating an electron 

hole pair in a process known as ionisation. The particle is involved in many 

of these collisions and so is continuously slowing down until it comes to rest.
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Stopping Power

The consequence of these interactions is that a charged particle of a given 

energy has a characteristic range in a particular material. The linear stopping 

power, S , of the absorber is defined as the differential energy loss (dE) divided 

by the differential path length (dx):

This rate of energy loss over an incremental distance is given by :

where v is the velocity of a particle of charge ze , interacting in an absorber 

which has a number density N  and an atomic number Z . The electrons in 

this material have a charge e and a rest mass of m 0. B is given approximately 

as :

where c is the speed of light and I  the average excitation and ionisation 

potential of the absorber. These equations are known as the Bethe-Bloch 

formula.

The Bragg Curve

The plot of specific energy loss along the track of a charged particle as it 

traverses the detection medium, is known as the Bragg curve. It illustrates 

graphically equation 3.3 and shows that charged particles lose energy in a 

manner differing from the previously discussed case of photons. Figure 3.6 

shows the energy loss for a single alpha particle and a beam of particles. The

(3.4)

83



Particle Interactions and D etection Techniques

difference is due to energy straggling, which is an effect from the statistical 

nature of the interactions.

The specific energy loss curve for an electron is similar except that the curve

Single particledE

Parallel beam

Distance of penetration

Figure 3.6: The Bragg curve for an alpha particle of several 

MeV initial energy (After Knoll 1989, p.33, Fig. 2-2).

follows the tortuous path of the electron as it multiple scatters through the 

detection material.

3.3 Detectors

The previous section outlined the interaction of radiation in materials. This 

section will focus on the properties of semiconductor detectors.

There are two broad modes of operation for the type of detector discussed 

here : integrating and individual quantum pulse (photon counting) mode.
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3.3.1 Integrating detectors

These detectors can be current or charge integrating. They find applications 

as imaging detectors and are useful for determining dose rates in radiation 

environments.

Current Integrating

A detector operating in the current integration mode would measure the 

direct current averaged over the response time of the device. The response 

time in some cases can be a significant fraction of a second. This leads to the 

possibility of many quanta of radiation being measured over one time period. 

The measured current at the output is then the sum of contributions from all 

the individual particles. The energy deposited per particle is therefore lost 

and spectral analysis is not possible. However the measured current in many 

cases is proportional to the rate of energy deposition and the absorbed dose 

rate can be determined. Imaging detectors can also be used in this mode and 

the following mode, where the image quality improves with integration time.

Charge Integrating

The induced current in a detector can be integrated across a capacitor to give 

the resultant charge over the measurement time. This allows measurements 

to be taken where the current is too small to be measured directly by the 

previous method. The integrated charge is a measurement of the total energy 

deposited in the detector over the integration time.

85



Particle Interactions and Detection Techniques

3.3.2 Individual quantum pulse mode

The photon counting method depends upon a detector coupled to a low 

noise charge-sensitive preamplifier. In this mode it is possible to detect each 

individual radiation quantum that has interacted in the detector volume. 

If the interacting particle deposits enough energy in the material such that 

the resultant voltage pulse is above a pre-set electronic threshold, then the 

information of the interaction is recorded. This threshold is usually placed 

at a position just above the inherent noise of the system.

Energy resolving detectors

Here the amplitude of the output voltage pulse from each individual interac­

tion above the threshold is obtained. The magnitude of the pulse is propor­

tional to the amount of energy deposited in the detector and is given by the 

following equation : V  =  where V is the magnitude of the output voltage 

pulse arising from the interaction of a particle of energy E, C is the detector 

capacitance, q the charge on the electron and e is the mean energy per e-h 

pair. These individual pulses are then stored and displayed as a differential 

pulse height spectrum on a multichannel analyser. This method is employed 

in all spectroscopic detectors.

Photon counting

This technique is an alternative to the above method which has been used for 

imaging detectors. The pulse height is not recorded in this case, but a counter 

attached to the read-out electronics is incremented whenever the incident 

radiation created enough charge particles for the resultant pulse to be above
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the threshold. So only the fact that a particle, above a certain energy, has 

interacted in the detector is obtained. The position of the threshold in effect 

defines what energy an individual photon has to deposit to register a “hit” , 

so for low energy photon detection the noise of the system is crucial. The 

advantages of this type of detector configuration are speed of read-out (and so 

high rate capabilities) and the reduced complexity of the read-out electronics 

(and so a potentially smaller pixel size). An example of a pixel detector 

operating in this manner is the MEDIPIX system [26].

3.3.3 M etal sem iconductor contacts

The extraction of charges from a semiconducting material is accomplished by 

means of electrical contacts. These are typically fabricated on opposite ends 

of the detection material and a potential difference applied between them. 

This potential difference leads to an internal electric field which separates 

the charge carriers resulting in an induced charge on the electrodes. These 

contacts therefore play a pivotal role in the characteristics of the detector. 

They can be either of two types: Ohmic or Schottky.

When a metal is brought into contact with a semiconductor the Fermi level 

of the two materials must align into an equilibrium state. This is illustrated 

in figure 3.7 where a metal of work function (f)m is brought into contact with 

an n-type semiconductor of work function, <f)s and electron affinity x- The 

resultant band bending determines the contact characteristics.
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I  METAL SEMICONDUCTOR I METAL SEMICONDUCTOR
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Figure 3.7: The metal semiconductor junction 

The Schottky contact

A Schottky contact is formed because of the differences of work function 

between the metal and semiconductor. The work function of a material is 

defined as the difference between the vacuum level (the point at which a 

free electron can exist) and the Fermi level. In an n-type semiconductor 

the alignment of the Fermi levels is attained by the flow of electrons from 

the semiconductor to the metal. This leaves a region of space charge in the 

semiconductor adjacent to the semiconductor-metal interface. This positive 

space charge, composed of ionised donors, causes the band bending shown in 

figure 3.7 and sets up the potential barrier at the interface. For electrons to 

flow out of the semiconductor they now have to surmount a barrier, giving 

the contact useful current rectifying properties.

Conversely when a p-type semiconductor, with a work function greater than 

that of the metal, is brought into contact with this metal the resulting band 

bending is downwards. This forms a p-type Schottky contact which also 

possesses rectifying properties.
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The magnitude of the potential barrier is given by the following equation :

# 6  =  q(<f>m ~  Xs)  (3 .5)

where is known as the barrier height of the contact.

The above statements hold for the idealised case, which often is not realised. 

More commonly there exists a high density of surface states which alter the 

properties of the contact. The surface states are trapped charge or defects 

that exist at the surface of the semiconductor. The equilibrium conditions, 

discussed above, are achieved in this case through charge transfer between 

the surface states and the metal. A small change in the Fermi level at the 

interface provides enough band bending to align the Fermi levels. This effect 

is known as the pinning of the semiconductor Fermi level at the surface due 

to these surface states. GaAs is a material whose Fermi level is thought to be 

pinned at the mid-gap point due to the presence of deep traps at the surface. 

The pinning of the Fermi level makes the alteration of the barrier height 

difficult and acquiring the desired contact properties becomes complex.

The Ohmic contact

The other type of contact is one which has a negligible resistance to current 

flow. It is therefore known as an injecting or ohmic contact. The contact 

resistance is low in comparison with the resistance of the bulk material. This 

means that there is no voltage drop across the contact and there is little or 

no power dissipated on the contact. Thermal equilibrium is maintained even 

when current is flowing across the electrode, resulting in no change in the 

free carrier density at the ohmic contact. For ohmic conditions to be met 

the work function of the metal must be less than the work function of the
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semiconductor, for n-type material. The converse is true for p-type semicon­

ductors.

Problems arise when fabricating such contacts onto room temperature semi­

conductors. The presence of high densities of surface states in these materials 

cause the Fermi level to be pinned, also the large band gaps mean that met­

als with small enough work functions are hard to come by. These difficulties 

mean that other steps are sometimes used to realise ohmic contacts on these 

materials. One method is by the shallow doping of the semiconductor, which 

creates a thin Schottky contact. If this layer is thin enough the carrier can 

tunnel directly through the barrier, forming what is known as a tunnelling 

ohmic contact.

3.3.4 Photoconductive detectors

This is perhaps the simplest method of forming a semiconductor detector. 

Ohmic contacts are formed on either side of a block of semiconducting mate­

rial. A voltage difference is placed across the detector which creates a current 

of a magnitude defined by the resistivity of the material. The interaction of 

ionising radiation changes the free carrier concentration and so the current 

flowing through the detector is increased by an amount proportional to the 

deposited energy. For these detectors to be operated in individual quantum 

pulse mode the resisitivity of the detection material must be sufficiently high 

to ensure that the leakage currents are low enough, such that the charge 

generated by an individual particle is observable above this leakage current. 

An additional stipulation is that the mobilities, and lifetimes, of the carriers 

must be high to allow efficient extraction. An example of such a detector is
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CdZnTe which will be discussed later in chapter 7.

These detectors can also be used in photoconductive gain mode, where the 

gain, G, is defined by the ratio of the photocurrent, Ip, to the primary pho­

tocurrent, Iph e.g. G = j 2̂ . The gain occurs because the semiconductor 

has not returned to its equilibrium condition, by the time another photon 

interacts. The gain can therefore be expressed in terms of carrier lifetimes, r , 

and transit times, t r , and is simply the ratio of these two variables. Gains as 

high as 1 0 6 can be obtained from some photoconductors and typical response 

times range from 1G- 3  to 10“ 10 seconds. Detectors of this type are commonly 

used for infrared detection.

3.3.5 D iode detectors

A more complex detection method, in terms of fabrication, uses diode detec­

tors. These can be realised by two methods. The first to be discussed will 

be the p-n junction diode, the alternative being the Schottky diode detector.

The p-n junction as a detector

The p-n junction plays a prominent role in a wide variety of detectors. In 

its simplest form it can still act as a detector of charged particles and elec­

tromagnetic radiation. More complex detectors can still be well understood 

from the basic principles of the abrupt p-n junction.

The concepts of n and p doping were introduced in chapter 2 section 2.4.1, 

and are relevant to the following discussion. When n-type and p-type semi­

conductors are brought into contact, the majority carriers will diffuse out 

into the areas of lower concentration. This means that the electrons will
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diffuse into the p-type material and the holes will move into the n-type ma­

terial. The areas which have been vacated by their mobile charge carriers 

are now areas of fixed space charge - positive donors in the n-type material 

and negative acceptors in the p-type material. This space charge sets up an 

electric field which further opposes the diffusion of the carriers through the 

drifting of the charges. The material quickly attains an equilibrium condition 

where a region depleted of mobile carriers exists at the interface between the 

two materials. This region is known as the depletion region and the resultant 

potential difference across this region is commonly called the built-in voltage 

(Vfo). The depleted volume will remain free of mobile carriers even though 

carriers are being excited over the band gap. This thermal process is slow, 

around 1 0 - 3  to 1 0 “ 4 seconds, in comparison with the non-equilibrium charge 

extraction times, typically 1 to 10 ns. The equilibrium concentration of free 

carriers is suppressed approximately by the ratio of these two times. Short 

carrier lifetimes lead to increased thermal excitation in this region which 

could be problematic in some materials. This simple p-n junction forms a 

rectifying diode which minimises the injection of a leakage current, and al­

lows good charge collection over the depletion region.

Poisson’s equation (2.42) can be used to calculate the width, W(V), of this 

depletion region for the special case of an abrupt junction where the dopants 

are fully ionised and uniform in distribution. The expression is shown in 

equation 3.6 :

acceptor and donor concentrations respectively. V is the applied external

(3.6)

where es is the dielectric constant of the material, N0 and N j are the ionised
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voltage and can be used to increase (apply a positive voltage to the electrode 

in contact with the n-side, or negative to the p-side) or decrease (converse of 

previous case) the space charge region. The equation is simplified when one 

side of the junction has a doping concentration far in excess of the other side 

and becomes :

where Nb is the ionised concentration of the lesser doped side. These two 

equations show that large depletion regions, which are desirable for parti­

cle detection, require either large bias voltages or low doping concentrations. 

This limits the applicability of p-n junctions to the detection of ionising radi­

ation, since the high electric fields required to maximise the depletion region 

exceed the breakdown voltages discussed previously in chapter 2 subsection 

2.6.3. This problem is circumvented by introducing a region of intrinsic ma­

terial between the p and n materials. The active area of the detector is 

increased and the operation voltages required for full depletion are lowered 

in the process. The intrinsic layer is more commonly n-type material with 

a low free carrier concentration, as it aids the processing steps. In figure 

3.8 the cross-section of a typical silicon pixel (or strip) is shown, along with 

the band structure. This plot was obtained using the MEDICI simulation 

package where the doping densities were 1 0 18 cm- 3  for the n+  layer, 1 0 19 

cm - 3  for the p+  and 1 0 12 cm - 3  for the n layer.

The Schottky diode

A Schottky diode is realised by applying to a semiconductor a contact of the 

type discussed in section 3.3.3. Since this contact is rectifying under reverse
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Incident Readout

electronicsRadiation

Figure 3.8: The properties of a diode detector in equilibrium.

bias, the contact blocks the flow of current across it. Ideally this results in 

a low leakage current. The depletion region which extends from the reverse 

biased Schottky contact is described by the following equation :
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where Ndom is the dominant dopant in the material and the ^  term accounts 

for the majority carrier distribution tail. The barrier height, which defines 

the characteristics of the junction, can be much lower for a Schottky diode 

than for a p-n junction diode, resulting in higher thermionic leakage currents. 

Surface states can also increase the leakage current by allowing tunnelling 

through to the conduction band. This method of fabricating detectors has 

the advantage of the comparative ease through which they are fabricated. 

They find use on materials which are difficult to process at the elevated 

temperatures required for dopant diffusion or implantation.

3.3.6 M aterials

Many materials have been investigated for application as semiconductor ra­

diation detectors, among them germanium, silicon, GaAs and Cd(Zn)Te, as 

well as more exotic alternatives such as SiC, GaN and InP. This short section 

will briefly outline the properties of the three materials (silicon, GaAs and 

CdZnTe) important to this thesis. The specifics of these materials will be 

covered in later chapters.

The motivation for moving from silicon, which is the dominant material in 

terms of semiconductor pixel detectors, can be seen in figure 3.9. Though 

silicon out performs the other materials when its charge transport properties 

are considered, its low atomic number leads to an absorption efficiency which 

drops off to 50% at 15 keV and is at the few percent level at 60 keV. For X-ray 

detection over this range it is desirable either to move to thick layers of sili­

con or to move to a material with a higher absorption coefficient. GaAs and 

CdZnTe are two such materials though they both suffer from defect related
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charge transport problems. The thicknesses of the three materials shown in
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Figure 3.9: The absorption efficiencies of Si, GaAs and 

CdZnTe for common detector thicknesses.

figure 3.9 have been selected since they are the common thicknesses for these 

materials when used as radiation detectors. These absorption efficiencies 

have been calculated using the formula from subsection 3.2.1 and the ab­

sorption coefficients are taken from the NIST databases1. The Monte-Carlo 

code MCNP uses the same cross-section databases as NIST database and so 

the figure 3.9 offers a accurate representation of how MCNP models these 

materials.

Silicon

For the applications discussed in this work silicon remains the benchmark 

detection material. Its technological development far exceeds the other ma­

1Available from http://physics.nist.gov/PhysRefData/
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terials, and it has the advantage of being an intrinsic semiconductor. Ap­

pendix B covers the important properties of silicon. The major advantages 

of silicon are :

•  The material is well understood and in common use.

• The fabrication processes are highly developed and widely available in 

industry.

•  Full collection of generated carriers, at modest operating voltages, can 

be expected for the majority of applications.

The primary disadvantage of silicon is its low atomic number, as discussed 

previously.

Gallium Arsenide

GaAs is a material which, in theory, has all of the required semiconductor 

properties that are necessary for a room temperature semiconductor radia­

tion detector. An optimum value for the band gap of such a detector exists 

due to the conflict between minimising the thermal generation of carriers 

and maximising the number of carriers created when a quantum of radiation 

is absorbed. This optimum value is around 1.4 - 1.5 eV, for which GaAs 

(Eff=1.424 eV) is well suited. An ideal material should have a high atomic 

number (to increase the 7 -ray interaction probability) and GaAs, with Z=32 

and 34, satisfies this criterion also. The high mobilities of the carriers in 

comparison with silicon are also an advantage. The reduced lifetime of the 

charge carriers, due to imperfections in the lattice structure, is where the
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problems arise, in terms of detector performance. The reproducibility of de­

tector response and the variations in material properties also cause significant 

problems. For a review of the status of GaAs as a detector medium, and the 

significant results over the last 40 years, see reference [27].

Epitaxial GaAs

These detectors were the first compound semiconductors to demonstrate 

good energy resolution at room temperature [28]. The material is com­

monly grown by liquid phase epitaxy (LPE) [29] or vapour phase epitaxy 

(VPE) [30]. These methods create relatively pure materials but are limited 

to thin detection layers - around 200 fxm thick. Typically Schottky contacts 

are formed on one side of the detector with ohmic electrodes on the other 

side creating a diode detector. Detectors of this type have been shown to be 

effective X-ray imagers in the low energy X-ray regime [4], and have been 

proposed as a detection layer for dental imaging [31]. They also have a po­

tential application for synchrotron radiation studies and some preliminary 

studies and are described in references [32] and [33]. The problems tha t exist 

here are the expense of both the detection layer and the read-out electronics. 

They are also currently available only as single chip detectors, with an active 

area of 1 cm2, though detector systems which allow the single chip elements 

to be arrayed are now planned [34]. Another difficulty is growing pure ma­

terials with low free carrier concentrations, such that they are fully depleted 

at reasonable operating voltages. This problem could be addressed by new 

detector designs, and one such design (first proposed by Sherwood Parker 

et. al. [35] for silicon detector operation in high radiation environments) is 

discussed in chapter 6 .
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Semi-Insulating GaAs

Semi-insulating (SI) or bulk GaAs was proposed as an alternative to epitax­

ial detectors, since obtaining thick detection layers of this type of material 

is routinely performed in industry. This material however is not as pure as 

its epitaxially grown counterpart. The presence of high concentrations ( 1016 

cm - 3  [36]) of a deep donor level known as EL2, severely affects the charge 

transport properties. This defect has been attributed to an arsenic anti-site; 

an arsenic atom occupying a lattice site which should contain a gallium atom 

[37]. The defect is an electron trap and lies close to the midgap point. Bulk 

GaAs has also been reported to exhibit depletion properties which do not fol­

low those expected from equation 3.6. This has been attributed to the field 

enhanced capture cross section of the EL2 trap [38]. Here it is postulated 

that as the electric field rises above 104 V/cm the capture cross section of 

the EL2 level increases. This means that the probability of the EL2 centre 

being occupied is high in the areas where the electric field is above this value. 

Since the EL2 is the dominant space charge in the material, the areas with 

E > 104 V/cm become compensated and the region exhibits the properties 

of an intrinsic semiconductor (the material has been observed to deplete at a 

constant rate of ~  1 V/ f im) .  The areas with E< 104 V/cm still have the EL2 

space charge and so as the detector depletes the space charge moves through 

the detector. This model has been supported by experimentally measured 

electric field profiles [39], though there are still concerns about the methods of 

measuring the internal electric field of the detector and the reproducibility of 

results. The implications of this model are that in order to deplete SI-GaAs 

the electric field has to rise above 104 V/cm. As it does so the probability of
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trapping the generated charge increases, so large active volumes are associ­

ated with the reduced collection efficiency of the carriers. The reverse biased 

leakage current densities of bulk GaAs detectors range from 2.5 nA/m m 2 to 

100 nA/mm 2 [36], [31] and [27].

Cadmium Zinc Telluride

Another bulk material that has found applications as a radiation detector is 

cadmium zinc telluride (CdZnTe). It is not commonly operated in diode form, 

but instead operates in photoconductive mode. The material properties and 

detector configurations are covered in detail in chapter 7. Its high average 

atomic number (average Z=50) has led to interest in the field of high energy 

gamma-ray detection. Detection layers are typically 2 mm thick with gold 

electrodes forming ohmic contacts. This material also suffers from purity 

problems and material uniformity. Energy resolutions of 2 % at 662 keV have 

been reported [40] in detectors which employ an interaction depth correction.

3.3.7 A spects of charge transport

The signal from a detector arises not from the collection of charges but from 

the motion of charge. As soon as a charge packet is created by incident 

radiation, the positive and negative charges begin to separate. The result is 

an immediate pulse on the detection electrodes. This is known as the induced 

charge. There exists no delay in the rise of the current on the contact. When 

the last of the charges has been collected at the electrode then the induction 

process is at an end and the pulse is fully developed.
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M axwell’s equations and the Shockley-Ramo theorem

The weighting field and Ramo’s Theorem

A general method to calculate the induced charge in a semiconductor detector 

is the Shockley-Ramo’s theorem [41], [42], [43]. This theorem makes use of 

concepts such as the weighting field and the weighting potential. It states 

that the instantaneous current seen on an electrode is given by :

i = qv.Eo (3.9)

where q is the charge on the carrier, v is its velocity and E q is the weighting

field. A more intuitive way of representing this is to say that the induced

charge is equal to the product of the charge on the carrier and the difference 

in the weighting potential, 0 O, from the beginning of the charge carrier’s path 

to its end, i.e.

Q = qA(f)0 (3.10)

This simple equation can offer a deep insight into a detector’s behaviour. The 

important parameter is clearly the weighting potential. This can be found 

by use of the following assumptions :

•  The voltage on the detection electrode is set to unity

• All other electrodes are fixed at zero volts.

•  Laplace’s equation is used and so no fixed space charges (including 

trapped charges) are considered.

Solving for these conditions gives the weighting potential for a particular 

electrode. The weighting field is the negative gradient of this. These sim­

plifications yield a useful method for determining the shape of the output
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pulse due to the charge carriers. The weighting fields and potentials are not 

the actual electric equivalents, but instead serve as a convenience for this 

model. The validity of this approach in the context of semiconductor pixel 

detectors is shown in reference [44]. However to account fully for all aspects 

of semiconductor charge transport, the more advanced methods employed by 

device modelling packages are required.

The displacement current approach

Commercial modelling packages such as MEDICI solve Poisson’s equation 

and so the electrical aspects of Maxwell’s equations. To account for charge 

flow in this way it is necessary to introduce another current know as the 

displacement current. This was first postulated by Maxwell to account for 

discrepancies in Ampere’s current law.

When a voltage is applied to a dielectric there will be an immediate, and 

small, movement of charge as the external electric field distorts the atoms of 

the material. The positive and negative bound charges of the atom move to 

opposite sides and the atom becomes polarised. This displacement of charge, 

which disappears on removal of the field, is known as polarisation, P. This 

movement of charge can be more broadly described as the displacement, D 

given as :

Since there is a motion of charge it will give rise to a current and this is 

known as the displacement current, !<*. The current is given by :

(3.11)

(3.12)
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This current must be added to the conduction currents given previously in 

chapter 2 section 2.5.3 to account accurately for the total current in open 

loop circuits.

It is not just a voltage change that will cause this current induction, the 

creation of charges in the material will also disrupt the electrodynamics and 

so result in the flow of current. Figure 3.10 shows this process schematically. 

Here the effect that two identical charges will have on the atoms of a dielectric 

can be seen.
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Figure 3.10: Polarisation of the atoms of a dielectric by a pair 

of equal positive charges (After Ramo, Whinnery, Van Duzer 

1994, p. 7 Fig. 1.3c).

This approach to charge transport in semiconductors is more fundamental 

than the Shockley-Ramo approach. Additionally, since Poisson’s equation 

is solved rather than Laplace’s, the effects of trapped charge and surface 

states, which are thought to affect the charge transport significantly, can 

be accounted for. The specifics of the current and charge pulses from this
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approach will be analysed later on in chapter 7.

3.3.8 Position sensitive sem iconductor detectors

The focus of this thesis is on position sensitive semiconductor detectors and 

in particular pixel detectors. The theoretical framework outlined previously 

holds for detectors, however the following subsection will discuss more specific 

aspects of these detectors.

Pixel detectors 

Hybrid pixel detectors

These systems consist of a 2 dimensional array of detection elements cou­

pled to geometrically matching readout electronics, via a bump-bond inter­

connect. The readout electronics are processed on a separate wafer from 

the detector which allows both technologies to progress at their own rate 

of development. The readout electronics, for example, are commonly fab­

ricated on silicon in standard industrial processes (to minimise the expense 

and ensure the readout array has a high operation yield), whereas a choice 

of detection medium can be selected to fit a specific application, for example 

a high atomic number material for higher energy X-rays.

Since each pixel element has its own dedicated front-end readout electronics, 

these detectors are ideally suited to operation in a high rate environment. 

This explains why detectors of this type were first developed for high energy 

physics applications. They may also find application as high rate imaging 

sensors, of the type needed for the new synchrotron sources (for example 

DIAMOND). Since the electronics can be fabricated in well understood, reli­
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able industrial processes the choice of detector medium may lend the detector 

system to biological and medical applications.

This type of pixel detector is, however, limited by potentially unreliable bump 

bonding and the high cost of fabrication. Furthermore the added bonus of 

choice of detector medium is somewhat negated by the problems with mate­

rial quality discussed previously. Additionally the defining quantity of spatial 

resolution, realted to the pixel size, is governed by several factors, primarily 

the complexity of the front end electronics, the size of the bump bond and 

to some extent the physical processes involved in particle detection.

CCDs

Charge coupled detectors, or CCDs, have been the benchmark detectors as 

far as the imaging of photons is concerned. These detectors have their limita­

tions but, just as silicon has remained the dominant detector medium, CCDs 

have yet to be improved upon in terms of reliability and imaging resolution. 

They have found applications in many areas of science and medicine, such as 

vertex detection and X-ray imaging, and have been incorporated into com­

mercial systems such as video cameras.

CCDs store any generated charge in potential wells within a space-charge 

region. The charge packets in these potential wells are then transferred se­

quentially by suitable clock pulses along the pixellated array toward the 

read-out electronics. These pockets of charge can fill up with thermally gen­

erated carriers, leading to some restrictions on the operating conditions of 

the devices (discussed later). Since the pockets of charge are conventionally 

read out to the bottom of their column and then to the end of their row, only 

one pre-amplifier is needed for the whole array. This leads to an extremely
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low-noise performance when the pre-amplifier is integrated onto the detec­

tion wafer, but to a relatively slow (~  msec) frame readout time. 

M ono lith ic  p ixel d e tec to rs

In these detectors each pixel has its own readout electronics which are in­

tegrated onto the sensing element. This has the possibility of creating an 

extremely low noise device capable of 2-D imaging in high rate enviroments. 

The fact that the readout chain has to be fabricated on high resistivity detec­

tor grade material leads to the primary disadvantage of these detectors. The 

transistors and readout circuits have to be manufactured in non-standard 

technologies. This leads to a large increase in the cost of development and 

fabrication. However the potential advantages (low noise, less components 

and a very thin structure) are such that many groups have pursued their fab­

rication, for example [45]. Should standard CMOS fabrication techniques be 

possible for these detectors then in some situations they could offer a viable 

alternative to CCDs and hybrid pixel sensors.
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Chapter 4

The detector system s - ERD1  

and Dash-E

4.1 Introduction

This chapter will introduce the ERD1 detector and its successor the Dash-E 

detector. Both systems have undergone characterisation with the aim of un­

derstanding their behaviour, so that a successful comparison with the models 

developed in later chapters can be drawn.

The development of these detectors was funded, through the IMPACT (innovative 

Microelectronic Pixellated Sensors and Advanced CCD Technology) collab­

oration [46], by the Department of Trade and Industry through PPARC. The 

detector systems were designed by Paul Seller and his colleagues in the Mi­

croelectronics group at the Rutherford Appleton Laboratories and have been 

described in [47], [5] and [48].
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4.2 D escrip tion  of devices

The Energy Resolving Detector 1 (ERD1) is a hybrid active pixel detector 

intended for X-ray spectroscopy over the energy range 1 keV to 25 keV. The 

detection system consists of a 16 x 16 array of preamplifiers each coupled, 

via a bump bond, to a pixellated silicon detector. The silicon pixel detector 

matches the readout in tha t it has square pixels on a pitch of 300 /im. Two 

thicknesses of silicon were fabricated to couple to the readout electronics - 

300 and 500 /rm. The results presented here are for the 300 gm thick detector 

only. Figure 4.1 shows the detector system with the detector and secondary 

read-out stage highlighted.

Silicon pixel detector

SHAMROCs

Figure 4.1: Photograph of the Energy Resolving Detector 1 

with detector and read-out highlighted.
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4.2 Description of devices

4.2.1 The detector

The ERD1 detector is a 16 x 16 matrix of square pixel elements of pitch 300 

/mi. This gives an active area of 4.8 mm x 4.8 mm. The pixels were fabri­

cated on 3-10 kohm-cm, n-type, 4 inch silicon wafers, with the silicon crystal 

lattice orientated in the < 1 0 0 > plane (the wafer plane is perpendicular to 

this axis). The fabrication was carried out at SINTEF [49] using double sided 

processing. The detector was been designed to be illuminated through the 

n+ (n+ =  1018 cm-3) ohmic contact. This layer is formed by ion-implanting 

phosphorus to a depth of 0.5 / i m ,  through a 200 nm thick oxide layer which 

remained for mechanical protection. A 0.5 /im thick coating of aluminium 

covers the edge of the active area to allow wire bonding out to the bias line. 

The p+ boron implant (280 fim square) on the bump bond side is covered 

with 1.5 / i m  aluminium and a polyimide passivation. A 170 / i m  square win­

dow is opened in the passivation to allow the bump bond to make electrical 

contact. The leakage current of the detectors is of the order of 0.3 pA per 

pixel (determined by I-V measurements) [47], with several guard ring struc­

tures to eliminate the effects of surface currents associated with irregularities 

on the sawn edges of the silicon [49].

4.2.2 Bum p bonding

The detection elements are connected to readout electronics via a gold stud 

bump bond. The process starts by the PAC5 readout stage being sawn 

from its wafer into individual readout chips. The bump bonds are applied 

using a conventional gold bump bonder with the wire being broken at a 

controlled height above the ball. The result is a bond which is approximately
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50 x 50 /im in size. The detector has zinc, nickel and gold layers applied 

to the aluminium covered p+ side. These under bump metallisation layers 

protect the silicon detectors during the bonding process. The detector layer 

is then covered in a silver epoxy ( 1 /im thick) aligned and placed upon the 

PAC5 chip. An insulating underfill is then inserted between the detector 

and preamplification chip to improve the mechanical strength. This method 

has the advantage of having close to 1 0 0  % bump bond yield, though the 

size of the bonds exceeds that required by many pixel detectors for imaging 

applications.

4.2.3 The read-out electronics

The readout electronics of the ERD1 is split into two parts : the preamplica­

tion stage performed by the PAC5 and the post-amplification stage performed 

by the SHAMROC chip.

Preamplifier chip (PAC5)

The PAC5 is an integrated circuit which has a 16 x 16 array of preamplifiers. 

These are geometrically matched to the detector pixels and coupled via the 

previously described bump bond process. The amplifier is of the charge 

sensitive type and utilises the folded cascode architecture. The schematic of 

the preamplifier is shown in figure 4.2 along with the line drivers. The input 

FET (200 /zm : 1.2 gm) has a feedback capacitance of 100 fF and draws 100 

fiA. Adequate gain is achieved while pixel to pixel uniformity varies by 10 

%. This non-uniformity has to be corrected by software and does not affect 

the energy resolution of the detector system [50]. The resets are transistor
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4.2 Description of devices

Figure 4.2

The preamplifier array chip 

(PAC5). The readout chain 

(left) is bump bonded to 

each individual pixel.

circuits with a IMohm stabilisation resistor. This requires the pre-amp to be 

reset every 100 ms and results in a 1 pA leakage current. Dummy transistors 

are used to cancel the reset charge injection.

The noise of the pre-amp has been designed to be 20 electrons RMS. This 

assumes a detector capacitance of 250 fF, a pad capacitance of 250 fF and a 

10 pA leakage current when shaped by the 2 /is shaper. All of the individual 

PAC5 pixels are routed to bond pads where they are wire bonded out to 

the secondary readout stage performed by the two SHAMROC chips. Both 

the PAC5 and the SHAMROC are fabricated in the Mietec 0.7 fim  CMOS 

process.

Secondary readout stage (SHAMROC)

The SHAMROC amplification stage consists of 128 CR-RC shapers, a peak- 

hold and comparator circuit. The schematic is shown in figure 4.3.

The PAC5 outputs a voltage signal to the SHAMROC where it is shaped 

by a 2 /zs CR-RC amplifier, which has a gain of around 40. This shaped 

pulse drives a circuit which holds the peak of the signal. If the peak is 

above a threshold (set by software) the comparator fires and provides a hit
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* Data valid 
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F igure  4.3

The secondary readout 

chain (SHAMROC) con­

tains 128 channels. Two 

are wire bonded to each 

PAC5 chip.

signal to the readout logic. The minimum input voltage which will cause 

the com parator to fire is 5 mV. When a com parator hres, a flag is set in the 

readout logic. A clock is then enabled which applies a hold signal, after 3 

clock counts, to the corresponding peak hold circuit to store the peak value. 

Only the ‘h it’ channel is affected by this procedure, which leaves the rest of 

the system free to continue taking data. The counter is clocked at 1 MHz 

so the readout signal is applied after 3 / lz s .  This hold signal will also raise a 

flag which traps a readout pointer when the channel is reached. When this 

happens the analogue multiplexer is enabled and the stored value is routed 

from the channel to the analogue output. The channel address and a ‘data 

valid’ signal are also output to indicate tha t the data  is genuine.

The readout pointer scans through all 128 channels in the first SHAMROC 

before progressing to the second SHAMROC. The logic for the pointer is 

designed such tha t all channels with no data  are skipped. A single channel 

readout cycle takes 1 fis and the readout logic then applies a reset to the 

peak hold and com parator circuits of the channel and resets itself. The logic 

has to wait 20 /is from the departure of the pointer to releasing the reset 

to the peak hold and comparators. This is to allow time for the tail of the 

shaped analogue signal to return to zero. Since the data  are only available
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4.3 Detector Chacteristics

at the output while the pointer is present at the channel, the data acqusition 

system must sample the data in one cycle, i.e. 1 /is. This gives a channel 

readout rate of 1 MHz but if a channel is read out it then has a dead time 

of 2 0  /is.

The PAC5 and SHAMROCs are wire bonded to a ceramic board whch can 

be seen in figure 4.1. The ceramic is double sided, is built with minimum 

features of 50 /im  wide copper tracks and contains some surface mounted 

filtering components. The detector and amplification stages are encased in a 

10  x 1 x 1 cm3 aluminium box, and the system is controlled under LabView 

by 2 PC interface cards.

4.3 D etector Chacteristics

4.3.1 Linearity of Response

The linearity of the detector was tested by illumination with various charac­

teristic X-ray line sources over the energy range 8  keV to 80 keV. A variable 

X-ray source [52] was used, in which an Am-241 source excites the character­

istic X-rays from one of 6  different foil targets. The foils - Cu, Rb, Mo, Ag, 

Ba and Tb covered the 8 keV to 50 keV range, while the 60 keV and 80 keV 

lines from Am-241 and Ba-133 gamma sources, respectively, provided higher 

energy calibration points.

Figure 4.4 illustrates the good linearity observed over the whole energy 

range tested with the residuals, highlighting a significant deviation at higher 

energies. This is to be expected since the pre-amplifier settings are optimised 

over the 1 keV to 25 keV energy range. At energies below 8  keV complica-
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Figure 4.4: Linearity plots for ERD1 Detector

tions arise attributed to problems of charge injection from transistors in the 

PAC5 chip. This, as will be shown later in this chapter, has been corrected 

in the next generation of this detector module - the Dash-E.

4.3.2 Energy resolution

Since the ERD1 is a pixel detector it will have some imaging properties, 

though a pixel of 300 /im side is too large for the majority of imaging pur­

poses. Figure 4.5 shows the dual nature of the detector with an image of 

the silver source and the corresponding spectrum. The matrix illustrates the 

pixel to pixel variation across the detector, which is an offset variation in 

each pixel. Since it is an offset and not a gain variation it is relatively simple 

to correct for the pixel to pixel differences, as has been done in reference [50].

If a Gaussian pulse height distribution is assumed, then the observed FWHM 

Wt  of a Si detector is given by the quadrature sum of a number of compo-
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Figure 4.5: A spectrum from the ERD1 detector with the cor­

responding image

nents [22].

W% =  W% + W l  + W l  where W 2F = 2.352e F E  (4.1)

and

W e  is the FWHM due to the contribution from the electronics.

W e is the FWHM attributed to the fact tha t the formation of each individual 

charge carrier is not independent and so is not described by Poisson 

statistics. F is the Fano factor, which corrects for this deviation, and is 

taken to be 0.12 here [19]. e is the energy required on average to create 

an electron-hole pair in Si and E is the incident X-ray energy.

W x  is the FWHM characteristic of any leakage current or charge collection 

inefficiencies.
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Figure 4.6: The variation of FWHM2 with incident X-ray en­

ergy. The noise of the system is dominated by the electronic 

contribution.

The pulse height FWHM of this detector was expected to be dominated 

by the contribution from the Fano factor. However, due to the read-out 

problems, the electronic noise alone is of the order of 1.19 keV. This value 

was determined by lowering the threshold until the charge injected from 

the digital cross-talk was visible as a pulse height peak. The FWHM of 

this peak includes the contributions from the electronics and the leakage 

current and results from the combined effects of the W e  and W x  terms, 

from equation 4.1. The experimental variation of FWHM with energy is 

shown in figure 4.6. The plot includes both the single pixel response and the 

response from the whole matrix. The two sets of experimental points have 

the same gradient but are offset by a marked amount. This is due to the fact 

that the output of the detector array has yet to be corrected for pixel to pixel
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4.4 The Dash-E detector

variations in gain. Also included in the plot is the observed contribution from 

the electronics and leakage current and the theoretical effect from the Fano

factor. The combination of these terms, Wt , matches well the single pixel

response, indicating that the electronic noise is the dominant term and that 

any other terms are negligible in comparison.

4.4 The Dash-E detector

This detector is the successor to the ERD1 . The problems of high noise and 

charge injection, illustrated in the previous section, have been addressed with 

some additional features incorporated in the process. These alterations and 

improvements are three changes to the SHAMROC IC :

•  an increased shaping time to 2 0  (is

• a bipolar switch to allow electrons or holes to be collected at the readout 

electronics

• and a common mode which allows the whole detector to read out if one 

pixel records a hit.

The other main change comes on the PAC5 chip with the incorporation of an 

additional feedback capacitor in series allowing the capacitance of the front- 

end electronics to be switched to either 25 fF or 250 fF. This capability allows 

greater flexibility over the detector capacitance, which should be matched to 

the pre-amplifier capacitance for optimal noise performance.
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4.4.1 E nergy R eso lu tion

The marked difference between the ERD1 and the Dash-E is the improvement 

in the energy resolution. Figure 4.7 illustrates the resolving power of the 

Dash-E detector. The pulse height spectra of fluorescent X-rays of Mn, Cu, 

Rb, Mo, Ag and Ba are shown on the same graph with the maximum count 

normalised to one. The KQ and Kp  lines from each element are clearly visible, 

and for the case of the Ba lines the Kpl and Kp2 lines are separated. This 

energy resolution is particularly impressive since all da ta  were obtained with 

110 on-chip cooling and at room tem perature. It would appear tha t the 

detector noise is capacitance limited, since the resolution did not change as 

a function of tem perature, from room tem perature to ~  40°C.

Rb MoMn Cu Ba
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Figure 4.7: The Dash-E response to the characteristic X-rays 

of Mn-55, Cu, Rb, Mo, Ag and Ba.
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4.4 The Dash-E detector

Noise

The energy resolution of the Dash-E detector is examined in this section. 

The noise of the system is sufficiently low that a determination of a value for 

the Fano factor is attempted. The Fano factor has not only a temperature 

dependence but also a dependence upon the energy of the interacting X-ray 

[51]. Due to the nature of this detector it is well placed to examine the Fano 

factor at room temperatures and over these hard X-rays. There exist very 

few reports of a value of the Fano factor measured at these energies and 

temperatures.

In order for the Fano factor to be determined the other components of the 

noise must be well characterised. The electronic noise of the system was 

tested by two methods to check for consistency. The first method required 

operation of the detector in “all” mode, where if a single pixel is hit all of 

the detection elements are read out. This means that the resultant spectrum 

contains not only the photopeaks of the incident spectrum but also a noise 

peak from the pixels that did not have an X-ray incident upon them. This 

Gaussian noise peak was examined for the case of Mo X-rays and a value 

of the FWHM at 230 ±  6 .6  eV was obtained. The second method involved 

fitting the KQ peaks of the Mn, Cu, Rb, Mo, Ag and Ba spectra with Gaussian 

distributions. Their FWHM values squared are plotted against X-ray energy 

in figure 4.8. The extrapolation of this line back to zero energy should give 

the electronic noise of the detector, providing the preamplifiers are linear 

over this energy range. The FWHM of the noise peak is found to be 213 ±  

63 eV using this method.

The linear extrapolation method gives a noise value which is consistent with
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the fitting of the noise peak. Since fitting to the noise peak gives a lower 

error it is this value which is used, as the electronic noise, in the subsequent 

analysis. If this value of electronic noise is subtracted in quadrature from

Fano = 0 .23+ /-0 .02■ Experimental data 

 W ‘
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Figure 4.8: The variation of FWHM with incident X-ray en­

ergy. A Fano factor of 0.23 is required if no other effects 

contribute.

the total width, the residual contribution should be from the Fano factor - 

assuming full charge collection and no other noise effects. A linear fit was 

made to the data  of figure 4.8 and the electronic noise contribution removed. 

The result gave a Fano factor of 0.23 ±  0.02, which is substantially different 

from the commonly quoted value of 0.12 [19]. The various contributions can 

be seen in figure 4.8.

Conversely if a Fano factor value of 0.12 is assumed and the electronic noise 

is again taken to be 230 eV, then an additional term, W x, is included in 

the analysis. How this term varies with incident X-ray energy can be seen
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4.4 The Dash-E detector

in figure 4.9. This term is attributed to effects such as incomplete charge 

collection and contributions from the leakage current [22].

A marked difference between the observed Fano factor and the theoretical
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Figure 4.9: The variation of FWHM with incident X-ray en­

ergy. A Fano factor of 0.12 is assumed.

value is observed. W ithout further characterisation of the Dash-E detector it 

is difficult to say with confidence th a t the Fano factor shifts at these energies 

and tem peratures to such a high value. However at the moment only one 

Dash-E detector has been built and further testing was not possible since it 

is located at the Rutherford Appleton Laboratories. The additional fact tha t 

the background continuum is much higher than expected (see over) also adds 

weight to the argument tha t an additional noise source is present within the 

detector system. However future experimental work with this detector could 

perhaps address these problems.
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4.4.2 Background Continuum

The Dash-E system satisfies many of the requirements for high rate X-ray 

spectroscopy combined with low noise operation at room temperature. The 

noise of the detector is competitive with current spectrometers, and it would 

appear to be a viable detector for future X-ray detectors. However the large 

background extending from the photopeak downwards, evident in all of the 

spectra shown in figure 4.7, is a problem. Devices designed for applications 

such as this require a high peak to background ratio so that small amounts 

of trace elements can be detected in the presence of other X-rays. The peak 

to background ratio for the Dash-E detector is shown as a function of X-ray 

energy in figure 4.10. Only the four highest X-ray lines are considered since 

the threshold setting for the Mn and Cu lines was just below the photopeak 

and so no background was observed.

The peak to background was calculated by summing over the background 

from zero up to the start of the photopeak. The background was extrapolated 

to zero by taking the average of the background counts. It can be seen 

from figure 4.10 that the peak to background ratio degrades linearly with 

increasing energy. Possible explanations for this increase are charge sharing, 

where counts from the photopeak would be lost to the background if charge 

is shared between two pixels, or the increased effect of Compton interactions 

at higher energies. Absorption in the window side of the detector could 

also increase the likelihood of a high background and a lower than expected 

photopeak.

As will be shown later none of these effects can account fully for the poor 
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Figure 4.10: The peak to background ratio for the 4 highest

energy sources Rb, Mo, Ag and Ba.

peak to background ratio, and perhaps the effect can be attribu ted  to the 

read-out electronics. Further work is required to investigate this possibility

in detail.

4.5 D iscussion

Experim ental evaluation of the ERD1 and Dash-E detector systems has been

described with a view to building an understanding for later chapters, where 

the detectors will be used to comparisons will be made with the models
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developed. Results from the ERD1 and the Dash-E detectors have been pre­

sented. The detectors exhibit good linearity over the energy range intended. 

Details of the noise performance of the systems has been highlighted, illus­

trating the impressive energy resolution of the Dash-E detector. Attention 

has been drawn to the lower than expected peak to background ratio, which 

is a potentially limiting factor.
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Chapter 5

Comparison of experim ental 

and sim ulated results

5.1 Introduction

In previous chapters theoretical models for the behaviour of pixellated devices 

have been proposed. However it is important to compare these simulations 

with experimental data in order to examine the accuracy of the models. In 

chapter 4 the Dash-E detector was introduced and it is this detector which 

has been used to obtain data with which the simulations will be compared. 

The Dash-E is a silicon detector and the models proposed up to now deal with 

other solid state materials, namely CdZnTe and GaAs. However verification 

of the Monte-Carlo code MCNP and the finite element package MEDICI, 

through the modelling of a silicon detector will add weight to the arguments 

proposed for these materials.

125



Comparison of experimental and simulated results

5.2 Comparison of M CNP and experim ent

A detailed 3-D model of the Dash-E detector was created within the mod­

elling package MCNP. It included the silicon detection element, the silicon 

readout electronics and the bump bond complete with the metallisation lay­

ers. This pixel was arrayed in a 16 by 16 matrix to form a complete model of 

the detector. MCNP requires the atomic number and the ratios of the con­

stituent elements in addition to the geometry and source definitions. Figure 

5.1 shows a 2-D cross-section of the pixel element which has been arrayed in 

a 16 x 16 matrix. A close-up of the central region is highlighted since arti­

facts of these materials will be discussed later. Table 5.1 shows the source 

information contained within an MCNP model.

Silicon Detector 
300 micronf 

thick

Silicon Readout 
300 micron* 

thick

300 pm

280 pm

45 pm
Carbon
Epoxy

\
Zn, Ni, Au 
layers plus 
Silver epoxy

50 pm A1 contacts

Figure 5.1: MCNP geometry of the Dash-E detector.

The geometry of the source-detector set-up is a point source emitting 

photons directed down a line through the centre of one of the pixels. The 

whole detection volume (a cube with 300 fim  sides) is then ‘tallied’. This
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Table 5.1: Source definition data for barium

Decay line Energy (keV) Intensity (per 100)

Kai 32.194 46.7

Ka2 31.817 25.6

Ka3 31.452 0.00334

36.378 8.63

Kft 37.255 2.73

Kft, 36.304 4.47

Kft 37.349 0.023

Kft 36.652 0.1

Oi2,3 37.425 0.4

detector-source geometry emphasises the fluorescence contribution from the 

gold bump bond. The ideal situation would be to flood the whole pixel ar­

ray with photons, but an unreasonable amount of computation time has to 

be used to obtain good statistics. To investigate whether this generalisation 

compromised the validity of the model, a point source was stepped across the 

pixel in 10 nm steps. The result showed no effect on any part of the spec­

trum except for the introduction of the gold series of K-shell fluorescent lines. 

These were evident over a small portion of the detector immediately above 

the bump-bond, and their contribution to a uniformly illuminated pixel was 

considered negligible. Other contributions, such as that from the contact 

layers, as we shall see, cannot be discounted since they cover the majority of 

the detector - unlike the bump-bond. When the likely applications of these 

devices are considered, the detection of trace elements, the effects of these
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spectral contaminants can be important.

Figure 5.2 shows the comparison of a barium spectrum taken with the Dash- 

E detctor and the output from the MCNP model. A feature of MCNP is 

the incorporation of a Gaussian energy broadening term which accounts for 

spectral broadening due to the noise of the system. Figure 4.9 in chapter 4 

showed how the noise of the Dash-E varied with incident X-ray energy. It is 

a fit to these data points which act as an input to the model. The two most 

prominent differences between the model and experiment are the differences 

in the photopeak height and the background counts. The model and experi­

ment have had the height of the Kp2 peaks fixed to equal values. This peak 

was chosen since the effect of the background on this peak will be small in 

comparison to the KQ peaks. The expected KQ photopeak has 13 % more 

counts than the experimental equivalent. Part of this discrepancy will be 

due to charge sharing between pixel elements, since the model (at this stage) 

does not take into account this phenomenon - later it will be shown that this 

alone cannot account for the loss of counts in the photopeak. There is also 

a lower energy tail just below the photopeak which is sometimes attributed 

to a slight charge collection inefficiency, perhaps through absorption in the 

entrance window (in this case the n+  layer). If part of the charge cloud is 

generated in the n+  layer it will recombine and be lost whilst the remaining 

charge carriers (generated outside the n-l- layer) will be collected. This will 

result in a charge loss, however this should be small in this case since the 

dead area corresponds to only 1 or 2 /im.

An interesting point is the presence of the silver fluorescence peaks, the Ka
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Figure 5.2: A comparison of a Barium spectrum from a mod­

elled Dash-E detector and the experimental output.

and lines being visible in both the modelled spectrum and the experimen­

tal data. This is due to the silver epoxy layer which is part of the detector - 

readout coupling process.

5.3 Comparison of MEDICI models

In this section the effects of charge sharing in the Dash-E detector are anal­

ysed and compared with modelled predictions using a combination of MCNP 

and MEDICI.

As has been discussed previously the sharing of charge between adjacent pixel
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elements could lead to limitations for pixellated detectors. Here a value is 

placed on the amount of charge shared for the 300 fxm square pixels of the 

Dash-E. This is then compared with the simulations which are then used to 

extrapolate to other pixel dimensions.

5.3.1 Experimental work

One of the additional features that the Dash-E has is the ability to read out 

all of the channels if one records a hit. This means that if a pixel is hit, the 

neighbouring pixels can also be examined.

Data of this format were taken for the the X-ray lines of Mn, Cu, Rb, Mo, Ag 

and Ba. The steps that follow are the analysis that each data set undergoes.

•  The data set is read into a C-program where all of the pixel offsets are 

subtracted by the use of a calibrate file1.

• The maximum value of each readout cycle is selected as the hit pixel.

• The 8  surrounding pixels and the hit pixel are then selected from each 

readout cycle.

•  An upper energy threshold value is then set to a value of 1 keV above 

the Kp peak of the chosen spectrum. All hits above this value are 

discarded since here we only want to consider hits from the chosen 

spectrum. Hits which will be discarded will arise from the 60 keV 

Am-241 7 -rays.

•  The charge shared from the surrounding pixels is expressed as a per­

centage of the total charge.

1 Calibrate file courtesy of Steven Passmore
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5.3 Comparison of MEDICI models

•  A threshold is set at low energy since every pixel will have an associated 

noise.

•  The data are output to file for a scan of this lower threshold - from 

zero to the photopeak. The format of the data is the fraction of charge 

shared events as a function of threshold.

As a check to ensure that charge shared events are being considered and not 

spurious or coincident hits, the information selected from the Mo dataset 

is shown in figure 5.3. This shows the events that have been selected by 

the C-program alongside the resultant spectrum, where the signal from the 

neighbouring pixel with which charge is shared is added to that from the hit 

pixel. Here the spectrum is effectively being corrected for charge sharing. 

This illustrates firstly that charge sharing takes place and that it results in 

a reduction of the photopeak intensity and an increase in the background 

level. It can also be seen in the selected data that some counts have escaped 

the cuts since a Ka peak is visible in the data, this accounts for 10 % of the 

total counts.

Figure 5.4 shows the output of the data analysis - the percentage of charge 

shared as a function of threshold energy. As expected the charge shared goes 

to zero at half the energy of the principle photopeak, since a 50 % split is 

the maximum amount of charge that can be shared. At a threshold below 2 

keV the noise from the system begins to enter into the charge shared events, 

so the graph below this point holds no real information. It can be seen that 

the amount of charge shared increases with energy over the range tested. For 

example if we consider an energy threshold of 4 keV we have 2.0 % charge

131



Comparison of experim ental and sim ulated results

(/>
c
3O
o

250

200

150-

1 0 0 -

50-

-------Clustered pulse height spectrum
. ------ Raw pulse height spectrum

__________ ;VL
0 2 4 6 8 10 12 14 16 18 20 22 24

Energy (keV)

Figure 5.3: The charge shared data  from the Mo dataset, 

showing the raw data  and the spectrum adjusted for charge 

sharing (clustered). The raw data  corresponds to data  in 

which a charge shared event has occurred but no correction 

has been performed. The clustered data  is the same data  but 

this time the charge sharing correction has been included.

loss for Rb, rising to 3.4 % at Mo, 4.0 % for Ag and 4.5 % at Ba. This 

increase is to be expected, since the energy of the photoelectron increases 

with incident X-ray energy.
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Figure 5.4: Charge shared as a function of threshold energy 

for the Dash-E detector

5.3.2 M odelling charge sharing with M EDICI

The method outlined in chapter 7, where the effects of charge sharing on 

the performance of a CdZnTe pixel detector are examined, is adapted here 

for the modelling of the Dash-E detector. The MCNP model is the detailed 

geometry described previously in this chapter and shown in figure 5.1. The 

interactions considered contain all of the spectral lines for the sources Rb, 

Mo, Ag and Ba (see appendix C) as part of the MCNP input. The output 

- needed as the input to MEDICI - is the energy deposition distribution in 

the detector material. These data describe the energy deposition for an av-
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erage of many photons emitted from a point source, so their incorporation 

in to MEDICI means that the particles will be drifted through the detection 

medium all at once. For this to be valid the charge density of the carri­

ers must be below that where carrier-carrier interactions become important. 

Experimentally this density has been observed to be far above that of the 

charge carrier density here [80]. Since MCNP is a 3-dimensional code and 

MEDICI is 2-dimensional, some manipulation of the data is required. As has 

been described previously the energy deposition from MCNP is extracted in 

a 1 /im slice through the detection material. This gives the energy density 

distribution in 2 dimensions. This profile is then created in MEDICI where 

the model has the same doping densities, implants and operating voltages as 

the experimental case (the Dash-E detector operating at 80 V reverse bias). 

Figure 5.5 shows a schematic of the 300 /im thick silicon detector, with the 

important input parameters of the model. A key aspect of the charge trans­

port is ensuring that the width of the modelled semiconductor is such that 

no charge is reflected at the Neumann boundaries (where the E-field perpen­

dicular to the surface goes to zero). This is the unalterable default setting 

for all surfaces not in contact with an electrode in MEDICI, and will change 

the charge distribution at the contact if not accounted for.

The charge distribution that is the result of the MEDICI simulation takes 

into account the following effects :

•  The source characteristics - spectral lines and relative intensities

• The multiple scattering of the photoelectron and fluorescent contribu­

tions in 300 fj,m silicon (MCNP data).
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Figure 5.5: The modelled detector - the charge density should 

be below that where plasma effects are evident. The modelled 

width should be sufficiently wide so th a t no charge is reflected 

at the Neumann boundaries.

• The drift and diffusion of the carriers in the detector geometry (using 

Poisson’s equation - MEDICI data).

• The operating conditions of the Dash-E detector (80 V reverse bias at 

room tem perature).

The profiles for the 4 sources tested is shown in figure 5.6 where the maximum 

of each curve is normalised to unity for comparison. It can be seen tha t the 

width of the charge profile, seen at the collecting electrode, increases with 

increasing photon energy as expected. The fit to the data  in each case is a 

double Gaussian. The increase in FWHM is 3 \im - from 16.5 pm for Rb to 

19.5 pm for Ba. The full width of the distributions at the 20 % level is more 

pronounced - 36.5 pm at Rb to 45.6 pm at Ba.
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Figure 5.6: The normalised charge distributions for each 

source after transport through modelled Dash-E detector.

When these profiles are integrated over the 300 gm square pixel dimensions, 

whatever percentage of the total charge lies outside the pixel dimensions, is 

the maximum charge lost to the neighbouring pixel (an illustration of these 

distributions is shown in chapter 7 figure 7.12).

5.3.3 C om paring exp erim ent w ith  s im ulation

A comparison of the model with the experimental data  presented above, will 

enable the validity of the models to be confirmed. If there is agreement then 

the simulations and analysis techniques can, justifiably, be used in a predic­
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5.3 Comparison of MEDICI models

tive context.

Figure 5.4 shows experimentally how the amount of charge shared varies with 

the position of the minimum energy threshold. The amount of charge shared 

that is calculated by the modelling analysis just described gives one value for 

charge shared corresponding to a threshold of zero. In order to find how the 

modelled charge lost depends upon the threshold, the following method was 

used.

Figure 5.7 shows the method used. This is a 2-D cut through the charge 

distribution under a pixel with the y-axis corresponding to the amount of 

charge generated normalised to unity. For a uniform illumination the max­

imum amount of charge (Qmax) that can be collected below that pixel is 

the volume of the cuboid (height equal to unity, other sides equal to pixel 

pitch). The volume of the charge outside the pixel boundaries is the amount 

of charge lost (Q/ost) - this profile is obtained from integrating the curve of 

figure 5.6. The percentage of charge sharing is then the ratio f°r

a threshold of zero. However to compare with figure 5.4 a threshold depen­

dence must be introduced. This can be accomplished by remembering that 

only a maximum of 50 % of the charge deposited by an interacting particle 

can be shared. The integration over the lost charge from this point corre­

sponds to the zero threshold level and a fractional threshold value of 0.5. If 

the integration starts at a further out point along the curve of lost charge, 

the corresponding fractional threshold, denoted f, is linked to the threshold 

energy, Ethreshold, by the equation E threshoid = ( |  -  / )  x E photon. When the 

fractional threshold reaches zero the threshold energy is equal to half the 

incident photon energy, since the maximum charge shared corresponds to a
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50-50 split. The result are the lines shown in figure 5.8 where they are com­

pared with the experimental data from the Dash-E detector.

As can be seen the simulations and the experimental data  agree reason-

Figure 5.7: Illustration of method for the calculation of charge 

sharing

ably. Barium is the only set of X-ray lines which show a slight disagreement 

over the mid range of threshold values. The deviation a t low threshold val­

ues in all of the X-rays examined is due to the noise of the Dash-E system. 

This leads to spurious charge shared events when the threshold is too low 

(observed here to be below 2 keV).

5.3.4 P red ictions

Now th a t the models have been tested against experiment and observed to 

be in close agreement, they can be used to predict the behaviour of other 

pixellated detectors.

Firstly we can break down the charge sharing effects to analyse which of

Increasing
.threshold
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th resh o ld
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Figure 5.8: Comparison of simulated and experimental results 

of charge sharing, as a function of energy threshold, for the 

Dash-E detector.

the physical processes has the greatest effect - the particle interactions and 

subsequent generation of particles (photoelectron and fluorescent photons) 

or the electrical transport in the semiconductor (diffusion). To do this the 

procedure outlined above was repeated for the charge distribution profile be­

fore it went through the diffusion process (i.e. the MCNP output). This 

allows the analysis of charge sharing for the case of no diffusion and so we 

can a ttribu te  the amount of charge shared to each of the physical processes. 

Figure 5.9 shows how the charge shared for the Dash-E detector would vary

139



Comparison of experimental and simulated results

with threshold energy if there was no diffusion in the detector. This shows
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Figure 5.9: The amount of charge shared in a 300 fim  thick 

Si detector, 80 V reverse bias, with 300 /xm square pixels, 

neglecting the diffusion process.

that the multiple scattering of the photoelectron in the silicon, leads to an 

increase in the charge shared, as expected. It also enables the association 

of a certain percentage of charge shared events with this effect. With no 

threshold applied the amount of charge shared for no diffusion, diffusion and 

the difference is shown in table 5.2.

This table shows that over the energy range considered, the dominant effect
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Table 5.2: A breakdown of charge sharing effects for the Dash- 

E detector for the case of no threshold.

Energy of Ka (keV) No diffusion (%) Diffusion included (%) Difference (%)

13.34 0.72 6.7 5.98

17.44 0.9 7.3 6.35

22.1 1.2 8.1 6.9

32.06 2.1 8.4 6.3

in charge sharing is due to the diffusion process - approximately constant 

at ^ 6 %. It also shows that the difference in charge sharing over the X-ray 

energy range considered is due to the interaction process and not due to the 

diffusion process. This is significant since the higher the energy of the X-ray 

the higher the probability of the X-ray interacting at a deeper point in the 

semiconductor. The resultant charge cloud will therefore have more time to 

diffuse and lead to a wider profile and so more charge shared. However, for 

the data presented above, this effect is not significant. This is because all of 

the four X-ray energies considered have quite a low absorption efficiency in 

silicon. Thus all four will create some charge at the various depths through­

out the material.

The models can also be extended to examine other detectors and used as a 

design tool to predict charge sharing effects in detectors not yet built. For 

example new highly pixellated silicon detectors are under design with a pixel 

pitch of 55 fim  [34]. This detector will be a photon counting detector intended 

for imaging. When the models are applied to a detector of this type then a
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substantial amount of charge sharing is predicted, see figure 5.10. If these de­

tectors are looking at monoenergetic X-rays then a threshold could be placed 

at 50 % of the X-ray energy, and no charge shared events would be observed. 

The number of hits recorded would not be affected and there would be no 

blurring of the image. Unfortunately detectors such as these have potential 

medical imaging applications where commonly a bremsstrahlung continuum 

is used as the source. This means that the higher energy X-rays will be 

present and placing a threshold value will not eliminate the charge shared 

events from the high energy part of the bremsstrahlung spectrum.

If the limits of integration of the charge profile are changed then the de­

pendence of charge sharing on pixel size can be investigated - as was done 

previously in chapter 7. This result is shown in figure 5.11.

5.4 Discussion

The chapter started with a comparison of a barium spectrum from the Dash- 

E detector with the output of an MCNP simulation. The agreement is close 

with the only disagreements being in a higher than expected experimental 

background and a lower than expected photopeak. The effect of the silver 

epoxy is predicted by the model and observed in the experimental data. This 

shows that the model can be used as  a design tool for new detectors and ef­

fects such as the silver peaks can be analysed, and if necessary, steps can be 

taken to minimise their effects.

The effect of charge sharing was investigated experimentally using the Dash-E 

detector. The charge shared as a function of threshold energy was examined
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Figure 5.10: New imaging detectors plan to use 55 jim square 

pixels on 300 fim  thick silicon. The models indicate a sub­

stantial amount of charge will be shared with neighbouring 

pixels.

and observed to vary from 2 % to 4.5 % over the energy range tested, at a 

threshold of 4 keV.

A combination of MCNP and MEDICI allowed a model, which contains all 

of the physical effects, to be developed. The model compares well with the 

experimental data especially in the lower energy X-ray regime (13 keV to 

22 keV). There is an increased difference between the models prediction and 

experimental data for barium, though only at the 0.5 % level.
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Figure 5.11: The dependence of charge sharing on pixel size 

for a 300 pm thick silicon detector operated a t 80 V.

The two principal effects in charge sharing, the particle interactions and the 

subsequent charge transport, have been separately analysed. It is observed 

tha t the diffusion is constant over the energy range considered and tha t the 

variation in charge sharing with X-ray energy is attributable  to the initial 

particle interactions and primarily the energy given to the photoelectron.
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Chapter 6 

3-D detector sim ulations

6.1 Introduction

In this chapter the performance of a novel architecture for pixel detectors 

is discussed. The 3-D structure has electrodes that penetrate the bulk of 

the detector medium allowing low-bias, high-speed operation along with im­

proved charge collection efficiency. The modelling package MEDICI was used 

to simulate epitaxial gallium arsenide 3-D detectors. This included an anal­

ysis of charge transport and signal formation, with details of the expected 

charge collection efficiencies. The matrix of small diameter holes through the 

semiconductor required for these detectors may be fabricated by a number 

of means including dry etching. The effects of dry etch damage on detector 

performance is also modelled as this is potentially an important factor.

The Monte Carlo code MCNP has also been used to investigate what in­

fluence the metal electrodes, which fill the holes, have on the structure’s 

performance as a radiation detector.
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6.2 M otivation

Conventional planar technologies for semiconductor detectors are already 

established as the benchmark for pixellated devices. The most technologi­

cally advanced detection material is silicon, due mainly to its development 

in the electronics industry. However, the low absorption efficiency of silicon 

at photon energies above 10 keV limits its applicability to higher energy X- 

ray detection. Materials with greater absorption coefficients, such as GaAs, 

have been investigated [31] as alternatives. These detectors, however, suffer 

from incomplete charge collection resulting from imperfections in the crystal 

structure. This reduces the mean free drift lengths of the charge carriers in 

these materials and limits the thickness of the sensitive region. Additionally, 

problems with the growth of GaAs have led to a higher than desired effective 

carrier concentration and so increased operating voltages. This implies thin 

detection layers and, in some cases, the presence of an undepleted layer. 

Recently, a novel design has been proposed in which the electrodes penetrate 

through the detection medium [35] (see figure 6.1). This structure has the 

potential to solve some of the current limitations of semiconductor detectors. 

The reduced collection distances mean that short drift lengths are no longer 

a limitation and low operating voltages can achieve full depletion. These 

properties make the detector structure attractive for many applications, not 

least as a radiation hard alternative to current high energy physics detectors. 

The suitability of this detector design as a high energy particle detector is 

investigated in references [35] and [55]. In addition to the previously men­

tioned advantages, this structure has further properties which are beneficial 

to high energy particle experiments, namely :
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•  Future colliders will have beam crossings at intervals that are shorter 

than the collection times of the generated charge in planar detectors.

•  Thin detectors are required to minimise absorption and scattering in 

the semiconductor tracker. However as planar detectors become thinner 

their capacitive noise increases and generated charge is reduced (signal 

to noise ratio reduced). Capacitance is reduced as detector thickness 

decreases in 3-D detectors.

One of the major disadvantages of this type of detector is the complexity of 

the fabrication steps needed to realise the device. In order to keep the dead 

area to a minimum, holes with a small radius must be formed. The holes 

should penetrate with a constant diameter right through the detector layer. 

Working detectors have been formed in silicon, by reactive ion etching of the 

holes [55], and in GaAs [56] by laser ablation. Electrochemical etching of 

silicon has also been suggested as an excellent aspect ratio - 2 0 0  fim deep 

holes with 1 fim  radius - has been achieved in silicon [57]. However it has not 

yet been shown if this method can be used to fabricate the co-axial structure 

in GaAs. The laser drilling technique requires a femtosecond laser, and at 

present is a time consuming method of fabrication. The surface damage and 

low aspect ratio also cause limitations.

An alternative is to use ion bombardment via a dry-etch to create the desired 

structure. This technique is used routinely in the fabrication of small scale 

electronic devices, such as field effect transistors. Though it is anticipated 

that this technique will be able to create holes with the required dimensions, 

these etches are known to cause sidewall damage [58] under certain etch 

conditions. How these defects, so close to the collection electrodes, will affect
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the charge collection efficiencies of the detectors is still uncertain and is 

investigated here via the device modelling package MEDICI.

10 j i n

Figure 6.1: Pixel detectors with co-axial electrode structure.

Left the unit cell and right the simulated cross section from 

MEDICI. The heavily shaded circular electrodes are held at a 

different potential than the lightly shaded electrodes. Points 

A and B are charge generation points discussed later in the 

text.

6.3 D etector Characteristics

As has been mentioned previously, it is anticipated that these detectors will

find applications in the imaging, spectroscopic and particle detection fields.

148



6.3 Detector Characteristics

Silicon detectors of this type have already been fabricated [55] with impressive 

spectroscopic resolution observed at room temperature. In the silicon detec­

tors it is anticipated that the electrodes will be filled by radially doped poly­

silicon. This will generate an electric field which, although low, is enough to 

sweep out any charge generated in the electrodes, so in this case it has been 

proposed that the detector has no dead area and that its imaging properties 

will not be substantially affected. It is proposed that for the GaAs detec­

tor structure, typical Ti:Pd:Au Schottky contacts would be fabricated as a 

first case. How these, predominantly gold filled, electrodes affect the spec­

troscopic and imaging properties has been investigated, as described below, 

by the Monte Carlo code MCNP [16].

6.3.1 M onte Carlo simulation

To examine whether the electrodes are in reality to be considered a dead 

volume, several MCNP simulations were run. In each simulation a point 

source of 60 keV photons illuminated a region of the detector, and the amount 

of energy deposited in the GaAs detection medium was calculated. Here the 

energy deposited inside the electrode region is considered to be lost. Since 

a constant potential exists in the electrodes there is no electric field and so 

no movement of charge. Therefore any energy lost in the electrodes will 

not contribute to the current signal on the contact and so the area is not 

sensitive to the interacting X-rays. The point source was stepped across the 

inter-electrode region, from the centre of one electrode to the centre of the 

adjacent electrode. The results can be seen in figure 6.2, where the point 

source is moved in 1 f im steps. The data have been normalised to the energy

149



3-D detector simulations

deposited on average for 106 photons of energy 60 keV in 200 //m GaAs. 

The peaks at a point just inside the electrode correspond to the fact that 

all of the 60 keV is deposited in this area and a significant fraction escapes 

into the detection region in the form of lower energy fluorescence photons 

and photoelectrons. These, being of lower energy, are completely absorbed 

whereas the 60 keV photons incident on the middle of the detection region 

are not completely absorbed. The absorption efficiency of 200 f im thick GaAs 

is around 20% at this energy (see figure 3.9).

6.4 Electrical Simulation

The commercial modelling package MEDICI has been used to simulate a 

cross section of the 3-D detector structure (see figure 6.1). The material 

parameters used for this modelling complete with their values are shown in 

table 6.1. For the remainder of the variables the MEDICI manual [15] has a 

complete listing with references. The models included in the simulations are 

impact ionisation, the incomplete ionisation of donors and acceptors, Shock­

ley Read Hall statistics and Auger recombination. A deep donor positioned 

0.75 eV below the conduction band (corresponding to the EL2 trapping cen­

tre discussed in subsection 3.3.6) has been included in all of the subsequent 

simulations at a concentration of 1014 cm-3 [27].

These detectors deplete in the lateral direction, instead of the vertical di­

rection of typical pixel detectors, leading to charge movement in this plane. 

The depletion regions for the simulated cross section are illustrated in figure 

6.3. They are shown in 10 V steps from 0 to 40 V, after which the detector 

becomes fully depleted. This plot indicates that such a detector could be
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Figure 6.2: Point source of 60 keV photons scanned from elec­

trode to electrode in 1 fj,m steps. The circular point is the en­

ergy deposited in the detection medium when a 5/im radius 

electrode is uniformly illuminated. All data are normalised 

to the average energy deposited in 200 f im GaAs for 60 keV 

photons.

operated at 50V, in comparison with the 300 V that a typical 200 //m thick 

GaAs pixel detector would require [26].

The potential profile for this operating voltage is shown in figure 6.4 along­

side the case of 75 V bias. The 50 V case, although fully depleted, exhibits a 

low field region in the inter-electrode region highlighted in the plot. This will 

adversely affect the charge transport in the device, as will be shown in the
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Parameter Value Reference

Density (g/cm3) 5.317 [59]

Bandgap E5 (eV) at 300 K 1.424 [59]

Electron lifetime r„ (s) 10-9 [60]

Hole lifetime rp (s) 10-7 [60]

Permittivity 13.1 [59]

Schottky contact workfunction (V) 4.79 [36]

Affinity (V) 4.07 [59]

Electron effective mass (m0) 0.067 [59]

Hole effective mass (mG) 0.5 [59]

Electron mobility (cm2/Vs) 8500 [59]

Hole mobility (cm2/Vs) 400 [59]

n-type doping conc. (cm-3) 1014 [63]

Table 6.1: The material parameters, with references, used in 

the simulation packages MEDICI and MCNP to model GaAs.

next section. For 75 V bias the potential gradient, and so E-field, is greater 

in this area and so less of an effect on the charge transport is observed.

The current-voltage characteristics are also of importance when considering 

the optimum operating voltage. Figure 6.5 shows the modelled I-V charac­

teristics of such a device. The left ordinate axis shows the leakage current 

for a 200 /xm thick detector with the right hand y-axis showing the leakage 

current density. For an operating voltage of 50 V a 200 \im thick detector 

would have a leakage current of 400 pA per pixel (pixel pitch of 50 /xm). This
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6.5 Charge transport and signal formation in 3-D detectors

Figure 6.3: The simulated depletion regions in steps of 10 V, 

from 0 V to 40 V. Full depletion can be seen to occur a t 50 

V.

increases to 800 pA per pixel at a bias of 75 V.

6.5 C harge tra n sp o rt and  signal fo rm ation  in 

3-D detec to rs

Charge transport in MEDICI takes into account all space charge effects in­

cluding the trapping and de-trapping of charge carriers. The to tal current on 

an electrode ( J t ), is the sum of the electron (Je), hole (J /J  and displacement 

(Jd) currents. When electron and hole pairs are created in a detector they

Cathode

Anode

\  \ \  \ y

75 Pin
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Low field 
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100 0
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Figure 6.4: Potential profiles for 50 V and 75 V respectively.

The low E-field can be seen in the inter-electrode region.

cause a disruption of the electrostatics. This manifests itself as the displace­

ment current and can be seen as image charge on the contact. Thus a current 

appears as soon as any charge is generated which leads to the sharp peak 

seen in figure 6.6. Ram o’s theorem of image charges and weighting fields 

describes these currents. This is discussed in more detail in chapter 3 section 

3.3.7 and supplemented in chapter 7.

The integral over time of the displacement current is zero which shows tha t 

the detection medium returns to its original state  after all the charge has 

drifted out. The total charge, f  J t6 t , is then equal to f  J e6t or J  J^St  de­

pending upon which sign of carrier is collected at the electrode. For this case 

of full collection the displacement current only alters the shape of the current
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Figure 6.5: The modelled I-V characteristics for the 3-D de­

tector structure. The reversed bias leakage current is approx­

imately 1 nA per pixel and the device breaks down after an 

applied voltage of 230 V.

pulse and has no effect on the overall charge collected.

Figure 6.6 shows the current pulse resulting from 1000 e-h pairs, generated 

at time t Q= l  ns and created at point A (see figure 6.1) in a 1 fj,m3 volume. It 

illustrates that all carriers are drifted out in a time of just over 200 ps with 

an applied bias of 50 V. For comparison, 200 f im thick GaAs planar pixel 

detectors are typically operated at a bias of 300 V and collect the charge 

carriers in a time of the order of 10 ns.

The currents induce a charge on the electrode which can also be split into its 

component parts. Since in most cases semiconductor detectors are coupled
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Figure 6.6: The total current pulse split into its 3 component 

parts.

to charge-sensitive preamplifiers (where the readout system integrates the 

current) the charge pulses are of particular relevance. The charge pulse cor­

responding to the previously shown currents can be seen in figure 6.7. Here 

the initial part of the pulse is due to the movement of the charge carriers 

and is represented by the displacement term, which starts to decrease as the 

carriers (in this case holes) begin to reach the contact - shown by the hole 

charge pulse.
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Figure 6.7: The total charge pulse split into its 3 component 

parts.

6.5.1 Charge transport in the low field region

In the 3-D detectors the central electrode is surrounded by six outer elec­

trodes. These outer electrodes are all at the same bias and so the E-field 

between them is lower than in the rest of the device. This is a source of 

potential problems since the charge carriers in these regions have more time 

to recombine and/or be trapped. It would also lead to an increase in the time 

needed to collect fully the charge and so negate some of the positive aspects 

of these detectors. In an attem pt to resolve some of these concerns 1000 elec­

tron hole pairs were generated at point B (shown in figure 6.1). The results 

can be seen in figure 6.8 with a comparison drawn with the previous case for
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charge generation at point A (also shown in figure 6.1). It can be seen tha t
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Figure 6.8: Comparison between charge pulses for the gener­

ation points A and B seen in figure 6.1.

50% of the generated charge has been collected at the electrode, due to the 

fact th a t the generation point is exactly on the pixel boundary and so the 

charge is shared equally between the two pixels. The charge pulse also takes 

considerably longer to fully develop - from 210 ps in the previous case to 2.8 

ns in this case. This is as a result of the lower electric field, and is a ten fold 

increase in the collection time. However full collection in 2-3 ns, in a worst 

case, is still a factor of 4 to 5 improvement on present technologies and well 

within the shaping times of the proposed electronics. Furthermore, applying 

a higher bias voltage increases the E-field in these regions and so reduces the 

collection time for the carriers. This was investigated by increasing the bias
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voltage to 75 V and the collection time in this inter-pixel region was reduced 

to under a nanosecond.

50 V BIAS
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m m ®

8ps 30ps 0.3ns
® ® ®  ®
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Os lps 2ps 5.5ps 13ps 3 lps
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Figure 6.9: Contour plots of electron concentration for two 

different applied biases. For the 50 V bias case some charge 

can be seen to be trapped in the inter-electrode space. At 

an increased bias (75 V) the electrons can be seen to drift to 

their collection electrode and be fully collected within 31 ps.

An example of charge transport at these two operating voltages of 50 V and 

75 V is shown in figure 6.9. Here the electron concentration has been loga­

rithmically plotted as a 2-D contour plot and is shown to evolve in time (from 

left to right). The charge generation position is located a t point A (see figure 

6.1) in both cases. Each time frame shows how the electron concentration is
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affected by the drift and diffusion of the generated charge carriers. For the 

50 V bias condition the charge can be seen to diffuse into the low field region 

(see figure 6.4) resulting in a small amount of signal loss. This effect from 

the low field region can be seen to be minimised by over-depleting at 75 V, 

where all of the generated charge is collected after 31 ps. This plot indicates 

that it is not enough to just deplete these detectors, but that they should be 

over-depleted to ensure that all of the charge is fully collected.

6.6 Etch induced sidewall damage

The formation of the electrode holes is the key part in the fabrication of these 

detectors. Creating complex structures in GaAs has been routinely achieved 

using etching techniques. It is anticipated that dry etching will also have 

the capability to form electrodes with the high aspect ratio required. It is 

known, however, that these processes may damage the material by creating 

defects [58]. The distribution and nature of these defects has been studied 

and modelled with MEDICI [64], and also compared with experiment [61]. 

The defect profile of reference [62] has been altered to account for the radial 

distribution that would result in forming these holes. The distribution func­

tion is shown in equation 6.1 and has been incorporated into the MEDICI 

simulation of the 3D detector structures. The defect density, N# (cm-3), is 

given by :

/  2 \  (  \!(,x  ~  x i)2 +  (y — Vi)2 — R \
N D{r - n )  = g0r ( r  — ~ ) e x p l  -  ^ ---------------  J ,  (6.1)

where r  =  (x , y) and r* =  (xz-, yi). Here Xi and yi are the central coordinates 

of an electrode, which has a radius of R, and z is the distance from the top
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6.6 Etch induced sidewall damage

of an electrode to the depth at which the 2-D cross section is modelled, and 

is set at 20 p m to simulate a high damage region. This detection layer is 

assumed to be 200 p m  thick. The etch rate, z/, is taken to be 1 /im /min, with 

the total etch time, r  set to 200 minutes. The term gG is given by ^  where 

Ji (= 1014 particles/cm2s) is the bombarding ion flux density, a  (=10-3) the 

probability of an incident ion being scattered into a channelled direction, and 

Ac, the mean channelling distance, is \/2A, with A=18 nm for the Cl+ etch.
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Figure 6.10: Distribution of defects caused by etching process.

The damage profile is shown in figure 6.10. It can be seen that the trap 

density is high very close to electrode and drops off quickly to zero within 

half a micron. This creates a cylinder of traps surrounding each electrode. 

For modelling purposes the damage is represented by one deep level donor
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trap, located 0.75 eV below the conduction band. This is assumed to be the 

predominant recombination centre and is taken from Lootens et al [96] where 

they associate the trap as the EL2 level from DLTS measurements of SiCU 

etched n-GaAs.
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Figure 6.11: Comparison of charge pulses with (dashed line) 

and without (solid line) sidewall damage.

The effect this etch damage has on the charge transport in these detectors 

is illustrated in figure 6.11. Here the two cases of zero damage and dry-etch 

damage are compared. Figure 6.11 shows that the defects introduce a charge 

offset in the pulse, which is of the order of 3 x l0 -14 Coulombs. This can 

be explained by the presence of a fixed space charge close to the electrode
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surface. When the defects trap an electron they become negatively charged. 

This means that there is a cylinder of negative space charge surrounding each 

electrode. This leads to a positive image charge on the electrode, resulting in 

the positive charge offset. The charge pulse still has exactly the same profile 

as previously and full charge collection is observed.

6.7 Charge collection efficiencies (CCEs)

An important parameter in any detector is its ability to collect fully all the 

charge that has been generated within the detection medium. Incomplete 

charge collection can be caused by a number of effects, such as poor material 

quality or radiation damage of the detection layer. The variable which must 

be optimised in these detectors is the mean free drift length, L. It is given by 

equation 6.2 and depends upon the mobility // (cm2/Vs) of the charge carrier, 

the carrier lifetime r  (s), and the electric field E  (V/cm). For full collection 

(> 99 %), L  should be almost 100 times larger than the distance a charge 

carrier has to travel from its generation point to its collection electrode.

L = f i rE  (6.2)

In order to investigate how much improvement 3-D detectors can offer over 

conventional planar detectors, MEDICI simulations of both structures, which 

include the effects of bulk damage, were compared. This simulates the ef­

fects of operation within a harsh radiation environment. The 3-D detector 

geometry is as described previously. The planar detector structure is 200 

Hm thick and 50 f im wide. The contacts, and all material parameters are

163



3-D detector simulations

as outlined in table 1 and are the same for both detector types. The planar 

detector is held at a bias of -600 V while the 3-D detector is biased to -50 V. 

A charge packet of 1000 electron hole pairs was generated half way between 

the two electrodes of differing bias for both detectors. Both structures also 

had a uniform distribution of deep level donors over the whole device. The 

lifetime of the carriers in this defect was altered in steps of 10 from 1 ps to 1 

ns with an additional point at 1 /is. For each of these simulations the CCE 

was calculated and the results are shown in figure 6.12.

100

80
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m
o  40 
O — Pl anar  d e tec to rs  

—# — 3D d e tec to rs20

1E-12 1E-11 1E-10 1E-9 1E-8 1E-7 1E-6
Charge carrier lifetime, t (s )

Figure 6.12: Comparison of charge collection efficiencies, as 

a function of charge carrier lifetime, in 3D detectors and a 

planar structure.

This figure shows that at high carrier lifetime (1 fis) both detectors exhibit
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100% CCEs. However as the lifetime is reduced the CCE for the 3-D detector 

shows a marked improvement over the planar structure - a 43% increase at 

r=0.1  ns. As the lifetime is further reduced to 1 ps both detectors converge 

towards zero CCE since the charge carriers are trapped or recombine before 

they can induce significant amounts of charge.

The model for the planar detector with a charge carrier lifetime of 1 ns can be 

compared with the experimental results of reference [65]. Here the authors 

have a GaAs detector of 200 //m thickness, operated under 600 V reverse bias 

and with a quoted carrier lifetime of 1 ns. They report a charge collection 

efficiency of 96% which agrees closely with the simulated result quoted here 

of 93%.

6.8 Discussion

The effects of dead area, introduced by the electrodes, have been investigated 

by the Monte Carlo package MCNP. It was observed that for 50 jum pitch, 10 

Hm diameter electrodes filled with gold, 44% of the photon energy deposited 

in these electrodes will scatter out into the detection material. Since these 

electrodes cover 8% of the pixel area and each electrode can be considered 

44% active the effective dead area is reduced from 8 to 4.5%. This has 

positive implications for charge integrating imaging detectors, but not for 

photon counting or spectroscopic devices.

The charge collection properties of these detectors have been investigated 

and full collection was observed after 200 ps in most cases. However in the 

lower field regions the time for all the charge to be collected is increased to 

3 ns. How the charge transport is affected by dry-etch damage, resulting
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from the fabrication of these structures, was examined. The trapping centres 

created by the etching process did not effect the charge collection but did 

introduce an offset in the charge pulse profile. This additional charge could 

introduce some noise problems if there are any temporal variations in its 

behaviour. The improved performance of the 3-D detectors over the planar 

structure, when the lifetime of the carriers is in the region 10 ps - 100 ps, 

gives an improvement in CCE of around 40%. This region is particularly 

interesting since materials with these lifetimes are currently available and 

radiation damage has been observed to limit the charge carrier lifetime to 

these values.
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Chapter 7

Cadmium Zinc Telluride

7.1 Introduction

Cadmium zinc telluride (CdZnTe) is a material that offers some potential ad­

vantages over other semiconductors as a radiation detector. When compared 

with currently popular materials such as silicon, the effective atomic num­

ber of CdZnTe leads to an increased detection efficiency at higher gamma 

ray energies. Another advantage is the band gap of 1.572 eV which allows 

room temperature operation, as opposed to germanium which needs expen­

sive cryogenic cooling to operate as a spectrometer.

In this chapter the commercial simulation package MEDICI has been used 

to analyse the charge transport behaviour of a pixellated device made from 

such a material. The Monte Carlo package MCNP is used to generate the 

charge cloud profile due to incident photons. This can be incorporated into 

MEDICI and allows a complete analysis of charge sharing - from the photon 

interaction to the subsequent charge transport.
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7.2 Background

The commercial successes of cadmium telluride (CdTe), as a gamma ray 

spectrometer within the medical and industrial fields, has led to great interest 

in the related compound cadmium zinc telluride (CdZnTe). The zinc is added 

to increase the resistivity and so lower the leakage current. However CdZnTe 

suffers from the same problems found in many compound semiconductor 

detectors, namely high defect concentrations leading to short mean free paths 

and so incomplete charge collection. CdZnTe has a particularly low hole 

mobility (see table 7.1) which adversely affects its detector performance. This 

problem has in some cases been marginalised by the use of highly pixellated 

devices [66], but these bring their own problems such as complexity of design 

and charge sharing.

The most recent and most promising method of producing detector grade 

CdZnTe is the high pressure Bridgeman (HPB) technique. In this method a 

bulk crystal is grown from a melt of the constituent elements. The method 

was originally devised to produce better matched substrates for Hgi_a;CdxTe 

epilayers used as infrared detectors. The melt is contained within a crucible 

and moved through an axial temperature gradient in a vertical or horizontal 

furnace. An alternative to moving the crucible or furnace is to alter the 

temperature profile to achieve the same effect. Defects can arise due to the 

difference in vapour points that exists between Cd and Te. To combat this 

the melt is usually enclosed in a crucible made from quartz, carbon coated 

quartz or graphite. The vapour point of Cd is significantly lower than that 

of Te, and one of the advantages that CdZnTe offers over CdTe is that the 

Zn settles into the Cd vacancies, maintaining the crystal structure. The
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HPB growth process is usually held under a pressure of around 100 atm to 

reduce the evaporation of Cd. The progress in producing detector grade 

CdZnTe material has been substantial over the last few years. The material 

has become commercially available through dedicated crystal manufacturers, 

such as eV Products. Some articles which cover the growth of these crystals 

in more detail are [74], [75], and [69].

7.3 M aterial Simulations

Cadmium zinc telluride is typically operated as a photoconductive detector. 

A detector in this form operates with injecting contacts on either side of the 

semiconducting material. The bias applied creates a uniform E-field across 

the device which has a measurable current defining the material resistivity. 

The most common contacts fabricated on CdZnTe are gold, which adheres 

well to CdZnTe and historically has also been used for the related compound 

CdTe. The processes are well developed and in common use [70].

The important material parameters for CdZnTe are outlined in Table 7.1. 

In terms of contact formation, the affinity and band gap are the important 

values. For charge transport, the carrier lifetimes and mobilities are the dom­

inant terms.

The values shown in table 7.1 have been taken from reference [69] and 

are the numbers quoted for CdZnTe grown by the high pressure Bridgeman 

(HPB) technique, from the suppliers eV Products. The exception is the elec­

tron affinity of CdZnTe, which is from reference [70]. There is substantial 

literature quoting various values for these parameters; however, the crystal 

with which the model will be compared is of the same type and grown by
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Table 7.1: The material values used to model CdZnTe.

Parameter Value

Atomic numbers 48, 30 , 52

Density (g/cm 3) 5.78

Energy /  electron-hole pair (eV) 4.64

Bandgap Eg (eV) at 300 K 1.572

Molar fraction Cdo.9Zno.1Te

Electron lifetime rn (s) 3 x l 0 ~6

Hole lifetime rp (s) l x l O -6

Permittivity 10.9

Affinity (V) 4.3

Electron effective mass 0.09

Hole effective mass 0.65

Electron mobility (cm2/V s) 1000

Hole mobility (cm2/V s) 80

the same manufacturers.

7.3.1 Defects and trapping centres

The development of growth techniques that can produce low defect densi­

ties and high resistivity CdZnTe at large crystal dimensions is currently a 

major research area. As a result there is not a great deal of information on 

the defect states within CdZnTe. The work that has been done indicates 

that the parameters not only vary from crystal to crystal, but also from one
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area of a crystal to another [71]. It also indicates that there are many de­

fect states distributed throughout the band gap in concentrations of around 

1016cm-3. Some of these defects are native in origin, while others are impu­

rity atoms such as Al, Cu, Fe and C. The compound material CdTe has been 

investigated more thoroughly [72] and it is expected that many of the native 

defects, such as vacancies and interstitials, will also be present in the related 

material CdZnTe. The crystals used for comparison are slightly n-type and 

exhibit properties typical of this material. The defect centres included in this 

model are detailed in table 7.2 where the energy level, concentration and an 

attempted assignment to known crystal defects are shown. There exists a 

great deal of variation, as well as debate, on the levels actually present in the 

material. The reasons for selecting these defect levels are threefold :

• they are referred to in much of the literature [73] [74] [75] [76],

• they allow the modelled material to be slightly n-type with a Fermi 

level pinned close to the mid-gap,

• they give the correct I-V characteristics as shown in figure 7.1.

The formation of grain boundaries, defect clusters and the presence of 

precipitates play a significant role in the material development of detector 

grade crystals. These effects, being on the macroscopic scale, are not included 

in the models below. The simulations describe the behaviour of a uniform 

material, which has been one of the goals of CdZnTe material development 

for many years. Also neglected is the presence of surface states which may 

play a role in the pinning of the Fermi level at the surface.
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Table 7.2: Defect levels incorporated into simulations.

Energy Concentration State Possible

(eV) (x 1016 cm”3) cause

Ec-0.67 0.9 Donor Cd++

Ec-0.75 0.9 Donor Teed

Ec-0.86 1 Donor Metal impurity

Ec-l-l 1 Donor V?e

Ey+0.35 0.1 Acceptor Zn related

Ey+0.14 0.1 Acceptor (Vc „ - , x +)-

7.3.2 Experimental Comparison

The I-V plots in figure 7.1 are from a real 10 mm x 20 mm x 2 mm crystal 

with gold contacts fabricated on each side of the 10 mm x 20 mm plane1. 

The commercial modelling package MEDICI [15] was used to simulate the 

electrical properties of a 2-D section (in the 10 mm x 2 mm plane) of this 

structure. The defect levels of table 7.2 are included in this material simu­

lation. The experimental and modelled I-V curves were matched by altering 

the defect concentrations, though these concentrations were kept close to the 

typical values of 1016cm-3 [71]. These defect levels at these concentrations 

give approximately the correct currents for a given voltage, the slight al­

teration of the concentrations allows the match to be more accurate. The 

contact parameters also have an influence upon the I-V characteristics as will 

be discussed next.

1 Courtesy of K. Valpas of Metorex Int.
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Figure 7.1: Comparison of experimental and simulated 

current-voltage characteristics with different contacts and the 

trap concentrations of table 7.2.

The first simulations included gold contacts by specifying the workfunction 

of the metal to be 5.1 eV [77]. This gave the dashed line shown in figure 

7.1 (denoted simulated Schottky), which is in close agreement with the ex­

perimental data (solid line). Though this agrees well with experiment, it is 

important to look at the profile of the electric field through the depth of the 

detector. This is shown in figure 7.2 where it is compared with the pure 

ohmic case. The model with Au contacts clearly exhibits an electric field 

profile typical of slightly Schottky behaviour, though much of the literature 

supports the ohmic nature of such a contact [72]. This is due to the fact 

that the workfunction of the metal, (f>metah is greater than the workfunction
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of the semiconductor, (j)se m i ((/>metai <  <!>semi is required for ohmic contacts on 

n-type materials).
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Figure 7.2: Electric field profiles for the two simulated contact 

conditions.

Since many articles report the ohmic properties of gold electrodes on CdZnTe, 

the model was altered to have injecting contacts. The resultant I-V curve is 

shown as simulated ohmic in figure 7.1. This plot also matches closely the 

experimental data, however the E-field plots (figure 7.2) show two substan­

tially different profiles. This shows that from the simulated data it is not 

possible to determine the nature of the contacts by the linearity of the I-V 

curves, as is commonly done experimentally. The impact this will have on 

detector behaviour will be discussed later in this chapter.
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Figure 7.3: The simulated potential profiles for the two con­

tact cases

7.4 Charge transport

The physical processes modelled in this section are signal generation, X- and 

7 -ray interactions, charge spreading and sharing and the effect that defects 

have on these phenomena. The first case that will be examined is the signal 

formation in terms of current and charge pulses.

7.4.1 Signal generation

CdZnTe spectrometers are commonly employed as high energy 7 -ray detec­

tors, usually above an energy of 100 keV, though lower energy X-ray detec­

tion is becoming possible through continued material improvements. The
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thickness of the detection material is limited by charge transport. Typical 

thicknesses are 1 to 2 mm, this being a trade off between the absorption 

efficiency of the incident photons and the charge collection efficiency of the 

generated carriers. These carriers will have a large distance to travel, in 

comparison with conventional Si pixel detectors of thickness 300 //m. The 

presence of the defects discussed earlier will lead to trapped charge and so 

incomplete charge collection. Hole transport will be affected, in particular. 

The low hole mobility leads to an increased trapping cross section and poorer 

spectral performance. Low energy tails are often seen in the photopeaks of 

spectra taken with CdZnTe detectors - corresponding to incomplete charge 

collection. Various methods have been employed to reduce this effect :

•  the small pixel effect [66],

•  corrections for interaction depths [40],

•  pulse rise time discrimination [68]

• unipolar sensing [67].

The drawbacks of hole transport are evident in the following simulations. 

Charge was generated, in separate 2-D MEDICI simulations, at 3 points 

within the detection medium : 3 /im from the cathode, in the middle of the 

device and 3 f im from the anode (see figure 7.4). The material is of the type 

described previously in section 7.3 and the cross sectional dimensions of the 

device are 1 mm by 2 mm. 1000 e-h pairs were generated within a volume of 

1 f im3. The ohmic contact case was chosen, with a voltage of -300 V applied 

to the cathode, since this E-field profile leads to less complicated current and 

charge pulses.
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The motivation for these studies is to understand how the interaction depth 

affects the charge pulse and so the energy tha t the electronics detects.

F igure  7.4

Positions of charge genera­

tion. Point A is 3 /im from 

the cathode, point B is ex­

actly in the centre of the de­

tector and point C is 3/xm 

from the anode.

The current and charge pulse shapes can be analysed by splitting the 

total contribution into its constituent parts, thus allowing the time evolution 

of the charge carriers to be investigated more deeply. This has been done for 

the three cases outlined above.

Figure 7.5 shows the current and charge pulses for both contacts (the anode 

and the cathode) for the first case where the charge is generated 3 /mi from 

the cathode. This could represent the interaction of a X-ray, where the pho­

tons are incident on the cathode and the carriers chosen to be collected at 

the read-out electronics are electrons. The definitions of these current and 

charge terms have already been discussed in chapter 3 section 3.3.7.

The total current on the cathode is due to two components - the hole con­

duction current (J/J and the displacement current (J^). The hole conduction 

current is simply the holes entering the contact. It begins almost immediately
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Figure 7.5: The total current and charge pulses, for both con­

tacts, split into their component parts. Here the charge is 

generated 3 /xm from the cathode.

after the charge is generated and ends after 10 ns, when all of the generated 

holes are collected. The displacement current is more complex. The initial 

displacement current pulse consists wholly of displacement as no holes have 

yet arrived at the contact. The positive charge cloud creates a displacement 

on the cathode. then changes sign since, as the holes leave, the electrons 

are still contained within the device. This then leads to a polarisation of
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the detector medium, creating a displacement current that increases for ev­

ery hole that leaves the device. So there is a hole conduction current being 

cancelled out by the displacement caused by the holes leaving the device. 

However there is also an electron displacement current (Je) flowing in the 

opposite direction, leading to a net total current in the direction of J/* (since 

holes flowing in one direction and electrons flowing in the other give the 

same current). The effect these carrier dynamics have on the charge pulse 

can be seen in figure 7.5 (c). Here the charge pulse due to the conduction 

carriers (on this contact they are holes) is complete after 10 ns. However the 

resultant displacement current leads to a current in the other direction. This 

causes the charge pulse to increase slowly as the displacement, D, decreases. 

Finally D returns to zero when full collection is achieved (ie. when all the 

electrons also leave the device).

The electron current pulse of figure 7.5 (b) is more easily understood, since 

the holes have been collected long before the electrons start arriving at the 

anode. The electrons induce a current on the anode as they travel towards it. 

As the electrons are collected the displacement current is reduced, and as the 

displacement caused by these carriers begins to fall so J<* becomes negative. 

All currents fall to zero after the final electron has been collected. Figure 7.5 

(d) shows the corresponding charge pulse for the anode.

The next case, where charge is created in the middle of the device, leads to 

the plots shown in figure 7.6 which look very different but can be described 

by the same principles. In this case both carriers have the same distance 

to travel, 1 mm. As has been mentioned previously the carrier lifetime of
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Figure 7.6: The total current and charge pulses, for both con­

tacts, split into their component parts. Here the charge is 

generated in the middle of the detector.

the holes is approximately three times less than that of the electrons, and 

the hole mobility is also more than a factor of ten less than the electrons. 

The lower mobility leads to the drift velocity of this carrier being lower and 

as a result the holes travel a shorter distance than the electrons, over the 

same time period. For example in 100 ns the holes travel 120 /zm, from a 

simple calculation using v^i f t  — with vdrift =  ■ The electrons will
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7.4 Charge transport

travel a corresponding distance of 1.5 mm in this time. So in 1 0 0  ns most of 

the electrons are collected (see electron conduction current in figure 7.6 (b)) 

whereas the holes have only travelled one tenth of their collection distance 

towards the cathode.

The result is the total current on the cathode being due to the displacement 

current (caused mainly by the movement of the electrons). However when 

the electrons have left the detector, the holes create a displacement current 

in the opposite direction. On the cathode this leads to a positive lobe on a 

previously negative current. On the anode the result is a negative displace­

ment current on a previously positive current, which is being counteracted 

by the electron conduction current. The effect that this has on the charge 

pulses is different for both contacts. The cathode charge pulse (figure 7.6 

(c)) increases initially to a collected charge of 55% before the electrons are 

fully collected and the displacement current changes sign. The charge is then 

drained off until all of the holes are either collected or trapped (no holes are 

moving). When the holes are trapped the result is a fixed charge in the bulk 

of the detector and so the displacement charge does not return to zero, indi­

cating that the material has not returned to its initial state (i.e. the material 

is polarised). These holes will slowly de-trap creating a very small current 

over a long time. The result is a charge loss of 60% on the cathode after 

1 fis, while the charge pulse on the anode reaches 70% of full collection in 

a similar time (figure 7.6 (d)). This pulse shows clearly the fast rise in the 

pulse due to electrons and the slow component due to the motion of the holes 

detrimentally affecting the charge collection.

The final case of charge generation 3 fim from the anode, is the worst case in
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Figure 7.7: The total current and charge pulses, for both con­

tacts, split into their component parts. Here the charge is 

generated 3 /zm from the anode.

terms of charge collection. The carriers with smallest mean free drift length, 

the holes, are travelling the largest distance, while the electrons with their 

far greater charge collection properties are travelling only 3 /zm. The cathode 

current is due almost entirely to the displacement current with less than 1% 

of the holes actually being collected as a conduction carrier on the electrode. 

The current from the electrons is seen as a displacement current on the cath-
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7.4 Charge transport

ode. These electrons are collected in 4 ns (see figure 7.6 (b)) after which 

the current on the cathode is due to the induced current from the movement 

of the holes. As the holes are moving very slowly and being trapped very 

quickly the current is small and continues to decrease. Once these holes are 

all trapped they set up a displacement charge within the detector, which is 

felt by the charge on the cathode. The current then flows back across the 

contact reducing the charge on the cathode and increasing the charge on the 

anode.

The results can be summarised by stating that the low mobility and lifetime 

of the holes in CdZnTe lead to a collected charge which is highly dependent 

upon the interaction point of incident radiation. These examples indicate 

that for charge generation close to the cathode full charge collection can be 

accomplished within 200 ns, for a 2mm thick CdZnTe detector of this type. 

This charge collection degrades to 70% seen on the anode after 1 /zs and 40 

% on the cathode after the same time. The worst case is for charge generated 

close to the anode. The charge on the anode reaches 50% after 5 /zs with 

only 5.5% of the total charge generated being seen on the cathode after this 

time has elapsed.

7.4.2 Charge sharing 

X-ray interactions

When an X-ray interacts in a semiconducting material it will create e-h pairs 

within a small volume - around 1 /zm3 - providing the energy of X-ray is 

tens of keV or less. If a 20 keV photon was incident in CdZnTe it would
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liberate some 4000 e-h pairs in such a volume. To examine the response 

of a CdZnTe pixellated detector to incident X-rays, MEDICI was used to 

simulate a section through such a device. The material characteristics of the 

previous simulations were kept, so the time dependent charge trapping and 

de-trapping is included. Since photons in this energy range will not penetrate 

far into a semiconductor with such a high Z-number, the charge was created 

at a distance of 3 //m from the cathode of the modelled detector. The density 

of carriers was set to 1000 e-h pairs contained within a volume of 1 /mi3. A 

schematic representation of the model is shown in figure 7.8.

INCIDENT
X-RAY

1 CATHODE

'CHARGE
GENERATION
POINT

CdZnTe

PIXELLATED ANODE

Figure 7.8

Schematic representation of 

method for determining the 

distribution of a charge 

cloud at the anode contact.

The charge packet is generated just below the cathode, which is biased 

at -300 V for the 2 mm thick CdZnTe detector. For the ohmic contacts 

this gives a constant electric field of 1500 V/cm across the whole device, 

as in figure 7.2. The anode side is pixellated with a pixel pitch of 40 /mi 

and is held at ground. The electrons and holes will separate under these 

conditions, with the electrons drifting down to the anode while the holes 

drift towards the cathode. The pixellated side allows the spreading of the 

charge packet to be examined by taking the integral of the electron current 

on each pixel and subtracting off the leakage current contribution. This gives 

a Gaussian distribution centred around the point of charge generation. The
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7.4 Charge transport

sigma of this Gaussian can be used to quantify the charge spreading as a 

function of distance for both the ohmic and Schottky contact cases. This 

was modelled for the case of 2 0 0  //m, 1 mm and 2 mm thick detectors, the 

Gaussian distributions of which can be seen in figure 7.9, for the case of the 

Schottky contacts. Similar profiles were obtained for the ohmic contacts,

500 -

400 -

O 300-
■  200 pm thick detector 
•  1 mm thick detector 
A 2mm thick detector”  200 -

3  1 0 0 -

-200 -100 0 100 200

Radial distance from charge generation point (pm)

Figure 7.9: The Gaussian distributions for the Schottky con­

tact case. Three thicknesses of detector are shown.

but these distributions are narrower than their Schottky counterparts. Since 

the electric field for the ohmic case is at higher value for most of depth 

through the CdZnTe detector the charge has less time to diffuse outwards 

and the result is a narrower Gaussian distribution. Figure 7.10 shows how the 

sigma value for the distributions changes with depth for the two electric field 

configurations. For the ohmic contacts the pixel size was reduced to 2 fim 

pitch, ensuring that enough points were obtained for an accurate Gaussian 

fit.
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Figure 7.10: The sigma of the Gaussian distributions for the 

different charge generation points (see figure 7.4) and elec­

tric field conditions (see figure 7.2). The single line (denoted 

Model) corresponds to the variation of the sigma given by 

equation 7.1.

Also shown is a plot of a simple model which has been taken from reference 

[78], where the derivation and approximations are outlined. The model has 

been altered to consider the case of the constant E-field, E , observed in figure 

7.2. The form of the equation can be seen in (7.1) and predicts the sigma, 

<r, of the Gaussian in as a function of the distance, d , travelled by the charge 

packet.

° 2 =  2Jf i  ™

It can be seen that there is poor agreement between the model and the sim­

ulation results when 1000 e-h pairs///m 3 are transported. This is attributed
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7.4 Charge transport

to plasma effects due to Coulomb repulsion compounding the diffusion of the 

charges [78] and [79], leading to the increased width of the Gaussian distri­

butions. To examine whether this simplified model can predict the shape of 

the charge cloud in the material modelled, the simulations of reference [79] 

- where the charge concentration is less and a good agreement is observed - 

were repeated. As can be seen in figure 7.10, the model and the simulation 

match extremely well when the distance travelled by the charge carriers is at 

its smallest (200 /xm). At larger distances the agreement is not so close and 

this may be attributed to the increased effect that defects have as distance 

travelled to the collecting electrode increases. The value of the sigma after 

charge transport is the only parameter required, if a good Gaussian fit to the 

data is obtained, to allow charge sharing to be investigated.

If the Gaussian profile obtained is then rotated around 180 degrees, a cone 

will be formed which represents the charge profile of an X-ray interaction 

in 3 dimensions (see figure 7.11). This 3-D profile depends upon the value 

of the sigma and so is dependent also upon the contact technology and the 

distance travelled by the charge carriers. Such a profile was calculated for 

the ohmic and Schottky contacts for the 3 thicknesses of detector discussed 

previously.

To analyse charge sharing this new profile has to be integrated over the width 

and length of the pixel. Therefore, the contribution from point sources inte­

grated over the pixel dimensions gives the response of a uniformly illuminated 

pixel. Since the pixel boundaries are known, any charge which is outside these 

boundaries is lost to the neighbouring pixels. A plot of this integration over
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Normalised
Charge

Figure 7.11: The radial distribution, after charge transport, 

rotated around the charge generation point.

pixel width and length, of the distribution of figure 7.11, for a square pixel of 

pitch 500 /iin is shown in 7.12. This procedure can be repeated for a range of 

pixel sizes, which then allows a plot of pixel size against collected charge to 

be obtained. Graphs 7.13 and 7.14 show these results for X-rays interacting 

in three thickness of CdZnTe with differing contact properties.

G am m a ray  in te rac tio n s

The interaction of higher energy 7 -rays in CdZnTe is fundamentally differ­

ent to th a t of the X-ray interaction just discussed. It involves the Compton 

effect and at even higher energies, pair production. The photoelectron will 

also travel much further, since it will be of significantly higher energy. These 

differences mean tha t the interaction cannot be represented by the creation
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Figure 7.12: Integration of charge response over pixel width 

and length for a square pixel of 500^m side.

of charge carriers at a point, as was the case previously. To analyse the 

gamma ray interaction, use was made of the Monte-Carlo package MCNP 

[16]. The interaction which has been investigated here is th a t of the 662 

keV gamma ray th a t results from the decay of Cs-137 to Ba-137. Caesium 

is a radioisotope tha t arises as a by product in the nuclear industry. The 

detection of the substance is vital in allowing nuclear decommissioning to 

occur safely. Current detectors utilise Csl scintillators with large collimators 

to allow spectral and positional information to be achieved. A CdZnTe pixel 

array could offer an attractive alternative, allowing little or no collimation 

and so offering a more portable device. The analysis discussed previously 

can be employed to see what effect charge sharing has in devices of this type. 

There are many motivations for the development of pixellated spectroscopic 

devices. They offer a reduced capacitance, and so noise, due to their smaller
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Figure 7.13: The charge collected at ohmic pixels as a function 

of the pixel size, for soft X-rays on CdZnTe.

electrode area. The leakage current is divided between the segmented elec­

trodes and gain corrections can be applied to account for variations in ma­

terial properties across the crystal. Each pixel will have its own read out 

chain leading to a corresponding increase in rate capabilities and imaging 

applications can be realised. Sharing of charge between pixel electrodes has 

implications on all of these.

The analysis of charge sharing at these energies (where the interaction can­

not be considered point like) starts with the averaged charge cloud obtained 

from MCNP. If a point source of 662 keV photons is incident upon a block 

of CdZnTe, then the average energy deposition for many particles can be 

calculated by this Monte Carlo method. This shows where a 662 keV pho-
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Figure 7.14: The charge collected at Schottky pixels as a func­

tion of the pixel size, for soft X-rays on CdZnTe.

ton will on average deposit its energy in the crystal. If a 1 /zm slice (in 

the y-direction) is plotted it will give the profile shown in figure 7.15, where 

the energy deposited is shown as a function of penetration depth and radial 

distribution. This figure illustrates that the radial distribution of energy loss 

extends no further than approximately 1 0 0  /zm from the interaction axis and 

that 95 % of this energy loss occurs within 10 /zm of this axis.

This distribution can be incorporated into the MEDICI modelling package 

which allows an analysis of the charge transport contribution to the width 

of the charge cloud. It should be noted that this method is not the same as 

calculating the individual responses of each incident photon. The averaged 

response from MCNP was the result of 2 million particles, so the MEDICI
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Figure 7.15: The averaged response of 2 million 662 keV pho­

tons in 2mm CdZnTe, from MCNP simulation.

simulation transports the charge generated from all of these particles in one 

simulation. However if the concentration of the electron-hole pairs is suffi­

ciently low then there will be no interaction between the generated charge, 

as was seen for the case of 100 electron-hole pairs in 1 f im 3. Therefore the 

charge density was kept below the 1 x 1015 cm -3 , above which Coulomb 

interactions were observed, for the simulations of the charge cloud derived 

in MCNP. This is valid since a 662 keV 7 -ray will create at most 1.42 x 10° 

electron-hole pairs in CdZnTe. Since the volume has increased to around 10 

/im3, this leads to around 1.42 x 1014 carriers per cm3.

The modelled response of the detector to this charge does not contain any 

temporal information, but the relative magnitudes of the charge on the pixels
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allows an analysis of charge sharing. Figure 7.16 shows the broadening effect
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Figure 7.16: Radial distributions for the charge cloud gener­

ated by the 7 -ray interaction before and after charge trans­

port, for the case of ohmic contacts.

that the charge transport has on the distribution obtained from the gamma 

ray transport. The profile after charge transport gives the final width for a 

point source of 662 keV photons incident on 2 mm of CdZnTe. It can also 

be seen from this figure that, even at these high gamma ray energies, the 

diffusion of the charge cloud is the dominant effect in broadening the dis­

tribution. This profile can then undergo the same process as the Gaussian 

profiles for the X-ray interaction, allowing charge sharing to be analysed for 

this case also. The corresponding graph can be seen in figure 7.17.
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Figure 7.17: The charge collected at a pixel as a function of 

the pixel size, for 662 keV photons on 2 mm thick CdZnTe.

7.5 Summary

It has been shown by MEDICI modelling of CdZnTe detectors, that gold 

contacts can give both ohmic and Schottky contacts on the same material. 

Though the I-V characteristics of these contacts look very similar, their mod­

elled electric field profiles are very different. A metal with a lower workfunc- 

tion, such as indium, would eliminate any possibility of Schottky contacts 

forming, where ohmic contacts are desired.

A simple diffusion model adapted from reference [78] is sufficient to predict 

accurately the charge cloud profile for low carrier densities at short collec­

tion times. At these short charge collection distances no effect from trapping
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centres was observed at the quoted concentrations of table 7.2. At longer 

charge transit times a deviation from the simple model was observed, which 

was believed to be the result of increased scattering from the defects since 

there is more time for the charge cloud to be affected.

At higher charge densities Coulomb interactions cause the charge cloud to

F ig u re  7.18

The charge collected as a 

function of detector thick­

ness for the various cases 

considered (square pixels, 

pitch is fixed at 1 0 0  /mi).

The term X-ray in the leg­

end corresponds to the gen­

eration of 1 0 0 0  e-h pairs in 

a volume of 1 /m i3 near the 

collecting electrode.

be wider than otherwise expected from the model, in agreement with the 

results of reference [79]. This means tha t the model of equation 7.1 is too 

simplistic and that, for the simulation of X- and 7 -ray interactions, more 

advanced modelling is required .

The combination of MCNP and MEDICI allows these physical processes to 

be modelled in a complete manner - from the interaction processes to the 

charge transport. The output of these modelling packages has been used to 

analyse the increasingly more im portant process of charge sharing. The ap­

proximation of an X-ray strike to a point interaction was used as the starting
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point to model charge sharing in CdZnTe detectors of varying thicknesses. 

This method was then developed further to encompass 7 -ray interactions, 

using the example of 662 keV 7 -rays incident on 2mm CdZnTe. The optimal 

pixel size for minimal charge sharing at this energy was observed to be « 1  

cm. The various cases are compared for a fixed pixel pitch of 100 fim in fig­

ure 7.18. This figure highlights the importance of obtaining ohmic contacts 

for highly pixellated detectors. Figures 7.13, 7.14 and 7.17 can also be used 

as an indication of the threshold value in photon counting detectors. For 

example if a photon counting detector is required to be sensitive to energies 

of 5 keV (1078 e-h pairs), then for square pixels of pitch 50 fim and a 1mm 

CdZnTe detection layer with ohmic contacts, only 410 e-h pairs, on average, 

would be detected. This places a limit upon the overall detector noise to be 

significantly lower than 400 electrons so that the threshold for counting can 

be placed at the appropriate point.
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Chapter 8

Conclusions and summary

The work in this thesis centred upon the device modelling of semiconductor 

pixel detectors. The results of these simulations were used to understand 

experimental results, explore new designs and examine fundamental physi­

cal processes. These models were supported experimental results from the 

Dash-E detector.

The characteristics of this detector were presented in chapter 4 where the 

electronic noise was measured to have a FWHM of 230 ±  6 .6  eV with the 

system observed to be close to the Fano limit at room temperature. The 

characteristic X-rays of Mn-55, Cu, Rb, Mo, Ag and Ba were used to ex­

amine the spectroscopic performance of the detectors. Good linearity over 

the required energy range 1 keV to 25 keV was observed. A higher than 

expected background was evident in all of the spectra taken - approximately 

a 1:1  correspondence in the peak counts to background counts.

The modelled performance of a 3-D GaAs detector was analysed in chapter 

6 . The effect of the metallic column-like electrode structure on the particle 

interactions was simulated via the Monte Carlo code MCNR The effective
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dead area due to these electrodes was reduced from 8  % to 4.5 % due to the 

secondary particle interactions. The modelled structure became depleted at 

50 V with a slight over-depletion of 75 V necessary to minimise the inter­

electrode low field regions. The principle benefit of these depletion voltages 

are that they remain constant for whatever detection thickness that fabrica­

tion allows. The charge transport in the devices was also examined, with the 

damage effects of dry-etching included. A more extensive investigation in to 

these damage effects was included in appendix D. Full charge collection, in 

these 3-D GaAs structures, was observed through modelling to be ~  200 ps 

in most cases. The effect of reducing the charge carrier lifeime and examin­

ing the charge collection efficiency was used to explore how these detectors 

would respond in a harsh radiation environment. It is predicted tha t over 

critical carrier lifetimes (10 ps to 0.1 ns) an improvement of 40 %, over con­

ventional detectors, can be expected. This also has positive implications for 

fabricating detectors, in this geometry, from materials which might otherwise 

be considered substandard.

An analysis of charge transport in CdZnTe pixel detectors was also per­

formed. The analysis started with simulation studies into the formation of 

contacts and their influence on the internal electric field of planar detec­

tors. The models include a number of well known defect states and these are 

balanced to give an agreement with a typical experimental I-V curve. The 

charge transport study then extended to the development of a method for 

studying the effect of charge sharing in highly pixellated detectors. The case 

of X-ray, as well as higher energy 7 -ray, interactions were considered. The 

charge lost from the ‘h it’ pixel was studied for these interactions over a range
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of pixel sizes (lfj,m to 1 0  mm).

Close agreement, with experiment, for the MCNP models was observed and 

the combination of MCNP and MEDICI produced a complete picture of 

photon interactions in semiconducting materials. Experimental comparisons 

also agreed closely with the models, which predicted that the dominant term 

in the sharing of charge was due to diffusion and that the difference, over 

photon energy, was due to the energy given to the photoelectron.

The continued development of semiconductor pixel detectors will lead a need 

for more detector modelling. The recent advances in computer technology 

have had a significant effect on the simulation of semiconductor devices. 

Desktop PCs now have the CPU power and memory capabilities to per­

mit advanced modelling programs to run in relatively short periods of time. 

This will hasten the move to 3-D modelling packages such as ISE [81] and 

DAVINCI [82]. Detectors such as new CCD designs, monolithic active pixel 

sensors and the 3-D detectors described here will benefit from this change. 

The modelling at Glasgow will now focus on 3-D device modelling using ISE 

and 3-D particle transport using MCNP 4C.

The development of new materials is also continuing with semiconductors 

such as SiC [83] and GaN being examined for radiation hardness. Materials 

such as TIBr with high atomic numbers are also being researched for poten­

tial application as 7 -ray spectrometers [84].

The 3-D detector research has recently been funded as an EU Framework 

5 project and detector fabrication is already underway. This 3D-RID (3D 

Radiation imaging Detecors) project intends to investigate scintillator filled 

holes for the detection of X-rays and neutrons, in addition to the structure
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detailed here.

The combination of new research tools, new materials, new applications and 

new detector designs ensures that solid state detector development will con­

tinue to be a rapidly expanding field.
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A ppendix A  

Num erical M odelling

The purpose of this appendix is to briefly outline some of the methods used 

in the models of MCNP and MEDICI.

A .l The Monte-Carlo m ethod

The Monte Carlo method has its origins in Los Alamos where it was devel­

oped during World War II. The invention of this method is attributed to 

Fermi, von Neumann, Ulam, Metropolis and Richtmyer.

Monte Carlo is ideally suited to solving complex 3-D time dependent prob­

lems. Unlike deterministic modelling this method doesn’t discretise the spa­

tial domain, and so there is no averaging required in space, energy and time. 

Particle transport codes use Monte Carlo methods to duplicate a statistical 

process. This is done by sequentially simulating the individual probabilistic 

events that comprise a process. The probability distributions of the events 

are statistically sampled to describe the whole process. Random numbers 

are selected to determine what type of interaction occured, where it occured
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and when it occured. The rules are the physics of the situation, and the 

available transport data gives the probabilities. Since it is necessary to run a 

large number of trials to adequetly describe the interactions, good computing 

power is required.

A .2 Finite elem ent modelling

MEDICI is a finite element device modelling package. The primary objec­

tive of the software is to solve the partial differential equations represented 

by Poisson’s equation and the continuity equations for electrons and holes. 

These have been introduced and discussed in chapter 2. For an in depth look 

at semiconductor device modelling see reference [2 1 ].

There are three main steps to be taken for solving these equations by a 

numerical approach for device modelling :

•  The geometry, or domain, of the simulation must be defined and parti­

tioned into a finite number of subdomains. The division of the geometry 

is to ensure that the solution can be approximated easily with a desired 

accuracy.

•  The differential equations have to be approximated by a series of alge­

braic equations in each of these subdomains. These algebraic equations 

involve values, at discrete points within the subdomain, of the contin­

uous dependent variables - where there is a knowledge of the structure 

of the chosen functions which approximate the dependent variables.

•  Obtaining the solution via iterative techniques such as Newton’s or 

Gummel’s method.
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A ppendix B

Sem iconductor parameters

Table B.l: Semiconductor parameters for Si, GaAs and 

CdZnTe

Parameter Si GaAs CdZnTe

Atomic numbers 14 31, 33 48, 30 , 52

Density (g/cm 3) 2.32 5.32 5.78

Energy /  electron-hole pair (eV) 3.2 3.64 4.64

Bandgap E5 (eV) at 300 K 1.12 1.424 1.572

Dielectric constant 11.9 13.1 10.9

Affinity (V) 4.05 4.07 4.3

Electron effective mass 0.98 0.067 0.09

Hole effective mass 0.49 0.45 0.65

Electron mobility (cm2/V s) 1500 8500 1000

Hole mobility (cm2/V s) 450 400 80

Intrinsic resistivity (S7-cm) 2.3 x 105 108

Oi-HO
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A ppendix C

Source information

A variety of sources have been used throughout this work and so the principle 

decay lines and probabilities are noted here. They are taken from the “Table 

of Isotopes” 8th edition [100].

Table C.l: Source definition data for Mn

Decay line Energy (keV) Intensity (per 100)

KQ1 5.899 18.3

k Q2 5.888 9.3

K/fc 6.490 2.14

K& 6.490 1.09
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Table C.2 : Source definition data for Cu

Decay line Energy (keV) Intensity (per 100)

Kttl 8.048 26.0

k Q2 8.028 13.3

Kft 8.905 3.1

8.905 1.59

Kfl. 8.977 0.00365

Table C.3: Source definition data for Rb

Decay line Energy (keV) Intensity (per 100)

Kai 13.395 38

k Q2 13.336 19.7

Kft 14.961 5.39

K * 15.185 0.85

Kfc 14.952 2.78

Kft 15.089 0.0186

K * 37.349 0.023

Kft 36.652 0.1
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Table C.4: Source definition data for Mo

Decay line Energy (keV) Intensity (per 100)

KQ1 17.479 42.6

Ka2 17.374 22.4

19.607 6.61

K& 19.965 1.45

CO
W

19.59 3.41

19.998 0.0015

Kft, 19.771 0.0341

Table C.5: Source definition data for Ag

Decay line Energy (keV) Intensity (per 100)

KQ1 22.163 45.6

K a2 21.990 24.2

K as 21.708 0.001

Kft 24.943 7.52

K * 25.455 1.88

Kft 24.912 3.9

K/?4 25.511 0.007

Kft 25.144 0.0547
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Source information

Table C.6 : Source definition data for Ba

Decay line Energy (keV) Intensity (per 100)

KQ1 32.194 46.7

Kq>2 31.817 25.6

K a 3 31.452 0.00334

36.378 8.63

K * 37.255 2.73

K f t 36.304 4.47

K * 37.349 0.023

Kft 36.652 0.1

Oi2,3 37.425 0.4
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A ppendix D

Sim ulating electrical transport 

in dry-etched III-V  devices

D .l  Introduction

Dry etching techniques have been used for some time now to fabricate com­

plex patterns on to semiconductor materials. Lateral dimensions as small as 

10  nm or less have made it a popular tool in the semiconductor industry. 

Here it is used to create recessed gate structures, tracks in integrated circuits 

and to etch active layers in semiconductor lasers, amongst other applications. 

The advantages that dry etching offers over the alternative wet etches are 

a high degree of selectivity, excellent anisotropy and good reproducibility. 

Unfortunately it is often the case that defects arising from the dry etching 

procedure results in the nanostructures being unsuitable for their application 

as an electronic device. Dry etch induced damage destroys the periodicity 

of the lattice thus creating scattering sites whereby reducing the lifetimes 

and mobilities of the charge carriers. This can adversely effect the charge
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collection properties and noise performances of devices such as transistors. 

In III-V materials the compound nature and the lower melting temperature 

of the material excludes annealing, which is used to remove damage effects 

in silicon.

Many models of device behaviour have been simulated by a variety of meth­

ods - Monte Carlo [85], drift-diffusion and hydrodynamic [8 6 ] and also atom­

istic [87]. For a review of device modelling see Selberherr [21]. These models 

do not however encompass electrostatic, electrodynamic and advanced dam­

age profiles into one simulation. The effect of dry etched induced damage on 

the electrostatics of a device is examined here. We then proceed to analyse 

the temporal behaviour of these effects in a variety of structures.

In the first section of this work the damage profile from the dry-etching of 

GaAs has been taken from previously published work [61] and [62] and incor­

porated into models of a 2-dimensional electron gas (2DEG). The next section 

details the performance of a high electron mobility transistor (HEMT). This 

structure has a recessed gate geometry sometimes required for the precision 

engineering of HEMTs [8 8 ].

D.2 Sidewall damage in III-V structures

During the dry-etching of nanostructures two types of damage can occur - 

sidewall and top surface damage. These are highlighted in figure D .l. The 

main difference is that surface damage is being continuously removed while 

sidewall damage is always accumulated. The propagation of crystal defects 

through the material has been observed experimentally to be over 1 0 0  nm 

for some high energy etch processes [89]. This is significantly higher than the
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D.2 Sidewall damage in III-V structures

projected range of ions at these energies (< IkeV), which can be calculated by 

computer programs such as TRIM and is found to be a few nm at most [90]. It 

is now believed that the increased depth of the damage is due to channelling 

of the etching ions along the crystal axes. It was show by Germann et al [91] 

that the depth distribution of the induced damage has a strong dependence 

upon the angle of the incident etching ion beam. Furthermore Stoffel [92] 

showed through Monte Carlo modelling that channelling in the < 110 > plane 

is the predominant mechanism due to the large aperture size in this crystal 

axes. In reference [62] it was shown that the sidewall defect distribution from 

channelling of the etching ions along the < 110 > crystal planes for III-V 

materials can be described well by the equations :

N d = N d(x ,y ) + N u(x ,y ),

Nd = -  y + x)e~x/x x 6(y -  x)9{x -  y +  v t ),
Z A CIS

N u = — ^ ( vt  -  y -  x)e~xlx x 0(y)0(x + y -  v t ). (D.l)
Z AclS

where 6 is the step function 9(y) = 0 if y < 0 and 6(y) =  1 if y > 0. Also N# 

is the total defect density and comprises the sum of the contributions from 

the upward (Nu) and downward (N^) channelling directions. The horizontal 

distance from the sidewall is x  and the distance from the top surface is y. 

The probabilities of incident ions being scattered into upward or downward 

channels are a u and ad respectively, and both are taken to be 10- 3  [92]. The 

bombarding ion flux density, J* is taken as 1 0 14 particles cm- 2s- 1  and the 

mean channelling distance Ac is 18 nm for a Cl+ ion with a mean incident 

energy of 50 eV [61]. These values are consistent with a fairly low damage 

dry etch process.
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Surfaces
Etch direction pinned at 0.7 V

GaAs n-type 1014crrr3 18 nm

AlGaAs n-type 10l8cnr3 54 nm

AlGaAs n-type 2xlOl4cnr3 20 nm 2DEGRecoil
particles

Sidewall
damage

GaAs n-type 2xlOl4cnv3 600 nmTop surface 
damage

Figure D .l: Modelled 2DEG structure, highlighting the im­

portant aspects of the structure.

D .2 .1  M od el details

In reference [62] a two-dimensional gas (2DEG) of a GaAs/AlGaAs het- 

rostructure was used to experimentally probe sidewall damage as a function 

of etch time. Furthermore a model was developed and this has been incorpo­

rated into the MEDICI simulations reported here. The structure modelled 

here is an exact representation of the experimental device and is used both 

to explain some of the experimental observations and examine the accuracy 

of the model.

The etched 2DEG structure is shown in cross-section in figure D .l. The 

properties of this structure were modelled using the 2 -D simulator MEDICI

[15]. The quantum mechanical effects at the 2DEG are approximated by

212



D.2 Sidewall damage in III-V structures

Van Dort’s band-gap widening approach [93]. The screening of the charge 

carriers, carrier-carrier scattering and acceptor and donor scattering are ac­

counted for by the Philip Unified mobility model [94] and [95]. The AlGaAs 

layers are taken to have an A1 fraction of 0.3 and a band-gap of 1.8 eV.

All exposed surfaces have a Fermi level pinned at 0.7 V by the introduction 

of interface states, modelled as electron acceptors at a concentration of 3.5 x 

1012 cm-2, between the semiconducting material and 0.1 nm of oxide. The 

etched surfaces contain the additional defect profiles of equation D .l. For 

modelling purposes the damage is represented by one deep level donor trap, 

located 0.75 eV below the conduction band. This is assumed to be the pre­

dominant recombination centre and is taken from Lootens et al [96] where 

they associate the trap as the EL2 level from DLTS measurements of SiCU 

etched n-GaAs. The present and subsequent models account for concen­

tration dependent recombination, Shockley-Read-Hall recombination, Auger 

recombination and an analytic mobility model which includes concentration 

dependent mobilities.

The electron concentration across the modelled 2DEG structure is shown in 

figure D.2 . The 2DEG is clearly visible at the AlGaAs GaAs interface. This 

2DEG is depleted from the etched sidewall both by surface states and by 

defects introduced by the etching process. The damage represents the case 

of a high damage etch so as to ensure any electrical effects are observed.

D .2.2 Damage Profile

The effect of channelling is illustrated graphically in figure D.3. Here the 

main graph shows the trap density at the 2DEG for an etch of 30 seconds.
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1.86

(dep
etch<

2DE

200 100 0 
Etched surface (nm)

Electron
conc.

A  4  ( x 10 18c m 3)

Heavily doped 
n-AlGaAs layer

Figure D.2: The electron concentration over a section of the 

modelled 2DEG. The 2DEG can be seen to be depleted away 

from the etched surface.

The effects of two distributions are shown - one which incorporates chan­

nelling and the other which does not. The shading under the curves illus­

trates the occupied traps while the inset shows how the depletion depth of 

the 2DEG is affected by channelling. The damage penetration for the chan­

nelling case of around 100 nm agrees well with the experimental data  of Chen 

et al [89].

The traps close to the sidewall are unoccupied since the pinning of the 

Fermi level at the surface depletes the 2DEG to a significant distance. This 

shows th a t the dominant electrostatic effect is due to the surface pinning 

and not to the damage induced defects. This is supported by the inset which
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Channelling 
No channeling

Channelling 
No channelling

Distance from  sidew all (nm)

Figure D.3: The trap  density as a function of distance from 

the etched sidewall. The solid curve shows the effect of chan­

nelling 011 the defect profile as a function of distance from the 

etched sidewall. The light grey shading indicates the filled 

traps. The dashed curve shows the reduced trap  density when 

channelling effects are neglected. The darker grey shading 

indicates the filled traps for this 110 channelling distribution.

The inset shows how the depletion distance of the 2DEG from 

the sidewall for both cases.

shows tha t the depletion depth varies by only ^ 1 0  nm between etch times in 

the range 10 to 60 seconds (low to high damage). The channelling effect does 

however lead to a significant increase in the trap  density at the 2DEG for 

an etch depth which is less than tha t of the 2DEG itself. The excess defects 

in this relatively high damage etch process have been observed in electron
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scattering experiments described in detail in reference [64].

D.3 Gate recessing in HEM Ts

High electron mobility transistors exploit 2DEG structures similar to the 

one already discussed. Here we simulate the output characteristics of a pseu- 

domorphic HEMT, containing elements of strain at the electron conduction 

layer. HEMT gates are usually recessed to control the threshold character­

istics. The recessing is typically done by wet etching, but for greater control 

may be done by dry-etching methods. The output characteristics of a tran­

sistor such as this are obtained experimentally and there is little knowledge 

of exactly how the defects affect the behaviour, since an etched III-V sample 

might potentially contain small amounts of damage.

D.3.1 M odelled structure

The structure is shown in figure D.4 along with the material type and doping 

density. The sidewalls are assumed to be vertical. The source and drain are 

modelled as ohmic contacts while the gate is a Schottky contact with a work- 

function of 5.17 V corresponding to a nickel electrode. The Ino.85Gao.15As 

channel has a band-gap of 0.72 eV. At the InGaAs/AlGaAs interface a Si 

(5-doped layer of concentration 2 x 1012 cm - 2  is included. The model is 

adapted from a simulation detailed in reference [97].
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GaAsn-type
i  ^  20 -310 cm

GaAsn-type
■i r \ 20 --310 cm

AlGaAs Donor 
n-type
i n 18 -510 cm

Undoped AlGaAs Spacer
■ Undoped InGaAs -
■

0 . 0 0 0 .2 0

Undoped GaAs

0 . 4 0  0 . 6 0
Di s tance (Mi crons)

0 . 8 0  1 . 0 0

Figure D.4: The modelled HEMT structure.

D .3 .2 D am age  Profile

In the previous models the top surface damage had no relevance, since the 

etched surface was either removed completely or etched to such an extent 

tha t there was no influence at the sidewalls. Here the top surface damage 

must be included since charge transport in the channel of the HEMT will be 

affected by the resultant defects. A precise m athem atical expression of this 

type of damage profile is reported by Ide et al [98] and equation D.2 shows 

the distribution incorporated into the MEDICI model:

N T ( x , y , r )  = g0e~x/X( r  -  y < v t , (D.2 )
v v '

where all of the variables have been defined previously in subsection D .l. 

Both the effects of sidewall and top surface damage (which had no bearing 

on the previous models) are included in this HEMT simulation. The model
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includes the channelling effect discussed already. The top surface damage 

extends into the channel of the device while the sidewall damage will also 

affect the current flow, from source to gate, forcing the flowlines away from 

the edges of the recess trench.

D .3 .3 Dam age effects on gate characteristics

Gate characteristics of transistors offer a convenient way of determining the 

transconductance of the device - im portant for applications such as the am­

plification of signals. The dry-etch damage not only affects the switch on 

point of the device but also the point of maximum transconductance or am­

plification. This can be seen in figure D.5 where damage profiles for different 

times of etch are shown.

The gate voltage was stepped down from 0.6 V to -0.4 V and the drain 

current was monitored. This was performed for the case where no damage 

was present and also the cases where damage corresponding to 10, 20 and 30 

second etches was included. It can be seen in figure D.5 that the maximum 

transconductance for the ideal case is at -0.1 V, while this point is at 0.1 V 

for all three damage cases. The increase in defect density, over these ranges, 

has a limited effect on further altering the gate characteristics.

D .3 .4 Temporal response o f HEM T

Another point of importance is how the trapping and later the emission of 

the charge carriers will affect the temporal performance of the device. These 

devices are designed to operate at microwave frequencies. If the defects have
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25- -■—  No Damage
—  10 sec etch
—  20 sec etch 

*5—  30 sec etch
2 0 -

?
t  15‘
c

1 0 -ra■_
Q

-0.4 - 0.2 0.0 0.60.2 0.4

V (Gate) (V)

Figure D.5: Modelled gate characteristics of the HEMT illus­

trating  the effect of dry-etch damage.

an effect on these characteristics then this could have implications for many 

applications.

In order to study these effects the gate voltage was set to the point of max­

imum transconductance, -0 .1  V for the no damage case and 0.1 V for the 

damage cases. All other voltages were set to zero. The voltage on the drain 

was then pulsed with 0.5 V for a duration of 0.1 ns. The subsequent decay of 

the drain current with time was then studied for the various damage profiles. 

The results can be seen in figure D .6  where only a small effect is noticeable 

over a time range of 1 ps. All three damage profiles affect the drain current 

in the same way and the curves lie on top of each other.
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1 0 t — ■—  No dam age
-  -o- - 10 sec etch

-  - o -  20 sec etch
-  -a -  - 30 sec etchE

f
E

c

o

.-12,-13,-15 ■14 1010 10 10

Time (s)

Figure D.6 : The time response of the drain current after the 

drain voltage is pulsed with 0.5 V, for varying etch times. All 

etch curves lie on top of one another indicating no change in 

temporal response as a function of etch time.

D.4 Discussion

The effects of dry-etch damage on three III-V structures has been studied. 

The first structure was chosen to ensure the accuracy of the model, and the 

second since the long etch times may result in high concentrations of defects 

at critical points in the device. The final modelled device was chosen since it 

is a device which is commonly fabricated using dry etch methods, and analy­

sis of device behaviour with damage profiles tha t include sidewall channelling 

and top surface damage have not been performed before. The damage profile 

of references [61] and [62] has been altered for one of these devices and the
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effects on each of these structures performance has been analysed.

The HEMT structure on the other hand will exhibit an increase in the the 

turn-on voltage of the drain current. The peak transconductance of the de­

vice will also be moved to higher gate voltages. This has been simulated to 

increase slightly with increasing etch time, which effectively is the defect con­

centration. The temporal response of this device was also studied though the 

effects of dry-etch damage was observed to be insignificant over the concen­

trations studied. These results are consistent with experimental observations 

of HEMT characteristics at DC and RF frequencies [99].
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A ppendix E

Trapping and de-trapping in 

M EDICI

E.0.1 M odel

A 75/im x 75/xm cross section of n-type GaAs doped with Si to a concentra­

tion of lx  1014 cm - 3  has been simulated with MEDICI. The contacts are on 

the top and bottom and are both Schottky. The top electrode is held at 500 

V with the bottom one earthed. 1000 e-h pairs have been generated at the 

point (32.5,70) in a volume of l//m 3.

E.0.2 Trapping and de-trapping

The trap statement in MEDICI requires the TIME.DEP parameter for the 

trapping and de-trapping to be modelled correctly. In this simulation a 

column of traps correponding to the deep level EL2 have been placed in a 

row between y=32.5 and y=42.5. The trap concentration remains unaltered 

but the lifetimes have been changed from 1 x 1 0 -12s (the left column) to 1 x
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10-9s (the right column) - see figure E .l. The decreased lifetime in this area 

can be seen to stretch out the charge cloud as the trapping and detrapping 

process takes place. The result will be, for a given shaping time, incomplete 

charge collection due to the prescence of deep level acceptors. When time 

dependent traps are modelled an additional differential equation is solved for 

each trap level. Equation E .l shows the differential equation for the electron 

trapping case.

H f i N u)  =  (1 ~  f i ) n  -  f jUt j  _  f i P  -  (1 -  f i ) Pu  ^
S t  7Tij rpj
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Figure E .l: Time evolution of electron clouds
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