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Abstract

Making causal inferences is a ubiquitous property of the cognitive system. This
dissertation examines how people make causal attributions in the social domain. Two
cues to causality are examined. The first is the implicit causality in verbs and the
second is covariation information.

When people are presented with minimal sentences such as Mary fascinated Ted
and then are asked what the cause of that event is, then people say something about
Mary, for example, Mary was interesting. On the other hand, if they are presented with
sentences such as Mary liked Ted, and then are asked about the cause, they say
something about Ted, for example, Ted is nice. In the first example, cause is attributed
to Mary or the first noun phrase (NP1); whereas in the second example, it is attributed
to Ted, or the second noun phrase (NP2). This is called the implicit causality verb bias.

The implicit causality bias is reviewed in some detail in the first two chapters.
This is followed by a test of whether it is present even when no causal question is asked.
The results from Chapter 3 suggest that the verb bias is present in such circumstances.

Chapter 4 examined the relation between implicit causal information, such as
that provided by implicit causality verbs, and explicit causal information, such as
covariation theory. According to covariation theory, cause is determined by
establishing what covaries with what. Chapter 4 demonstrated that both implicit and
explicit sources of causal information are used to make attributions in production.
However, Chapter 5 showed that while implicit causal information is also used in
comprehension, the effect of explicit covariation information is weak.

In order to ascertain exactly which cues people make to use attributions from
covariation information Chapters 6 and 7 contrast a frequency signalling account of
covariation theory with a focussing account. According to the frequency signalling
account, cause is attributed to that individual which is in the smallest group; while
according to the focussing account, cause is attributed to the individual who is in focal
attention. It is found that both frequency and focussing influence attributions — and in

very systematic ways.



Table of Contents

Acknowledgements 2
Declaration 3
Abstract 4
Table of Contents S
List of Tables 11
List of Figures 12
INTRODUCTION 14
0.1, CAUSAL COGMILION ...o..uveeeveeeeereerereeererereereeeresstsssssssssssasssssssssesssessasssssssassesssessenassaesasessassasssssssosnass 14
0.2. CausSality ANd the LEXICOMN.............ccueervveeerereririereeseesersiessssssssssssssssssssasssssesssesssssessssssssssssesssesessess 16
CHAPTER 1: REVIEW OF THE IMPLICIT CAUSALITY BIAS 20
1.1. The breadth of the implicit cQUSALILY DIGS ...............coccevinivveviviriririririririeissisisisinsi e 20
1.2.  Classifying implicit CQUSALILY VETDS..........covmvvreveiriririiiriiniriiiiecsireiesnerensee e eaesns 22
1.2.1. Thematic Role TaXxonomy .........ccccceurvivuerirenueirrsniniirinriniiinnirnesieresreninsesssnssessssens 23

1.2.2.  Linguistic Category MOEL.........ccccerrrerrrerreeirerreerieeneneeseretse s sreseeesmsaeeseecsesesansens 27

1.2.3. DISCUSSION «..ueemieeiteeeneeieneesiteeenre e ce et sttt estestssaessessesst st ssesassessssstsesessersasasssesnrassane 30

1.3. Effects that moderate the implicit cQUSALItY DiQs.............cccovvrrevervvimivincsivneiecrnisirissisnsnseennns 33
1.3.1. Manipulating presentation fOrmat.............cceeeeeerrercresecrerenreesrneiriiricreninsdeninersinresssnnnenns 33
1.3.1.1. ACLIVE VEISUS PASSIVE VOICE ...eveeerurererererenreraeeeeessrenceesreassssisssressssnssassesssrssssssmesssssnns 33

1.3.1.2. Interrogative versus declarative fOrm ........cccocovviiviiineniieninrinnesne e 36

1.3.1.3. Affirmative versus negative phrasing.........c.coceocvivvmeriiirieiiincnveecieeeenceeeeienns 36

1.3.2. Manipulating semantic properties Of the VEIb ........ccccccooeeverrrerninresininsicrisnniiissesisennnes 37
1.3.2.1. SemantiC VAIBIICE ....c.coreueruerereruiereieieiereneeieieseeststssreseensnsiesessssressssessessssssresessensnesnsssses 37

1.3.3.  Manipulating conteXtual fACLOLS ........cccerevrreriereerirreiereerrteenesreseesressstssnestsrestssssessesessennes 41
1.3.3.1. Gender of characters and participants and the implicit causality bias ........cccoevverenneneee. 41

1.3.4. Is the implicit causality bias “interpersonal”?...........ccccoceveerrreeruriemnericscnresnncenineennne 43

1.3.5. General context €ffeCts .........ccvveirrirriiriiiiiiiciiiececnrcrr e 46



1.3.4,  SUIMNMATY .covverreiirinriieneeneessiseessesteseessesseesressessstssnessneesnsssaneesntssssosnestessassossesanssnsesansen 47

Lo, OVEIVIEW ...ttt sttt ettt s ettt s s s s st s s sr e s b et st sa e et satsa e s b e sbn st san s besrsonn s 48
CHAPTER 2: EXPLANATIONS OF IMPLICIT CAUSALITY 50
2.1, INETOQUCHION .......oeeeeeeeereireereeree st ese et seeanaet s s bt st sh e s b esassas et e b s b sassnsnsansne b asasranes 50
2.2.  Implicit causality is impliCit COVATIAION. ............couevueciirersiiiciiiiiiiit it aeens 50
2.2.1.  Implicit covariation thEOTY ......c.cc.ccevvirviririiiiinninirtter et s e 50
2.2.1.1. Causal attributions in social psychology........c.ccouvirecrvrvivimisirsrirniiniiiiiinneeeeeivene 50
2.2.1.2. CoVvariation thEOTY .........ccoieerevcrirrinciininiininnieressinssisessssssnsnssessssssasssssssaressesasssssses 51
2.2.1.3. ImpliCit COVATIAtOMN. ...cc.ceienirreerererririecese sttt enesstessesesstsrnssassnsrnsanernsnsrsesnnsssenns 53
2.2.1.4. Tests of the implicit covariation theory .........cccevviiiriiimnirinnennireeenesee e 64

2.3. Implicit causality is iMPliCit SALENCE.............c.oueeuiieeriiiiiiiiriiiicierscee b esens 68
23.1.  Implicit SAlIENCE thEOTY ....c.coveuireeeerniriireeiciieeietriet ittt sissessessesrsasrnoresesasberesasesssasans 68
2.3.2.  Tests of the implicit salience theory ........ccccvvriiiiiiiinircceec e 69
2.4 Implicit causality and the priming RYPOIRESIS............c.vceevvivirieirriserrisirenisreresserirsnsnesesssesesssenens 74
2.4.1. The priming RYPOLhESIS ......cocouieremririietiiriiereieiieriitsn ettt sss e s nae e s s nans 74
2.4.2. Tests of the priming hypothesis.......ccevvieririiriireniiiiniienrinccie et 76
2.5, CONCIUSION ..ottt st sas e st st sa bt s s b st et san s nsan s bs b esbsansssabesssentetns 79
CHAPTER 3: IS IMPLICIT CAUSALITY A FOCUSSING PROPERTY OF VERBS? .................83
3.0 IBIFOGUCHON ....ooeevveeeeverreecrrereeeeirisieestsssessessestsns et st sa s et aern e boss s besbosaenar s s ssasabassasnennas 83
3.1 EXPEFIMENE L:...neoueeeeeeeierereireeceeisieeesestsassnssssasssesesasatssssnsstossssentessernsasessansssensasansssessatessasasnas 89
311, MethOf...uieieeiicenrereicccenrnsereccsiereen e rese sttt sa st s ne e b s n s ass s s b et s sas s snasa s naans 90
3.1.1.1  PartiCIPANES .....covevecrisrsncsisronnsinssicsesesessissssssnsssssissssasssese s e sesssaessssssssessssassessssasasanes 90
31,12 MALETHALS ..v.eevveeceeeeiererereeene s esesesensseesteseessaestsesasssassns s s e ssrsan st sresssssbennanssnenseseasereans 90
3.1.1.3  PIOCEAUIE .......oeoeeererieereeneersresnestcssesessecsacsstsestssessnesanesssnsssnssssesssessnsessastasssssesessassasnss 91

312 ReSUIS ettt s s r et sb e bbb st b s r e b er s e s se s s see s s ene st sannans 91
3121 COING cruverrnrrrerererirerreecstsnestsninesestsesssstsnsresesssasssstssssssssssnssnssessnensarsesaresnassessssararannes 91
3.1.2.2  Datad @NALYSES ..cvevevecreeeereieeeiesristiineiessesisisiestestsansresane e sr s ssssaessesbesbse s sr s s e s s s s s nansene 93

3.1.3  DISCUSSION .evivreeeeereiereeeieeeereneraseseestesteessssstessesssessssessessnessasnsssssssssnnerssssessessassessessnsansnersanss 99
3.2 EXPEIIMENE 2:...oeeeeneereereerenenereeeeeessesasetasssesnsansstsesaesssssssasessssbessesssssassasaatesssnsssessssssmsnassssansns 101
32,1 MEDOQ.....eceeieeeeecesecieieeetee e see s sasesesesaestssbssssbe bt eas st erser e b e s ereras st er s sta s et esaen 101
3.2.1.1 PArtiCIPANLS .....veeeevereereererererereseseerentesnenesesssesestsasnsresssssstsansntosssnnserssssonsesassasansssssasannas 101
3.2.1.2 Materials and ProCcedure ...........ccoovveerermerminirinenineenitevresesenseessssssisssssssssesnsesnes 102

322 RESUIS ettt ssse et b ettt sar e e sa e st b e s e bt e rserens 102
3.2.2.1  COQING ..vvvevenrrenrereirirseeesieseessssistessosestssesstssessssssnsssssesssssirssrsnssesnssesassessssasssassesessennes 102
3.2.2.2 Datad @nAlYSES .....ccoververuereeeiurienietiiniestnt et sates e e s e a st a s e s s nae e s ae e 102

3.2.3  DISCUSSION .ouvvvereeerirerienasisesreenesseesestossaesesnosssesessesessetstessssessstessssssesaessasebasasssssssssinsassssasnans 107
3.3 EXPERIMENT 3:..oiieeecvieerircvsuensiecruvsssosiscssssessssncssssesessessnsssessisassassssassssssssansssesssasesssoncasaseses 109

6



3311 MEthOduu ittt b s s 109

33,11 PArtiCIPANES .....cueeiieiieeceiceieeresceesrestasstsnestesessessnssesssessasssssesessnssesssassessasssssarasseressoses 109
3.3.1.2 Materials and PTOCEAUIE ........coccovreevierirmreireeeeirrecretenereeseeresseeesessesssesessnsesmsessonns 109

332 RESUILS ottt ettt sttt e s et et bea s 110
3.3.2.1 COAING CTILETIA ...c.eeveeeieiteeesrericereriesieetsrres e stesessnssnesesseressesaesnensassessersasnsencrnssmresseres 110
3.3.2.2. Data QNAlYSES ....cccevveeererererrerreeereenreeeerneerseeeseeeeeseesssaesssessesssessessesssesssssesssseesseresnsnes 110

3.4 GENEIAL AISCUSSION.........coooeevereererrerirresieseeeeesisreseesessestessstestesessessesensesentssesestsssssesesassesssassosesses 112
CHAPTER 4: COVARIATION INFORMATION IN DISCOURSE 115
4.0, INEPOAUCHION ...eeeeeenveveeeerereeeereeie et seeteesesests s ssssastesestses st e e sssasesests et sassassessesesssssassesasseseins 115
4.1, EXDETIMENE 4. .oeveveveeseeeeiresreeteseeetesesteesesssesseesstassassessessastanssssessasssssessessessassssssestesneseessrnesssessssos 118
4110 MEIOM....eciiiieeeeireeereeetetee et erest st st sse e st s e s e aeseesesasessaeseseneseneenestensesaetentains 119
4.1.1.1. Participants ........cc.ceevererreennns ftreeete et et e e et et et et e et et e s re et eaesseseaesee e st st eaehe s eene 119
4.1.1.2. MALEIIALS ....oovvrrerreericreieceenieeeneetetetesenessstseesaesessessssssessassssnesesssssnsssasasnesssssssessaseseses 119
4.1.1.3. PrOCEAUIE ...ttt sr ettt eseses e sas e sasnsseais 120
412, RESUILS e reereneeeneese st eeenenteseseeetssestesesesanssesssanesesesasasesesrsesesssaenssunaoseiensacns 121
42.1. Covariation and the implicit causality bias..........ccccccoeeveerccmnnninrninienenennines 121
4.2.2. Iscovariation strong enough to over-ride the implicit causality bias?...........c.cccourne. 122
4,13, SUIIINATY .ocviiriiiiireniiirieiessienteneseeetseesesteses st ssessesesss e ssseseassasstsassssresssoresssassssrsasseressasss 126
4.2, EXDEIIMENLE 5: ....oouvvurvrreviriiriosinsenieisieitsiesissesissaessssesissssssssssesessossssensssesesssssessessesssasssetsssssassssons 127
421, MEhOM. ettt st ettt s es e s e s 128
4.2.1.1. PartiCIPANLS ......ccceevveeeereruierirreneereniesreseeessestesaeteeestosesssesseseeaseseseassesstsssesesasesessosesenens 128
4.2.1.2. MAETIAlS .....eeeueerrrerereeeeireteresaseeessesesessoresssessessssesssssssessssesessesnesessssaesessonssenessessases 128
4.2.1.3. PIOCEAUIE ......eeereveieeenerrenesrisnessisieeressssstessaseesosesssessresesssseessesassssssessasssssessasessssesssas 129
422, RESUIS ettt sttt ssasas s se e e saesae e sa s s a et s st 129
4.3.1. Covariation and the implicit causality bias ..........ccccerceuerenerenirinesisrirenesisvenisisnienns 130
4.3.2.  SUNMMNATY .....ccrmremeererrerreesnereresseessesnrssessssessesssessesssasssessssssssseessesssessssssnssrassssssssasssnsasses 131
4.3.3. Does covariation over-ride the implicit causality bias? ..........cccecererirrenirvrnsernecnns 132
434, SUIMIMATY ....cccerirrrrirerereeseesescresneessessnsssessessasssseesnessossessassosssssesssesessnastassssesscsssssassases 134

4.3, GENEIAL DISCUSSION ...e.eoneeeeeeeeeeenieeresirseeesessseasesssssassssssestssssssssesensessassssssssseseseesessssssesssassssensasne 134
CHAPTER 5: COVARIATION THEORY IN COMPREHENSION 137
5.0. INIPOAUCHION .....cneeneneneeesvreecrerireresssesseseeseesse st sssassaesassse e et e e esesesetsase st st ssssstsseenesanasensasesesnns 137
5.1, EXDEIIMENL B ...uoneeneeneeneereenrecrereasessesssconeaseesessessesssessestentasterssnsesssstessesesesesseseseseensensessnnesesenncas 142
S 11 MEROM.....ecnicerieeererenreenirtsnesseeneesseseesessenesesssssesesessresessssensssensseescstssenemnssessessaesmnsesne 142
S5.1.1.1. PartiCIPANS ......eereeureerrenreerrenresieresrsissesseseesessesessennssnssessesesessrsessesseesassessesssssssssnesssesens 142
S.10120 MALETIALS «...cocrvieiirireesesnerenesneeeceasnessessnssessassessessesmteseesaeesesatesenestesenesssesensasneneens 142
S5.1.1.3. PTOCEAUIE .......eeeereieeeetsreenreeee ettt sae et ettt s b e seseetesessn et some s sasabeses st satsesseseasanns 145
5.1.2.  RESUILS cuveeuvicreenreirerrreecoresiesenreesnesssersnessresesssnsessessnassnessasssessassassassnsesssasssrsseseesensessensenns 146
5.1.3.  DISCUSSION eeuviueieieiiuirceie et stste st best e e et es st e s et et et et e aes e ssesaeatesessassesssessasbesesasatssaassusns 148

7



5.2, EXPETIMENE 7: ..ottt sttt sesae ettt e st st st et e ss e pa et e st et et et e b e e e et e s e sae et enees 148

5210 MEhOGu. ottt ettt sttt eas st s e sas st e et s et s s bt s e s ss 149
5.2.1.1. PAartiCIPANLS ....cecveeverrereeriesesierierieserestessesssssessesesssstasssssessessessesssessassessassessnensessssassenss 149
5.2.1.2. Materials and Procedure ..........ccoecviimimiicinieniiniinciiciicinenienssisenessesesenns 149

52,20 RESUIS ittt ettt et sttt e 149

523, DHSCUSSION .ucuieiririiiniiniireirinirictei sttt ssse it ese st csess st s sasns s s sesssassssssnesssaensonas 150

5.3, EXPEIIMENE 8: ..ottt eeeetesee e eee s e stssssssse e ess e e e b ast e e sss st st ssss st e s esaese et st nase s esessansansanes 150

53,10 MEhOd.. ..ottt ettt et e st s e e s e e e 151
5.3.1.1. PArtiCIPANES ...o.eoervicriririieniinnecee ettt e sssse et s e ebbts e senesemeoae e e e e s s none 151
5.3.1.2. Materials and ProCEAUIE .........ccccerverrirerirerireinenctetneeeseee e saeesessseesee e e e s es 151

5.3.20 RESUILS ettt et sttt st s e sa e e st e mene 152

RETEIENL. ...ttt teetet e sttt st e s s et s e e st st s e se st e e s sasseenessesrenseans 153

5.3.3.  DHSCUSSION .eeoniieiriieiceiiesieieteetesseesieeteseeatsstsbesua st e sassesseessesaseee st saseeneestesnetesnesstsnsensesnesns 153

5.4, EXPEIIMENE D ...uoueeeveverrecrerensessesieesistensenssessestsstessessssastessessestessessesssssesesessaessessensessesseessensassesnns 154

S4.1. MEhOG.. .ottt ettt et et e se e sb s et et e e ne 154
5.4.1.1. PartiCIPANLS ....evirirrieiiririiniiiriinieierentiitinnssseseesssesstsresasassresesaesssssesessssaesaosssnsssnonesasassasons 154
5.4.1.2. MALEIIalS c.cveuvreiirereirirnreenrreiesnsnenetsissessinssesetsrosssaesssesssssssssasssssssnesessssessssssesasssnenssnsns 154
5.4.1.3. PIOCEAUIE....c.vouiieiriiiiirieriiiiiie ittt ssetsae st sresssstesnsressesesresassaessssssnessesss 156

542, RESUIS ottt ctee e ese e snstsas e se st et e e e e saos e e s e e e ot s b e s ns 156
5.4.2.1. Reading time fOr target SENLENCE. ......c.eeverereerrreerreerecersenreereeeressstsnesssssssterersesseresssssssns 156
5.4.2.2. QUESION TESPONSE ACCUTACY ...veuvrrerrrerersererrenaeertsrersoneesesasesesssessaessessessessassnreressnsseesasone 158
5.4.2.3. QUESLION TESPONSE LML ....cc.cevverrrrerrerraerveresreesionrassseossessaessaessasssresrsassessssssseasssssseesssesns 159

BT G T B 1T 173 T ) 1 O OO 161

5.5, GeNeral diSCUSSION..........uecvvriririreiiicvitiseiriicinirisicistsasiessss e tssssessesisssassssssrestsssstsasasssonsnens 162

CHAPTER 6: COVARIATION THEORY AND NATURAL LANGUAGE QUANTIFIERS.......164

0.0.  INIPOAUCTION ......cunvvinevririniciirirsrcsisinsteieeresesesien ettt sesesasssesesesstsaesesatsresasssssessossesasses 164
0.1, EXDETIMENE 10:..uueeeeerereeeiirirsinsisieieeieeeseeie sttt sne e esses e e se st e snesassesstesesasansstssasassassesanses 170
6.1.1.  MEthOd....c.ooiiiriiciiiiiiciniiinicininee sttt ssest s e srssessessestsasssssesesasesersessessones 171
6.1.1.1. PartiCIPANLS .....ccoceeverueriiriuiciriinenseneitnsetsssnniesrenesesseesssestsstsssssessessssssssoresssusesessessessssssne 171
6.1.1.2. MaterialS .....coceeviveiiiiriiitiiiisentnsict ettt as et es st an 171
6.1.1.3. PIOCEAUTE .......cuvvrririniritriniririistcnitncientssene et saeasssssresesessssnssersensansassessesssnesessanerens 172
6.1.2.  RESUILS .oeruirririiisiiiinienitririsittienietresistssesestestsiesestsssssesisesstssssansreserssrteresaesssrassessesssnes 172
6.1.2.1. Baseline COMPATISONS .....coiirerireieriiniririienistensiresiitinisteessesessesrmssssmssssnsiessesesssnsssessens 173
6.1.2.2. Frequency signalling or foCUSSING? .......ccvvereerrvenerretreeeeee st receebenenees 176
6.1.3.  DISCUSSION .eeeueiririieveiesesiereetetesessresssessesassessessestessessassassassasssssstssmentasnsesessteesestessaeneeos 178
0.2, EXDErIMENE L1 :.......uuovcververcrervenveasrenenessesiesisessssssssssesesesseessassesssesssessesesssesssesssesanesssnasssssnesnees 179
6.2. 1. MEHhOG....ceoceeeiirneererccerccceeennreseesree st sesesseseesensseesesnssesessesasacssresaestssesssssosnssssuesssneres 181
6.2.1.1. PAartiCIPANLS ....c.oeereeeririreitiererrerteeeetrteteseserseereeneeseestsseeseeeostssestossssessssssssesssussssssons 181
6.2.1.2. Materials and PrOCEAULE ...........occeceemmeeeirireietccreteereecee st srsssesssaessesions 181



6.2.2.  RESUILS ..uviiiiiiitieceiceee et ee e et et e e st s bt e s et e e eeenaessenesenatennessaeeeasaaeenaeeateaneeenn 182

6.2.2.1. Baseline COMPATISONS .......cccceereruimiririeienirieriertrteseseesesecsesseasesesesesassesstsssssssosssesassssones 182
6.2.2.2. Is there a focus difference? ........oovvvmeririeinenrieeeeeeeercee et as 185
6.2.2.3. Congruency OF SAlIENCY?.......ccceerverurerrereereririereresretsioreessessessssessessssessersssessessssesassen 188
6.2.3.  DISCUSSION ..orvviirieireiriisiseniriesceeeesistesetsaeseses e st veseses et b esesbessseststssssesnsncanessessenersns 190

CHAPTER 7: COVARIATION THEORY AND NUMERICAL AND PERCENTAGE

INFORMATION 192
7.0, INIPOAUCHION ........cueeeeeeereeeeeeeieeeeeetsstreseestssesesse st s ssseses et s et esssasssassesessensesessensensasensssesssens 192
7.0, EXDEriMEnt I2:........eeeeeeeeeeeeeeseteeieeceeessessseseseseesstasssessesssessssssassnesssssssesstessnsssssnssssesssesssentenns 193

ToLL. MENOG. ..ttt ettt se st se s se s s e se st e e e st s ne 193
7111, PATtiCIPANLS .....oueeveuireeernirieieresieesetstetsessetesete e sesesstsesesassseseesssassesasssensessssessenesssens 193
To1.1.20 MALETIALS «..oneeeeeee ettt sttt see e st sttt et et ane 193
T.1.1.3. PrOCEAULE ....ccviieiiciincie ittt sttt sttt st st et be e sons 194

To12o RESUILS vttt sttt et st sas s sas e e sa st sas e 194

T 1.3, SUIMIMATY ..ovreirreirieeeteceieneee ettt sesses e sss s ses e saesas e sesasssesasasesssasssssssasansrersssessones 195

7.2. EXPETIMENE 13 ...ttt sttt st a et e sssbe bt sas bbb st s bbb s b en e bsnben 195

T2 1. MEHOQ....ceiiiiieeierieieeeree ettt st st sa e sa b a s s sase e e e b es 196
T.2.1.1. PartiCIPANLS .....cocvereereererrunsersensnrssessesssseesessesesstessestesseseecsesoessessnesessnesssssesseostossesessnsncres 196
T.2.1.2. MALETIALS .....ooeeeeeeeiceieeeteestrereeseeseessessseennessasssassnssnasssesssassensseeeneesaesanesasesssesssessneesns 196
T.2.1.3. PrOCEAUIE .....ccvvirrineiiiiiiiiniiriienssessstsscsesessesessesssesasssssesaesnssesessassessssnsnssnsansressssensenes 197

2 R -V OO 197
7.2.2.1. Is the focus difference due to a numerical difference? ...........cocoevemniviiviniinsnnineen. 198
7.2.2.2. Is there an overall effect of numerical information?...........cccccvvevernvvvinnnrnrcnvrccnenenn. 198
7.2.2.3. Baseline COMPATISONS .......c.ceevurierrmneircsrierscnrsresrsisreseieeressesmsesmsessessesressnsssssesassees 199

T.2.3.  DISCUSSION ceeceueenrencrtrceerteireesestee st esesee e et eree e esae st eentsseestssesobesessasaneosssasssssssssentsnsesesnses 202

7.3, EXPETIMENE 14:...nononreeereereeerensersssssensesssesessasesssseestesessaesasstssseseessessesasese st ensssasssessessessesnseseene 203

SRR T Y ey N, et 203
7.3.1.1. PartiCIPANLS ....c.crvreeeueveeerenieirsenuerestaseneressesosesaesestestesesssseseserarssessesnesessssnssessesessssssses 203
7.3.1.2. Materials and PrOCEAUIE ............covermvmerrrcnmrirereeterecineesisiesneessesnessesnisnsssssssssses 203

732, RESULILS vttt sresistesesrestsst b sresseessesseesrnssssasssssersosssssrsorsererssseraons 203

QR TN Y31 11111 o OO 204

7oA. EXPETIMENE 15: ..uneeeeeereeeereteceereeteseeierenteesaseeteeseenes s sbssesssssentsesassstsssssesesasneressssnenssresseresaene 204

TA L. MEhOd.....couiiirieiircccniceininneresereseesesstsssst s re s esessnenesesessesesssnssesnsnsrssnsrisssasssssnssssns 205
T8 1.1, PAICIDANS 11 verreeeeseeeseeserssseers s seerssseeseseeseesesseseessesseeesesrssesersessresesere s 205
T4 1.2, MALETHALS ...cveerererrriereerenereeeeereeretssesteesesssesesessaesesessesseneessesersesessenssnmebesmsstesesssstsssssens 205
To4.1.3, PrOCEAUTE.....ccuereerreeeeentrsreeeieeteeeestesnesie et teectesasebesane s sacesessestsabesareresasssasstesasssesssssenns 206

TA2,  RESUIS ettt sac st e s s s st e s e e st e st e sase st st et s sesseesasenebesaeenes 206
7.4.2.1. Is there an overall effect of proportional information?............ceceervvervcemisiivniivinenicnenn, 206
7.4.2.2. Baseline COMPATISONS ......coceiveeremerrererenieieienterisisstsisessssressessestsresssrsoressesssessesssresasseses 207



T4.3.  DISCUSSION ceeeeeieieeeeeeerrrereereeeirreeeeeeeimsereeeeseressrerseesessesssssnssssessssssssesssnresssinsssssssssonssssesessnses 210

7.5. Comparing base-rate iNfOrMALION.................ccoceeveeeerseecueecirirreeeciestrienseseesassesse st esaeeseseessesesesanes 211
7.5.1. Natural language quantifiers and numerical information ...........ceceeverresreverrerireneresisennees 211
7.5.2. Natural language quantifiers and percentage information ..........c.cccceeeveeceveeereecenncrncnee 212
7.5.3. Numerical information and percentage information............ccocveveeeeriererrenerreeneereneenrceneees 213

7.6, GENEIAL DiSCUSSION ......vuveoeveoeriecirieirieimiriesieesisestsss e tssssseessan st ssissesessnsessssassssensosassassesens 214

General Discussion 216
References 220
Appendix 1 230
Appendix 2 234
Appendix 3 236
Appendix 4 237
Appendix 5 238
Appendix 6 240

10



List of Tables

TaDIE Lacenenrniniiiiiiiiiiiiiiieiiiiiiecieritecasaereresastocecacsosesasassscncescsssssnsnsasane 53
Table 2...cuiiiuiiniiniiiiuiireitiiiieitciiiesincssiessesessasssessscessacsssassncansncsnne 60
TaDIE 3ueanennniiiiiiiiiiiinieiiietiereretesaniecesastotacassasesessssasecsssssasnceceoseses 63
Table du..eenenininiiiiiiinicrereinreiereresecasececrsrsesscasasasasssscscesssssssncecesasance 72
1) L P 73
B K 1) [ T PP 91
TabIe 7eueurnrneiaiarnniiiiiucrienriererersasesssssssesessssssesescssssessssssessssscnsssssses 94
Table 8...ccceevrerrrrreeemennenmmnneniisicessisseenes ereesssssssssissssasasaarrraaaaaanes 103
J ;1 1) (PP 129
Table 10...cccuiirieierererariocecsercosesessasasescssssesescssssescssscssesnss ceecesercasens 141
Table 11....ccceveevncnnens ceecetencessssesenssstnssnsnane ceessessaseresessasasassnsasanses 145
Table 12..cc0iutiiiecrceieiescrianiierescosssessscsssssssssssessssssssessssssesessssasassrsnes 146
Table 13....ccccceeerieeeecnnnnnnnes ceessesessasesasesssse cescecessessestrsessssnanes cesesesn 150
;1 1) (0 g 153
B2 1 1) (T s 159
Table 16.....cccccueieeennennnnees vessesecsssesarssessencse sesssesensessennscsansancscnssnres 181
1 1) (I YR 187
Table 18................... ceseetersesseenssnstasasenanses crercesessasesasessasans crseseseene 195
Table 19...ccceeieiercncnccnces Cesescessasestessntsssessesesanssnssntestrssasessnses ceseacenes 197
Table 20.....ccccueeeiiinrerriniacacesensenesiscacaess ceveesee ceecesescnsnsenne crorrocsons 204
Table 21....ccccuveveeieannnes Ceteseesrcestsssstsnsssnsnsnssssasersssesasasarsnnes vesessesen 205

11



List of Figures

FigUre L.cocceiceieicereriescesioccrastoncoscssssessseccorssonscossesssessosssesssssosssonssses 54
FigUIe 2..c.ucvieiirieiniereciorncereccascssnssasescsscteceacisscssessascesssssscessessssoncasees 55
Figure 3u.eeicueieiiiiiieriisieeiacecsessoncosscessoncensssassossconscrssssssessessosssnssosssses 58
Figure 4.....coevveencnceiencncenes Ceseeecteccestsnseetsenteratestsrssensenssesssnssnssessssns 59
Figure S..ceeciirieeiieiinientcerccsccnsccenscssssesccscsscsesscsonscssccssssnssssssssesssnses 61
Figure 6................ cereesencnsnes ceesessnsssessctcsessessarnrenssanssrssscsnssnssenssaseos 61
FigUIE 7eeeueieeieeenireninntancaccesosconcssscesssesscnssessonacossessssesssssossanssossonssses 64
J 70111 L . S 69
1 I g g 75
Figure 10....ccciiriiiiiiciinienieniesscincessccsscsssssssossssenssssscacesssssssssssssssscnses 86
Figure 11..ciciicieieninrecircocrccnsceccostassocesccscesscesceescessasasossssssssssossssssss 95
Figure 12.....ccc000eeeee cerceessessaseaes ceeececnsssnssans cessceesscerasssesssenssnnssenasnnns 96
Figure 13....cciiieiiieierinneccrcrcosencecentscescsessecescnssessesssones cesecrscessessanses 97
Figure 14....ccuceuiiiieriocnierincssensernscescescsescosescsssascssessesssssessassnsssssssnses 98
Figure 15.............. cesessrsesessasnssanas creesestestriesercrinns cecesssescssessnssnsnnsnns 101
Figure 16............. reeeestecetettetentecestenssestessrttaterttstecsnatessssessnsonssnssnone 103
Figure 17............... eteeeteceteceteterscaseseesensntecertntnasrerentsetssssesensntnnnan 104
Figure 18....ccciiiiiiiiecienierienienccintoescosecnssserconsscenscsnscasasscsnss cessssnssonne 105
Figure 19........ ceessesesasasesasesasasanes cesessessrsttnsensnssasrsisenstssesessnsesenenossne 106
FIGUEE 20 vueureeseseuesesssesesssessasssensessssssnssssssssessssssesesssssssasessese 108
FUZUIE 21enevereerereneeressesesessesessossnsessessessesesossessasssseneessessesssensessases 111
Figure 22............ cetseressessnsseccnssasenssonsane cesensserses cestesssssssarenessnscnannes 122
Figure 23....ccceiiieniencnncnns Ceeetecestecsesstrenstestrttastrncensornasorsenas cesesnseann 124
Figure 24....ccceieiieieeienrercicecintecescescsecseecatiecessascsscssescossessacssesscnasees 125
Figure 25....... eeeceetscetetentntecestesitenssesesnsensttinttrtestersrstertessnssessnsenanses 126
Figure 26.....ccceciieiincinncniencenccencennees ceesesscrsctnssessssensssanssnns cesssessecnnes 130
| 701 o . 131
Figure 28.....cccccettetercncesencsenee Ceescesseereenstetissastssnsserorssnssnsenssnasasnsenane 133
FigUre 29....ccetieeiecinciocerceressescenteccrssscossecesescrssesssescesscssssessossssssenssns 134
Figure 30....ccceiiriiieceriencescscesccecesccesscosesseressssscessosssasssessassansssssssssns 152
| 70411 (K ) N 157

12



Figure 32....cceiiuiieierietenneriscercaccocissescsscscssocsssnssessssessassssassessassssssons 158

Figure 33.....cc0cetetieninnanee Ceseesscatssratttenstnstestsansstsssasessesansatarsnssnnannn 160
Figure 34....ccuiieiiiieiiiiiritiniecerciscescerescescessacscescossasescessassssessoscssnsn 161
FigUure 35...ccuiiiiioiiieiiicriiiicnsircecessssosesercssosesessosessssssessssssosessssssssses 174
Figure 36....c.cceeeiieririircnciocecircrecescescsssscescasassoscesssssncessnssssessnscsssssns 175
Figure 37........ cesssvsctcrersensansensennsnsansae tecescessssssnncsnssnssasssnssasanssnssase 176
Figure 38...ccuieieiiiiiiiiiiiiiiiiiiiiinineriacesescssssecescssessscsssssssssnsessssssssons 183
FIgUIe 39...ccuiiiieirioiiiniiiiiieisiercetesessssesersssasesescssessssssesssssnsessssasosose 184
Figure 40......cceceiereriiiiinieieceocacnenacrcecescscecessssasescssasesesses ceeeessesssassnne 185
FIgure 4l....ceevieiiiiiiiciiiioniinnniasnsssssasescssssessscssossssssssssessnssssssnssnsos 189
Figure 42.....c.ceieiiririeiiieiecesaiscacecicsasecescssssacessasesescssssossssssnssssocnse 190
Figure 43.....coiiiiiiiiiiiiiiiiiniieieceececnterensacecsssssacssssssescsssscssssasssossnsans 199
Figure 44........ iesescessinseesinennstsacnustetanasetasasatasnosanssnssanaanstnessrasessansen 200
Figure 45....... cercersenne cersesrensenne cerssescesanes cereensene cesceresasee cerecessersenstnne 200
FIgUIre 46.....ccuveieieiiiiiiiiiniierececesnicnsassoscscscscsssosssnacens cevesersscrsessnsnsens 201
Figure 47....cccceevevevenee. Ceesentenctetesasentenrtentsestttstatoseststtsesestnstnrsenseraae 207
Figure 48......... certescencensens ceecestenscencene cesssessascesssassenssassnssns cerecesee e 208
Figure 49.....cciiiiiiiiicrneieienncecncercasacasescacesssscacessssessssacessscssesssoncnse 209
Figure 50....cccieieieinniiiniiciriercriacincecsscscecesssoncescssessssssscsssssssnssasesonsas 210
Figure 51......... Ceseecncencstenntrrsenrssenrasensserrsertstssseressertetarsssnsssasseesssens 212
Figure 52.............. Geesessesnsessesnneaststessessesensaransansensessesensansessasenseosnin 213
Figure 53....ccciiiiiiiiiiiininciicicncnicnciocssscescnnnes ceecsscssessescasases cessescrscnns 214

13



INTRODUCTION

0.1. Causal cognition

People have to be able to make judgements about cause in order to be effective
in the world. As humans, we have to be able to predict the environment so that we can
decide on the appropriate action. From an evolutionary perspective, we have to be able
to avoid dangers, gather food, and find a receptive mate. In order to be able to do any of
this we have to be able to represent causal regularities: that the big animal with the
spotted fur caused the gash in my leg; that the bush on the other side of the forest
provides abundant berries; that the female without a current partner is more likely to be
susceptible to my advances.

In modern day psychology, many questions have been asked about the causal
relations we make, and the cues that form the basis of our causal judgements. Just as
Gestalt psychologists attempted to identify the spatial relations that made an object
cohere, researchers today have attempted to identify the causal relations that make
events cohere. Generally, psychologists have asked whether knowledge of causality is
innate or learned, and whether it is domain-general or domain specific (see Corrigan &
Denton, 1996; Sperber, Premack & Premack, 1995 for a review).

Given the above evolutionary reasons for the need to be sensitive to the
environment, one question that has been asked is whether the causal processes
underlying animal and human actions are the same (e.g. Dickinson & Shanks, 1995).
From this research it has been established that at least one type of causal knowledge,
associative learning based on contiguous events, as in classical conditioning (Pavlov,
1927) and instrumental conditioning (Skinner, 1953) does involve the same process all
the way down the phylogenetic tree. Here the organism learns that the CS causes the
UCS (or a mental representation of the UCS); or that an action causes a particular
outcome.

For human beings, causal cognition is implicated in many different types of
behaviour — not just whether two events are contiguous. Within the field of perception,
researchers have attempted to establish whether causal information is used in order to

recover the physical structure of the world. For example, in developmental psychology
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there is evidence that infants as young as 6 months know that when an object is released
in mid-air it should drop to the ground and not float in mid-air (Spelke, Jacobson, Keller
& Sebba, submitted, reported in Baillargeon, Kotovsky & Needham, 1995). This
demonstrates that causal knowledge is being used by them in order to make sense of the
physical world.

Another strand of research in perception, which has received a lot of attention, is
whether causality is perceived, in the same way that, for example, depth is perceived.
That is, is causal perception fast, automatic, irresistible and stimulus driven (Scholl &
Tremoulet, 2000). This line of research follows from the work by Michotte
(1946/1963) and Heider & Simmel (1944). In a typical experiment, 2-D geometric
shapes are shown moving on a screen. From these moving shapes people perceive
causal relations. For example, two squares are shown on a screen. Box A moves in a
straight line until it reaches Box B, at which point A stops moving while B moves along
the same trajectory. People perceive this sequence of events as A causing B’s motion.
Further, Heider & Simmel found that similar stimuli also led to people attributing
intentions to the geometric shapes, so for example, people would see B as wanting to
move away from A, or B escaping from A.

This characteristic of making attributions about intentions, and what causes
behaviour, is ubiquitous in human behaviour. Again, developmental psychology has
shown that infants are sensitive to the difference between animate and inanimate things,
and appear to realise that animates have intentions. Further, infants of only 12 months
are surprised when a person acts in a way that is inconsistent with the emotion that they
are displaying (Spelke, Philips & Woodward, 1995).

In social cognition, researchers have attempted to identify the cues people use in
order to make causal attributions, such as covariation information (Kelley, 1967),
abnormal conditions (Hilton & Slugoski, 1986), causal mechanisms (Ahn, Kalish,
Medin & Gelman, 1995), 'etc.. Or, they have attempted to find what people attribute
behaviour to: is it attributed to something internal to the person; or something external
in the environment (Heider, 1958). This attempt to locate the source of an effect has led
to the discovery biases in attribution process, such as the fundamental attribution error.
The fundamental attributions error is the tendency towards dispositional (internal) rather
than situational (external) causal attributions (Heider, 1958; Ross, 1977).

Social psychologists have also shown that the type of causal explanation people
use depends on the social category of the individual (e.g. Grier & McGill, 2000). At the

same time that category membership affects causal explanation, researchers have shown
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that category construction and membership itself relies on a causal understanding of the
world. For example, Murphy & Medin (1985) argue that categorisation cannot be done
by feature matching alone, but instead it requires domain-specific theories. These
domain-specific theories can only be acquired with knowledge of causation.

So, it can be seen that causal cognition has been a widely researched topic in
many areas, such as learning, perception, development, social cognition, categorisation,
to name but a few. People search for causal relations in order to make sense of the
world. When events in a narrative have strong causal dependencies with one another,
this eases comprehension (Trabasso & Sperry, 1985; Trabasso & van den Broek, 1985),
and improves subsequent recall (Myers, Shinjo & Duffy, 1987). When causal
information is provided with problems then this leads to enhanced problem solving and
decision making (Tversky & Kahneman, 1986). In fact, causal information is
fundamental to all aspects of cognition.

0.2. Causality and the lexicon

Because people are so sensitive to causal information, it has been argued that
cause is a conceptual primitive — it is used in order to understand concepts that are more
complex (Jackendoff, 1983; 1990; Wierzbecka, 1992; 1996). A traditional way of
representing the meaning of words or concepts is to decompose them into smaller units.
So, for example, the meaning of the bachelor can be expressed as a concatenation of
smaller conceptual units such as ADULT, MALE, UNMARRIED (Katz & Fodor, 1963;
Miller & Johnson-Laird, 1976). However, there are accepted problems in expressing
meaning in this manner (e.g. Murphy & Medin, 1985). Despite this, there is a dominant
perspective in meaning today, which holds that there are some basic primitive
conceptual units, which are used as the building blocks for more complex concepts.

One example of complex concepts being analysed into smaller conceptual units
is in the domain of emotions (e.g. Johnson-Laird & Oatley, 1989; Wierzbecka, 1992).
In order to understand a complex emotion such as regret or embarrassment, one can
express that concept in terms of basic emotions. There are possibly five (although the
actual number is in dispute ranging anywhere between 2 and 11, Power & Daglish,
1997) basic emotions. These can be denoted by the words happiness, sadness, fear,
anger, disgust, (émd possibly surprise). For example, feeling regret means something

like: “feeling sad as a result of evaluating a past action as harmful or wrong in relation
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to one’s current standards” (Johnson-Laird & Oatley, 1989, 103). Regret entails the
basic emotion of sadness.

It is assumed that basic emotions have a biological significance. The perception
of these emotions in others helps us to be able to interact with the world in a more
efficient way. Famously, Ekman (1973) showed that people associated a limited
number of emotions to different facial expressions, and that the emotion terms
associated with the faces are the same regardless of the cultural background of the
person. Ekman argued that identification of these emotions was important because it
helped modification of behaviour in an appropriate way. So, for example, if someone
appears angry then the appropriate response would be to flee from that person.

Just as there have been attempts to build up complex emotions from basic ones,
there have been numerous attempts to build up complex events from basic ones.
Jackendoff (1983; 1990; Norman, Rumelhart, & L. N. R. Research Group, 1975) argued
that complex events can be built from basic concepts such as GO, STAY, CAUSE, etc..
Once again, these conceptual primitives are ones that we need in order to be able to
negotiate the world. We have to be able to understand CAUSE, otherwise we will be
eaten by that spotted furry animal, will not go to the same location to collect food, and
will not realise that our advances will be more successful in certain situations.

Conceptual primitives are those that have biological significance. So, apart from
basic concepts such as CAUSE and GO, there are others such as DIE (Goddard &
Wierzbicka, 1998, cited in The Annual Report of the Max Planck Institute for
Psycholinguistics, 1999). DIE is a universal semantic primitive because it is something
that all human beings experience, and so it has significance. By using these conceptual
primitives, events that are more complex can be expressed. For example, we can have
events such as kill, which entail the basic events CAUSE and DIE.

Hence, it has been shown that causality plays a large part in human cognition, so
much so that it has become lexicalised. More recently, researchers have found that
people make causal attributions for verbs that do not entail causality.

There is a set of verbs that denote an interaction between people. When people
are presented with a minimal sentence, which includes one of these verbs, e.g. Mary
fascinated Ted, then they make consistent causal attributions to one of the characters in
the sentence. In the case of Mary fascinated Ted, people think that there’s something
about Mary, which caused the event. So, when asked why this is the case, people will
typically say something like: Mary was interesting, Mary can play golf, etc.. On the

other hand, another set of verbs exists where a consistent causal attribution is made to
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Ted instead of Mary. For example, when people are asked to explain why Mary liked
Ted, people will say something about Ted, e.g. Ted was nice, Ted gave Mary’s brother
a present.

The interesting thing about these verbs is that they do not entail a causal
relation, yet people make consistent and reliable attributions to one or other character.
They think that there is something about Mary, or Ted, which caused the event. This
has been dubbed the implicit causality verb bias. This thesis will examine the causal
attributions people make, and investigate the cues people use to make such judgements.

In the first chapter, an overview of the experimental literature on the implicit
causality bias will be provided. The chapter will begin by examining two different
classification schemes that have been proposed in order to distinguish verbs by the bias
that they exhibit. This will be followed by a review of factors, other than the verb, that
have been shown to influence the implicit causality bias.

Chapter 2 reviews three explanations of the implicit causality bias, and the
problems associated with each of them. The first theory is implicit covariation theory.
According to the implicit covariation theory general cues, which social psychologists
have shown to be used in making attributions, have become lexicalised. The second
account is implicit salience theory, which is also based on findings from social
cognition. According to this theory, most causal weight is given to the most salient
argument. And finally the priming hypothesis claims that the implicit causality bias is
the result of spreading activation from the verb to other related words in an associative
memory.

This leads into the first experimental chapter where the boundaries of the
implicit causality bias are examined. There have been numerous claims, since the
discovery of the implicit causality verb bias is not solely a property of the verb, but that
it is only apparent when the verb is presented with a causal question. Chapter 3
examines this claim. Participants are presented with minimal sentences, and are not
asked any type of causal question. Even under these circumstances, we find that there is
evidence of an implicit causality bias.

The remainder of the thesis seeks to examine the interaction between implicit
causal information provided by verbs and explicit causal cues provided through context.
Chapters 4 and 5 present covariation information, which has been shown to influence
causal attributions, as well as implicit causality verbs. In production (Chapter 4), both
sources of information independently influence attributions, with a very intriguing

effect of context on the implicit causality bias. However, in comprehension (Chapter 5)
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there is a different pattern of results. Here the explicit covariation information is a
much weaker cue.

From these three chapters, it appears that the implicit causality bias is a very
strong cue when making causal attributions: it is apparent when no causal question is
asked, and even weighed more strongly when other cues to causality are provided.
However, it is not clear what information participants use from explicit covariation
information in order to make causal attributions. In order to answer this question
Chapters 6 and 7 describe experiments which manipulate the way in which covariation
information is presented. Chapter 6 presents different types of natural language
quantifiers, while Chapter 7 presents numerical or proportional information. From these
studies, it is concluded that the rhetorical value of the context statement is more
important that the frequency information that it denotes.

First, let us examine the implicit causality bias in a bit more detail.
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CHAPTER 1:
REVIEW OF THE IMPLICIT CAUSALITY BIAS

1.1. The breadth of the implicit causality bias

It has been over 25 years since the implicit causality verb bias was first reported
by Garvey & Caramazza (1974). Since then there has been a constant interest in the
implicit causality bias. When participants were asked to explain why an interaction
between two people occurred they displayed a consistent and reliable “bias” to refer to
one individual. Further, the preferred referent changed when the verb was changed.
For example, when asked why Mary fascinates Ted participants attributed the cause of
fascinating to Mary. Verbs, such as fascinate, that bias towards the first mentioned
individual are called NP1 biasing verbs. However, when asked why Mary liked Ted
participants attributed the cause to Ted. Verbs, such as like, that bias towards the
second mentioned individual, are called NP2 biasing verbs.

The implicit causality verb bias is evident across a wide range of tasks. It is
observed using forced choice procedures, such as rating scales, where the participant has
to rate each character for causality (Brown & Fish, 1983a; Corrigan, 1988; 1992;
Hoffman & Tchir, 1990; Kasof & Lee, 1993; Lafrance, Brownell & Hahn, 1997,
McArthur, 1972; Semin & Marsman, 1994). Another forced choice procedure is to use a
disambiguation task, where the participant is given a sentence with an ambiguous
pronoun, and then has to choose the referent of the pronoun. For example, the participant
is presented with Ted telephoned Dominic because he wanted sympathy, and then has to
indicate whether he refers to Ted or Dominic (Caramazza, Grober, Garvey & Yates, 1977;
Garvey, Caramazza & Yates, 1976; Mannetti & DeGrada, 1991).

An implicit causality bias is also manifest in less constrained situations, such as
completion tasks. Typically, the participant is given a sentence fragment with a causal
connective and the participant has to provide a sensible ending to that fragment. For
example, the fragment Ted telephoned Mary because... would be provided and the
participant would be free to complete the sentence with whatever they wanted. Even in

this relatively open-ended task, participants display a bias towards to either NP1 or NP2
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(Au, 1986; Brown & Fish, 1983a; 1983b; Brown & VanKleeck, 1989; Franco & Arcuri,
1990; Garvey, Caramazza & Yates, 1976).

Further, the implicit causality bias has been shown to influence ease of
comprehension. Sentences with an explicit cause that is congruent with the verb’s
implicit causality bias are read faster than sentences with a cause incongruent with the
bias. For example, apologised to is a NP1 biasing verb. When apologised to is presented
in a sentence with an explicit cause referring to NP1, e.g. Ted apologised to Mary because
he had been behaving selfishly, then it is read faster than when the same verb is presented
with an ending referring to NP2, e.g. Ted apologised to Mary because she didn’t deserve
the criticism (Garnham, Oakhill & Cruttenden, 1992; Pynte, Kennedy, Murray &
Courrieu, 1998; Stewart, Pickering & Sanford, 2000;).

Finally, when natural text is examined the implicit causality verb bias is evident
there too. Long & De Ley (2000; also see Burgess, Livesay &Lund, 1998) conducted a
corpus study, where they found that NP1 biasing verbs which appeared with a causal
connective were predominantly followed by a reference to NP1; while NP2 biasing
verbs were followed by NP2 referents. Therefore, across a number of different tasks,
and even naturalistic observation, verbs display a consistent and reliable bias.

Not only is the implicit causality bias evident across a range of tasks, it is also
evident across a variety of languages. Apart from English, the implicit causality bias has
been reported in other Indo-European languages such as Afrikaans (Vorster, 1985), Dutch
(Semin & Marsman, 1994), French (Pynte, Kennedy, Murray & Courrieu, 1988), German
(Fiedler & Semin, 1988; Rudolph, 1997), Greek (Natsopoulos, Grouios, Bostantzopoulou,
Mentenopoulos, Katsarou & Logothetis, 1993) and Italian (Franco & Arcuri, 1990;
Mannetti & De Grada, 1991). Further, even in non-Indo-European languages such as
Chinese (Brown & Fish, 1983b) and Japanese (Brown, 1986) people show a strong
preference for attributing the cause of an interpersonal verb to a particular character.

The interesting thing about the implicit causality verb bias is that the verb itself
does not entail causal information (although it may imply it). In the examples given so
far: fascinate, adore, telephone, apologise to, there is nothing in the verb itself that entails
a cause. Unlike kill, CAUSE is not a part of the semantics of the word, because the
meaning to the word can be understood without ever knowing about the underlying causal
relation. Despite this, people across different languages and different tasks show
knowledge of exactly such relations. It is this knowledge that has continued to interest
researchers for over 25 years. Why do participants attribute causality to Mary in the

sentence Ted loves Mary? Is the preference for characters in a certain sentential position

21



(NP1 versus NP2), or is it something else? Is it only the verb that affects attributions?
Which other factors influence the implicit causality bias? What is the implicit causality
bias? How can we explain it? The remainder of this chapter, and the following chapter

address these questions.

1.2. Classifying implicit causality verbs

Prior to Garvey & Caramazza’s (1974) paper, researchers noticed that groups of
verbs showed systematic differences. Abelson & Kanouse (1966; Kanouse, 1972)
demonstrated a very intriguing finding that simple sentences of the form subject verb
object provided implicit information about the proportion of objects which are
“verbed”. For example, Kanouse (1972) presented participants with sentences such as
Ted bends paper clips, and then asked what the smallest proportion of paper clips being
bent would be for the unquantified sentence to be true. Using this procedure, he found
differences between verb groups. Subjective verbs, which “express sentiments or
subjective orientations (e.g. like, love, understand)” produced larger group
generalisations than manifest verbs, which “express objective actions or manifest
relationships (e.g. have, buy produce)” (Kanouse, 1972, 141). By dividing verbs along
this subjective-manifest dimension, certain properties of a particular verb could be
predicted.

Other researchers used elaborated versions of this distinction in order to classify
verbs. Based on established linguistic categories McArthur (1972) used four categories
of verbs in a seminal paper on causal attributions. Verbs were either emotions (e.g.
afraid), opinions (e.g. think), accomplishments (e.g. translate) or actions (e.g.
contribute). Again, a distinction was made between “subjective” verbs, such as
emotions and opinions and “manifest” verbs, such as accomplishments and actions.
This division is still apparent today.

When classifying implicit causality verbs, a distinction is made between action
(manifest) and state (subjective) verbs. Action verbs are those that refer to behavioural
interactions typically involving voluntary muscles; whereas states refer to mental
interactions that typically give rise to involuntary states (Rudolph & Forsterling, 1997).

Apart from this overt definition of actions and states, a variety of semantic and
grammatical tests have been used in order to identify action and state verbs. For
example, Brown & Fish (1983a; Semin & Fiedler, 1988, 1992; Semin & Marsman,

1994) used the following tests in order to distinguish action and state verbs. First, it is
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claimed that action verbs can be used in the imperative form e.g. Hit Mary!, but state
verbs cannot, as shown by the strangeness of Adore Mary!. Second, action verbs can be
used in the progressive tense e.g. Ted is hitting Mary, but state verbs cannot. The
sentence Ted is adoring Mary seems very strange. A third diagnostic is that states are
substitutable in the frames “BEING X” and “FEELING X”. For example, happy is a
state as both ‘being happy’ and ‘feeling happy’ are accepted as referring to emotions.
However, ignored is not a state because although ‘feeling ignored’ is acceptable as an
emotion, ‘being ignored’ is not (Johnson-Laird & Oatley, 1989).

Early studies found that action verbs elicited NP1 attributions, whereas state
verbs elicited NP2 attributions (e.g. McArthur, 1972). But, later work demonstrated a
more complex picture of attributions. Brown & Fish (1983a) found that some state verbs
such as fascinate and bore were actually NP1 biasing, and Au (1986) showed that some
action verbs, e.g. punish and congratulate were NP2 biasing. In order to account for these
findings two different taxonomies were proposed. The first, was the Thematic Role
Taxonomy, which was introduced by Brown & Fish (1983a) and was later revised by Au
(1986). The second taxonomy was the Linguistic Category Model (Semin & Fiedler,
1988). Each of these will be discussed in turn, followed by a review of the relative merits

and pitfalls of the taxonomies.

1.2.1. Thematic Role Taxonomy

Thematic roles relate the arguments of a verb to the meaning of that verb. As a
construct, they have played a significant role in linguistics since the ‘60’s, exemplified by
the work of Fillmore (1968) and Jackendoff (1972). Although there has been some
debate about whether thematic roles are syntactic, semantic or conceptual entities
(Carlson & Tanenhaus, 1988; Dowty, 1991), it is thematic roles at a semantic/conceptual
level that are crucial to the implicit causality bias.

According to the Thematic Role Taxonomy, verbs are classified according to the
thematic roles they have. There are four crucial thematic roles: Agent, Patient,
Experiencer and Stimulus. An Agent is someone who instigates an action; a Patient is
someone, or something, which is affected by an action; an Experiencer is someone having
an experience; and finally a Stimulus is someone, or something, giving rise to an
experience. Based on these thematic roles, Brown & Fish (1983a) divided implicit
causality verbs into one of three categories. A verb was either an Agent-Patient verb, an

Experiencer-Stimulus verb or a Stimulus-Experiencer verb. Agent-Patient verbs are those
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where the sentence subject plays the role of the Agent and the sentence object the role of
the Patient, for example, telephone and apologise to. Experiencer-Stimulus verbs have
the Experiencer role in the subject position and the Stimulus in the object position (e.g.
Sear, adore); whereas Stimulus-Experiencer verbs have the Stimulus in subject position
and the Experiencer in object position (e.g. frighten, fascinate). It is clear that this
categorisation maintains the distinction between actions and states, with Agent-Patient
verbs falling in the action category and Experiencer-Stimulus and Stimulus-Experiencer
verbs falling in the state category.

The advantage of using this categorisation scheme is that it allows one to capture
generalisations. There are regularities that can be expressed which go beyond the
sentence position of the nouns in a sentence. Thematic roles provides a way of capturing
these regularities (Dowty, 1991). For example, by using the distinction between
Experiencer-Stimulus and Stimulus-Experiencer verbs one can investigate whether the
implicit causality bias is a bias to attribute causality to a sentence position (NP1 or NP2)
or for entities playing a particular semantic role (Stimulus or Experiencer).

It appears that the implicit causality bias is actually a preference for a thematic
role, rather than sentence position. Experiencer-Stimulus and Stimulus-Experiencer verbs
both bias towards the Stimulus. Hence, Experiencer-Stimulus verbs are NP2 biasing and
Stimulus-Experiencer verbs are NP1 biasing. This shows that it is the thematic role rather
than sentence position which is crucial in judgements of causality. Further, this
preference for the Stimulus has proven to be a robust finding.

Early studies, such as those of Brown & Fish (1983a; 1983b) further argued that
Agent-Patient verbs have a bias towards the Agent (i.e. NP1), in the same way that state
verbs have a bias towards the Stimulus. However, it is not the case that all action verbs
lead to NP1 attributions. In fact, a distinct sub-set of action verbs lead to NP2
attributions.

Au (1986) distinguished action verbs into two categories. As well as the original
set of Agent-Patient verbs, Au distinguished a second set of verbs: Agent-Evocator
verbs!. This group consists of actions where the sentence object has occasioned the event
described by the verb. Examples of Agent-Evocator verbs are scold, praise and punish.
In each case, the sentence object has done something, which has led to the sentence

subject reacting in some way. For example, Ted praised Mary is the result of Mary
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having performed some action which is good (or not performing a bad action), which led
to Ted speaking to Mary in a particular way.

Agent-Evocator verbs seem to be tapping into a different notion of causality from
that involved in Agent-Patient verbs. In the case of Agent-Evocator verbs, someone is
held causally responsible when they have elicited a behaviour. This is distinct from the
causation involved in Agent-Patient verbs where the person held causally responsible is
the one who initiated the event. In this sense, Agent-Evocator verbs are more similar to
state verbs, because for state verbs the Stimulus elicits the response from the Experiencer,
rather than the Stimulus, or the Experiencer, initiating the state. This is clearest for the
case of Stimulus-Experiencer verbs. For example, in the case of Ted attracts Mary, it
seems that Ted has done something, or possesses some distinguishing characteristic which
elicits attraction in Mary. This has obvious parallels with Agent-Evocator verbs, such as
in Ted praised Mary, where Mary has done something to elicit praise from Ted.

In order to be able to distinguish Agent-Evocator from Agent-Patient verbs Au
proposed three different criteria. The first criteria came from Fillmore (1971) and applied
to “verbs of judging”. Fillmore argued that the person who is held causally responsible
for an event is the one who is presupposed to have been responsible for the situation
leading to the event. For example, in the sentence Ted praised Mary the speaker
presupposes and expects the addressee to presuppose that (1) something good happened,
and (2) Mary was responsible for it. The second criterion used is that of intention, and is
taken from Heider (1958). Au argued that “The agent’s intention presupposed in action
verbs may [therefore] predict their implicit causality” (Au, 1986, 107). So, according to
Au, Agent-Patient verbs are intended, or self-initiated actions, whereas Agent-Evocator
verbs are accidents or reactions to the situation. Finally, Au used the Initiating-Reacting
distinction proposed by Osgood (1970). Greene & McKoon (1995) also discussed this
criterion, where they proposed that the roles of initiator and reactor were different for the
two types of verb. Whereas the initiator in Agent-Patient verbs is the Agent, who is also
the sentence subject; for Agent-Evocator verbs, the initiator is the Evocator, which is also
the sentence object. The Agent in Agent-Evocator verbs is the reactor.

The use of Agent-Evocator verbs has been criticised by some theorists. Semin
& Fiedler (1988; 1989) argued that Agent-Evocator verbs are not representative of the

general class of action verbs, and consequently do not encourage their use in the study

! Au (1986) labelled the two sets of action verbs Action-Agent verbs and Action-Patient verbs. However,

due to the confusing nature of these names, Rudolph & Forsterling’s (1997) Agent-Patient and Agent-
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of implicit causality. They argued that this class of verbs were better described as
“speech acts”, or “a mental attitude”. Semin & Fiedler (1989) even suggested that such
verbs were “metalinguistic devices” used to express attribution to the sentence object.

There are a number of objections to these claims. First, it is not the case that
Agent-Evocator verbs are unrepresentative of interpersonal events, although they may
be unrepresentative of action verbs. In a corpus study by Rudolph & Forsterling (1997),
they found that out of 1,100 interpersonal verbs approximately 55% were Agent-Patient,
12% Agent-Evocator, 18% Experiencer-Stimulus and 15% Stimulus-Experiencer. It
can be seen that the number of Agent-Evocator verbs is comparable to the number of
state verbs. Hence, Agent-Evocator verbs are not unrepresentative of interpersonal
events. Agent-Evocator verbs are as important as any of the other verb categories.

Second, Semin & Fiedler claimed that Agent-Evocator verbs are atypical
because they are speech acts®. However, not all Agent-Evocator verbs are speech acts
(e.g. hire, stare at, hit, pick up, etc.), and more importantly some speech acts are Agent-
Patient verbs, (e.g. flatter, greet, lie to, etc.).

Third, Semin & Fiedler claimed that Agent-Evocator verbs were better described
as a mental attitude. It is not quite clear what they meant by this, but if it is taken to
mean something like the action is associated with cognition, then there are Agent-
Evocator verbs which do not involve a mental attitude. For example, the Agent-
Evocator verb pick up does not involve a mental attitude any more than the Agent-
Patient verb greet does.

Finally, the claim that Agent-Evocator verbs are metalinguistic devices used to
attribute causality is very unclear. Agent-Evocator verbs are no more metalinguistic
devises than are Agent-Patient, Experiencer-Stimulus or Stimulus-Experiencer verbs.
Consequently, the arguments proposed by Semin & Fiedler (1988; 1989) against the use
of Agent-Evocator verbs are not well founded.

In their review paper, Rudolph & Forsterling (1997) advocate the distinction
between Agent-Patient and Agent-Evocator verbs. However, with a caveat: Rudolph &
Forsterling point out that the above criteria used to classify Agent-Evocator verbs are
not as “sophisticated” as those used to classify thematic roles. This is certainly true.

Although Fillmore’s “verbs of blame” are easily identified, other Agent-Evocator verbs,

Evocator labels will be used instead.

? Semin & Fiedler use “speech act” to mean something like “verb of communication”.
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which are classified using notions such as intention and the initiator-reactor distinction,
are not so easy to categorise.

Although the Thematic Role Taxonomy distinguishes the causal biases
associated with verbs, there is a problem with using this classification. The use of
thematic roles in order to predict the implicit causality in verbs is a circular enterprise.
For example, according to the Thematic Role Taxonomy for Agent-Patient verbs the
Agent is the cause of the event. So, for simple active sentence with the verbs, hit, chase
or telephone cause is attributed to NP1. However, the roles of Agent and Patient are not
neutral with respect to causality. One of the defining attributes of Agent is cause. That
is, the thematic role of Agent is defined by establishing who the cause of the event is.
Hence, what thematic roles show is that empirical demonstrations of causality parallel
linguists’ intuitions about the cause of events.

The fact that thematic roles are not independently predictive of the implicit
causality associated with interpersonal verbs is further demonstrated by the introduction
of Agent-Evocator verbs by Au (1986). For Agent-Evocator verbs, it is clear that the
thematic roles of Agent and Patient are not sufficient to predict who the cause of the
event is. Instead of the expected NP1 bias, a NP2 bias is observed. Hence, a new role is
introduced, to deal with the exceptions. The classification of Agent-Evocator verbs is
based on intuitions as to the cause of the event. What is missing are more independent
tests of causal role. This argument concerning the circularity of the Thematic Role

Taxonomy may become clearer by examining the Linguistic Category Model.

1.2.2. Linguistic Category Model

An alternative to the Thematic Role Taxonomy was proposed by Semin &
Fiedler (1988; 1989; 1992; Semin & Marsman, 1994). Like the Thematic Role
Taxonomy, the Linguistic Category Model divides interpersonal verbs into one of four
categories. The first category is Descriptive Action Verbs. A Descriptive Action Verb
makes reference to a concrete action, which manifests itself in a particular sort of
activity, and has a clear beginning and end. It is generally a neutral description of an
action, that is, it does not carry an evaluative component. Examples of Descriptive
Action Verbs are call, meet, see, and visit. Verbs in this category are weakly NP1
biasing.

The second category is Interpretive Action Verbs, which also make reference to

an action, but in this case the verb refers to a general class of behaviours, rather than a
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particular sort of behaviour. These behaviours do not have a clear beginning or end,
and do have an evaluative component (e.g. cheat, imitate, help, inhibit). Verbs in this
category are strongly NP1 biasing.

The third category is State Action Verbs. These are similar to Interpretive
Action Verbs except that State Action Verbs refer to states (not actions) that are caused
by the observable action of an Agent. The verb describes the resultant emotion of the
Patient. Examples of such verbs are fascinate, surprise, bore and thrill. State Action
Verbs are also strongly NP1 biasing.

The final category of verbs is State Verbs. Unlike State Action Verbs, State
Verbs simply refer to mental or emotional states, for example, admire, hate, and abhor.
On the other hand, like Interpretive Action Verbs, State Verbs, have no clear beginning
or end and do include an evaluative component. State Verbs are strongly NP2 biasing.

Again, as in the Thematic Role Taxonomy a distinction is made between actions
and states. Descriptive Action Verbs and Interpretive Action Verbs are both examples
of action verbs, while State Action Verbs and State Verbs are of course state verbs. The
Linguistic Category Model distinguishes action and state verbs using the tests
introduced earlier, for example, the applicability of the imperative form, the progressive
form efc.. Additionally, Semin & Marsman (1994) introduce a way of distinguishing
State Action Verbs from State Verbs by means of the “but”-test (Johnson-Laird &
Oatley, 1988). Although one can say of State Verbs ‘I like Mary, but I don’t know
why’; one cannot do the same with State Action Verbs. That is, ‘Mary surprises me, but
I don’t know why’ sounds distinctly awkward.

Semin and colleagues argue that the Linguistic Category Model is superior to
the Thematic Role Taxonomy because the former classification scheme uses a number
of independent criteria for classifying verbs. It does not rely on a notion of causality.
For example, Descriptive Action Verbs are those that refer to a concrete action, have a
clear beginning and end, and do not carry an evaluative component. None of these
criteria relies on using the notion of cause. On the other hand, thematic roles
presuppose causality, as was seen in the previous section. Therefore, the Linguistic
Category Model avoids circularity.

Further, the Linguistic Category Model predicts a wide range of inferences
associated with interpersonal verbs, as well as the implicit causality verb bias. The
Linguistic Category Model has been applied to a number of phenomena in social

cognition, including Actor-Observer differences (Semin & Fiedler, 1989), the
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egocentric bias (Fiedler, Semin & Koppetsch, 1991), intergroup relations (Maass &
Arcuri, 1992), and constructive memory effects (Semin & Fiedler, 1988).

The Linguistic Category Model has also predicted other types of inferences
associated with verbs. Semin & Fiedler (1988; 1992) argued that verbs lie on a
concrete-abstract dimension, with Descriptive Action Verbs representing the most
concrete situation, and State Verbs the most abstract’. A number of inferences are
associated with this dimension. Semin & Fiedler (1988) showed that as one moves
from Descriptive Action Verbs to Interpretive Action Verbs through to State Action
Verbs and finally to State Verbs, the properties associated with the verb change.
Participants think the activity described by the verb is more enduring, gives more
information about the subject, but less information about the situation. The verb is
considered to be less verifiable and more highly disputable. The Linguistic Category
Model has classified verbs so that it predicts not only the implicit causality bias, but
also numerous other inferential properties of the verb.

The Linguistic Category Model has been criticised by Edwards & Potter (1993).
They argue that the defining features used to categorise the verbs do not accurately
reflect the properties of individual verbs. For example, they argue that some
Interpretive Action Verbs do have a clear beginning and end (e.g. dominate). Further,
there are Descriptive Action Verbs that do not have invariant physical features (e.g. kiss,
kick etc. can be accomplished in a number of ways) and Descriptive Action Verbs that
do include an evaluative component (e.g. kiss [positive], kit [negative]). Similarly, not
all State Action Verbs tap an “implicit action frame”. An emotion, such as fascinate,
can occur because of a characteristic of a person, not necessarily a preceding action.
Ted can fascinate Mary because he is kind, as well as because he gives to charity.

However, these counter-examples are controversial. For example, it is not clear
that dominate is an example of an Interpretive Action Verbs, a class of verbs which are
not supposed to have a clear beginning and end. The verbs kiss and kick do appear to
have invariant physical characteristics, in that kiss always involves the mouth and kick
always involves the foot. On the other hand, Edwards & Potter’s (1993) arguments
about the existence of an evaluative component in some Descriptive Action Verbs and

the lack of an implicit action frame for some State Action Verbs do seem to be accurate.

3 The Linguistic Category Model actually has a fifth category, which consists of adjectives. In actual fact,

it is the adjectives that are the most abstract thing in this model.
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Still, Semin & Fiedler (1992) show that their criteria for verb category membership

gives 90% correct identification for verbs.

1.2.3. Discussion

In actual fact, the Linguistic Category Model is not incompatible with the
Thematic Role Taxonomy. Both classifications distinguish action and state verbs. The
subdivisions of the state verbs are the same in both classification schemes. NP1 biasing
state verbs are called Stimulus-Experiencer in the Thematic Role Taxonomy but State
Action Verbs in the Linguistic Category Model; while NP2 biasing state verbs are
Experiencer-Stimulus verbs and State Verbs respectively.

The case of action verbs is more complex. The Linguistic Category Model
distinguishes action verbs into Descriptive Action Verbs and Interpretive Action Verbs,
while the Thematic Role Taxonomy distinguishes Agent-Patient and Agent-Evocator
verbs. In this case, there is not a straightforward parallel between the classification
schemes. The Linguistic Category Model distinguishes between those verbs which are
strongly NP1 biasing and those which are weakly NP1 biasing, in contrast with the
Thematic Role Taxonomy which distinguishes NP1 biasing action verbs from NP2
biasing ones.

In reality, it is not clear what is the appropriate strategy for distinguishing action
verbs. Brown & Fish (1983a) originally predicted that all action verbs were NP1
biasing. However, a little later, Brown & Fish (1983b) reported a production study in
Chinese where they found only five of twelve verbs they classified as Agent-Patient
showed a NP1 bias. Apologise to, cheat, compete with, defy, and flatter were the only
verbs that showed a NP1 bias, with only the first three verbs producing a reliable bias.
Of the remaining seven verbs, two were reliably NP2 biasing (criticise, protect), and
were in actual fact Agent-Evocator verbs. The remaining verbs did not produce a strong
bias in either direction (disobey, dominate, harm, help, slander). If the Linguistic
Category Model could independently predict weakly biasing verbs, in other words, if
the weakly biasing verbs are Descriptive Action Verbs, then a strong case could be
made for retaining the distinction between Descriptive Action Verbs and Interpretive
Action Verbs in future research. However, in many studies including Brown & Fish
(1983b) the verbs that do not produce a strong bias are not Descriptive Action Verbs,
but rather Interpretive Action Verbs.
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Similarly, Au (1986) found that some Agent-Patient verbs do not show a strong
NP1 bias at all. If the Descriptive Action/Interpretive Action distinction is a real one
then weakly biasing action verbs should be Descriptive Action Verbs; while strongly
biasing verbs should be Interpretive Action Verbs. Au found that in the active voice,
the following verbs did not show a reliable NP1 bias: betray, cheat, harass, harm, hit,
interrupt, order around and slander. These verbs should all be Descriptive Action
Verbs. Instead, only Ait is a Descriptive Action Verb. From the strongly NP1 biasing
verbs corrupt flatter, help and telephone, one of them is in fact a Descriptive Action
Verb (telephone), although they should all be Interpretive Action Verbs. Hence, it is
unclear whether the distinction between Descriptive Action Verbs and Interpretive
Action Verbs is a useful one.

In a meta-analysis of 292 action verbs employed in various experiments
Rudolph & Forsterling (1997) did find a tendency for Interpretive Action Verbs to
evoke NP1 attributions, and for Descriptive Action Verbs to produce intermediate
attributions. In order to determine whether this distinction was useful, they conducted a
2-way ANOVA distinguishing Agent-Patient/Agent-Evocator verbs from Interpretive
Action Verbs/Descriptive Action Verbs. They found a reliable effect of both
distinctions on bias. However, the Agent-Patient/Agent-Evocator distinction accounted
for 31% of the variance, whereas the Interpretive Action Verbs/Descriptive Action
Verbs distinction only accounted for 2% of the variance.

Therefore, the effectiveness of retaining the distinction between action verbs
made by the Linguistic Category Model is not altogether clear. The categories of
Descriptive Action Verbs and Interpretive Action Verbs may be useful in resolving
some of the inconsistent findings surrounding action verbs. However, there are still
some inconsistencies remaining to be explained (the fact that some of Descriptive
Action Verbs are strongly biasing and some Interpretive Action Verbs are weakly
biasing).

To summarise, the Thematic Role Taxonomy and the Linguistic Category Model
are compatible in many respects. For example, both agree on the distinction between
action and state verbs. However, even the things that both schemes agree on have
problems. Take the distinction between action verbs and state verbs. First, some
interpersonal verbs have equally strong active and stative connotations, for example,
entertain and honour (Hoffman & Tchir, 1990). It is interesting to note, however, that

this equality is not always preserved under negation. So, for example, Hoffman & Tchir
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(1990) argued that surprise has equally strong active and stative senses. However, does
not surprise has a dominant stative sense.

Second, it is argued that state verbs describe an unobservable event, that is
something that is “in the mind”, which is best described by terms such as TO
EXPERIENCE, TO FEEL, TO BE and TO INSPIRE (e.g. Au, 1986). However, some
unobservable events can be described better by the terms TO DO, TO ACT, TO
BEHAVE, TO PERFORM or TO EXPRESS, which are typically taken to be properties
of action verbs. Examples of such verbs are evaluate and think about (Hoffman &
Tchir, 1990).

Hoffman & Tchir (1990) argued that the lexical tests involving the progressive
tense and the imperative form only classify verbs correctly around 90% of cases. There
are state verbs which can take the progressive form, such as enjoy, in I am enjoying the
view; and others which take the imperative form, such as trust in Trust me!. It is not
known what the implicit causality bias is for such verbs. So, there are problems with
the distinction between actions and states.

Both the Thematic Role Taxonomy and the Linguistic Category Model also
correspond in the distinction made for state verbs. There are strongly NP1 biasing verbs
(Stimulus-Experiencer or State Action Verbs) and strongly biasing NP2 verbs
(Experiencer-Stimulus or State Verbs). This distinction has held up well.

The major difference between the two schemes arises in the treatment of action
verbs. Whereas the Linguistic Category Model distinguishes between action verbs
which are strongly NP1 biasing from those which are weakly NP1 biasing (Interpretive
Action Verbs from Descriptive Action Verbs), the Thematic Role Taxonomy
distinguishes NP1 biasing verbs from NP2 biasing verbs (Agent-Patient from Agent-
Evocator). Semin & Fiedler (1988; 1989) argued that Agent-Evocator verbs are not
typical action verbs, and therefore should not be included in a taxonomy of
interpersonal verbs. However, Rudolph & Forsterling (1997) showed that Agent-
Evocator verbs are as common as other interpersonal verbs such as Stimulus-
Experiencer and Experiencer-Stimulus verbs. Finally, distinguishing strongly and
weakly biasing verbs may prove to be useful when discrepancies in findings occur
(Rudolph & Forsterling, 1997).
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1.3. Effects that moderate the implicit causality bias

Given that there is a bias to attribute causality based on the information given by
the verb, the next question is what other factors influence the implicit causality bias. In
this section, a number of factors which researchers have used to determine the breadth
of the implicit causality bias will be described. First, presentation format will be
discussed. This includes a discussion of the effects of presenting a sentence in the
active versus passive voice, interrogative versus declarative form and the effect of
explicitly negating a sentence. Second, semantic factors that effect the implicit
causality bias will be discussed. Finally, contextual factors, such as the gender of the

characters involved in the interaction will be reviewed.

1.3.1. Manipulating presentation format

In this section, three different presentation formats will be considered. First, the
active versus passive voice, second the interrogative versus declarative form and finally
affirmative versus negative phrasing. In each case, the data will be evaluated in order to

establish whether changes in presentation format lead to changes in causal attributions.

1.3.1.1. Active versus passive voice

When researching the implicit causality bias, the standard presentation format is
a simple active sentence. However, there are a few studies that have compared the
active voice with the passive voice, that is whether there is any difference between Ted
VERBED Mary and Mary IS VERBED BY Ted. The first to do this was Garvey,
Caramazza & Yates (1976). They found that verbs which are strongly NP1 biasing in
the active voice are weakly NP2 biasing in the passive form; weak NP1 biasing verbs
are stronger NP2 biasing in the passive; and weak NP2 biasing verbs are weakly NP1
biasing in the passive. However, these findings cannot be considered generalisable as
they considered such a small number of verbs. There were only three strongly biasing
verbs, and two weakly biasing, one with a weak NP1 bias and one with a weak NP2
bias.

The first systematic study to investigate the effects of using the passive voice
was reported in Brown & Fish (1983a). They found that even when a sentence is

presented in the passive voice the underlying bias is retained. That is, sentence subject
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attributions in the active voice become sentence object attributions in the passive, and
vice versa. This can be interpreted as the implicit causality verb bias being a preference
for a thematic role, rather than sentence position. This is consistent with other studies
also.

Au (1986, Experiment 1) found a general preservation of attributions to thematic
roles. Further, this preservation was strongest for state verbs. For sentences in the
active and passive voice participants attributed cause to the Stimulus. However, action
verbs did not show as clear a pattern. For example, Au found that for Agent-Evocator
verbs not all verbs showed a reliable bias to the Evocator in the active or passive voice.
This was even more apparent for Agent-Patient verbs. Only 4 out of 12 verbs showed a
reliable bias in the active voice (telephone, help, flatter, corrupt), and 5 in the passive
(telephone, hit, harm, flatter, betray). Crucially, only two Agent-Patient verbs
preserved their bias when passivised (telephone, flatter). Overall, Au’s results are
consistent with Brown & Fish’s claim that verbs retain causal bias towards a thematic
role, when presented in the passive voice.

A fourth study, which investigated the effects of the passive form on
attributions, is that of Kasof & Lee (1993). While Kasof & Lee’s overall findings are
the same as Brown & Fish and Au, in that there was an overall preference for a thematic
role, regardless of voice, they found a systematic difference between the active and the
passive voice. When NP1 biasing verbs in the active voice (Agent-Patient and
Stimulus-Experiencer verbs) were presented in the passive voice there was a relative
weakening of the bias to the thematic role (Agent and Stimulus respectively). On the
other hand, when verbs that are NP2 biasing in the active voice (Experiencer-Stimulus
verbs) are presented in the active voice there was a relative increase in the strength of
the bias to the thematic role (i.e. Stimulus). These findings are also reported by
Hoffman & Tchir (1990 Experiment 1), who report a stronger bias to the sentence
subject than sentence object. (The interpretation of these findings are discussed further
in Chapter 2.)*

Kasof & Lee’s findings are also in accord with the results of Garvey et al.
reported at the beginning of this section. The three strongly biasing NP1 verbs used by
Garvey et al. are all Agent-Patient verbs. To recap, they found that strongly biasing

NP1 verbs in the active voice became weakly biasing NP2 verbs in the passive voice.
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This is exactly what Kasof & Lee found. When Agent-Patient verbs are passivised,
there is a relative weakening of the bias.

Garvey et al. also found that the weakly NP2 biasing verb in the active voice (an
Experiencer-Stimulus verb) became weakly NP1 biasing in the passive voice. A closer
look at the data shows that the bias to choose the Stimulus is stronger in topic position.
In the active voice, there are 29/52 NP2 completions while in the passive voice there are
37/50 NP1 completions. However, Garvey et al. found that a weakly biasing NP1 verb
(an Agent-Patient verb) becomes a strongly NP2 biasing verb when passivised. Kasof
& Lee found a weakening of the bias when the Agent was moved to object position.
However, considering that Garvey et al. only present data from one verb, this shift
could just be random fluctuation.

Rudolph & Forsterling (1997) conducted a meta-analysis using verb type and
sentence form as independent variables. They found a significant interaction between
these two factors. Closer examination of the results showed that there was no difference
in the strength of the causal bias when Agent-Patient verbs were presented in the active
voice or the passive voice. Stimulus-Experiencer verbs showed the opposite pattern of
results from Kasof & Lee: when a Stimulus-Experiencer verb was presented in the
passive voice the strength of the bias decreased. However, Rudolph & Forsterling
found the opposite to be true. The strength of the bias increased when Stimulus-
Experiencer verbs were presented in the passive voice. Finally, for Experiencer-
Stimulus verbs Rudolph & Forsterling found that the strength of the bias did increase, as
was the case in the Kasof & Lee study.

To summarise, studies investigating the effects of active and passive voice on
the implicit causality verb bias have shown that regardless of the form of the sentence
the causal bias is preserved. The thematic role that is the cause in the active voice is the
cause in the passive voice. Kasof & Lee found that there was a relative increase in the
bias when the thematic role associated with the cause was in subject position. However,
based on a meta-analysis conducted by Rudolph & Forsterling this does not appear to be
the case. Across verb types, there is no reliable increase in attributions associated with

sentence position.

* Hoffman & Tchir’s findings depart from those of Kasof & Lee in the case of Agent-Patient verbs. The
latter found a decrease in the strength of the bias when Agent-Patient verbs were presented in the passive

voice, while the former found no difference.

35






















































































































































































































































































































































































































































































































































































































































