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Sum m ary

There are still many challenges to be overcome before we can claim to have a full 

understanding of the generation of the Earth’s magnetic field. From a mathematical 

point of view, the governing equations are nonlinear and must be solved in fully three 

dimensions, meaning that a numerical method must be employed, although this would 

probably also be the case for a two-dimensional problem. However, it is only relatively 

recently that the computer technology has become available to make this possible. 

Obtaining these solutions remains a highly computationally intensive task, making it 

difficult to find solutions for a range of parameter values. This is extremely important 

as a great deal of uncertainty still surrounds the present (and past) geophysical values 

of the main parameters in the governing equations. Our aim is to try and further 

understanding of the effect of varying some of these key parameters in simplified, but 

fully self-consistent hydromagnetic dynamo models. These models will allow us to 

examine the effect of including the full inertial term to the equations, which has in the 

past been neglected due to the small geophysical value of the parameter which controls 

its effect. Further physical insight into the magnetic field generation mechanism will 

be provided, and we will examine some key issues in numerical dynamo modelling.

A broad introduction to the Earth’s magnetic field, the properties of the core, the 

possible energy sources and the current state of successful numerical dynamo models, is 

given in Chapter 1. In Chapter 2 we will describe in detail the governing equations and 

associated theory of magnetohydrodynamic (MHD) flows in a rapidly rotating spherical 

shell, as is appropriate for the .Earth-. ■ Chapter 3 presents the results of varying the



Rayleigh number, Ra, and the azimuthal wavenumber, m, for a 2\D  dynamo model, 

and also examines the effect (if any) of different forms of thermal driving. We show that 

the dynamo can exhibit very different types of behaviour for small changes in Ra , and in 

one particular case the magnetic field can be shut off, leaving only a convective solution. 

This type of behaviour is not observed for a different value of m. Our model is therefore 

too severely truncated in azimuth, but also suggests that care should be exercised when 

interpreting the results from a single run of a numerical dynamo model with a fixed 

value of Ra. The different forms of thermal driving produce qualitatively very similar 

dynamos, with the case of internal heating seeming to give the most efficient dynamo 

at any given value of Ra. However our definition of Ra is most suitable for internal 

heating, and this probably accounts for the difference in efficiency.

In Chapter 4, the same 2~D model is used to examine the effect of varying the 

inner core radius. This is the first detailed study to be performed in a fully self- 

consistent dynamo model, and will aid understanding of the long term behaviour of 

the geodynamo, because the inner core is slowly growing as it freezes out of the outer 

core fluid. We find that the critical Rayleigh number for the onset of convection 

is dependent on the inner core radius. This plays a crucial role in determining the 

behaviour of the solution, along with the geometry and the diffusion time of the inner 

core. We show that not only does a large inner core stabilise the magnetic field, due 

to the diffusion time of the inner core, but that a small inner core also stabilises the 

magnetic field, due to the simpler geometry.

The inertial term has not been included in a 2 model  before, although it is 

included in some form in most 3D models. In Chapter 5, we use a different 2\D  model 

to examine the effect of including the inertial term, and choosing different values of 

the Rossby number, Ro , while keeping the Ekman number, E, fixed. In addition the 

imposed equatorial symmetry constraint has been removed in this new model. We 

find a rather complicated pattern of behaviour, with the inertia of the fluid strongly



affecting the time dependence of the solution obtained, but having less effect on the 

structure on the flow. There are two possible solutions, one which is chaotic and one 

which is periodic. As the value of Ro is increased we find that it becomes increasingly 

difficult to maintain a magnetic field, and above a certain value of Ro no solutions 

could be obtained. A solution obtained with m  =  4 intermittently changes between 

chaotic and periodic states.
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C hapter 1 

Introduction

1.1 T he geom agnetic field

The Earth has possessed an internally generated magnetic field, the geomagnetic field, 

for at least the past 3.5 x 109 years (McElhinny and Senanayake 1980), The geomagnetic 

field was known about by at least the first century AD, when the magnetic compass was 

invented by the Chinese, although the origin of the magnetic field remained unknown. 

Over the subsequent centuries a better understanding of the magnetic field and the 

mechanism by which it is generated has been developed, but our knowledge is still far 

from complete. The first major jump in understanding came in 1600 when William 

Gilbert realised that the origin of the geomagnetic field lay inside the Earth. Many 

subsequent observations of the geomagnetic field at the Earth’s surface were made, with 

the first geomagnetic chart produced by Hailey at the end of the 17th century. Rocks, 

exposed at the surface of the Earth and on the ocean floor, and sediments, containing 

even small traces of iron, provide a record of how the geomagnetic field has changed 

over time. This has been recognised for about 150 years, but it is only in the latter half 

of the 20th century, that paleomagnetic studies have extracted enough knowledge of the 

polarity and local direction of the magnetic field to allow the construction of a polarity 

time scale, covering the past few hundred million years. These studies were also to prove 

invaluable in confirming the theory of continental drift and plate tectonics. Records
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of the intensity of the paleomagnetic field are more difficult to obtain. It is crucial 

that the rock samples are unaltered from formation or not chemically altered in the 

laboratory. Even when a suitable sample exists, two different intensity measurements 

from the same sample may not give consistent results. To contribute to the construction 

of a continuous record of polarity or intensity, the sample must also be reliably dated. 

The best continuous record currently available, covers about the past 8 x 105 years 

(Guyodo and Valet 1999). There are also studies covering a longer range of time, but 

these are not continuous records (Juarez et al. 1998). Analysis of the paleomagnetic 

record, reveals that the geomagnetic field is continuously changing, and has experienced 

excursions and reversals of polarity many hundreds of times. The average time between 

reversals is about 2 — 3 x 106 years, but the reversal frequency is rather irregular. This 

frequency may be controlled by conditions at the core mantle boundary, with the inner 

core also playing a significant role. Indeed it was once believed that the geomagnetic 

field was relatively stable between reversals, but recent analyses of paleomagnetic data, 

up to the time of the last reversal, suggest that the geomagnetic field may be in an 

excursional state up to 20% of the time between reversals. It is very difficult to define 

precisely what an excursion is in a complex time varying magnetic field, but usually at 

a given site, there will be a large departure from the usual geomagnetic field direction. 

The geomagnetic field may be observed to change polarity, but if it does so then it 

returns to its original state. A reversal exhibits similar behaviour, but the magnetic 

field remains stable in the new polarity. Both these features seem to be associated with 

a large drop in geomagnetic field intensity, but this is not considered to be a defining 

feature. We also know from current observations, and historical and paleomagnetic 

records that the direction of the geomagnetic field at any fixed point on the Earth varies 

with time. This so-called secular variation of the geomagnetic field occurs on time scales 

of years to thousands of years. One of the greatest challenges facing paleomagnetists, 

is to establish whether excursions, reversals and secular variation of the geomagnetic
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field are really distinct phenomena. If an excursion is observed contemporaneously at 

more than one site, then it is a global feature, if not, then all that may be recorded 

is large secular variation at that site. Gubbins (1999) uses the recent data to suggest 

that excursions are part of the (paleo)secular variation. He suggests that during an 

excursion, the magnetic field reverses in the outer core, but not in the inner core, 

resulting in the original parity being restored. The duration of an excursion (about 

5-10 xlO3 years) is consistent with the diffusion time associated with the inner core. 

A full reversal only occurs if the reversed outer core field persists for this diffusion 

time. It is fair to say that his is not a consensus view, and much more data and longer 

records are required.

The current geomagnetic field, can be approximated by that due to an axial dipole 

fixed at the centre of the Earth, with the dipole axis inclined at about 11° to the ro­

tation axis. The dominating influence of the Coriolis force on the convective motions 

in the Earth’s core, would be expected to on average produce an axially symmetric 

magnetic field. Due to secular variation the time-averaged paleomagnetic field differs 

substantially from this instantaneous field, but has been, to a first order approximation, 

a geocentric axial dipole over the past few million years. This assumption is funda­

mental to the measurement and interpretation of paleomagnetic data. By contrast 

the intensity of the geomagnetic field, outwith excursions and reversals, has remained 

relatively constant over almost the full length of its existence. There is also a signifi­

cant component which can be considered as non-dipole, making up about 20% of the 

observed surface magnetic field, although it is much more localised than the dipole 

component. This is also found to vary with time, with one of the best known fea­

tures the westward drift which has averaged about 0.18°/year over the past 150 years, 

although it is unclear whether this is a permanent feature.

Measurements of the geomagnetic field have been made for at least 500 years now 

in land-based observatories and in the logs of ships, which used the geomagnetic field
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as a navigational aid. More recently magnetic surveys of the ocean floor have been 

performed from ships and the whole Earth has been surveyed from space. We now have 

a reasonable, but by no means complete, picture of the intensity and structure of the 

geomagnetic field, and its variation with time. However we are less certain about the 

underlying generation process. This must take place in the deep interior of the Earth, 

and must be able to explain the observed features of the geomagnetic field described 

above. The only realistic region of the Earth for magnetic field generation to take 

place is the core. Since we know that hundreds of reversals have taken place, it seems 

highly unlikely that the presence of a magnetic field is due to some form of permanent 

magnetisation. All electrically conducting materials, lose their magnetic properties 

above some critical temperature called the Curie temperature. For iron at low pressure, 

this temperature is about 1000AT. The high temperatures present in the Earth’s core 

(see Table 1.1) then also make permanent magnetisation an unlikely scenario, but 

cannot rule it out since it is not clear how the Curie temperature will change with 

increasing pressure. Unless they contain sources of electric current, conducting bodies 

of spatial dimension, L, can only retain their magnetic fields for times of the order of 

the electromagnetic diffusion time,

TJ? =  L 2/ t], (1.1)

where 77 is the magnetic diffusivity of the constituent material. Using values of these 

quantities appropriate for the core (see Table 1.1), and substituting into (1.1), we 

obtain a value of rv of O(105) years. Clearly some process must be maintaining the 

geomagnetic field against diffusion.

Larmor (1919a,b) first proposed that the magnetic fields of astronomical bodies were 

produced by motions in internal conducting regions, which induce from the magnetic 

field an emf that creates currents which generate the inducing magnetic field itself. This 

is known as self-excited dynamo action, and is currently the only plausible generation
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mechanism for the geomagnetic field. In the context of the Earth, the dynamo process 

is often referred to as the geodynamo and would be expected to generate the bulk 

of the geomagnetic field. However, there may be other processes, which contribute, 

although this contribution is most likely very small (see Merrill et al. 1996 for a 

brief review). Exploration of the solar system by unmanned spacecraft, as well as 

Earthbound observations have also revealed that many other planetary bodies in the 

solar system possess, or have in the past possessed, intrinsic magnetic fields. These 

magnetic fields are probably produced by similar internal processes (Stevenson et al. 

1983). The latest such exploration has revealed that two of the Galilean satellites of 

Jupiter, Io and Ganymede, have intrinsic magnetic fields (Schubert et al. 1996). The 

dynamo process may be fundamentally different in these particular planetary bodies 

as both sit inside the strong Jovian magnetic field.

1.2 C om position  and properties o f th e  core

Our knowledge of the structure of the Earth is obtained from seismic observations. 

From these observations, we know that the Earth consists of three separate regions. 

At the centre is the core, which takes up about half the radius of the Earth. Above 

this is the mantle, with a very thin layer on top, known as the crust. The principal 

region of interest is the Earths’s core, which itself has two distinct regions, the fluid 

outer core, where dynamo action takes place, and the solid inner core. The overall 

composition of the core can be obtained from geochemical and mineral physics studies. 

These use testing in the laboratory by diamond anvil cell, ultrasonic, X-ray diffraction 

and shock wave experiments to simulate core conditions, and so to establish which 

elements or compounds can be present in the core (Mao and Hemley 1998). There 

is general agreement that the main constituent of the core is Iron, while studies of 

the composition of meteorites suggest that about 4% Nickel should also be present. 

However, the density of the core is about 10% below that of pure Iron, and so there
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must be some other lighter elements present. It is uncertain as to how these elements 

are partitioned between the inner and outer cores, but the density contrast across 

the ICB (0.hkg/m 3)y inferred from seismic results (Shearer and Masters 1990), implies 

that the inner core contains more Iron than the outer core. The exact identity of 

these lighter elements is uncertain at present with Sulphur, Oxygen, Silicon, Carbon, 

Magnesium and Hydrogen all being possible candidates (Poirier 1994). If some of the 

common radiogenic heat producing elements present in the Earth are also present in 

the core, then an even greater concentration of light elements is required. The most 

likely radiogenic element partitioned into the core is Potassium, as it is believed that 

the upper regions of the Earth are depleted in this element.

The inner core was discovered by Lehmann (1936) from seismic observations, which 

indicated that it was a solid body. It was only last year that the first direct evidence 

for a solid inner core was obtained, when a shear wave was detected passing through 

the inner core (Okal and Cansi 1998). This suggests that the inner core boundary 

(ICB) is a phase boundary, and Jacobs (1953) was the first to suggest that the ICB is 

a freezing interface, with iron crystallising from the outer core fluid as the Earth cools, 

providing two different energy sources, latent heat due to freezing and compositional 

buoyancy due to the excess of light elements (see 1.3.2). The freezing process has been 

well studied in the metallurgical literature (e.g. Chalmers 1964, Copley et al. 1970), 

and more recently from aqueous experiments (Huppert 1990, Tait and Jaupart 1992, 

Worster 1997). It seems certain that the freezing interface is not sharp, freezing taking 

place in a mushy zone, which is a mixture of fluid and solid, with the mass fraction 

of solid increasing with depth. The fluid fills the gaps between the solid which is 

probably in the form of dendrites. However due to the sharp density contrast inferred 

from seismic results, the effective depth of this layer can only be of the order of a 

kilometre (Loper 1983).

There are three phases of Iron which are definitively known, but it is still uncer­
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tain as to which is stable at inner core temperatures and pressures. Which phase is 

present in the inner core may have an effect on the bulk properties, the amount of 

latent heat released, the ability of the inner core to incorporate light elements and also 

the magnitude and symmetry of the anisotropy. From first principles calculations and 

observations, some form of hexagonal close packed (hep) structure seems to fit best 

(Stixrude and Brown 1998). Seismological observations of free oscillations and PKIKP 

travel times have shown that the inner core is acoustically anisotropic, with longitudinal 

waves propagating parallel to the rotation axis travelling faster than those propagating 

parallel to the equatorial plane (Morelli et al 1986, Woodhouse et al. 1986). Individ­

ual iron crystals have an intrinsic acoustic anisotropy, which if suitably aligned, may 

explain the seismic observations. Magnetic or dynamic effects may be responsible for 

this crystal alignment, but the exact source of the anisotropy remains unclear. The 

anisotropy is not uniform in the core. Recent observations suggest that the axis of 

anisotropy is not aligned with the rotation axis, but is inclined at an angle of about 

10° (Su and Dziewonski 1995). The upper 200km of the inner core are also believed 

to be isotropic (Song and Helmberger 1998). Examination of the travel time records 

for seismic waves following a specific path through the Earth, suggest that the fast 

axis has shifted eastwards over time. This can be explained by the inner core rotating 

faster than the mantle (Song and Richards 1996, Su et al. 1996, Creager 1997). The 

motivation for these seismic studies was a prediction from numerical dynamo models 

that the inner core should super-rotate due to the strong electromagnetic torque acting 

upon it. The magnitude of the rotation rate obtained in the numerical models is consis­

tent with the rotation rate inferred from observation. This varies between the different 

studies, but a value of about 1° per year seem reasonable. The existence of inner core 

rotation remains a subject of vigorous debate. Some doubt surrounds whether the tilt 

of the anisotropy axis has been reliably detected (Souriau et al. 1997, Souriau 1998a), 

and whether the seismic data has been accurately timed (Rohm et. al. 1999). The
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observation of inner core rotation clearly depends crucially on these two factors. In 

addition a study based on a different seismic ray path seems to place an upper limit on 

the magnitude of the rotation rate (Souriau 1998b), which is nonetheless compatible 

with other results.

Table 1.1: Typical estimates of the values obtained by some important parameters

and quantities in the Earth’s core.

Property Symbol Value
Rotation rate a 7.27 x 10~5 s—1
Density (ICB) Pi 1.28 x 104 kgm r3

Density (CMB) Po 9.90 x 104 kgm ~3
Inner core radius n 1215 km
Outer core radius r 0 3485 km

Kinematic viscosity V 1 x 10-6 m 2s~l
Electrical conductivity a 5 x 105 Sm ~x

Magnetic diffusivity V 1 m 2s~1
Magnetic permeability P ~  Po 47t x 10~7H m —1

Thermal expansion a 5 x 10~6 K ~ l
Thermal diffusivity K 1 x 10-5 m 2s~l

Magnetic field (CMB) B 2 x 10“3 T
Temperature (CMB) T 4 x 103 K

Pressure (ICB) P 3 x 1011 Pa

Some of the values for the physical properties associated with the Earth’s core are 

given in Table 1,1, with locations given where appropriate. Any quantity without an 

associated location is assumed to be constant throughout the core. The viscosity of 

the outer core fluid is one of the most poorly known quantities in geophysics, with 

estimates ranging over 12 orders of magnitude! The most recent estimates place this 

value at about O(10“6) m 2s~l (de Wijs et al. 1998), a very low value. This has serious 

implications for attempting to model the dynamo process, as is discussed in Chapter 

3.

The core-mantle boundary also plays an important role in the dynamics of the core 

and also perhaps reversals of the magnetic field. At this point the silicate materials of



the mantle come into contact with the Iron alloys of the core. Seismic evidence suggests 

that there is a distinct region of variable thickness and composition at the base of the

may also have a conducting region near the CMB (Knittle and Jeanloz 1989), which 

would increase electromagnetic coupling between the core and the mantle. Some of the 

variations of the magnetic field in the core would be partially screened, meaning that

Lateral variations in heat flux at the CMB, caused by mantle convection, occur on

scale topography on the CMB. Both of these features can have a locking effect on the 

convection in the outer core (see for example Sarson et al. 1997a).

1.3 Energy sources

Any potential energy source for the geodynamo, must possess enough power to be 

able to generate a magnetic field of the observed magnitude, and be able to efficiently 

convert the kinetic energy of the fluid motions to magnetic energy. An estimate of the 

power required to drive the geodynamo can be obtained from the relation,

where V  is the volume of the core. This relation is itself obtained by first setting U =  0

the vector identity V ■ (e x f ) =  f • (V x e) -  e •(V x f), where e and f  are arbitrary 

vectors. The first integral represents the rate of change of magnetic energy, while the 

second represents the ohmic power dissipation. With an insulating mantle, the current 

J  vanishes for r > r0, and since /UqJ =  V x B then,

mantle, called D", which exhibits relatively slow shear wave velocities. This layer

estimates of core flow velocities, and magnetic field strengths would have to be revised.

a time scale of about 2 x 107 years, and there is also some seismic evidence of small

(1 .2 )

in the induction equation (2.2), then taking the scalar product with B//io, and using

(1.3)
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where B  is a typical field strength and L an appropriate length scale. Merrill et al. 

(1996) suggest that a lower bound for the power required is O(1010) W. The Ohmic 

energy loss is made good by conversion (through V x (U x B) in (2.2)) from the kinetic 

energy of the flow, which must be continually replenished. There are three main energy 

sources available to drive the geodynamo, thermal convection, compositional convection 

and precessional or tidal forcing. These are all discussed more fully below, and it may 

be that all three contribute in varying degrees to the energy budget, certainly none 

can be discounted, but the bulk of the energy is expected to come from compositional 

convection. However, most numerical dynamo models have retained thermal convection 

as their driving mechanism because it has been much more widely studied, and is 

much less complicated to implement. Glatzmaier and Roberts have come closest to 

incorporating a compositional buoyancy source in their model. The inner core grows 

releasing latent heat and light constituents at the ICB, with the buoyancy proportional 

to the growth rate of the inner core. However it is still unclear if the values of the 

diffusivities are correct, and no allowance has been made for a mushy layer at the top 

of the inner core.

1.3.1 T herm al convection

The classic text of Chandrasekhar (1961) develops the foundations of the theory of 

linear thermal convection, which was extended to spherical geometry, with radial tern- 

perature gradient and gravity, by Roberts (1968) and Busse (1970). Since then thermal 

convection has been a subject of wide experimental and theoretical interest (Knobloch 

1998). In the context of the core we have to consider the effects of rapid rotation, 

a magnetic field and spherical boundaries on the convective flow, and this is done in 

Chapter 2. Of course, if thermal convection is to provide the power source for the 

geodynamo, then there must be a source of heating in the core, and this heat source 

must produce a temperature gradient in excess of the adiabatic temperature gradient.
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This represents the heat which can be conducted from the core without any convection 

taking place. The heat sources may be concentrated at the ICB or spread throughout 

the core. At the ICB, the main source of thermal buoyancy is the release of latent 

heat due to freezing of the inner core, which has an associated compositional buoyancy 

source (see 1.3.2). Heat is also released as the Earth cools naturally over time, and by 

any radioactive isotopes which may be present in the core. Even if there is significant 

radiogenic heat released in the outer core, much of it may be conducted away without 

any effect on the fluid. Heat released at the ICB on the other hand is more efficient at 

stirring the core, since the amount of heat that can be conducted down the adiabatic 

temperature gradient is proportional to surface area i.e. r2.

1.3.2 C om positional convection

Compositional convection is associated with the freezing of the inner core. As noted 

earlier, the core is composed predominately of Iron with some lighter impurities. The 

temperature below which freezing takes place is a function of the amount of impurity 

as well as pressure. As the Earth cools, this temperature is reached first at the centre 

of the fluid, due to the effect of pressure. When the concentration of impurity is 

small, the solid that freezes is almost pure Iron, with most of the impurity left in the 

remaining fluid. This leaves an excess of buoyant light elements close to the ICB, 

giving rise to a source of compositional buoyancy (Loper and Roberts 1981). The 

light fluid released in the mushy zone rises to stir the flow in the outer core. Very 

little is known about the effects of magnetic fields and rotation on this process, both 

of which may be important for the core. Originally experimental work suggested that 

compositional convection was in the form of narrow chimneys emanating from a mushy 

zone at the ICB, but more recent work suggests that this may not be possible due to 

the effect of the magnetic field (Bergman and Fearn 1994, Bergman et al. 1997). 

Conductive losses are much smaller for compositional buoyancy, meaning that it may
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be the most efficient method of driving the geodynamo. A recent estimate suggests 

that compositional convection satisfies about 80% of the energy requirement of the 

geodynamo, with the remainder coming from thermal convection (Lister and Buffett 

1995). This ratio may have changed over time as the inner core has grown through 

freezing.

1.3.3 P recession al and tida l forcing

The Earth is to a good approximation an oblate spheroid and since the equatorial bulge 

is inclined (at 23.5°) to the orbital plane, the gravitational attraction of the Sun and 

Moon produce a resultant torque on the Earth. This strong gravitational attraction 

also produces a tidal bulge at the equator. Both of these can produce motion in the 

core, but it is unclear how this energy is converted into a flow which can generate the 

geomagnetic field. This energy source for the geodynamo has been strongly supported 

by Malkus, who comprehensively reviews the subject in Malkus (1994). Progress is 

being made in both numerical and experimental studies, but a precessionally driven 

dynamo model is still some way off (Kerswell 1996). To complement the experimental 

and numerical work, paleomagnetists have looked for evidence of the well known cycles 

of the Earth’s orbital parameters (Milankovitch 1941) in paleointensity measurements, 

with varying degrees of success (Channell et al. 1998, Guyodo and Valet 1999).

1.4 N um erical dynam o m odels

Since the prospects for directly sampling core material or viewing the fluid motions 

in the outer core are very bleak, indirect methods have to be used to further un­

derstanding of the geodynamo process. We have already seen that the behaviour of 

the geomagnetic field can be obtained from observatory measurements, navigational 

logs, historical sites, and ancient rocks, and that knowledge of the properties of the 

Earth’s interior, and in particular the composition and structure of the core is shaped
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by seismology and high pressure mineral physics. Experimental dynamo models are 

an (expensive) possibility, however they can never reproduce the correct (planetary) 

scale of the problem, for quite obvious reasons. Numerical dynamo modelling still re­

mains the most likely method of producing a model which is at least representative 

of the geodynamo. Any numerical model should retain as many physical features of 

the Earth’s core as possible, producing a surface magnetic field which is at least of 

similar magnitude to the Earth’s, with a dominant dipole component. This magnetic 

field should also exhibit the time-varying features of the geomagnetic field, e.g. secular 

variation, reversals, excursions, and possibly westward drift. The appropriate geome­

try is a spherical shell, with an inner core which is solid, and an outer core which is 

fluid. The equations, and associated boundary conditions, governing the geodynamo 

are well known (see Chapter 2), however, as we shall see, the parameter values rele­

vant to the Earth’s core are less well known. There are also some constraints on the 

self-excited dynamo process itself, which make numerical geodynamo modelling more 

difficult. One of the most important is due to Cowling (1934), who showed that a 

magnetic field, which is symmetric about an axis (as the Earth’s approximately is), 

cannot be maintained by any fluid motion. In other words the geodynamo process 

is necessarily three-dimensional in character. Given the three-dimensional nature of 

the problem, the nonlinear governing equations must be solved numerically. It is only 

recently that the computational power has become available to solve the full 3D  prob­

lem, and previously one had to study magnetoconvection or introduce some simplifying 

assumptions to the equations (see Chapter 2).

Using different approaches, Glatzmaier and Roberts (Glatzmaier and Roberts 1995a,b, 

1996a,b,c) and Kuang and Bloxham (Kuang and Bloxham 1997, 1999) have both pro­

duced 3D, fully self-consistent, hydromagnetic numerical dynamo models, exhibiting 

many of the qualitative features of the observed geomagnetic field. Both these models 

use hyperdiffusivities to try and better model the parameter regime of the Earth’s core,
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a point which is discussed more fully in Chapter 2. The Glatzmaier-Roberts dynamo 

was the first to be produced, with thermal convection as an energy source. The radial 

magnetic field produced had a similar pattern, amplitude and secular variation at the 

CMB as the Earth’s. This model predicted that the inner core would super-rotate, 

and also produced a reversal of the magnetic field, which was similar to real reversals 

of the geomagnetic field (Glatzmaier and Roberts 1995a,b). After this initial success, 

the model has been improved by using an anelastic approximation for the compress­

ibility of the fluid; by including the azimuthal part of the axisymmetric inertial term, 

and by incorporating a simulated compositional buoyancy source with a growing inner 

core. A concise summary of the current state of the model is given in (Glatzmaier and 

Roberts 1998). Recently, the model has been used to examine the effect of lateral het­

erogeneity in the heat flux at the CMB on reversals of the magnetic field (Glatzmaier 

et al. 1999). The Kuang-Bloxham model has also produced an external magnetic field, 

which is dominated by an axial dipole component, and has an intensity close to the 

present-day geomagnetic dipole moment. The non-dipole magnetic field also displays 

westward drift, like the historical geomagnetic field. In the interior of the core however, 

the generated magnetic fields look very different. Kuang and Bloxham attribute these 

differences to their choice of boundary conditions for the flow, while Glatzmaier and 

Roberts attribute the differences to their treatment of inertial effects. This is a funda­

mental point which will be discussed more fully in Chapter 5. Recent work with the 

Kuang-Bloxham model has concentrated on two main areas, the force balance in the 

momentum equation, and comparison with historical and paleomagnetic field observa­

tions. Clearly close collaboration between paleomagnetists and the dynamo modelling 

community, will be mutually beneficial. There are also now fully 3D, well resolved 

numerical dynamo models, which do not require the use of hyperdiffusivity or artificial 

parameterisations, but are run at less realistic parameter values (Kageyama and Sato 

1997, Busse et al. 1998, Christensen et al. 1998 and Sakuraba and Kono 1999).

14



While the results of the oD models have been encouraging, all of the models still 

make some unrealistic assumptions, due in part to computational limitations and in 

part to gaps in our knowledge. Even with today’s supercomputers it is still very dif­

ficult to perform detailed surveys of even the attainable parameters. The previously 

mentioned constraints on 3D models, suggest that a slightly simpler approach is re­

quired, while still self-consistently solving for the flow and magnetic field. This can be 

achieved by using the so-called 2|D  approximation, in which the full solution struc­

ture in the radial and latitudinal directions is included, but the azimuthal structure 

is constrained to be of fixed periodicity. It should be noted that the 3D models also 

have less structure in the azimuthal direction, and the difference between the two is 

merely one of degree. The benefit of adopting this approximation is that the computa­

tional limitations are greatly reduced. A successful model using such an approach was 

produced by Jones et al. (1995), and since the initial results have been produced, this 

model has proved invaluable in probing both the geodynamo and possible magnetic 

field generation processes for the Jovian moons. Preliminary work looked at the effect 

of topography on the core-mantle boundary and a stably stratified layer at the top 

of the outer core (Sarson et al. 1997a). The next modification to the model was to 

introduce an ambient magnetic field, which simulates the main Jovian magnetic field in 

which Io and Ganymede reside, to gain further understanding of the effect that this has 

on the dynamo process (Sarson et al. 1997b, 1999). More recently the 2\D  model has 

been studied in two very different parameter regimes, Busse-Zhang (BZ) type dynamos 

and Glatzmaier-Roberts (GR) type dynamos (Sarson et al. 1998b). The GR type dy­

namos adopt more realistic parameter values, requiring the use of hyperdiffusivities, 

but seem to better model the geodynamo. Subsequently, the GR type dynamos have 

been used to study a model reversal of the magnetic field (Sarson and Jones 1999), 

and to incorporate more azimuthal modes, with so far m  = 2, 4 ,6, 8 all being included 

(Sarson et al. 1998a). This is clearly an intermediate model between the 2 and fully
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3D models.

As we shall see, in any hydromagnetic dynamo model, several non-dimensional 

parameter values have to be prescribed. If the model includes an inner core, as this 

one does, then a value also has to be assigned to the ratio of the inner core radius to 

outer core radius, x- Since none of the parameter values for the Earth are well known, 

and the value of x  has changed over time, it is clear that the influence of different 

prescribed parameters on dynamo solutions needs to be established. This is generally 

impractical with 3D models, given the computational effort required to produce one 

solution at a given set of parameters, though a limited parameter survey using a 3D 

model has been reported by Christensen et al. (1999). The 2\D  model is, on the other 

hand, not only capable of qualitatively reproducing the main features observed in the 

Boussinesq Glatzmaier and Roberts 3D model (Sarson et al. 1998b), but is also free 

from the associated computational restrictions, allowing solutions to be obtained for a 

much larger parameter range, longer run times, or higher truncations. It is also sensible 

to consider the effects of different energy sources and different boundary conditions for 

the temperature, flow and the magnetic field. Clearly, incorporating more than one 

energy source into a single model is a non-trivial task. With thermal convection as 

the energy source it is possible to consider the effect of different distributions of heat 

sources, and we will do so in Chapter 3. Although the boundary conditions for each of 

the quantities can be altered, we choose to keep these fixed.

The equations governing the geodynamo process and the details of the models which 

are used to investigate the effects of the different parameters will be briefly discussed 

in Chapter 2. The full mathematical and computational details can be found in the 

Appendices. We will also present the theory of magnetohydrodynamic (MHD) flows 

in rapidly rotating systems, and the force balance in the outer core fluid. The first 

model we will use is that used by Jones and co-workers. It adopts dipolar symmetry 

(as defined in Chapter 2) and uses thermal convection as an energy source. The second
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model has been obtained by removing all but one azimuthal mode from the 3D model 

of Hollerbach (1999), and incorporating a finitely conducting inner core. This model 

has no imposed symmetry constraint, includes the full inertial term and again uses 

thermal convection as an energy source. Chapter 3 examines the influence of varying 

the temperature gradient, through the Rayleigh number, Ra, for two different values of 

the azimuthal wavenumber, m. Since the value of Ra is not well known for the Earth, 

it is important to examine what effect prescribing a slightly different value can have. 

Additionally, some comment will be made on the effect of a different source of heating. 

With our system as defined, we find that care must be taken in the interpretation of 

the value of Ra. In Chapter 4 we examine the changes in dynamo behaviour when the 

inner core radius is varied. The discussion will be facilitated by presenting the results 

using different definitions for the non-dimensional parameters, E, Ra and r. The usual 

parameter values can be restored by using a simple scaling factor. We will focus on one 

of the solutions at small inner core radius, which allows us to perform a sensible survey 

of other parameter values. The final piece of work, presented in Chapter 5, centres on 

the inertial term in the momentum equation. We will study the effect that restoring 

this term has on a dynamo solution obtained with no inertia, and which value of Ro is 

more appropriate for our given, fixed value of E.
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C hapter 2 

T heoretical framework

2.1 Physical m odel

We assume that the Earth’s core is spherical with two distinct regions, the solid in­

ner core and the fluid outer core. The inner and outer boundaries are assumed to be 

perfectly spherical, and so any precessional and topographical effects on the solutions 

are ignored. Both of these regions are assumed to be composed solely of electrically 

conducting material, with physical properties which, where possible, reflect the pre­

dominance of Iron in the core (see Table 1.1). Effectively our model core can be thought 

of as consisting of Iron, with some radiogenic elements present in the outer core fluid 

to provide a source of internal heating. We adopt the Boussinesq approximation where 

all the parameters arising in the equations are assumed constant throughout the core, 

with the exception of the density of the outer core fluid in the buoyancy term. In other 

words we are dealing with strictly incompressible fluids, but allow density variation in 

the buoyancy term to enable us to drive convection. By adopting this approximation 

all values of magnetic field, flow and temperature must be interpreted as being relative 

to the adiabatic values. In reality the fluid is compressible and the parameter values 

will change as the density changes, but this simplifying assumption has been adopted 

in most models to date.

The inner core is assumed to have the same conductivity as the outer core, while
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the mantle is taken to be electrically insulating. As we shall see in (2.2.2), this means 

that we have to solve for the magnetic field in the inner core and then match the 

three components of this magnetic field and its radial derivative to those of the outer 

core magnetic field at the inner core boundary. Otherwise, if the inner core was either 

electrically insulating or perfectly conducting then changes to the magnetic field in the 

inner core could be obtained from the boundary conditions. At the CMB, the outer 

core magnetic field is matched to a potential field.

Our energy source is restricted to purely thermal convection, but we are free to 

choose the source of the heating. The outer core can be assumed to be uniformly 

internally heated, or we can assume differential heating of the ICB and CMB, or a 

combination of the two. Whichever source is chosen, there is a spherically symmetric 

distribution of temperature in the absence of convection. Most of our studies have 

been performed using internal heating to facilitate comparison with previous work, 

but we do also consider different temperature profiles. The rotation of the Earth is 

simulated by uniform angular velocity about the 2-axis, where 2 is the axial cylindrical 

polar coordinate. In line with the discussion in Chapter 1, the inner core is also free 

to rotate about this same axis.

2.2 Equations

The equations governing hydromagnetic convection in a physical system as described 

above are shown below:

p0 (<9U/d t  +  (U ■ V)U +  2 f ix U  +  f i x ( f i x r ) ) =  (2.1)

—V P + p0z/V2U + /i-1(V x B) x B +  pg

<9B
—  = V x (U x B) +  r/V2B (2.2)

\J  0

dT
—  +  U • VT = kV 2T  +  e (2.3)
dt
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V ■ U =  V * B =  0 (2.4)

where U is the fluid velocity, B is strictly speaking the magnetic induction, but will be 

referred to throughout as the magnetic field, T  is the temperature, P  is the pressure, Q. 

is the angular velocity, r  is the position vector, p is the density including correction due 

to buoyancy and g is the acceleration due to gravity. The other constant parameter, 

not defined in Table 1.1, is e, the heating due to internal sources. Before embarking 

on the non-dimensionalisation some of the terms can be replaced using assumptions 

of the model. We take 1  ̂ to represent the unit vector in the £ direction. The core 

rotates with uniform angular velocity about the z-axis, therefore Q =  gravity acts 

radially inwards giving g =  — gv (r =  r l r), and the density in the buoyancy term can be 

expressed as p =  p0(l —a (T —T,.)), where Tr is some reference temperature at which p =  

Po. Note that the unit vector l z has spherical polar coordinates (cos 9, — sin 0, 0). Using 

a suitable vector identity the centrifugal force, fi x (SI x r) can be replaced by the term 

—V (|(S2 x r )2), which can then be incorporated into the pressure gradient term (—V P), 

on the left hand side of (2.1). The resulting pressure term, P r  =  P/po — |(S2 x r)2, is 

often referred to as the reduced pressure.

The outer core gap width, L ~  r0 — where r* and rQ are the inner and outer 

core radii respectively, is chosen as the length scale for non-dimensionalistion, while 

the magnetic diffusion timescale, r  =  r^, is chosen as the timescale. In addition, the 

pressure is scaled by 2£lp, the magnetic field by ^JTbpuoPo)1̂ 2> Ike temperature by /3L, 

where j3 is the average temperature gradient across the outer core (see Appendix C), 

and the velocity by rj/L. Substituting for the non-dimensionalisation, the momentum 

equation becomes:

Ro (dU /dt  +  (U • V)U) +  l z x  U  =  (2.5)

- V P R +  P V 2U  +  (V x B) x B +  qRaTr.

At this stage we would like to define some of the important forces which appear in
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this equation. We have the Coriolis force l z x U, the Lorentz force (V x B) x B, the 

viscous force E V 2U, and finally the buoyancy force qRaTr. The definition of q will 

be given after discussion of the Heat equation. The other non-dimensional parameters 

which appear in (2.5) are,

< » >

the Rossby number, Elcman number and modified Rayleigh number respectively. The 

Ekman number can be thought of as the ratio of the viscous to the Coriolis force, 

and so in a rapidly rotating system, where we would expect the Coriolis force to be 

dominant, this parameter should take a small value. Substitution of the values given

in Table 1.1 confirms that both Ro and E  do indeed take small values in the Earth’s

core (O(10~9) and O(10~15) respectively), see also Poirier (1994).

At this point we would like to define one other parameter, which does not arise in 

our equations but is of use in the discussion which will follow. The Elsasser number,

B 2
A =  ^ ----- (2-7)2 U /i0p0r}

can be thought of as a measure of the Lorentz force relative to the Coriolis force, where 

B  in this case is some typical field strength. This parameter can be especially useful 

since it gives a measure of B  relative to the scale (20^/i0po)1//2-

Substituting the non-dimensionalisation into the remaining equations gives:

<9B
—  =  V  x (U x B) +  V2B (2.8)
ot

BT
—  +  U • VT =  qV2T  +  e (2.9)

V ■ U =  V ■ B — 0 (2.10)

where e can be thought of as the non-dimensional heating. A new parameter has

appeared in the heat equation, the Roberts number,

« =  - ,  (2-11)
V
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Again by substituting the values given in Table 1.1 into (2.11) we also find that q takes 

a very small value in the Earth’s core, of O(10“5).

2.2.1 P arity

It can sometimes be convenient to impose a particular parity on the solutions. Since 

the geomagnetic field is dominated by the dipole part, then usually dipolar symmetry is 

imposed, with B anti-symmetric about the equator. The components of the magnetic 

field then have the following symmetry,

{BTlBe,B^]{r,9,(f)) — ( - B r .B g . - B ^ r .T r  -  (2.12)

Mathematically speaking, we could equally well impose the opposite, quadrupolar sym­

metry, but if either fixed parity for the magnetic field is imposed, then the flow U must 

be symmetric about the equator to be able to satisfy the induction equation (2.8). Ad­

ditionally, convection in rapidly rotating systems is known to be dominantly symmetric 

in the presence of a dipolar magnetic field. The temperature T  is also usually chosen 

to be symmetric about the equator. The assumption of fixed parity increases the cal­

culation speed, allowing either solutions to be run for longer, or at higher truncation. 

This is the approach adopted in Model 1 (see Appendix A), using dipolar symmetry. 

There may be good reason, however, not to impose either fixed symmetry, because 

the interaction between dipole and quadrupole modes has been observed to play an 

important role in satisfying Taylor’s constraint (Jault 1996), and in triggering reversals 

of the magnetic field (Glatzmaier and Roberts 1995a,b). This is the approach adopted 

in Model 2 (see Appendix B).

2.2.2 B ou n dary  conditions

Even though E  is very small, viscous effects must become important in narrow bound­

ary (Ekman) layers at the CMB and the ICB if no-slip boundary conditions are applied 

to the flow, U  (see for example Greenspan 1968), with the flow reduced to zero over a
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very short distance. The viscous term in (2.5) becomes important when V2 =  O ^ " 1), 

and so these Elmian layers have thickness 0 ( E 1/2). At the CMB, the usual U — 0 

condition can be applied, but since the inner core is free to rotate, then at the rigid 

ICB the axisymmetric velocity of the fluid is,

where is the inner core rotation rate. Note that stress-free boundary conditions 

could also be applied using the following condition,

This means that viscous effects will not be so important near the boundaries, and 

Kuang and Bloxham (1997) have argued that it better models the force balance in the 

core (see Chapter 5). Although both of these choices are possible in both of the models 

which we use, no-slip boundary conditions are exclusively employed throughout.

We have explicitly chosen the boundary conditions for the magnetic field B in our 

physical set up of the model. A finitely conducting inner core has its own diffusive time 

scale of order a few thousand years, and so the magnetic field in the inner core does 

not adjust instantaneously to the magnetic field in the outer core. This means that the 

magnetic field in the inner core is not solely determined by changes at the boundary but 

by its own past history as well, and so it must also be included in the calculation. An 

appropriately modified induction equation now has to be solved for the magnetic field 

in the inner core and a value has to be assigned to E, the ratio of inner core to outer 

core electrical conductivity (usually taken to be unity). For a perfectly conducting 

(E =  oo) or perfectly insulating (E =  0) inner core this is not the case, it is sufficient 

just to impose the appropriate boundary conditions, For a perfectly conducting inner 

core, there is no magnetic field in the inner core at all, while for a perfectly insulating 

inner core the magnetic field in the inner core adjusts instantaneously to changes on

Qir sin 6 3.0, (2.13)

(2.14)
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the boundary. For finite E =£ 0 then

[B] =  [Xn x E] =  0, [1B • J] =  0 (2.15)

at the ICB, where [•] =  represents the difference in the quantities across the ICB, l n 

is the unit vector normal to the boundary, and E is the non-dimensional electric field 

(Kuang and Bloxham 1999). Since the mantle is assumed to be perfectly electrically 

insulating, there are no sources of magnetic field, and so at the CMB,

[B] = 0 , l n • J  =  0. (2.16)

Lastly for the temperature, either isothermal (T =  To) or fixed heat flux (dT/dr =

0) boundary conditions can be adopted at either boundary, but we will deal exclusively

with isothermal boundary conditions.

2.2.3 Inner core rotation

With a finitely conducting inner core, the inner and outer cores are electromagnetically 

coupled, giving rise to a magnetic torque on the inner core. This torque gives rise to 

a solid body rotation of the inner core, which must be determined as part of the 

solution. The method of solution depends on the assumptions in the model. For a 

perfectly conducting or insulating inner core there can be no electromagnetic torque 

on the inner core. With the inner core constrained to rotate about the same axis as 

the mantle, the following relation holds at r —

Ur — Ue — 0, U<p = r^ rs in#  (2.17)

The angular momentum equation of the inner core is

where C is the polar moment of inertia and Y is the total axial torque on the inner 

core,



(Glatzmaier and Roberts 1996c). There are two approaches depending on whether or 

not inertia is included in the problem. If the moment of inertia of the inner core is 

included, then this equation has to be time stepped forward in a similar fashion to 

the other equations. If inertia is not included then the total torque on the inner core 

must be zero. The inner core rotation can then be obtained at each time step by using 

(2.19). These approaches are discussed in more detail in Appendices A and B. In the 

most general case the inner core would be free to tilt about the vertical axis, meaning 

that Uq and U$ are not identically zero at r — r .̂ However this tilt-over motion is 

unlikely to be significant, and so it makes sense to consider rotation only about the 

vertical axis.

2.3 M H D  flow in a rapidly rotating system

2.3.1 N on-m agnetic  flows

Since the system is rapidly rotating, the Coriolis force is a dominant term in the 

momentum equation. In the absence of buoyancy and Lorentz forces (2.5) reduces to 

the geostrophic balance,

Taking the curl of this equation and using (2.10) gives the Taylor-Proudman theorem:

In other words the dominance of the Coriolis force means that the motions are in­

dependent of the co-ordinate in the direction of the rotation axis. The fluid moves 

in (Taylor) columns of constant height. In our spherical geometry the only motions 

satisfying (2.21) take the form,

(2 .20)

(2 .22 )
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where (s, z) are cylindrical polar co-ordinates, and are called geostrophic flows. Since 

this flow is solely azimuthal, it cannot transport heat outwards and so cannot be directly 

driven by buoyancy. Therefore convective motions cannot satisfy the Taylor-Proudman 

theorem exactly in a spherical container. They do however satisfy it to leading order 

in an asymptotic expansion in powers of E  resulting in the scaling,

d d d . .
~d~z ^  dj>' ds'  ̂ ^

In the linear system, Roberts (1968) and Busse (1970) predict convection in the form 

of rolls with axes parallel to the rotation axis. The geometry constrains d /dz  to be 

0 (1), and gives

=  0 (E ~ 1/3), ±  = 0 ( E - ^ ) .  (2.24)

These short length scales result in increased dissipation, with an increase in the mini­

mum temperature gradient required for convection with rotation rate according to

Rac oc E ~l/3 (2.25)

It is clear from (2.25) that rotation has a strong inhibiting effect on convection, despite 

the fact that no work has to be done against the Coriolis force since U - (O x U ) s

0. Although in the weakly nonlinear regime Soward (1977) has shown that some 

problems exist with the scalings in this linear analysis, experimental and numerical 

work (Carrigan and Busse 1983, Cardin and Olson 1994) has shown that the basic 

result in (2.23) holds. More recently, Zhang has performed numerical and analytical 

studies in a spherical geometry, finding different forms of convection depending on the 

Prandtl number, Pr — v / k .

For a spherical shell, the cylindrical surface co-axial with the rotation axis, which 

touches the inner core, is often referred to as the tangent cylinder. Hollerbach and 

Proctor (1993) show that the flow inside the tangent cylinder does not match smoothly
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to the flow outside when E = Ro =  0. This discontinuity becomes a viscous shear 

layer when E  > 0, and is generally present even with no inner core rotation. The shear 

layer has very similar features to a Stewartson (1966) layer with innermost thickness 

(see Hollerbach 1994a). The introduction of a magnetic field smooths out the 

shear layer, and with a sufficiently strong magnetic field there is no noticeable feature 

associated with the tangent cylinder (Hollerbach 1994a,b).

2.3.2 M H D  flows

To aid our visualisation of the effect of the Lorentz force, we can use a vector identity 

to write it in the form,

(V x B) x B =  (B • V)B -  v 4 b 2). (2.26)

The first term can be interpreted as a magnetic tension, while the second as the gra­

dient of a magnetic pressure. The magnetic pressure can be absorbed into a total 

pressure (P  +  |B 2), the magnetic tension force means that the magnetic field lines 

act like stretched wires (see for example Glatzmaier and Roberts 1997). In a perfectly 

conducting fluid (17 =  0), then (2.2) reduces to

—  =  V x ( U x B ) .  (2.27)

Alfven’s frozen-flux theorem, that in a perfectly conducting fluid the magnetic field 

evolves as if the field lines move with the fluid, can be derived from this equation.

For (7 7  /  0), the effects of diffusion allow the magnetic field to slip through the fluid.

The extent to which this occurs is measured by the ratio of the advective to diffusive 

terms on the right-hand side of (2.2), which is more commonly known as the magnetic 

Reynolds number Rm, If this parameter is large, as it usually has to be for dynamo 

action to occur, then the frozen flux theorem is still a useful aid to interpretation.

These two results imply that a magnetic field (in the absence of rotation) will act 

to inhibit convection in the following way. In a highly conducting fluid, the convecting
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fluid will drag the magnetic field lines along with it, these field lines will be stretched 

and so will act to oppose the motion. In other words extra work has to be done

Chandrasekhar number (see Chandrasekhar 1961), then a linear analysis gives

Note that Rac/ E  and Q—A /E  are both independent of O. Acting individually rotation 

and a magnetic field inhibit the onset of convection. Let us now assume that we have a 

system that is already rapidly rotating, and to which we wish to add a magnetic field. 

If a weak field is added then surprisingly it has a destabilising effect, with Rac oc 1/A. 

For a magnetic field which is stable, Rac reaches a minimum at A =  0(1), and then as 

A is increased further the magnetic field reverts to its expected stabilising role, with 

Rac oc A (Chandrasekhar 1961). The leading order balance is now magnetostrophic

When |B| is small, (2.20) and hence (2.21), will remain approximately true. As the 

magnetic field strength increases, the geostrophic constraint is relaxed, and so the in­

hibiting effect of rotation on the convection is reduced. At low magnetic field strengths 

this dominates the inhibiting effect of the magnetic field itself. For a long time the 

minimum of Rac at 0(1) was seen as the favoured location in parameter space for 

the dynamo to operate. At lower field strengths the dynamo may be unstable, as a 

small increase in A leads to a small decrease in Rac and consequently an increase in 

convective vigour and hence magnetic field generation, amplifying the small initial in­

crease. This adds to the difficulties inherent in the hydrodynamic dynamo problem, as 

it is not possible to find a strong-field (Earth-like) solution by following a series of bi­

furcations from a non-magnetic, non-convecting system to a convecting, non-magnetic 

system, to a convecting system with self-generated magnetic field (Hollerbach 1996). 

For A > 0(1), the increase in Rac with A leads to a stable dynamo, since a small

against the Lorentz force. In the limit of high field strength (Q 1), where Q is the

(2.28)

1* x U =  - V P  +  (V x B) x B. (2.29)
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increase in A leads to a small increase in P ac, giving weaker field generation. All of the 

preceding analysis relies on the magnetic field being stable. Magnetic fields character­

istic of the Earth’s core are unstable when A > 0(10) (Zhang and Fearn 1994), and 

at least when q = 0 (1), there is a smooth transition from thermally driven convection 

at low A to magnetically driven convection at higher A, with no minimum of Rac at 

A =  0(1). Magnetic instabilities are an important component of the dynamo prob­

lem, as they may be able to explain reversals and other features of the geomagnetic 

field. They will not be discussed any further here, for a more detailed review see Fearn 

(1998).

2.4 Force balance in the m om entum  equation

Intuition suggests that the very low geophysical values of E  and Ro should allow 

viscous and inertial effects to be neglected. Setting E  =  Ro = 0 in (2.5) gives the 

magnetostrophic approximation

l , x U =  -  V P  +  (V x B) x B +  qRaTv. (2.30)

Taylor (1963) first realised that this approximation leads to the following constraint 

on the magnetic field, for an incompressible fluid,

[  ((V x B) x B)* dS = 0. (2.31)
JC(s)

Here C(s) is the surface of a cylinder of radius s, co-axial with the rotation axis. 

The system has the freedom to satisfy this constraint through a component of the 

azimuthal flow, the ‘arbitrary5 geostrophic flow, that is otherwise undetermined. A 

solution satisfying (2.31) is known as a Taylor state, which is characterised by being 

independent of viscosity. The quantity on the left hand side of (2.31) can be interpreted 

as the net magnetic torque acting on the the cylinder of radius s in the (j) direction. 

When the torque is weak this can be balanced by the viscous drag on the ends of the
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cylinder, the viscosity only being effective in the Ekman boundary layers. When the 

viscosity remains important in the Ekman boundary layers, the preceding discussion 

has to be modified. Equation (2.30) is only satisfied in the interior of the fluid, and 

there is the possibility of flow along the Ekman layer and into the top and bottom 

of C(s). Taylor’s constraint is then modified and now gives an expression for the 

geostrophic flow

UG =  {2E)~1/2(1 -  s2)1/4 f  T ((V x B) x B)^ dz (2.32)
J  Z B

(see for example Fearn 1994), where (•) represents the azimuthal average. Various 

modifications to this expression have been investigated. Of most relevance here is the 

work of Jault (1995) who included inertia to obtain the alternative relation

dUr E ^ 2Ur  1 f ZT
2R° ^ f  +  JZB x B) x B)^ dz  (2.33)

Restoring inertia was found to reduce the stiffness associated with (2.32), allowing 

evolution to a steady state satisfying Taylor’s constraint. Returning to (2.32), for 

R.a > Rac an infinitesimal solution will grow, initially exponentially. The presence of 

the factor E ~1/2 means that when |B| =  0 ( E 1̂ 4:), Uq = 0(1) while all other nonlinear 

interaction terms are 0 ( E 1̂ 2), and so the effect of the geostrophic flow is the first 

nonlinear effect to become important. When the shear has increased sufficiently such 

that Rac =  R a , the solution stops growing and we have an equilibrated finite amplitude 

solution with |B| — 0 { E l/A), called an Ekman state, which clearly depends on the 

viscosity.

As Ra is increased it is possible for the nonlinear effect of Uq to modify this Ekman 

state to a Taylor state. In this way the amplitude of B can increase, while Uq remains 

0(1). This transition is often referred to as the Malkus-Proctor scenario (Malkus and 

Proctor 1975). Nonlinear a'2n>-dynamo (see below) and magnetoconvection studies 

have found both Ekman states and transitions to Taylor states. However, the Ek­

man states found with the a'2o;-dynamos have a characteristic axisymmetric magnetic
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field amplitude of 0 ( E 1̂ ) ,  while those found in the magnetoconvection studies have 

an 0(1) axisymmetric magnetic field. This difference in characteristic magnetic field 

amplitudes, makes obtaining an Ekman state in a fully self-consistent hydromagnetic 

dynamo impossible. Nonlinear dynamos can either be in the weak-field regime, for 

which the magnetic field amplitude is too small to have any effect on the convection, 

or in the strong-field regime, for which the magnetic field is 0 (1), strong enough to 

distort the flow. A fully self-consistent dynamo can be viewed as consisting of the 

interaction between an a2u; dynamo and magnetoconvection. The axisymmetric mag­

netic field (and flow) used in the magnetoconvection part of the calculation is that 

being generated in the a 2o;-dynamo, with the resulting non-axisymmetric flow (and 

magnetic field) used in turn to drive the a 2w-dynamo. It is the fact that a  and to 

no longer need to be prescribed which makes the dynamo self-consistent. As stated 

above, a magneto convective Ekman state is characterised by an 0(1) magnetic field, 

while the o:2a;-dynamo Ekman state is characterised by an 0(J51/4) magnetic field. The 

prescription of a  and tu required to give an 0 (1) magnetic field must be completely 

different to that which will give an 0 ( E l/i ) magnetic field. Thus an Ekman state is 

not possible in the fully self-consistent dynamo. This means that an alternative route 

to a Taylor state must be found, and as yet none of the models have been successful in 

obtaining one. An alternative to the Taylor state is the viscosity-dependent model-Z 

dynamo, see Braginsky (1994).

2.5 N um erical m odels

2.5.1 2 ^ D  approxim ation

As we have already stated the equations governing the geodynamo are nonlinear. Our 

objective is to produce a model, with some simplifying assumptions, which incorporates 

the influence of the magnetic field on the convection. The <j> dependence of B, U  and T  

are obtained using an el7U$ term in the non-axisymmetric components (see Appendix
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A), where the parameter, m, is the azimuthal wavenumber. There is also an axisym­

metric component, for which m  =  0. The 2|_D approximation requires that only one 

non-zero value of m  is included in addition to the axisymmetric part of the solution. 

In this case, a nonlinear term (U x B) say, will involve the interaction of two axisym­

metric components, to produce an axisymmetric component, two non-axisymmetric 

components, and two separate interactions between an axisymmetric component and 

a non-axisymmetric component. The term produced consists of an axisymmetric part, 

an evm(l>) part and an e2zmtl> part. However this last part, which arises from the interac­

tion of the non-axisymmetric components, cannot be retained, as only one value of m 

is included. The axisymmetric part arising from this interaction, is included. When 

the non-axisymmetric terms are small this is a good approximation, but when the sizes 

of the two components are comparable, the neglect of any terms cannot be rigorously 

justified. However the interaction between just one non-axisymmetric mode and the 

axisymmetric fields is sufficient to overcome the constraint of Cowling’s theorem, gen­

erating poloidal and toroidal field and producing a self-consistent dynamo. Of course, 

the value of m  must be chosen a priori, and so the system is not allowed to choose its 

preferred wavenumber. The choice is based on the range of nonlinearly stable values 

obtained in magnetoconvection studies, and that which best fits the geomagnetic data.

2.5.2 B usse-Z hang dynam os

We use two different models, called Model 1 and Model 2 (see Appendices A and B), 

to stiufy the (BZ) type dynamo solutions discussed in Chapter 1. The name arises 

from the similarities to the convective dynamo solutions first studied by these authors 

(Zhang and Busse 1989), In this parameter regime E  «  10-3 — 10~4 and q =  1 — 10, 

and initially solutions were obtained with imposed dipolar symmetry. Typical solu­

tions obtained in this regime are comprehensively described in Sarson et. al. (1998b), 

but the main features are summarised below. The flow is (energetically) dominated
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by non-axisymmetric convection, in the form of azimuthally drifting rolls aligned with 

the rotation axis, lying outside the tangent cylinder, with relatively weak zonal flows. 

This form of convection is suggestive of Ekman suction at the boundaries, which in 

turn suggests that the z-component of the flow is viscously limited, and that Taylor’s 

constraint plays some role in the determination of the solutions. Dynamo action occurs 

for Ra > Rac, and the magnetic fields produced do not satisfy Taylor’s constraint very 

well, and have energy approximately equi-partitioned between non-axisymmetric and 

axisymmetric parts, with the total magnetic energy always several orders of magnitude 

larger than the total fluid energy, see Appendix A for a definition. Even although the 

magnetic field can vary appreciably with time, no reversals are observed. The velocity 

and magnetic field are approximately co-rotating, and the inner core rotation rate is 

very small («  0.1°/year). For solutions which exhibit rather chaotic time dependence, 

the structure of the solution can vary appreciably with time, but the large scale fea­

tures are retained. Qualitatively similar behaviour is observed for different buoyancy 

source distributions. When the dipolar symmetry constraint is removed a quadrupolar 

magnetic field component, of similar magnitude, is generated, but the flow remains 

predominantly symmetric and the nature of the convection is relatively unchanged. 

The magnetic energy remains roughly equi-partitioned between the axisymmetric and 

non-axisymmetric parts. No solutions with fixed polarity, dipole or quadrupole, are 

obtained once the mixed symmetry solution has been established. This suggests that 

the bifurcation to mixed symmetry must occur before the system attains the strong 

field branch. The time dependence of the solutions has now become somewhat irreg­

ular, and whereas the magnetic field with dipolar symmetry was of fixed polarity, the 

magnetic field now undergoes frequent reversals. Although the solution structure will 

now look somewhat different, the large scale features are similar to those obtained with 

imposed symmetry, and are again consistent with time. Therefore, important aspects 

of the dynamo mechanism must be contained in the imposed symmetry problem, de­
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spite having to view the solutions obtained as non-physical. Removing the symmetry 

constraint does not reliably help in satisfying Taylor’s constraint. This is also true for 

(GR) type dynamo solutions, which may in fact satisfy this constraint more poorly, 

despite having a lower value of E. All the preceding solutions did not include any in­

ertial effects, i.e. they were obtained with Ro =  0. The effect of including the inertial 

term to (BZ) dynamo solutions with mixed symmetry is discussed in Chapter 5.

2.5.3 H yperdiffusiv ity

This method has been used for about thirty years in global climate modelling, astro- 

physical fluid dynamics and turbulence simulations. Hyperdiffusivity is a numerically 

prescribed form of enhanced diffusion, acting on the small length scale features. From 

a physical point of view, the enhanced diffusivity accounts for the presumed greater 

tendency for small-scale (resolved) eddies to transfer heat and momentum to sub-grid 

scale eddies.

There are many different approaches, but in numerical dynamo models, which are 

typically in spherical geometry and use spherical harmonics as expansion functions, 

the (constant) kinematic viscosity v in (2.1) is replaced by a term, i/(/), which de­

pends on the spherical harmonic degree I. This also applies to the thermal diffusivity, 

Kj and the magnetic diffusivity, rj. As I is increases, the associated solution length 

scale becomes shorter, and so the diffusive operator increases in magnitude, and conse­

quently the short length scales in the 9 and <j> directions are strongly damped while the 

longer length scales experience relatively less diffusion. The main benefit of using this 

method in numerical dynamo models, is that lower ‘headline’ values of E  and q can be 

obtained, without numerical instabilities caused by the small length scales. Although 

the physical basis for using hyperdiffusivity appears reasonable, it is not clear how to 

interpret different forms of the hyperdiffusive operator, meaning that it is a somewhat 

artificial parameterisation. Recent work looking at the linear dynamic effects of hyper­
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viscosity has suggested that it acts in a similar fashion to an imposed magnetic field on 

non-magnetic convection, destroying the dynamic features and altering the rotational 

control on the convective system (Zhang and Jones 1997). The controlling effect of the 

hyperviscosity results in large scale convection with or without a strong magnetic field. 

The main features of this pattern show very little change, even when the magnetic field 

is rapidly varying. A hyper diffusive Elcman number of 10-5 acts more like an effective 

Ekman number (based on the size of the preferred wavenumber) of 10~2. In addition, 

despite the small value of E } Taylor’s constraint is not well satisfied, suggesting that 

the form of the hyperviscosity is playing a major role in controlling the geostrophic 

flow. Clearly the effect of hyperdiffusivity in numerical dynamo models merits further 

study.

2.5 .4  D ifferent approaches

The preceding sections have examined the development of self-consistent convectively 

driven dynamo models. Numerical solution of such models has only become possible 

in the past five years. Previously, to make any progress simpler approaches had to be 

adopted, and are still adopted, in order to obtain tractable problems. One such method 

is to study magnetoconvection, for which a magnetic field, representative of the mag­

netic field in the core, is imposed to a convecting system. As has previously been 

seen, care must be exercised in the choice of imposed magnetic field. Alternatively an 

arbitrary flow can be prescribed, and the induction equation, with suitable boundary 

conditions, solved to obtain the magnetic field. This approach is known as kinematic 

dynamo theory (Roberts 1994), and although the problem is linear, three dimensional 

solutions of (2.2) are still required. Parameterising the effects of non-axisymmetric 

flows and fields, allows the use of simpler axisymmetric models. To justify this ap­

proach one has to assume that the non-axisymmetric components are small or that 

the turbulent non-axisymmetric components have a small length scale. The induction
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equation becomes:

—  =  V2B +  V X (aB) +  V X (U x B) (2.34)
\J  b

where a parameterises the structure of the small scale helical turbulence, and U  and 

are the axisymmetric flow and field respectively. In its most general form, a  is a 

tensor quantity, but is usually assumed to be a scalar for simplicity. It is convenient 

to consider magnetic field generation by fluid flow in terms of two different effects, the 

G!-effect and the w-effect. The former generates poloidal field from toroidal field via 

small scale helical turbulence, while the latter generates toroidal field from poloidal 

field via large scale zonal flow. The definitions of poloidal and toroidal can be found in 

Appendix A. Rather than prescribe the flow, (2.34) and (2.1) can now be solved for the 

flow and magnetic field. A dynamo which is driven entirely by the o:-effect is referred 

to as an a 2 dynamo. If a strong differential rotation, parameterised by the w-effect, is 

also prescribed then either an au  dynamo or an a 2cj-dynamo is produced, depending 

on the magnitude of the a-effect included. Unfortunately this approach is not very 

satisfactory for two reasons. Firstly, the distribution of turbulence in the outer core 

is still not well known, meaning that the prescribed a-effect distribution is somewhat 

arbitrary. Secondly, the behaviour of the dynamos produced is dependent on the form 

of the ci'-effeet prescribed.
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C hapter 3 

The influence of R ayleigh num ber 
and azim uthal wavenum ber

3.1 Introduction

In this Chapter we will use Model 1 to investigate the effects of varying Ra at two 

different values of m. Using this simpler model allows a very thorough examination 

of parameter space. Before discussing the results, we will take some time to explain 

our choice of survey parameters. There are five parameters which can be varied in this 

particular model, E, q, Ra} x  (the inner-outer core radius ratio), and m, and these 

are all defined in Chapter 2. We are also free to choose the inner core to outer core 

conductivity ratio (E). In most dynamo models this is set to be unity, and there is no 

good reason to believe that this ratio is any more than about 2 in the Earth. For some 

selected solutions, we have varied this parameter and found very little change on the 

solution obtained. Therefore it seems sensible to fix this parameter to be identically

1. The value of x  is weA known for the Earth at present («  0.33), but is continually 

changing over time as the inner core freezes from the outer core fluid. The effect on 

the solution of changing this parameter is discussed in Chapter 4. Geophysical values 

of the other parameters are less well known. As we have already seen, E  is likely 

to take a very small value in the Earth’s core, and q is also believed to be small, 

although using turbulent diffusivity values may make it closer to 0(1). Even the most
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o p t im is t ic a l ly  high estimate of E t and certainly the (molecular) value of q will be 

beyond computational reach for some time to come. For this reason, the values of 

both E  and q which can be prescribed are severely restricted. However, for a solution 

obtained at small x, a limited survey of values of E  was possible (see Chapter 4). This 

leaves Ra as the only other practical parameter to vary, in this model, for a given 

value of 77i. Initial calculations with our model have assumed that thermal buoyancy 

arises from a specific type of heat source, uniform internal heating. We also examine 

whether a different heat source distribution has any effect on the behaviour observed, 

for a range of values of Ra.

3.1.1 A zim u th al w avenum ber

The 2^D approximation focusses on the axisymmetric (m =  0) magnetic field, and fully 

retains the interaction of one (m /  0) mode of the non-axisymmetric magnetic field 

with this field. Provided that the axisymmetric magnetic field is reasonably strong, 

then this interaction is the most important role of the non-axisymmeric field, since 

the nonlinear interaction of non-axisymmetric modes produces an axisymmetric field, 

and a (2m) mode of the non-axisymmetric field. The latter term is excluded by the 

approximation.

Convection onsets at a single preferred wavenumber, meaning that with a judicious 

choice of ??7, the 2 approximation is reasonable for Ra  ~  Rac. As the value of 

Ra  becomes increasingly super-critical, a different wavenumber will become preferred, 

making the approximation less appropriate since our value of m  is fixed. Bearing this 

in mind, all our results are for Ra < 5Rac. Since the value of m  has to be chosen 

in advance, it is important to establish what influence this choice has on the results. 

Previous geodynamo studies using this model, have normally chosen to prescribe the 

value 77i =  2, since this is the preferred value with a strong, but stable magnetic field 

(Zhang and Jones 1994). Observational evidence also supports this choice for m.
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3.1.2 Ekm an num ber

To summarise what we know so far about this parameter. In a rapidly rotating system 

(E  <C 1), as appropriate for the Earth, boundary layers of 0 ( E 1̂ 2) exist at the core­

mantle boundary and the inner-core boundary. Additionally, in non-magnetic systems 

the convective length scale and the shortest length scale of the Stewartson layer struc­

ture is 0 ( E 1̂ Z). Since we have to numerically resolve these features, there is a limit 

to the size of E, which can be prescribed. Despite having a longer length scale, the 

convective structure may turn out to be more difficult to resolve than the boundary 

layer structure. This is because the boundary layers are at a known location, and 

suitable expansion functions (see Appendix A) or a suitably stretched grid (for finite 

difference schemes) can be used to help resolve these features. However, the location of 

the convective rolls emerges as part of the solution making these methods less effective. 

Whatever method is used adopting the geophysical value for E  is impractical, and so 

an alternative approach is required.

Since E  is expected to be very small, the magnetostrophic approximation (E  =  0) 

could be adopted (see Chapter 2). So far, progress has been restricted to the nonlinear 

magneto convection problem (Fearn et al. 1994, Walker and Barenghi 1997a,b, 1998, 

1999 and Walker 1998) due to difficulties associated with applying Taylor’s constraint 

(Walker et al. 1998). The only other option is to adopt a larger finite value of E  

and hope that this value at least lies in the correct asymptotic regime. Much better 

progress has been made following this approach, which is the one adopted here. There 

is still then a question as to whether or not hyperdiffusivities should be used to obtain 

a lower value of E. The consequences and benefits of using this method are detailed 

in Chapter 2. Without hyperdiffusivity the best value of E  which can normally be 

obtained is O(10~4). However Glatzmaier and Roberts have obtained a very high 

resolution solution at E = 10”6, without using hyperdiffusivity. This solution required
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60 times the number of spherical harmonics, demonstrating the severe computational 

limitations involved in working with small E. Consequently, both Glatzmaier and 

Roberts and Kuang and Bloxham include hyperdiffusivity, but with different forms 

of However, tractable values of E  are still at best of O(10~6), many orders of

magnitude above a realistic value. The question of how low E  must be taken to be 

representative of the Earth’s core remains an open one.

3.1.3 R ob erts num ber

Using a geophysical value of q also raises several major difficulties in numerical calcu­

lations. The form of the buoyancy term in equation (2.5) suggests that qRa may be 

an important quantity for dynamo action, and this has been verified by nonlinear dy­

namo models (Glatzmaier and Roberts 1995a,b and Jones et al. 1995). For q =  0(10), 

there is onset of dynamo action at values of Ra only modestly above Rac. However, at 

lower values of g, dynamo action only occurs when convection is highly supercritical. 

Another problem arises out of the effect of differential rotation. From linear studies, 

differential rotation, measured by the magnetic Reynolds number, Rm — UL/rj, has a 

stabilising effect when Rm =  0(q). As increases, convection typically becomes more 

concentrated in a region of width 0 ( R m/q)~1̂  when Rm q: for q < 0(1), see Fearn 

and Proctor (1983a,b). With the requirement that Rm > 0(1) for dynamo action, it 

is clear that small values of q pose potentially serious numerical resolution problems. 

Difficulties have also arisen from the small q limit in finding nonlinear magneto convec­

tive solutions satisfying Taylor’s constraint (Soward 1986, Skinner and Soward 1988, 

1990) and in linear magneto convection studies (Zhang and Jones 1996).

3.1 .4  R ayleigh  num ber

This is the control parameter and is a measure of the temperature gradient driving 

convection. Its value is unknown for any planetary interior, and so it is important to
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determine how the choice of Ra influences the type of solution obtained. Our definition 

of Ra (see Appendix C) is reasonable for a uniform distribution of heat sources, but if a 

different heat source distribution is used, then care should be exercised in interpreting 

the results at a given value of Ra. This is examined in more detail in 3.2.2.

3.2 C alculations

Detailed surveys are performed with a fixed radius ratio x  =  0-33 and conductivity 

ratio £  =  1, for m  =  2 and m  = 4. We choose the values of E  and q to be 10~3 and 10 

respectively. These are the parameter values used to produce the Run (A) and Run (B) 

solutions described in Jones et al. (1995), and so will allow comparison with previous 

work. Run (A) is a weak field dynamo with Ra = 85, while Run (B) is a strong field 

dynamo with Ra =  50. Both of these solutions are also obtained in this study (see 

Figure 3.1). In all of the following discussion, any mention of the Run (A) and Run (B) 

solutions, is understood to refer explicitly to these solutions. Temporal resolution is 

such that r  (see Chapter 2) corresponds to 50,000 time steps. Spatially, 36 radial and 

24 latitudinal modes are included for the flow, with 18 radial and 18 latitudinal modes 

included for the magnetic field and temperature. This level of truncation and temporal 

resolution is consistent with previous calculations performed using the code, although 

selected cases have also been run with higher truncations and lower time steps, giving 

good agreement with the original results. A version of the code using an adaptive time 

stepping algorithm (see Appendix A) has also been used to investigate any areas of 

parameter space where very rapid fluctuations in the coefficients occur.

At each value of Ra , the code is run until any transient behaviour has decayed. 

Once the temporal behaviour of the solution has been established, the value of Ra is 

changed, and a new calculation performed. This temporal behaviour is obtained by 

writing out the leading flow and magnetic field coefficients, in addition to other useful 

quantities, every 50 time steps. Representative plots are given in Figures (3.2, 3.4 etc.)
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for the axisymmetric magnetic field. The quantities given in the legend are BI, and 

Al the axisymmetric inner core toroidal and poloidal magnetic fields, with BO and 

AO their counterparts in the outer core. Each time the coefficient values are written 

out, the magnetic and fluid energies are calculated and also written out, giving not 

only a view of how the real magnetic field and flow are varying with time, but also 

providing a measure of the average strength of the magnetic field and flow produced. 

This is obtained by taking the energy data from one diffusion time, redimensionalising 

to obtain the energy in Joules, and then taking the average over this diffusion time. The 

procedure is only really appropriate when the solution is settled, and more than one 

data set is tested for each solution to ensure that the result obtained is representative.

The structure of the magnetic field, flow and temperature produced are also plot­

ted. It is usually desirable to plot the axisymmetric and non-axisymmetric structure 

separately. The full solution is written out at the end of the calculation, giving not 

only a snapshot of the magnetic field and flow structure, but also providing a set of 

initial conditions for further calculations. For the axisymmetric quantities we take a 

meridional slice and plot the toroidal magnetic field contours, the poloidal magnetic 

field lines, the angular velocity contours, the meridional streamlines, and the temper­

ature contours. In this chapter we shall only be concerned with the magnetic field 

plots (e.g. Figure 3.3), however in Chapter 4 we shall also examine the flow structure. 

Appendix A provides a more detailed description of all the diagnostic procedures. For 

each figure, the parameter values given in the captions correspond to the plots from 

top to bottom in the figures.
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Table 3.1a: The full range of calculations performed in varying Ra with m  =  2

(Strong-field).

Ra Comments E m (J ) E f(J ) Run Time
22 No convection 0 0 2.00
25 Steady convection 0 1.89 x 1015 2.00
28 Steady convection 0 5.40 x 1015 4.00
29 Convection 0 6.67 x 1015 4.00
30 Strong vacillatory magnetic field 1.48 x 1021 5.25 x 1015 4.00
32 Strong vacillatory magnetic field 1.97 x 1021 7.23 x 1015 2.00
34 Strong quasi-periodic magnetic field 2.28 x 1021 8.63 x 1015 2.00
40 Strong quasi-periodic magnetic field 3.04 x 1021 1.43 x 1016 2.00
45 Strong chaotic magnetic field 3.53 x 1021 1.96 x 1016 2.00
50 Strong chaotic magnetic field 4.08 x 1021 2.39 x 1016 2.00
52 Strong chaotic magnetic field 4.32 x 1021 2.56 x 1016 2.00
55 Strong chaotic magnetic field 4.54 x 1021 2.82 x 1016 2.00
59 Strong chaotic magnetic field 4.91 x 1021 3.26 x 1016 2.00
60 Strong chaotic magnetic field 4.97 x 1021 3.38 x 1016 2.99
65 Strong field decays 0 6.72 x 1016 1.98
70 Steady convection 0 7.63 x 1016 1.00
75 Steady convection 0 8.54 x 1016 1.00
80 Steady convection 0 9.46 x 1016 1.00
85 Weak oscillatory magnetic field 4.15 x 1019 1.04 x 1017 8.00
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Table 3.1b: The full range of calculations performed in varying Ra with m  =  2

(Weak-field).

Ra Comments Em (J) E f( J ) Run Time
30 Steady convection 0 7.98 x 1015 1.00
32 Steady convection 0 1.07 x 1016 1.00
34 Steady convection 0 1.36 x 1016 1.00
40 Steady convection 0 2.30 x 1016 ' 1.00
45 Steady convection 0 3.14 x 1016 1.00
50 Steady convection 0 4.01 x 1016 1.00
52 Steady convection 0 4.37 x 1016 1.00
53 Weak oscillatory magnetic field 8.11 x 1018 4.54 x 1016 2.00
55 Weak oscillatory magnetic field 2.66 x 1019 4.89 x 1016 2.00
60 Weak oscillatory magnetic field 2.98 x 1019 5.79 x 1016 12.00
65 Steady convection 0 6.72 x 1016 1.00
70 Steady convection 0 7.63 x 1016 1.00
75 Steady convection 0 8.54 x 1016 2.00
80 Steady convection 0 9.46 x 1016 1.00
85 Weak oscillatory magnetic field 4.14 x 1019 1.04 x 1017 2.00
90 Oscillatory magnetic field 2.09 x 102° 1.11 x 1017 2.00
95 Strong chaotic magnetic field 6.46 x 102° 1.15 x 1017 2.00
100 Strong chaotic magnetic field 9.41 x 102° 1.22 x 1017 2.00
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Table 3.2: The full range of calculations performed in varying Ra with m  =  4

(Strong-held).

Ra Comments Em (J) E f ( J ) Run Time
15 No convection 0 0 2.00
20 Steady convection 0 4.47 x 1013 2.00
21 Steady convection 0 1.15 x 1015 2.00
22 Strong vacillatory magnetic held 6.88 x 1020 3.02 x 1015 4.00
23 Strong vacillatory magnetic held 8.87 x 1020 4.77 x 1015 2.00
24 Strong vacillatory magnetic held 9.81 x 1020 6.20 x 1015 2.00
25 Strong vacillatory magnetic held 1.01 x 1021 7.36 x 1015 6.00
26 Strong vacillatory magnetic held 9.45 x 1020 8.36 x 1015 2.00
27 Strong vacillatory magnetic held 1.90 x 1020 6.78 x 1015 3.50
28 Strong vacillatory magnetic held 2.35 x 1020 8.44 x 1015 10.00
29 Strong vacillatory magnetic held 3.15 x 1020 8.17 x 1015 2.00
30 Strong vacillatory magnetic held 4.17 x 1020 7.87 x 1015 2.00
32 Strong vacillatory magnetic held 4.74 x 1020 1.13 x 10i6 6.00
34 Strong vacillatory magnetic held 5.23 x 1020 1.46 x 1016 2.00
40 Strong vacillatory magnetic held 6.39 x 1020 2.36 x 1016 5.00
45 Strong vacillatory magnetic held 8.03 x 1020 3.07 x 1016 4.00
50 Strong chaotic magnetic held 6.72 x 1020 4.24 x 1016 5.00
52 Steady convection 5.92 x 1020 4.69 x 1016 2.00
55 Strong vacillatory magnetic held 7.20 x 1020 5.19 x 1016 2.00
60 Strong vacillatory magnetic held 9.32 x 1020 6.09 x 1016 3.00
65 Strong vacillatory magnetic held 8.47 x 1020 7.24 x 1016 2.00
70 Strong chaotic magnetic held 1.15 x 1021 8.29 x 1016 2.00
75 Strong chaotic magnetic held 2.16 x 1021 8.70 x 1016 2.00
80 Strong chaotic magnetic held 1.87 x 1021 9.90 x 1016 1.93

3.3 R esu lts and discussion

3.3.1 V arying R a  for m  —  2

The full range of values of Ra surveyed is presented in Tables 3.1 a,b. As can be 

seen from the tables, these values range from Ra =  22, where there is no convection 

or magnetic held through to Ra — 100 where strong, chaotic magnetic helds and 

convection are observed. Figure 3.1 demonstrates how the strength of the magnetic 

held and convection change as Ra changes, for selected values of Ra. It was previously 

believed that the Run (A) and Run (B) solutions were distinct, however Figure 3.1
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clearly shows how they are related.

On the higher magnetic branch the dynamos are of strong field type. The time 

dependence of the solutions at three different values of Ra on this branch is displayed 

in Figure 3.2. Convection onsets at Rac ps 24 (see Figure 3.1), and a magnetic field, 

with periodic time dependence (see Figure 3.2), is first generated at Ram ps 30. A 

very gradual change is observed as the solution evolves to a quasi-periodic state when 

Ra ps 40, and then to a chaotic state when Ra ps 50. The corresponding axisymmetric 

magnetic field structures are displayed in Figure 3.3. These clearly show that, despite 

the increasing strength and changing time dependence, the same magnetic field struc­

ture is being maintained on this branch as Ra is increased. The evidence is particularly 

compelling since these structures are a snapshot of a solution which is changing with 

time.

If Ra  is increased sufficiently then dynamo action ceases abruptly when Ra pa 65 

and the magnetic field switches to the lower branch (see Figure 3.1). This branch is 

characterised by solutions with weak or zero magnetic fields. The flow solution now 

jumps to a higher branch (Figure 3.1), on which the convection is steady, uninfluenced 

by the weak or non-existent magnetic fields. This branch is followed by the flow as Ra 

is increased all the way to 100. No magnetic field is generated again until Ra pa 85, 

where a weak magnetic field is generated. The time dependence and structure of the 

axisymmetric field for this solution are displayed in Figures 3.4 and 3.5, clearly showing 

that a new solution has been obtained. The magnetic field becomes increasingly strong 

and chaotic as Ra is increased further. This chaotic behaviour may be due to the fact 

that our value of Ra is now more supercritical and the solution is constrained to be 

periodic in longitude as discussed in Section 3.1.1.

If Ra is now decreased again, the solution remains on the lower magnetic and upper 

flow branches. At values of Ra < 85, the weak magnetic field exhibits exponential 

decay, as shown in Figure 3.4 which gives the solution for Ra =  70. However, at Ra pa
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Figure 3.1: A plot of the time-averaged magnetic energy and fluid energy against Ra 
for m — 2.
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Figure 3.2: The time dependence of the axisymmetric magnetic field, for =  30, 40 
and 50 with m = 2.
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Figure 3.3: A snapshot of the axisymmetric toroidal magnetic field contours (left) and 
the poloidal magnetic field lines (right), for Ra =  30, 40 and 50 with m  =  2.
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60 a weak magnetic field is once again generated, with similar time dependence and 

structure (Figure 3.5) to that of the solution at Ra — 85. This behaviour is maintained 

until Ra a: 53, when once again the weak magnetic field exhibits exponential decay. 

The structure of the corresponding axisymmetric fields is given in Figure 3.5. Clearly 

this is a different solution to that shown in Figure 3.3. Therefore, in the range 30 < 

Ra < 60, at least two distinct solutions exist, that can be labelled strong field and 

weak field.

3.3.2 D ifferent form s of driving

All of the preceding solutions have been obtained assuming uniform internal heating, 

but our thermally driven dynamo allows for other sources of thermal buoyancy. We 

may also choose differential heating, where all of the heating occurs at the ICB, or a 

temperature profile which is a combination of the two forms. For each form of heat­

ing the temperature at the boundaries is fixed. The mathematical details involved 

in choosing a different heat source are set out in Appendix C. The temperature pro­

files which are produced in the outer core are different in each of the different cases. 

For differential heating the maximum temperature gradient occurs at the ICB, and 

decreases outwards, whereas for internal heating the temperature gradient increases 

outwards, with a uniform distribution of heat sources throughout the outer core. The 

case of differential heating more closely resembles compositional convection, with the 

main source of buoyancy at the ICB. It has recently been suggested that this form 

of heating is more likely to give an Earth-like, dipole-dominated magnetic field, and 

that internal heating is less efficient for maintaining the dynamo, generally producing 

a quadrupole-dominated magnetic field (Kutzner and Christensen 2000). However in 

comparing the effect of the two forms of heating, the internal heating from the inner 

core was ignored, i.e. VT =  0 at the ICB. This is a very drastic assumption, and 

represents a worst case scenario for internal heating. To gain further understanding of
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Figure 3.4: The time dependence of the axisymmetric magnetic field for Ra = 85, 70 
and 60 with m = 2.
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Figure 3.5: A snapshot of the axisymmetric toroidal magnetic field contours and 
poloidal magnetic field lines for Ra =  85, 70 and 60 with m  =  2.
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this important issue, we performed a study at four values of R a , comparing the solu­

tions obtained with uniform internal heating, differential heating, and an unperturbed 

temperature profile intermediate between the two. The results of our survey are neatly 

summarised in Figure 3.6, which shows the magnetic and fluid energies as a function 

of Ra.

We see that very similar behaviour is observed for each form of heating. It is also 

clear that the solutions obtained with differential heating have a smaller magnitude 

than those obtained when internal heating is present. This difference in magnitude 

must be interpreted in terms of our definition of Ra. The value of Ra depends upon 

both the temperature gradient, f5 and the gravitational acceleration g. In particular j3 

is an average temperature gradient, defined to be the temperature difference between 

the boundaries divided by the length scale L. The case of uniform internal heating is 

clearly better approximated by this average value, than the case of differential heating. 

Additionally, in the case of internal heating f5 is strongest where g is strongest (at the 

CMB), as their magnitudes are proportional to r. Therefore the convection will be 

more strongly driven in this case. To aid our discussion, we introduce a parameter 7 

which controls the form of heating imposed (see Appendix C). Uniform internal heating 

corresponds to 7 =  1, and differential heating to 7 =  0, with 7 taking values between 

0 and 1. In our study we have chosen 7 =  0,0.5 and 1. Figure (3.7) provides a good 

comparison of the time dependence of the axisymmetric magnetic field for each form 

of driving at Ra = 45. The corresponding axisymmetric structures are given in Figure 

3.8.

Aside from the caution which must be exercised in the interpretation of the Rayleigh 

number Ra> it seems that there is very little difference in choosing uniform internal 

heating or differential heating as a driving mechanism. Although our dynamo model is 

different to that of Kutzner and Christensen it is in approximately the same parameter 

regime, and so somewhat similar results would be expected. It may well be that the
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Figure 3.8: A snapshot of the axisymmetric toroidal magnetic field contours and 
poloidal magnetic field lines for 7 =  1, 0.5 and 0 with Ra = 45.
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very drastic internal heating assumption is responsible for the differences which they 

observe.

3.3.3 V arying R a  for m  — 4

The full range of values of Ra surveyed is shown in Table 3.2, As can be seen from 

the table, these values range from Ra = 15, where there is no convection or magnetic 

field, to Ra = 80, where strong, chaotic magnetic fields and convection are observed. 

Figure 3.9 shows how the strength of the magnetic field and convection change as Ra 

changes for m  = 4. In both cases the behaviour is clearly different to that observed 

for m — 2 (c.f. Figure 3.1). A highly irregular trend is followed by the magnetic field 

strength as Ra increases, but the strength of convection increases with Ra as expected. 

Checks performed on the averaging of the. data, indicate that the different trend is not 

an artefact of our averaging process, described in Appendix A. Finally, note that the 

solution obtained when Ra =  60 is similar to one obtained by Sarson et al. (199Tb) at 

the same parameter values.

An overview of the change in the time dependence of the solution as Ra increases 

is given in Figure 3.10. The magnetic field behaviour is mostly periodic, but extremely 

variable; even when Ra is changed by only a small amount, significant differences 

in time dependence are observed, in contrast to the behaviour observed for m  = 2. 

Additionally, the magnetic fields are generally of weaker magnitude for m  — 4, although 

a weak field solution is never obtained. The time dependence is initially periodic when 

Ra & 40, and then exhibits much more complicated behaviour when Ra & 50. The 

solution returns to periodic behaviour when Ra ps 60 before becoming chaotic when 

Ra p̂  70 as shown in the last plot in Figure 3.10. The corresponding axisymmetric field 

structure for each of these solutions is shown in Figure 3.11, showing that there is a 

single strong field solution which remains mostly periodic, but can display very different 

time dependence, and ultimately becomes chaotic as Ra is increased far beyond critical.
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Figure 3.11: A snapshot of the axisymmetric magnetic fields for Ra =  40, 50, 60 and 
70 with m  =  4.
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Chapter 4 

The effect of varying the inner core 
radius

4.1 Introduction

So far, the Earth is the only planetary body for which an inner core has been directly 

detected. As has already been discussed, the inner core is slowly growing due to the 

freezing of iron from the outer core fluid at the inner core boundary. This means that 

the inner core radius is constantly changing. At present, the value of the radius ratio, 

X, is about 0.33. A recent study suggests that the inner core first nucleated about 1700 

M a  and is currently growing at a rate of about 500m /M yr  (Labrosse et al. 1997). 

An inner core of radius one third the outer core radius, still only occupies 4% of the 

volume of the core. This led to initial dynamo models either adopting electrically 

insulating boundary conditions at the ICB, and so ignoring the magnetic field in the 

inner core, or working in a full sphere, and ignoring the presence of the inner core 

entirely. Hollerbach and Jones (1993a,b, 1995) showed that this neglect of the inner 

core was not justified. They found that a freely rotating, finitely conducting inner core 

had a strong impact on the core dynamics, and a stabilising effect on any generated 

magnetic field. Hollerbach and Jones compared the bifurcation sequence they obtained 

with an cra;-dynamo incorporating a finitely conducting inner core, to that obtained 

from a spherical model. They found that initially the same bifurcation sequence was
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followed, but a new solution was found using the spherical shell model, whose main 

feature was that dynamo action was always restricted to the region just outside the 

tangent cylinder, regardless of inner core radius (0.25 < % < 0.5). Although the 

magnetic field in the outer core still exhibited a complicated time dependence, the 

dipole moment at the surface was periodic and of constant polarity. In the spherical 

model, starting from the same initial bifurcation sequence, the solutions became chaotic 

oscillations which reversed frequently. A similar stabilising effect has also been observed 

by Glatzmaier and Roberts (Glatzmaier and Roberts 1995b), who replaced a perfectly 

insulating inner core with one of finite conductivity. This changed the character of the 

magnetic field solutions from having a dipole part which reversed polarity about every 

thousand years, to having a dipole part of generally constant polarity, reversing only 

once in a 40,000 year simulation. The stabilising effect envisaged by Hollerbach and 

Jones, and observed by Glatzmaier and Roberts, was that a finitely conducting inner 

core, which has its own magnetic diffusion time, prevented very rapid fluctuations from 

dominating the dynamo process. In particular, a reversal could only take place when 

a fluctuation was large enough and lasted long enough to reverse the field in the inner 

core. Although they were working with an aw-dynamo, this effect has also been seen 

in fully nonlinear dynamo models (Jones et al. 1995, Glatzmaier and Roberts 1995a,b, 

Sakuraba and Kono 1999). This idea has been extended by Gubbins, who argues that 

it is the stabilising effect of the inner core that prevents an excursion from becoming 

a full reversal (Gubbins 1999). Given the complexity of the geodynamo process it 

would be very surprising if the reversal frequency is controlled solely by the inner core. 

Nonetheless, the results from dynamo calculations consistently suggest that a finitely 

conducting inner core plays a significant role in the process. It is clearly important 

to study the effect of changing the inner core radius to give some idea of the possible 

effect of the growth of the inner core on the geodynamo, and in trying to understand 

the geomagnetic polarity time scale.
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Table 4.1: The full range of calculations performed in varying x  with m  =  2.

X Comments Em (J) E f ( J ) Run Time
0.025 Periodic magnetic field 2.62 x 1021 1.02 x 1016 3.73
0.05 Periodic magnetic field 2.67 x 1021 1.10 x 1016 3.97
0.10 Periodic magnetic field 2.90 x 1021 1.23 x 1016 4.00
0.15 Chaotic magnetic field 3.13 x 1021 1.36 x 1016 6.00
0.15 Chaotic magnetic field 3.13 x 1021 1.38 x 1016 6.00
0.20 Chaotic magnetic field 3.22 x 1021 1.55 x 1016 4.00
0.25 Chaotic magnetic field 3.44 x 1021 1.55 x 1016 4.00
0.30 Increasingly chaotic magnetic field 3.21 x 1021 1.52 x 1016 4.00
0.33 Quasi-periodic magnetic field 3.04 x 1021 1.43 x 1016 2.00
0.35 Almost periodic magnetic field 2.84 x 1021 1.33 x 1016 4.00
0.40 Periodic magnetic field 2.07 x 1021 9.76 x 1015 4.00
0.45 Steady convection 0 9.36 x 1015 2.00
0.50 Steady convection 0 1.21 x 1015 2.00

4.2 Calculations

In this Chapter only we will present our results in terms of new non-dimensional pa­

rameters, based on the outer core radius, r0, instead of the gap width L. The non- 

dimensional parameters affected are t , E  and Ra. The following relations can be used 

to convert between the different parameter sets,

En  =  ( l - X ) 2E ,  T„ =  R a n =  (1 _ x ) 3(1 +  x ) f l° ,  (4-1)

with the subscript n  denoting the new parameters. Individual calculations are per­

formed using the same procedure as outlined in the introduction to Chapter 3, with 

X being varied for m  = 2. We have chosen to fix Ran = 101, E n — 4.44 x 10“4 and 

q =  10 for these calculations. These values of Ran and En are equivalent to Ra — 40 

and E  — 10~3. For our definitions of Ran and En (based on rG), this means that the 

temperature gradient, /?, remains fixed as % is varied. Note that Ra and E  which are 

based on the gap width, L — r0 — ?’*, vary as x is varied. If /?, v, g and £1 remain 

fixed, then using L as the length scale leads to a confusing picture. The full range of 

calculations performed is displayed in Table 4.1. From the table it can be seen that
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solutions were obtained for values of x ranging from 0.025, where the magnetic field 

and convection are almost periodic, to 0.50, where the magnetic field decays to zero 

(for our fixed value of Ran), but the convection remains steady once the magnetic field 

is sufficiently weak. These results are true for our fixed value of Ran. Varying the 

value of Ran at different inner core radii leads to behaviour similar to that observed 

for x =  0.33, as we shall discuss later.

4.3 R esu lts and discussion

The behaviour of the magnetic field and convection as x  is varied can be observed in 

Figure 4.1. The strength of both the magnetic field and the convection clearly increase 

as the inner core radius increases, reaching a maximum at x  ^  0.25. The magnetic 

field strength decreases as x  is increased further, decaying to zero at x  — 0.45 and 0.50.

To gain further insight into the variation in magnetic field strength with inner 

core radius, the values of Rac, the critical value of Ran for the onset of convection 

(with B =  0), are obtained using the code, and plotted in Figure 4.1. We have 

prescribed m  — 2, in order to be consistent with our dynamo calculations, and find 

that Rac is independent of x ? until x  ~  0.3, but then increases with increasing x- 

Recent calculations with a similar value of E  to ours, have found that this pattern of 

behaviour emerges from a thermal convection calculation with both fixed m  and full 

3jD resolution, (E. Dormy, personal communication), and a similar effect has also been 

observed by (Zhang 1992). These results suggest that our dynamo is most efficient at 

intermediate inner core radii.

4.3.1 Solutions at sm all inner core radii

For small values of the inner core radius (x — 0.025,0.05), the time dependence of the 

axisymmetric magnetic field is almost periodic and the structure is independent of x- 

The regularity of these solutions came as a surprise. Given the earlier work on the
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Figure 4.1: A plot of the time-averaged magnetic energy and RaCy and fluid energy, 
against
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stabilising effect of a finitely conducting inner core, we had expected that decreasing 

the inner core radius would produce more chaotic solutions. The periodicity is probably 

due to the simplification of the geometry since we are effectively working in a sphere 

rather than a spherical shell. At these smaller values of x, competition between regions 

inside and outside the tangent cylinder is not so intense, leading to less complex time 

dependent behaviour. This is emphasised by studying Figure 4.2, which shows the 

time dependence of the axisymmetric magnetic field at four different values of Ran, for 

X =  0.05. The total survey was performed for values ranging from Ran = 50, where 

there is no magnetic field or convection, to Ran = 111, where the strong magnetic 

field collapses to zero and the convection becomes steady. The strength of the solution 

follows a similar trend with increasing Ran to that observed in Figure 3.1 for x  — 0.33. 

The results of this study for small inner core radius strongly suggest that the underlying 

dynamo process is independent of inner core radius, although the critical values of the 

driving are different. Solutions with a simple time dependence seem to be preferred 

at small inner core radius, and the magnetic field is steady when first generated at 

Ran 72. If Ran is increased further, the time dependence of the magnetic field 

becomes increasingly complicated, until the strong magnetic field suddenly collapses, 

in a similar fashion to the solution for x  — 0.33. Examination of the axisymmetric 

magnetic field structures which are shown in Figure 4.3, emphasises the similarity of 

the solutions at small inner core radii. The dynamo process is consistently located 

outside of the tangent cylinder, in contrast to the solutions at larger inner core radii, 

which have magnetic field generation taking place inside the tangent cylinder (Figures 

4.6,4.7). However, this change in structure is merely due to the effect of geometry 

simplification, and not a change in the character of the dynamo, as we have already 

seen that the underlying dynamo process seems to be independent of x-

The well-behaved, regular solutions also provide an opportunity to examine the 

influence of E. Figure 4.4, also shows the time dependence of the solutions for x  =
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Figure 4.2: The time dependence of the axisymmetric magnetic field for, Ran — 72,
83, 94, and 106, with x  — 0-05 and m  =  2.
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r\

Figure 4.3: A snapshot of the axisymmetric toroidal magnetic field contours and 
poloidal magnetic field lines for x  — 0.025, 0.05, 0.05-7?an = 89 and 0.05-Ran = 
89 — E  =  9 x 10~4 with m =  2.
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0.05, Ran — 127 with different values of En. We found that the value of En could not 

be significantly decreased from 4.44 x 10“4 without greatly increasing the truncation 

and decreasing the time step, but that as it increased the solution became much more 

regular, until at En r* 9 x 10“4 the solution is steady. Despite the change in time 

dependence, there is no significant change in the axisymmetric structure as can be 

seen by comparing the last two plots in Figure 4.3. So, at small x, a modest change in 

En has resulted in a markedly different time dependence.

4.3.2 Solutions at larger inner core radii

The time dependence of the magnetic field for intermediate and large values of x 1S 

shown in Figure 4.5. At x =  0.10, the axisymmetric magnetic field begins to show 

more quasi-periodic behaviour, and as x 1S increased further the time dependence 

becomes increasingly chaotic and remains chaotic for intermediate inner core sizes (i.e. 

0.10 < x 5  0.33. At x =  0.35 the solution has become more regular, and once x =  0-40 

the time dependence of the solution has returned to a more regular periodic form, as 

predicted by the stabilising effect. As the inner core size is increased further to x =  0.45 

and x =  0.50, then the dynamo switches off, although convection is still taking place. 

The corresponding axisymmetric magnetic field and flow structures are given in Figures 

4.6 and 4.7. Again, allowing for the fact that we are viewing a snapshot of a time- 

varying solution the structures exhibit qualitatively similar features, but now there is 

some magnetic field generation taking place inside the tangent cylinder. This was not 

a feature of the solutions obtained by Hollerbach and Jones, but still an increasingly 

large inner core stabilises the magnetic field. This would suggest that the stabilising 

effect is not limited to solutions of the type obtained by Hollerbach and Jones.
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Figure 4.5: The time dependence of the axisymmetric magnetic field for x =  0.10, 0.25,
0.35 and 0.40 with m = 2.
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Figure 4.6: A snapshot of the axisymmetric toroidal magnetic field contours and 
poloidal magnetic field lines for \  — 0.10, 0.25, 0.35 and 0.40 with m = 2.
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Figure 4.7: A snapshot of the axisymmetric angular velocity contours (left) and merid­
ional streamlines (right) for x  — 0.10, 0.25, 0.35 and 0.40 with m = 2.
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4.3.3 S en sitiv ity  to  in itia l conditions

For certain inner core radii, the numerical solution obtained is also highly dependent 

on the initial conditions used. We have observed that, for a given set of parameter 

values, the magnetic field can sometimes collapse, leaving only steady convection. This 

is demonstrated in Figure 4.8, which shows some solutions at x  — 0-15. In the first plot 

a strong, chaotic axisymmetric magnetic field can clearly be seen to be maintained for 

just over two diffusion times. Yet, suddenly the dynamo switches off, leaving only a 

steady convective solution. This phenomenon has been observed before for chaotically 

varying solutions. If the magnetic field becomes too weak for the Lorentz force to 

balance the Coriolis force, then the flow may revert to a weak-field configuration, from 

which it is very difficult to recover a strong-field solution (Sarson et al. 1999). The 

second set of initial conditions is obtained by running with the original initial conditions 

at a lower value of R a} as shown in the second plot. Running at a larger value of Ra , 

produced a very rapid field collapse, as can be seen in the third plot. This is emphasised 

by comparison of the run time, which in this case is two, as opposed to four, time scales. 

The axisymmetric field produced by running at the original parameter values, with a 

snapshot of the solution in the second plot as initial conditions, is shown in the final 

plot. Clearty, a strong, chaotic magnetic field is now being maintained.
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C hapter 5 

The introduction of the inertial 
term

5.1 Introduction

The parameters controlling the size of both the inertial term (Ro) and the viscous term 

(.E ), in the momentum equation assume very small geophysical values. We have already 

discussed the difficulties involved in obtaining solutions either with geophysical values 

of E , or with E  =  0. The best that can be achieved is to prescribe a finite value and 

hope that it at least lies in the correct asymptotic regime. There is no such constraint 

on the choice of the Rossby number, although smaller values of Ro may be excluded by 

the numerical scheme employed. Setting Ro = 0 filters out rapid fluctuations associated 

with the rotational time scale, making solutions easier to obtain. To make progress, 

this is the approach which has been adopted until now with the 2~D model. Different 

numerical methods are required to solve the momentum equation with and without 

inertia present (see Appendices A and B). If the inertial term is to be included, then 

the fact that E  is larger than it should be will also affect the choice of Ro. In the 

core, the viscous time scale can be as short as 0 (E 1̂ 2)) while the rotational time scale 

is 0 (R o )i making the rotational time scale the shorter of the two even with the most 

pessimistically small value of E. The choice for Ro now rests on the assumption which 

is made for the relative size of these time scales. Retaining a value of Ro as close as
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possible to geophysical, while having an unrealistically high Ekman number makes the 

rotational time scale unrealistically shorter than the viscous time scale, so that any 

motions acting on this time scale will be strongly damped e.g. torsional oscillations 

(see later). On the other hand, prescribing a value which is more commensurate with 

E, keeps these time scales closer to the correct proportion for the Earth’s core, and so 

allows motions on the inertial time scale, although the value of Ro is now unrealistically 

high.

The 3D  Kuang-Bloxham and Glatzmaier-Roberts dynamos produce magnetic fields 

which look very similar at the surface, but inside the core both the magnetic field and 

the flow morphology look very different. For the Glatzmaier-Roberts type solution, 

there are very strong azimuthal flows inside the tangent cylinder, with most of the 

axisymmetric flow concentrated near the rotation axis. The toroidal magnetic field is 

concentrated near the IGB, and the poloidal magnetic field fills the outer core, with 

strong closed loops near the ICB, but there is very little poloidal or toroidal magnetic 

field in the inner core. The strong axisymmetric magnetic fields and flows cause an 

eastwards super-rotation of the inner core. The Kuang-Bloxham type solution on the 

other hand has flow distributed throughout the outer core, and much simpler toroidal 

and poloidal field structure spread throughout the outer and inner cores. The inner 

core also super-rotates at about the same rate in this model, blit in no fixed direction. 

Different assumptions are used to treat the viscous and inertial terms, but there is still 

some debate as to exactly what effects are responsible for the observed differences.

Glatzmaier and Roberts prescribe E = 2 x 10-6 and adopt no-slip boundary condi­

tions for the flow. Kuang and Bloxham prescribe E  =  2 x 10-5, and adopt stress-free 

boundary conditions for the flow, although both boundaries are rigid in the Earth. 

The advantage of adopting stress-free boundaries is that viscous effects are now only of 

0 (E )  as opposed to 0 ( E 1̂ 2)i and given that the value of E  adopted is too large, then 

this will reduce the effect of viscosity in the model to a more realistic level. Kuang
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and Bloxham claim that it is this assumption which results in the observed differences 

between the two models (Kuang and Bloxham 1997). They repeated their calcula­

tions at the same parameter values, but used no-slip boundary conditions for the flow. 

The solution obtained looked much more like that of Glatzmaier and Roberts, with 

the inner core rotating in a fixed (eastwards) direction. This suggests that the ob­

served differences are not due to different parameter values, but due to the effect of 

viscous coupling on the flow at the boundaries. Further investigation indicated that 

the models were operating in different dynamical regimes, due to the different force 

balance in the momentum equation, with the solution with stress-free boundaries being 

closer to a Taylor state (see Chapter 2). However Glatzmaier and Roberts claim that 

the differences can be explained by the different prescribed values of Ro. They have 

adopted a value of Ro as close as possible to geophysical, setting Ro = 10~9, whereas 

Kuang and Bloxham prescribe Ro (= E) =  2 x 10-5. In addition, both groups treat 

the inertial term in different ways. The non-axisymmetric inertial terms are ignored 

in both models, but different parts of the axisymmetric inertial term are retained. 

The Glatzmaier-Roberts solutions have very little magnetic field in the inner core, but 

strong toroidal and poloidal magnetic fields at the ICB, while both Kuang-Bloxham 

solutions have considerable magnetic fields in the inner core, particularly in the stress- 

free case. It may be that in the Glatzmaier-Roberts dynamo, the magnetic field doesn’t 

have enough time to diffuse into the inner core, because the lower the value of Ro the 

faster the inner core can accelerate. The previously mentioned 3D models which are 

run in similar parameter regimes to ours all include the full inertial term, and usually 

prescribe Ro of O(10”4) — O(10~5), with E  of O(10~3) — O(10“4).

Zhang has performed a very thorough investigation of the onset of thermal con­

vection in a rapidly rotating spherical shell, using a model which includes inertia. 

He found different preferred modes depending on the value of the Prandtl number, 

Pr  =  v J k . For Pr  > 0(1) columnar convection rolls of the type predicted by Busse
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(1970) are preferred. With a slightly smaller value, a spiralling columnar convection 

mode is preferred (Zhang 1992), and with smaller values still, equatorially trapped 

Poincare modes are preferred (Zhang 1994). For the typical values of P r  which we will 

be considering then columnar convection rolls aligned with the rotation axis would be 

expected, and in any case it is not clear if any of these modes of convection operate in 

a magnetic system. In addition Kuang and Bloxham find that including inertia does 

not affect the onset of convection or the slightly super-critical flow, in the absence of a 

magnetic field (Kuang and Bloxham 1999). Very little work on the effect of inertia in 

the dynamo problem has been carried out to date, as most models initially excluded 

inertial effects. Jault (1995), using an aw-dynamo model, has found that restoring 

just the axisymmetric inertial term (RodcoG/d t , the geostrophic shear), can help to 

prevent the physical and numerical instabilities associated with small viscosity. This 

makes possible the investigation of solutions at these small viscosities, and allows the 

evolution of a steady solution to a Taylor state.

Changes in the Earth’s rotation rate occur on many different time scales, but varia­

tions in the length of the day with period of about a decade give good agreement with 

the changes in core angular momentum inferred from core flow models (see for example 

Bloxham 1998). This suggests that the crucial factor in explaining these observations is 

the exchange of angular momentum between the core and the mantle. Waves occurring 

on decadal time scales in the core are likely to be in the form of torsional oscillations. 

These ^-independent oscillations arise when Taylor’s condition is not satisfied and an 

inertial torque balances the non-vanishing Lorentz torque on the co-axial cylinders. 

Each cylindrical annulus rotates as a rigid body, linked to the neighbouring annuli by 

the radial magnetic field. Damping of these oscillations enables the system to evolve to 

a Taylor state. Since the mantle is to a good approximation an insulator, then changes 

in the magnetic field at the Earth’s surface can give some indication of the changes 

at the CMB, which can in turn be used to infer the flow at the CMB. Identifying the
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variations in the magnetic field at the CMB due to torsional oscillations can give an 

insight as to how the magnetic field is changing deeper in the core, since the resulting 

motion is independent of z.

5.2 Calculations

We use Model 2 which includes the inertial term, requiring a different method of 

solution, as described in Appendix B. The model which we have chosen to use also has 

no imposed symmetry and some of the solutions presented in Chapter 3 will be used 

as starting' points. Much of the work will again centre on the Run B solution, which 

has parameter values x  — 0-33, E — 1 x 10~3, q = 10, Ra — 50, E =  1 and rn — 2. 

The spectral coefficients describing B, U and T  for this solution are transformed to the 

new coefficients as described in Appendix B, and the initial value of Ro is chosen to be 

1 x 10~4. This choice represents a compromise, as the value of Ro has to be low enough 

so as not to be too different from the initial conditions, and high enough to allow a 

sensible time step for the calculation to be employed. Solutions have subsequently been 

obtained at lower and higher values of Ro, with the full range investigated given in Table 

5.1. The choice of time step was influenced by the value of Ro and the fact that the 

quadrupole component grew very quickly when the symmetry constraint was removed, 

giving a solution with mixed symmetry. As discussed in Chapter 2, the mixed symmetry 

solutions tend to have rather irregular time dependence, and so lower time steps may 

have to be adopted. The prescribed value of the time step is continually checked, and 

the truncation was chosen to be consistent with previous work, but different levels 

were adopted for B ,U  and T, with K B  — 24, LB  — 36, K U  — 36, LU =  48, K T  =  

18, L T  =  36, (see Appendix B). To obtain an idea of the effect of varying Ra  at a given 

Rossby number, we also performed a short survey for Ro ~  5 x 10-4. A solution for 

Ro = 1 x 1CT4, Ra = 60 has also been obtained with m — 4, to establish whether any of 

the effects which we see are peculiar to a given value of rn. Our initial condition in this
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case was chosen to be the solution obtained in Chapter 3 at Ra = 60, with the same 

values of E  and q. This is also a strong-held dynamo, but with a lower characteristic 

magnetic energy.

Presentation of results will be significantly different to that in Chapters 3 and 4, 

being given mostly in terms of the real dimensional quantities. This allows a clearer 

comparison with the previously obtained solutions, which use a different set of expan­

sions. The axisymmetric structures are plotted using the same method as employed 

in Chapters 3 and 4, although clearly the solution in the full meridional plane now 

needs to be included. Additionally we can calculate the magnitudes of some of the 

forces and torques in the momentum equation at individual points, to give some idea 

of the balance in the momentum equation. The Coriolis, Lorentz, viscous and buoy­

ancy forces are all evaluated, along with the RodXJ/dt part of the inertial force, at 

two different points, one inside the tangent cylinder and one odtside, at about the mid 

radius of the outer core (see Appendix B). This should ensure that the points chosen 

are as ‘typical’ as possible. The components of the torque about the z-axis, can then 

be easily calculated. In particular, we wish to establish some idea of the size of the 

inertial term relative to the other forces as Ro is varied. Since we do not calculate the 

pressure, it is difficult to check on the actual force balance in the momentum equation. 

However, by considering the ^-components of the torque (about the z-axis), due to 

the axisymmetric forces at the same points, a clearer picture of the balance can be 

obtained. The buoyancy and pressure gradient do not contribute, and the (U • V)U 

part of the inertial term can now be more easily calculated (see Appendix B).
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Table 5.1: Calculations performed varying Ro at Ra =  50 with all other parameters

fixed and m  =  2.

Ro Comments E m {J) Ek{J) Run Time
0 Chaotic magnetic field 1.62 x 1020 1.02 x 1016 10.00

5.0 x 10-5 Weak periodic magnetic field 2.27 x 1020 3.68 x 1016 1.25
7.5 x 10~5 Weak periodic magnetic field 3.40 x 1020 3.54 x 1016 3.30

8.75 x 10-5 Weak periodic magnetic field 7.85 x 1020 3.31 x 1016 1.50
1.0 x 10“4 Weak periodic magnetic field 4.74 x 1020 3.40 x 1016 2.00
1.0 x 10~4 Chaotic magnetic field 1.80 x 1021 2.83 x 1016 4.00
2.0 x 10“4 Chaotic magnetic field 1.76 x 1021 2.68 x 1016 3.50
5.0 x 10“4 Weaker chaotic magnetic field 8.60 x 1021 2.95 x 1016 3.20

6.25 x 10”4 Magnetic field decays slowly 0 4.11 x 1016 0.50
7.5 x 10”4 Magnetic field decays slowly 0 4.12 x 1016 2.00

Table 5.2: Calculations performed varying Ra at with all other parameters fixed

and m  =  2.

Ra Comments Em (J) Ek{J) Run Time Ro
55 Chaotic magnetic field 2.82 x 1021 3.09 x 1016 1.50 1 x lO"4
45 Chaotic magnetic field 8.07 x 1020 2.31 x 1016 2.50 5 x 10”4
55 Strong, stable magnetic field 3.63 x 1021 1.94 x 1016 3.00 5 x 10~4
60 Strong, stable magnetic field 3.94 x 1021 2.25 x 1016 2.00 5 x 10"4

5.3 R esu lts and discussion

Our numerical models give a solution with Ro = 0 and dipolar symmetry imposed, 

and solutions with Ro ^  0 and no imposed symmetry. It is also of interest to obtain 

a solution with Ro = 0 and no imposed symmetry. Such a solution was obtained by 

(Graeme Sarson, personal communication), and it is this result that is displayed in 

Table 5.1. The time-averaged magnetic and kinetic energies, calculated as before, are 

plotted against Ro in Figure 5.1. It is immediately obvious that there are two possible 

solutions at Ro — 1 x 10~4 which have been labelled chaotic and periodic, based on the 

time dependence displayed by the solution. Although the magnitude of the Lorentz 

force is smaller than that of the chaotic solutions, the periodic solutions still have a 

magnetic energy about four orders of magnetic greater than the kinetic energy, and so
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Figure 5.1: A plot of the time-averaged magnetic energy and fluid energy, against Ro.
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cannot really be described as weak field in the familiar sense. Periodic solutions are 

obtained in the range 5 x 10-5 < Ro < 1 x 10“4, with chaotic solutions only seemingly 

obtained in the range 1 x 10“4 < Ro < 5 x 10“4. Even for Ro — 1.25 x 10~4 a chaotic 

solution was obtained, and so 1 x 10~4 seems to be the only value of Ro for which 

different solutions are possible.

5.3.1 C haotic so lu tions

For the initial solution obtained with Ro — 1 x 10~4, a quadrupole component of about 

equal magnitude to the initial dipole component is very quickly generated. Once the 

solution is of mixed symmetry type we find that the time dependence is somewhat 

chaotic, with frequent, irregularly occurring reversals of the magnetic field. The flow 

can also experience large variations, particularly the axisymmetric zonal component. 

All of these observations are somewhat consistent with the effects of including mixed 

symmetry to solutions previously obtained without inertia. After obtaining this initial 

(chaotic) solution at Ro =  1 x 10”4, the value of Ro is varied. By increasing Ro 

qualitatively similar solutions were obtained at Ro =  2 x 10-4 and 5 x 10-4, although 

the solution at Ro =  5 x 10“4 had significantly weaker magnetic energy, and much 

less rapid variation in the flow. This suggests that by restoring inertia the flow cannot 

respond as quickly to any changes in the core conditions, as one might expect. Figure 

5.2 displays the axisymmetric and non-axisymmetric magnetic energy, as a function of 

time for the mixed symmetry solution obtained with Ro — 0 and two other non-zero 

values of Ro . In this chapter we will also consider the order of plots in the figures to 

be from top to bottom.

The most obvious qualitative difference between the solutions is that the non- 

axisymmetric magnetic energy is roughly equal to the axisymmetric magnetic en­

ergy for Ro =  0, but it has become about a factor 2 larger for Ro =  1 x 10”4 and 

5 x 10-4 . Comparison of the amplitude of the magnetic energy shows that the solution
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at Ro — 1 x 10~4 is about an order of magnitude larger, than the solution without 

inertia, and the weaker solution at Ro = 5 x 10~4 is also about seven times larger. 

Consideration of a longer time series, for the first plot in Figure 5.2, suggests that the 

magnetic energy seems to be repeatedly growing and decaying. By restoring inertia we 

seem to have allowed enough time for the magnetic field to increase in strength, with­

out a rapid variation in the flow returning it to a weaker state. However by increasing 

the value of Ro, the inertial term begins to play a more significant role in the force 

balance, making it harder to generate a magnetic field.

Despite the differences in magnitude, the similarity of the axisymmetric structures 

obtained with and without inertia are quite striking. Figure 5.3 shows a snapshot 

of the solution for Ro =  0, where the quantities plotted as described in Chapters 3 

and 4, and C is the codensity, which can be thought of as being equivalent to the 

temperature T  (Sarson et al. 1997a). The magnetic field is essentially confined to one 

hemisphere, with most of the toroidal field being generated close to the CMB, and 

most of the poloidal field generated in the interior of the fluid. Both the flow and 

the temperature have remained highly symmetric about the equator, with a very well 

defined tangent cylinder appearing for the flow. Snapshots taken at different times 

throughout the run show broadly similar features. In Figure 5,4 a snapshot of the 

solution for Ro -  2 x 10-4 is shown for comparison. Again the magnetic field is 

confined to one hemisphere, although this is not always the case, with the toroidal 

field generated mostly at the CMB, and the poloidal field mostly in the interior of the 

fluid. The flow structure has also retained its symmetric character and adopts a similar 

form to the solution without inertia, with the greatest similarity in the fluid angular 

velocity. Interestingly this is also very similar to the fluid angular velocity obtained 

by Kuang and Bloxham when they employed no-slip boundary conditions for the flow 

(see Kuang and Bloxham 1997).

At this stage it is sensible to make some further comment on the magnitude of the
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magnetic and kinetic energy. These have decreased somewhat from that obtained with 

the dipole symmetry and no inertia, however the magnetic energy is greater than that 

observed for the mixed symmetry solution without inertia. Closer examination reveals 

that, for the chaotic solutions (1 x 10-4 < Ro < 5 x 10~4) , the maximum value obtained 

by Em is similar to the dipole value obtained without inertia, but the smaller average 

value can be accounted for by the fact that the magnetic field is continually reversing, 

and so will spend longer in a relatively weak state. Normally we have observed an 

increase in kinetic energy when the magnetic field becomes sufficiently weak, but in 

this case the kinetic energy has decreased, because with inertia retained it is harder to 

drive the fluid.

By increasing the value of Ro to 7.5 x 10”4 the magnetic field could no longer be 

maintained, although it decayed very slowly, as if the solution was just marginally crit­

ical. Despite this, we found that using a different set of initial conditions or increasing 

the value of Ra did not make field generation possible. Similar behaviour was obtained 

for Ro =  6 .2 5 x l0 -4. By considering the force balance in the momentum equation 

we find that the inertial term is playing an increasingly significant role in the force 

balance in the momentum equation, while the viscous force remains significant, with 

the Lorentz force generally becoming weaker to compensate. Under these conditions 

the convective motions will be very strongly damped, making dynamo action harder 

to achieve. Perhaps adopting the approach favoured by Kuang and Bloxham will aid 

the generation process here.

5.3.2 P eriod ic  so lu tions

By decreasing the value of Ro to 7.5 x 10—5, the solution behaves in a similar manner 

to that observed at Ro — 1 x 10~4 for about 1.5 diffusion times. However this is a 

transient feature and the chaotic solution is lost, with a weaker oscillatory magnetic 

field being obtained instead. These solutions persist for lower and higher values of
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Figure 5.2: The time dependence of the axisymmetric magnetic energy for, Ro 
0,1 x 1CT4, and 5 x 10"4, with m  =  2.
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Figure 5.3: A snapshot of the axisymmetric quantities for Ro = 0, with m  
(Obtained by Graeme Sarson)
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Figure 5.4: A snapshot of the axisymmetric quantities for Ro — 2 x 10 4, with m — 2.

89



Ro, and the time dependence of the magnetic energy for three representative values is 

displayed in Figure 5.5. The periodicity of these solutions is clearly evident, and in this 

case the solution strength increases in magnitude with increasing Ro. A snapshot of 

the axisymmetric structures for the solution at Ro =  7.5 x 10“5 is given in Figure 5.6, 

but the solutions at other values of Ro are similar. Clearly the magnetic field structure 

is dominated by the quadrupole component, but is still qualitatively similar to the 

mixed symmetry solution at Ro =  0. The flow structure is now highly symmetric, and 

even more reminiscent of the solution without inertia (c.f. Figure 5.3). In fact this 

type of solution is also very similar to the wealc-field solution obtained at Ra = 55 

with dipole symmetry imposed and Ro =  0 (see Figure 5.7). The lack of magnetic 

field around Ra =  50, on the weak field branch, may be due to the mixed symmetry 

solution becoming preferred in that region of parameter space. As we have already 

stated, by increasing the value of Ro from 1 x 10-4 to Ro =  5 x 10-4 the periodic 

solution returns to the chaotic state, as described in the above section. This suggests 

that there must be a very subtle balance between the chaotic and periodic solutions. 

As further evidence of this some snapshots of the chaotic solution at Ro =  1 x 10-4 

look very similar to those of the periodic solutions.

5.3,3 V arying R a

Our motivation in performing this study was partly to investigate varying Ra, and 

partly to obtain some different starting solutions to be used for higher values of Ro. 

Decreasing the value of Ra to 45 has little effect on the time dependence of the magnetic 

field produced, with a somewhat similar axisymmetric structure also retained, although 

the time averaged magnetic energy has decreased slightly, (see Table 5.2). Conversely, 

increasing the value of Ra to 55, has a significant effect on the nature of the magnetic 

field, changing if from chaotic and frequently reversing to a fixed polarity, with much 

larger time-averaged magnetic and kinetic energy (see Table 5.2), although this is still
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Figure 5.5: The time dependence of the axisymmetric and non-axisymmetric magnetic
energy for, Ro =  5 x 10-5, 7.5 x 10-5, and 1 x 10-4, with m = 2.
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Figure 5.6: A snapshot of the axisymmetric quantities for Ro = 7.5 x 10 5, with m = 2.
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0

Figure 5.7: A snapshot of the axisymmetric quantities for the weak-field, dipole- 
imposed, solution with, Ro =  0, Ra = 55 and m = 2.
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less than the stable, dipole solution without inertia. The reversing nature of the field 

is obtained by following the k =  1, Z =  1 coefficient of the axisymmetric outer core 

poloidal field. Similar solution behaviour is observed at Ra =  60, with a corresponding 

increase in magnetic energy. This is not repeated at a lower value of Ro. By prescribing 

Ro = 1 x 10~4 and Ra — 55, the magnetic field retains its chaotic, reversing time 

dependent character.

For the stable magnetic fields, the structure of the axisymmetric magnetic field has 

now become much more dipole-dominated and there is now significant poloidal and 

toroidal magnetic field in the inner core (see Figure 5.8). This unexpected change in 

behaviour may be explained in the following way. An increase in Ra will produce an 

increase in the buoyancy force, which is uniformly distributed throughout the outer 

core. There will therefore be an increase in the buoyancy near the ICB, producing 

enhanced magnetic field generation, and so a stronger magnetic field. With a higher 

value of Ro , this strong magnetic field may persist at the ICB for a sufficient time to 

allow diffusion into the inner core. Once the strong magnetic field has diffused into 

the inner core, it will have a stabilising effect on the magnetic field, as described in 

Chapter 4. At the lower value of Ro the fluid is able to vary much more rapidly and so 

the magnetic field at the ICB may not be in a suitable configuration for long enough 

to allow diffusion into the inner core

5.3.4 Solu tion  w ith  m  —  4

A run was also performed at Ro = 1 x 10~4 with m = 4, to look at the effect of intro­

ducing inertia in a different type of solution. Again a large quadrupole mode is very 

quickly generated, resulting in an increase in the magnitude of the non-axisymmetric 

magnetic energy, while the axisymmetric energy remains about the same. However, 

there is no discernible change in the strength of the convection. The time dependence 

of the magnetic field looks very similar to that of the chaotic solution at Ro =  1 x 10“4.
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Figure 5.8: A snapshot of the axisymmetric quantities for Ro =  5 x 1 0  4, Ra = 55,
with in = 2.
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There is then a sudden change in the character of the solution, with the time depen­

dence of the magnetic field, now much more like that of the periodic solutions. There 

is also similarity in the axisymmetric flow structure, but the magnetic field is more 

reminiscent of the solution obtained without inertia (see Figure 5.9). This behaviour 

is maintained for about half a diffusion time, when the solution returns to the chaotic 

state, reflected in the solution snapshot displayed in Figure 5.10. Although the solu­

tion is intermittently changing between chaotic and periodic states, it is qualitatively 

very similar in nature to the solution (s) we observe for m  — 2. It is difficult to obtain 

a sensible measure of the strength of the magnetic field when the solution character 

is intermittently changing, but the magnitudes obtained in the different states are 

representative of those obtained with m  =  2

5.3.5 Force balance in th e  m om entum  equation

As part of our calculation, the force terms on the right hand side of the momentum 

equation are obtained in real space. We want to exploit this information to gain further 

insight into our dynamo, and to establish the extent of the effect of the inertial (and 

other) terms. The method is discussed more fully in Appendix B, and there are some 

important considerations for interpretation of the results. Clearly the first drawback 

is that we are calculating the forces at single points, one inside and one outside the 

tangent cylinder. In addition it is difficult to see how the magnitudes of these forces 

evolve through time, and we do not of course obtain the full force balance since we 

do not calculate all of the forces. The non-axisymmetric terms are also problematical 

to deal with as the parts associated with cos(m<f)) and sin(m</>) are treated separately, 

and so at any point the magnitude of the full non-axisymmetric force is in some sense 

the “sum” of these two components. It is clear that our method is by no means ideal, 

but is probably the most computationally efficient, and has given us a valuable insight 

into the relative importance of some of the forces in the momentum equation. This
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Figure 5.9: A snapshot of the axisymmetric quantities for Ro =  1 x 10 4, Ra =  60, at 
t  = 1 with m  = 4.
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Figure 5.10: A snapshot of the axisymmetric quantities for Ro =  1 x 10 4,Ra  =  60, 
at r  =  2 with m = 4.
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discussion will therefore be limited to a qualitative analysis. However, for the chaotic 

and periodic solutions obtained at Ro =  1 x 10~4, the magnitudes of the ^-components 

of the corresponding axisymmetric torques about the 2-axis, due to these forces are 

calculated and compared in Table 5.3. The pressure gradient, about which we have no 

direct information, and the buoyancy do not contribute to this component of the torque, 

and so a clearer understanding of the balance of the other forces in the momentum 

equation, for our model, can be obtained.

Before discussing the effect of varying Ro on the force balance, it seems sensible 

to discuss the balance in the absence of inertia. In this case of course the RodU / dt 

term will not appear. The momentum equation is separated into its three (r, 0, <jj) 

components, with the axisymmetric and non-axisymmetric forces calculated separately. 

For the dipole solution with Ro = 0, the dynamo appears to be operating in a different 

dynamic regime, inside and outside the tangent cylinder. The buoyancy force is, of 

course, only present in the r  component, and is always the dominant term inside the 

tangent cylinder, but outside the tangent cylinder it is not so dominant, although it 

still appears at leading order with the Lorentz force. Inside the tangent cylinder the 

Coriolis and Lorentz forces generally occur at leading order, with the viscous force 

generally at least one order of magnitude behind, although it can occasionally assume 

a more prominent role. Outside the tangent cylinder the viscous force can play a 

significant role in the momentum equation. This appears to be at the expense of the 

Coriolis force which can assume very small values.

When inertia is included in the model, the same general behaviour is observed, 

but with some important differences. Inside the tangent cylinder the inertial force is 

usually the weakest, although it can be of the same order as the viscous force. As the 

value of Ro increases the inertial term begins to play a more significant role in the 

momentum balance. This seems to be coupled with a general weakening of the Lorentz 

force. Outside the tangent cylinder, on the other hand, inertia seems to play very a
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lesser role as Ro is increased. The buoyancy and Lorentz forces are still dominant, 

and the Coriolis force plays more of a role in the 6 and <j) components, but can still be 

very weak in the r component. We have already commented on the role played by the 

increasingly significant inertial term in halting magnetic field generation.

The differences between the chaotic and periodic solutions are subtle, with only very 

small perturbations seeming to be required to change state. It is therefore of interest 

to see if examination of the torque balance for each of the different solutions will yield 

any further understanding of these differences. The results for the ^-component of the 

axisymmetric torques inside and outside the tangent cylinder are given in Table 5.3. 

The relative weakness of the inertial term, for this value of Ro} can be clearly seen. 

The main difference between the two solutions seems to lie in the Lorentz force, which 

is weakest for the periodic solution. These results have been produced by calculating 

the magnitudes of the forces for the final solution of each run, but similar results are 

obtained using different (available) points.

Table 5.3: The magnitude of the ^-components of the torques in the axisymmetric 

momentum equation for the chaotic and periodic solutions at Ro — 1 x 10”4.

Inside TC (r a 1,0 « 7T/ 10) Outside TC (r «  1 , 0  pa 7 t /5 )

Chaotic Periodic Chaotic Periodic
RodXJ/dt - 1.02 x 10-1 -7.54 X 10~2 1.27 x 10“2 -9.02 x 10“2

Ro{U ■ V)U 1.41 x 10”1 2.57 x 10~2 5.20 x 10” 1 1.58 x 10°

(V x B) x B -1.37 x 10° -4.30 X io - 1 2.15 x 10° 9.63 x 10“2

E V 2 U 2.29 x lO”1

C
O

0
5

C
O1 X lO”1 -1.06 x 10_1 7.13 x 10" 1

1, x U -1.17 x 10° -7.75 X lO” 1 1.51 x 10° -6.87 x 10- 1

Total 4.85 x 10“3 -2.04 x 10~3 -9.39 x 10" 4 -1.83 x 10"3
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C hapter 6 

Conclusions

The aim of this thesis is to investigate the influence of the choice of different parameter 

values on 2|D  hydromagnetic dynamo solutions. We believe that our results have 

broad implications for numerical dynamo modelling, while retaining some relevance 

to the more complicated 3D  numerical dynamo models. Some parameters are more 

amenable to change than others, and we have conducted as extensive a survey as 

has been possible. Three separate studies have been undertaken, one to establish the 

influence of varying Ra at two different values of m, one to obtain the important effect 

of varying x> and the last study which establishes the effect of introducing inertia to a 

solution, and also examines the effect of varying the value of Ro.

From the first study we have observed that at both m  = 2 and m  = 4, the time 

dependence of the axisymmetric magnetic field is highly dependent on the value of 

Ra. This suggests that interpreting the details of any dynamo solutions obtained for 

a single value of Ra , may be specific to that value, and so care should be exercised 

in both the initial choice of Ra , and interpreting the results obtained with it. Since 

the value of Ra is unknown for the Earth, or any other planetary body, then this is a 

serious consideration for numerical dynamo modelling. Qualitatively similar behaviour 

is observed for different sources of thermal buoyancy, suggesting that the actual form of 

driving does not significantly change the behaviour observed. By comparing the results 

for the two different values of m, it is clear that the dependence on Ra  is completely
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different for the two values of m. This means that the 2 model,  at least in the 

Busse-Zhang parameter regime, is too severely truncated in 0. Work currently under 

way to increase the truncation in 0 has found that the dominant value of m  increases 

with the number of modes included (Sarson et al. 1998a) confirming this to be the 

case.

In Chapter 4 we have found that the effect of varying the radius of a finitely con­

ducting inner core is not quite as expected. For an inner core, which is large enough 

to allow significant competition between regions inside and outside the tangent cylin­

der, then the time dependence of the magnetic field is chaotic. The behaviour of the 

magnetic field becomes less complicated as the inner core size increases, as might be 

anticipated, and in fact becomes periodic. It is at small inner core radii, where the 

time dependence of the solution remains regular and independent of x, that the results 

are unexpected. As discussed in Chapter 4, this behaviour can be attributed to the 

weak interaction between regions inside and outside the tangent cylinder. So do we 

contradict the assertion of Hollerbach and Jones that the inner core is the key to the 

reversal frequency?

The strong-held dynamos we obtain for m ~  2 never reverse. It is equally possible 

that our run time is too short, or that the solution itself does not reverse. All work 

carried out to date suggests that reversals are not observed until the full symmetry is 

included. Despite not finding any reversals, we believe that we reinforce the claim of 

Hollerbach and Jones for the following reasons. Our model is fully dynamic, rather than 

an au  model, with a solution which exhibits different time dependence and structure. 

Yet still we find that, for a reasonable size of inner core, the magnetic held in the 

outer core is stabilised as the inner core radius increases as predicted. Additionally, 

Hollerbach and Jones found no solutions for x  < 0-25 and so could not really make 

any predictions as to what would occur at these small radii.

It is also worth remarking on the results for x  — 0-45 and 0.50, which suggest that
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the growth of the inner core may be capable of shutting off the dynamo. A similar 

effect has also been observed at a slightly smaller inner core radius by Jault (1996) in a 

mixed parity model. This effect is due to the increase in Rac with x  as fh-e convection 

is constrained to a thinner shell. Increasing Ra sufficiently does generate a magnetic 

field, with significant increase in the value of Ra required at x  — 0.50.

With the full inertial term included in the problem we find solutions with simi­

lar structure to those obtained with Ro = 0. These solutions themselves bear some 

resemblance to weak field solutions which were obtained in our study in Chapter 3. 

Indeed we find two possible solutions, one with chaotic time dependence which reverses 

frequently, and one with periodic time dependence which oscillates regularly. These so­

lutions only seem to co-exist for Ro l x  10~4. If Ro is increased beyond Ro = 5 x 10~4 

then no magnetic field is maintained, even with a larger value of Ra and/or different 

initial conditions. This may be explained by consideration of the force balance in the 

momentum equation. As the value of Ro increases the more significant the role played 

by the inertial term in this balance. The viscous force remains at about the same mag­

nitude, and it is the Lorentz force which is weakened to compensate. With stronger 

inertia and viscosity the fluid will be more difficult to set in motion, while decreasing 

the Lorentz force, results in a lower value of A, which in turn increases the value of 

Rac. This suggests that using stress-free boundary conditions to model viscous effects 

may have some merit, given our value of E. For values of Ro < 1 x 10~4 the periodic 

solutions are preferred, with the flow structure becoming increasingly similar to that 

obtained with Ro = 0.

In summary inertia can have a considerable effect on the time dependence of the 

magnetic field and flow, although it seems to have less effect on the flow structures 

obtained. If no-slip boundary conditions have to be employed then it will be advan­

tageous to prescribe as low a value of Ro as possible. With inertia present, and if the 

choice is available, stress-free boundary conditions may not only better represent the
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expected viscous effects, but may also permit a wider examination of parameter space. 

Future work with the code should consider this in more detail.

Our model of the geodynamo is as simple as possible, while retaining the essential 

physics, and throughout the text we have made the simplifications explicit. Neverthe­

less, our results have broad implications for numerical dynamo modelling. In particular, 

we show that by systematically changing the radius of a finitely conducting inner core, 

the diffusion time of the inner core and the changing geometry of the convecting region, 

both have an effect on the generated magnetic field. Too much emphasis cannot be 

placed on a solution obtained for a fixed value of Ra , and in models which use thermal 

buoyancy, the actual source of the buoyancy does not appear to be qualitatively im­

portant. We have also produced the first results with a 2~D model which includes the 

full inertial term. These results seem to confirm our suspicion that inertia can have 

a significant effect on the time dependence of the solution when included in a model 

with strong viscosity, and perhaps suggest that viscous effects should be minimised, by 

incorporating stress-free boundary conditions, to better represent the force balance in 

the core.
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A ppendix A  

M odel 1

A .l  N um erical m ethod

From Chapter 2 the governing equations are

l z x V =  - V P  +  T V 2 U  +  (V x B) x B +  qRaTr (A.l)

—  = V x (U x B) +  V2B (A.2)
U  u

8T
—  + U • VT =  qV2T  +  e (A.3)at

V ■ U =  V • B =  0 (A.4)

The quantities B, U, T  and P  are separated into axisymmetric and non-axisymmetric 

components as follows,

B =  B +  b, U =  U +  u, r  =  T0 +  r  +  r ,) P = P  + p (A.5)

The numerical method which we employ excludes the pressure P, but it is included 

here for completeness. The barred variables represent the axisymmetric components 

and T0 is the temperature profile in the absence of convection. This separation into 

axisymmetric and non-axisymmetric components leads to two sets of equations as fol­

lows:
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N on-ax isym m etric  equations

l z x u  — P V 2u =  —Vp +  (V x B) x b +  (V x b) x B +  qRaT'v (A.6)

5 b  2 l  v - 7  / F t  i  /  A r , \— V b =  V x  U x b  +  u x B  (A.7)
at

ffjn1   „
-  gV2T' =  - U  • VT' -  u • V(T0 +  T) (A.8)

V ■ u  =  V ■ b =  0 (A.9)

Since a finitely conducting inner core is included, the following equations must also be 

solved in the inner core,

f - V W , -  (A.10)

V *b  =  0. (A.11)

A xisym m etric  equations

1* x U -  P V 2U =  - V P  +  (V x B) x B +  (V x b) x b +  qRa(T0 +  T )r  (A.12)

ryrT_____ _ __ _ _______
—  -  V2B = V x (U x B) +  V x (u x b) (A.13)

ST —   — ____
 q V  T  =  —U  ■ V(To +  T) — u • VT' +  e (A.14)

C) U

V • U =  V ■ B =  0 (A.15)

The equations to be solved in the inner core are in this case,

^5. -  V2B =  0 (A.16)
a t

117



V • B =  0 (A.17)

The nonlinear terms with the overbar are the axisymmetric parts of the quadratic 

non-axisymmetric forcing terms, which can be thought of as an azimuthal average,

1 r 2*
/ ( a  0) = —  j  ̂ f(r , <9,4>)d(f) (A.18)

The poloidal-toroidal decomposition is adopted for the flow and the magnetic field as 

follows:

U =  V x  +  (A.19)

B =  V x (Al*) +  £1* (A.20)

u =  V x (e lr ) +  V x V x ( / l r) (A.21)

b =  V x (#1,.) +  V x V x  (Alr) (A.22)

Such a decomposition automatically satisfies equations (A.4), and reduces the vector

equations, to equations involving the scalars ip, v, A, B , e, f ,  g and h, as well as T, T0

and T'. Each of these scalars is expanded in the outer core as shown below.

N 1 M l+2

= E E  A^T^MPl^icose) (A.23)
71=1 1=1

N1 M l + 2

B(r, «) = E E  4?TUxo)K(cos 9) (A.24)
n = i i= i

N  2 M  2+4

^  «) = E E  e) (A-25)
7 1 = 1  1 =  1

71=1 1 =  1
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N l  M 1+2

T{t,8) = E  E  T ^ f ^ ( x 0) P l _ 2(cose)
ti= 1  Z=1

(A.27)

N l  M 1+2

g ( r , M ) E E  $ ? i - i  W*2Um-a(«*8 ) ^  (A.28)
71=1 1 = 1

JVl M l+ 2

Mr.M) = E  E  4??LiWA+-ro-i(c°s%im* (A.29)
7 1 = 1  I —  1

JV2 M 2+2

e(r, 0+ )  =  E  E  W PS +m- i  (cos f l ) e ^  (A.30)
71=1 Z=1

N2 M 2+4

/(r,M) = E  E  9)eim<1’ (A.31)
7 1 = 1  i = l  

N l  M l+ 2

T ' ( r , S , +  E E  T ’̂ T i - ^ P Z + n - 2(cos0) e ^  (A.32)
71=1 i = l

M l+ 2

T0(r) =  E  ®iTi-i(xo)- (A.33)
i= l

Although we have explicitly assumed that T0 =  T0(r), in general 0 and <j> dependence 

can be included , by using suitable expansion functions. The quantity x 0 takes values in

the range (-1,1), with the transformation between xa and the non-dimensional radius,

r given by

where n  and r2 are the non-dimensional radii of the ICB and CMB respectively. In 

addition A, g and h are expanded in the inner core as

(A.35)
71=1 Z=1
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_r M1 y
N l  2

=  E  E  B ^ X i f v - ^ P L i c o s e )  (A.36)
7 1 = 1  f =  l  

» r-, Mij_iN l  2 '

g(r, M )  =  E  E  f f £ V l f a - i ( ^ ” +ro- 2(cos 9 ) ^  (A.37)
7 1 = 1  i =  l

A n  M 1 -L1N l  ~2—T-1

h(r, fl, *) =  £  £  $ x * f * - 1(xi) P & ^ 1(coae)'P+ (A.38)
7 1 = 1  Z = 1

The quantity takes values in the range (0,1), with the transformation between X{ 

and r given by

Xi — — (A.39)
f'l

In the expansions of g and h in the inner core k\ =  2 and &2 =  1 for even ra, and 

k\ — 1 and &2 =  2 for odd m  to ensure that the proper radial symmetry is attained. 

The radial expansion functions are Chebysliev polynomials, Ti(x) (see Abramowitz 

and Stegun 1965). We will now see how using these functions allows the concentration 

of resolution near the boundaries (i.e. x 0 =  ± 1), where thin boundary layers are 

expected to develop. Spherical harmonics, of appropriate order m, are used as the 

expansion functions in latitude and longitude, and, as the name suggests, are the 

natural expansion functions in a spherical geometry. Each spherical harmonic consists 

of a polynomial in 0, combined with an eimi$ term. The functions denoted P ®(cos 9) are 

Legendre polynomials (see Abramowitz and Stegun 1965), and are used for the scalars 

describing T  and T0. Technically speaking these are the most natural functions to use 

for all the axisymmetric quantities, but A , _B, v and ip use P^(cos 9) which are associated 

Legendre polynomials of order 1, because of the poloidal-toroidal decomposition chosen. 

For the non-axisymmetric scalars, the expansion is done using associated Legendre 

polynomials (P™(cos0)) of order m, where m  is the chosen value of the azimuthal 

wavenumber. This code adopts dipolar symmetry (see Chapter 2), which must be

120



achieved by a suitable choice of expansion functions for the individual scalars. To 

obtain the correct equatorial symmetry, A , u, T, g , / ,  and T' must be symmetric 

about the equator and B, ipt h> and e must be anti-symmetric. The symmetry adopted 

by each scalar will also be used in the numerical solution of the momentum equation. 

Each Legendre function is a polynomial in cos 9 and sin 6, the precise form of which 

depends on the degree n. By examining the symmetry of these polynomials about 

9 =  t t /2, we can include only the polynomials, i.e. only the degrees which have the 

appropriate symmetry. In practice even degrees will be used for symmetric quantities 

and odd degrees for anti-symmetric quantities when m  is even (including m  = 0), and 

vice versa when m  is odd. In a fully 3D  code, we would also have to sum over m, but 

the 21D  approximation involves the prescription of just a single value. As a result the 

longitudinal solution structure is constrained to be periodic. In the code the spectral 

coefficients of the non-axisymmetric scalars are treated as complex quantities, with the 

physical variable being the real part of the quantity.

The radial truncation for the magnetic field and temperature is M l, while that for 

the flow is M2. In general M2 will be larger than M l to take account of the finer 

structure observed for the flow. The summation range in I has either one, two or four 

extra coefficients included in order to deal with the boundary conditions. Similarly, 

N l  is the latitudinal truncation for the magnetic field and temperature, while that for 

the flow is N2.

A . 1.1 Inner core rotation

We have already seen in Chapter 2 that the inner core rotation results from the action 

of electromagnetic and viscous torques on the boundary, via the equation (2.18). Since 

the inertia of the fluid is not included for this model, then the inertia of the inner core 

should also be excluded, because the inertial time scale of the inner core is comparable 

to the inertial time scales of the outer core. The equation determining then reduces
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to r  =  0, which does not seem to include at all. However if we evaluate the torques 

given in (2.19) individually then the following relation is found to hold

/ / (bTb<i> +  -BrB^,)r=ri sin2 6 d8d(f) (A.40)

We require that the azimuthal flow on the ICB be equivalent to the solid body rotation 

of the inner core and achieve this by setting an inhomogeneous boundary condition 

for the appropriate spectral coefficients of v at the ICB, The relation given in (A.40) 

then acts as this boundary condition for u, since B is known at each time step. Having 

obtained v, the inner core rotation rate Q* is then obtained from the inhomogeneous 

boundary condition on v. Thus the calculation of the inner core rotation rate is per­

formed in a very roundabout manner.

A .2 M om entum  Equation

In the following discussion we will examine the numerical method for the non-axisymmetric 

momentum equation (A.6). The axisymmetric equation (A. 12) is solved in a similar 

manner. Notice that (A.6) has now been presented with the viscous term on the left 

hand side, meaning that the linear diffusive operator is dealt with implicitly, in this 

case along with the Coriolis force. We don’t want to have to calculate the pressure 

gradient (—V P), which is, in any case, believed to play essentially a passive role in 

the geo dynamo. The method used to remove V P  involves applying the curl operator, 

as V x (Vv>) =  o, for any arbitrary scalar (p. The remaining nonlinear Lorentz and 

buoyancy force terms are calculated explicitly. By applying the curl operator twice to 

the momentum equation and considering only the r component, then the equations to 

be solved are as follows

l r • V x [ lz x u — P V 2u] =  l r • V x F m (A.41)

l r • V x V x [ lz x u  — P V 2u] =  l r ■ V x V x F m (A.42)
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where

Fm =  qRaT'v +  (V x B) x b +  (V x b) x B. (A.43)

These vector partial differential equations are reduced to two sets of simultaneous equa­

tions, which must be solved to obtain the spectral coefficients of the scalars describing 

the velocity. Unfortunately the presence of the Coriolis force on the left hand side 

means that these equations are coupled for the spectral coefficients e and / ,  through 

the spherical harmonic degree n, although the equations can still be treated separately 

for each m. By substituting for the components of the vector u, using (A.30) and 

(A.31), the unit vector l z — (cos0, — sin# ,0), and calculating the form of the V2 

operator gives the following equations,

Em,n [ - ^ E L n -  e„m(r)P™ (cos0)eim* (A.44)

+ £  -  £ )  /„m(r)sin 0A p “ (cos0)eim*

2 = ^  -  £ )  .fnmir) c o s 0 P ? (c o s 9 )e r *

= l r ■ V X F m

£m,n [ ' -  ^ s ]  Lnf nm(r)P™{cos e)e*™> (A.45)

r2r. enm{r) sin6>^P^(cos 6)eim<f>

2n^+i) ^  __ d_̂  enm(r) cos 9P™(cos 9)eim<̂

— l r ■ V x V x F m,

where

(A.46,

The coupling in the equations can be calculated by using the recursion relations, 

sin^ F"m(c0Sf?) = ra(n2~ + 1+ 1)p"+i(c°sg) -  (n+2̂ )) ni+ 1 )iT.x(c” g) (A.47)
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and

cos <9 P™ (cos (9) (A.48)

see Abramowitz and Stegun (1965). From these relations we find that enm couples only 

to / n±i,m and that f nm couples only to e„±i>m, and so the n structure decouples into 

two symmetry classes, odd n for e and even n for f  for the first, and vice versa for 

the second. Although the symmetry classes are distinct the same procedure is used to 

solve them. The 2im /r2 term makes it convenient to use complex arithmetic for the 

non-axisymmetric quantities, but this is not necessary for the axisymmetric (m =  0) 

quantities. By treating the radial derivatives arising in the diffusive terms with a 

Crank-Nicolson scheme the equations (A.41) and (A.42) essentially take the form:

where X_ contains the details of the terms on the left hand sides of (A.41) and (A.42), 

the matrix s  contains the spectral coefficients of e and /  for the appropriate symmetry 

class and F  contains the r components of the first and second curls. The coupling in 

n leads to a tri-diagonal block banded structure for the two X_ matrices. These must

incorporated in F are obtained using a pseudo-spectral method, which is detailed more 

fully below, for the magnetic field, B and temperature, T  at a given time step. The 

matrices X_ do not change from one time step to the next, and so can be precomputed, 

along with their LU decomposition enabling efficient inversion of the equations at each 

time step. The LU decomposition and inversion of the matrices is carried out by 

the NAG routines F01NAF and F04NAF respectively. The boundary conditions are 

incorporated in the last two rows of each diagonal block for e, and the last four rows 

of each diagonal block for / .  For the no-slip boundary conditions which we exclusively 

consider, then the condition

(A.49)

be inverted to obtain the spectral coefficients e and / .  The nonlinear terms which are

ILy ■ U>Q —  U(p —  0 , (A.50)
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at r =  r ^ r 0i for the non-axisymmetric flow, translates to

fn m iX ) — 0, (A.51)

at r =  ri,V 2 in the non-dimensional system. Consider now the relation enm(r) = 0 at 

r =  ri, 7*2. On substituting the radial expansion as given in (A.30) then we find that

Thus we see that the boundary conditions are implemented by setting the last two 

rows of the appropriate block to be [—1, 1, — 1, 1,...]  and [1, 1, 1, 1,...] , and setting the 

appropriate entries in to be zero. Note that the inner core rotation is implemented 

by setting the appropriate entry in the axisymmetric F m to be the value given by 

(A.40) instead of 0.

A .2.1 P seu d o-sp ectra l m ethod

First we have to take the spectral coefficients v, ijj etc., and calculate the real B, U  and 

T. Further we then have to calculate not only the nonlinear forcing terms on the right 

hand side of each equation, but also the r component of their first and second curls. 

Finally the quantities have to be separated back into the spherical harmonic coefficients 

required to time step the equations. The separation in (f) is trivially done analytically, 

but the separation in r and 9 must be included in this method. In fact the pseudo- 

spectral method involves repeatedly switching back and forth between spectral and 

real space (Canuto et al 1988). The first stage is to calculate B ,U  and T  at certain 

collocation points in real space, allowing the construction of the nonlinear forcing 

terms in real space. The curls are performed after transforming back to spectral space, 

returning the spectral coefficients in the required form for solving/time stepping the 

equations. One single subroutine can be set up to perform the curls since the terms 

on the right hand sides of the momentum and induction equations all involve the same 

operations, namely the r components of the first and second curls of F m (and F» for

M  2+2 M  2+2

(A.52)
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the induction equation). So far only slow transforms have been used to convert from 

real to spectral space (and back again) because there is little advantage in using fast 

transforms at our modest truncation levels.

The first stage in the computation is to calculate explicitly what radial and lat­

itudinal structures are required to calculate B ,U  and their curls in real space. By 

precomputing all these functions at the appropriate collocation points, the evaluation 

in real space is reduced to simple matrix multiplication. The radial collocation points 

are taken to be the K  zeros of Tk (x0) and the latitudinal collocation points are taken 

to be the L zeros of Pl (cos9). All of the angular terms will be exactly dealiased if

2L > (3LU +  1, LU +  2LB  +  1, LU +  2LT  +  1), (A. 53)

but the r structure will never be exactly dealiased, although if K  is chosen to satisfy 

an inequality similar to (A.53), then the radial structure will essentially be dealiased 

too (Hollerbach 1999). Each of the components of F m,i can then be calculated by 

multiplying the appropriate components of B and U. Having obtained the forcing 

terms we need to transform back to spectral space in r and 9, and so we need to 

know which functions the ?’, 9 and <j> components will be expanded in. For the radial 

structure we use Chebyshev polynomials, but for the angular structure we use P™{cos 9) 

for the r component, and P™(cos9)/sin 9 for the 9 and 4> components for m ^  0 and 

P™(cos$) ■ sin# for m  =  0 (see Hollerbach 1999). By precomputing the functions 

appearing in the operator l r • V x at the same collocation points as before, allows the 

calculation of the terms on the left hand side of (A.41) and (A.42) by another matrix 

multiplication. One final matrix multiplication is required to transform back to spectral 

space, giving the spectral coefficients of the nonlinear terms. Although we seem to be 

performing endless matrix multiplications, once we have separated the forcing terms 

into separate azimuthal modes, the whole complicated procedure as described above, 

can be performed by just one matrix multiplication for each of the radial and latitudinal
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structures, since matrix multiplication is associative, giving a very efficient method.

A .3 Induction and heat equations

We again treat the diffusive terms implicitly, with a second order Runge-Kutta method 

used to treat the time derivatives and a Crank Nicolson scheme employed for the 

diffusive terms. The remaining nonlinear terms are treated explicitly, and are calculated 

using a psuedo-spectral method as described above. This gives

dB
dt

V2B l r • [V x (u x B)] (A.54)

1, • V x dB
~dt

v 2b l r • V x [V x (u x B)] (A.55)

We use the magnetic field B to illustrate the general time stepping algorithm employed, 

but the numerical solution of both of these equations is discussed in more detail in 

Appendix B, as the same method is adopted. The terms on the right hand side must 

be evaluated twice per time step, with the predictor step, giving the spectral coefficients 

accurate to 0(5t)

(A.56)

We use this result in the corrector step which gives the spectral coefficients to an 

accuracy of 0 (5 t2).

r>(n,+l) _  'R(n) -j -i
  ---------- _V 2(B(n+1> +  B (n)) =  -  [ f |"+1) +  F?n)] (A.57)

This algorithm can be very neatly summarised in a matrix system of the following form

X B (n+1) =  yB<n> +  S tF ^ (A.58)

i.e.

B (n+1> =  X - 1[Y;B<n> +  « F jn)] (A.59)
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where the matrices X ~ \ Y_, and their product X Y -1 can be precomputed. This means 

that to advance the induction equation at each time step requires only a simple matrix 

multiplication.

A .3.1 Inner core m agnetic field

Since the equation which must be solved in the inner core is just the induction equation 

it can be time stepped in the same fashion as outlined above. In addition, the nonlinear 

term on the left hand side is simply

X ]  U(' U ~2 ^  (cos 0) (A.60)
l,n

for the first curl of the induction equation in the inner core and

±imni E  ̂  (a .6i)
i, 71

for the second, meaning that these forcing terms can be calculated by matrix multipli­

cation without using a pseudo-spectral method. Note also that the nonlinear terms in 

the heat equation can also be calculated without using a pseudo-spectral method.

A .3.2 A dap tive tim e stepping

The time stepping method detailed above produces two solutions, the predictor and 

corrector. For a prescribed value of 8t these are 0(8t) and 0 (8 t2) accurate respectively. 

The adaptive time stepping method compares the results obtained in these two stages. 

If the relative difference in any spectral coefficient, AT, is greater than a desired 

tolerance, ATmax, then the prescribed value of 8t is decreased by a factor 2, and 

the calculation at that time step is repeated for the new value of St. This process 

continues either until the required tolerance level is obtained i.e. AT < ATmax or 

the minimum time step value allowed is reached i.e. 5t < Stmin. If 8t > 8tmin} and 

the tolerance is satisfied, then the calculation continues with 8t as time step. The 

solutions are continually checked, and if AT < ATmax/Lo, where w is a safety factor,
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for nt consecutive time steps, then the value of 5t is increased again. Each of the 

quantities ATmax,Stmin,uj and nt  are prescribed, along with the default value of the 

time step St. This is a very efficient way of tracking solutions with complicated time 

behaviour. Rather than repeat a whole run at a uniform lower value of St, the adaptive 

code will only employ a lower value of St when required, with the default prescribed 

value used at other times.

A .4 D iagnostics

We are interested in obtaining the time dependence and morphology of B , U  and T  

for each given set of parameters. To enable us to establish when a given solution has 

settled, and how each quantity is varying in time, then the leading (i.e. I — l , n  — 1) 

spectral coefficients are written out after a given number of time steps. This coefficient 

should be representative of the full solution. By also making a note of the total number 

of time steps and multiplying by the time step St, a plot of the particular coefficient(s) 

against time can be produced. Using the adaptive time stepping version of the code 

requires a different calculation method for the time. When each solution is written 

out, in this case the total time is written out with the other data, since the points in 

real time may now be unevenly spaced. By calculating and writing the magnetic and 

fluid energies of the solution at the same time as the spectral coefficients, an idea of the 

time dependence and magnitude of B and U  can be obtained, which does not depend 

on looking at one particular coefficient. The magnetic and fluid energies are defined as 

follows

E m =  ~  [  BUT/, E f =  §■ f  XJ2dV  (A.62)
/̂-k) Jv 1  ̂ J v 2

where VI represents all space and V2 is the volume of the outer core. It is worth 

commenting on the choice of fluid energy, as opposed to the more normal kinetic energy. 

The kinetic energy of a system is the work done in bringing that system to rest. If no
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inertia is acting in the system, then no work is required to bring a body to rest, and so 

the kinetic energy is 0. We can of course still form the integral, and it should still tell 

us something about the strength of the fluid flow, however we cannot strictly refer to 

it as the kinetic energy. The term fluid energy is used in Chapters 3 and 4, but since 

no such problem exists in a system with inertia, then in Chapter 5, we will talk about 

the kinetic energy. The integrals in 9 and </> can be calculated analytically, by using 

the normalisation of the Legendre polynomials and evaluating the real part of the e 

term explicitly in terms of cos(m<£) and sin(m<^). This leaves a one-dimensional integral 

in r, which is performed using Gaussian quadrature with 64 nodes. All that remains is 

to calculate what form the functions of r will take. We will calculate the axisymmetric 

and non-axisymmetric energies separately, with the poloidal and toroidal parts of each 

also calculated separately. Additionally the equivalent integrals have to be evaluated 

for the magnetic field in the inner core, which has a different set of expansion functions.

As an example consider the non-axisymmetric velocity, u, and its toroidal-poloidal 

decomposition (A.21). Then

By expanding these terms fully, the middle cross term will give 0 when integrated over 

9 due to the combinations of spherical harmonics which appear. The toroidal term can 

be dealt with by using the vector identity,

V x (el,) • V x (e lr ) +

2(V x (el,) . V x V x ( /1 ,))+  

V x V x ( / ! , )  • V x V x ( / ! , )

u  • u  — (A.63) 

(A.64)

V ■ (D x E) =  E  • (V x D) -  D • (V x E) (A.65)
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twice, and substituting for the expansions to obtain,

V x (e lr) ■ V x (e lr) =  V • ((elr ) x V x (e lr)) +  e l r • V x V x (e lr). (A.66)

All of the terms which would not contribute to the volume integrals, with the given 

expansions, have been removed at this stage. A similar expression can be obtained for 

the poloidal term,

V x V x ( / l r) • V x V x ( / l r ) =  (A.67)

V ■ (V x ( / l r) x V x V x ( / l , ) )  +  f l r - V x V x V x V x  ( / l r).

By suitable use of the divergence theorem, the non-axisymmetric part of E f  can be 

calculated using the following four integrals,

I  e l r • V x V x (el,.) dV, I e l r x V x (e lr) dS (A.68)
Jv  2  Js

[  f l r - V x V x V x V x  ( / l r) dV, f v x  { f l r) X V X V x { f ir)  dS  (A.69) 
J v  2  Js

The corresponding integrals involving the scalars g and h will give the non-axisymmetric 

part of E m. However within the code, we do not need to calculate all these integrals ex­

plicitly as the boundary conditions require that the surface integrals involving e, g  and 

/  do not contribute to the final value of the energy. The integrands can be calculated 

by constructing the real radial fields in a similar fashion to that used to calculate the 

nonlinear terms in the main equations, remembering of course that for the magnetic 

field, V 1 includes the inner core. Since the axisymmetric quantities can be treated in 

exactly the same way, then ten integrals are required to evaluate E m or Ef .

The morphology of the axisymmetric and non-axisymmetric quantities are plotted 

separately. For the axisymmetric quantities we plot the toroidal magnetic field con­

tours, the poloidal magnetic field lines, the angular velocity contours, the meridional 

flow streamlines and the temperature contours. The poloidal field lines are obtained
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by solving the relation

dr rdO
(A.70)

which gives

Ar  sin 6 ~  constant, (A.71)

and similarly for the meridional streamlines ipr sin 0. For the non-axisymmetric quanti­

ties the real and imaginary parts of the r, 6 and </> components of (b and u) are plotted, 

giving the solution in two meridional slices 7r/2 radians apart. The axisymmetric and 

non-axisymmetric components of the flow are shown below, with the components of 

the magnetic field obtained in an analogous way.

(A.72)

U, = r or
(A.73)

(A.74)

(A.75)

u0 = enm(r)P™ (cos 0) + - f n m(r)~^Pn(  cos0) e

fhm(r)Pn ( cose) ■nm

where f ' im is the radial derivative d/dr.
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A ppendix B 

M odel 2

B .l  N um erical m ethod

In Model 2 the inertia of both the inner core and the outer core fluid is restored, 

requiring a different method of numerical solution for the momentum equation. When 

Ro ^  0, the equation is predictive rather than diagnostic, and the momentum equation 

must be time stepped to obtain the flow. This leads to two options for the Coriolis 

force. It can be treated implicity as before, giving a method which is well suited to 

rapid rotation, or it can be treated as a nonlinear forcing term, which is less suited to 

dealing with rapid rotation. We have chosen to adopt the latter method for now. In 

addition the equation governing inner core rotation (2.18) must also be time stepped, 

since there is now an inertial torque to balance the magnetic and viscous torques on 

the inner core. The governing equations, as first given in Chapter 2, for Model 2 are 

as shown below:

Ro  ( a u / d t  +  (U ■ V)U) +  l z x U  =  

V P R +  £ V 2U +  ( V x B ) x B  +  qRaTr.

(B.l)

—  = V x (U x B) +  V2B
at

(B.2)

—  + U ■ VT = qV2T  +  e
at

(B.3)
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V • U =  V • B =  0 (B.4)

with the magnetic field in the inner core having to satisfy the induction equation as 

described in Appendix A.

Since Model 2 has been derived from a fully 3D  model, B, U and T  are not split 

into separate axisymmetric and non-axisymmetric components, with the axisymmetric 

quantities treated just like those for any other value of m. The magnetic field B, and 

flow U are now decomposed into poloidal and toroidal vectors as shown below:

B =  V x (g l,) +  V x V x (h i,)  (B.5)

and

U =  V x (el,) 4- V x V x ( / l r) (B.6)

Each of the scalars, in addition to the temperature T  are again expanded using Cheby- 

shev polynomials and spherical harmonics. In the outer core we have

K U 2  LU ICU2 LU

e ( r . M  =  E E  ew„f*_1(a:(,)Plo(cos0) +  £  £ e * lmT,b_1(a:o)fr(c o s0 )e i’"* (B.7)
fc=l i = i  fc=i l= m

K U 4  LU K U 4  LU

/ m . «  =  E £  /*u T ^ x J P f i m s e )  +  ' £ Y , L i ™ T k- 1(xo)P r (co s0 ) jm'l’ (B.8)
k = 1 1=1 k= 1 l = m

I<B2 L B  K B 2  L B

g(r, 9, <j>) = ^  gkioTk^ 1(x0)P? (cos 9) +  gkimTk_i(x0)Pln{cos 9)elTn4> (B.9)
k —l  1= 1 k= l  l= m

K B 2  L B  K B 2  L B

* m , «  =  E E  hkioTk-i(x0)Pi(cos9) +  E E  hkimf k_1(x0)P[n(cos 9)eim<l>
k = 1 1=1 k = l  l= m

(B.10)

K T 2  L T  K T 2  LT

T{r,e,4>) =  E E W h W ^ M 9) +  E E ^ w f 1' ) ^ 9185) ^
fc=l (=1 k= l  l= m

(B .ll)
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with xQ defined as before. There are several points which are worthy of comment. 

Firstly the truncations for each of the flow, magnetic field and temperature can be 

set to different values, and we take advantage of this for the calculations performed in 

Chapter 5. The radial truncation K  * 2/4, where * represents B, U or T, allows for 

K*  Chebyshev polynomials which give the radial structure of the solution in the outer 

core, plus two/four extra coefficients which are used to satisfy the boundary conditions. 

We will return to the boundary conditions when the individual equations are discussed 

in more detail. The latitudinal truncation for the spherical harmonics is given by the 

integers denoted by L*. Note that there is now no symmetry constraint imposed for the 

spherical harmonic degrees I. For the scalars e, / ,  g and h } the more natural Legendre 

polynomials are now used, but the I =  m — 0 mode has been excluded, since it will 

not contribute when substituted back into equations (B.5) and (B.6). However this 

mode is included for the scalar temperature T, where we have used 0  to denote the 

spectral coefficient. The expansions for the non-axisymmetric terms have been written 

in complex form purely for convenience of notation. Within the code these quantities 

are explicitly separated into coefficients of cos(m(f>) and sin(m^), and so at no stage is 

complex arithmetic employed. This has the effect of making the code longer, especially 

since the nonlinear interactions between different azimuthal modes are being calculated 

analytically, but also making it run faster. When the finitely conducting inner core is 

added to the code then g and h are expanded there as follows
K B I I  L B  ICBII L B

^ (r ,6»,0) =  ^ 2  Y ^ ^ k m f 2k~i{xi)rnP^(cos9) +  ^  ] r ^ W ? 2fc-i(si)rnP/n(co s% 1̂
k = l  Z=1 fc=l Z=m

(B.12)

K B I 1  L B  ICBI1 L B

h(r,0,4>) =  P ,h im T 2 k-i(x i)7J‘P?(cos8)+ Y j hiklmT2k- 1{xi)rnP T (cos6)eim*
k = l  1=1 k = 1 l = m

(B.13)

where Xi is as defined before. Notice that the radial expansions are slightly different to 

those for Model 1. Let the radial function for gi be <7im(r). There are two conditions
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that %n(r) (or equivalently him(r)) must satisfy. Close to the origin must tend to

zero at least as quickly as r2 for the even modes and r3 for the odd modes. Additionally 

the following condition for the radial symmetry must be satisfied

These conditions will be satisfied if n  =  1 for odd I and n = 2 for even I in (B.12) and

(B.13). The radial truncation in this case is K B I  — K B /2 ,  with one extra coefficient 

included to satisfy the matching condition at the ICB.

B .2 M om entum  equation

As in Model "1 the viscous term is shifted to the left hand side, but the Coriolis force is 

in this case shifted to the right hand side and so is dealt with explicitly. This method 

places a lower limit on the values of Ro which can be prescribed. The notation in this 

section is given with a summation over m, simply for ease of presentation. Wherever 

summation over m  is displayed or implied, the ‘sum’ should be thought of as m  =  0 

plus one other non-zero value of m. We again consider the r  component of the first 

and second curls of the momentum equation, giving,

R . O - - E L , eim(r)Ppl(cos6)eim'l‘ =  1,. ■ V x F m (B.15)

Ro— — ELi Llf lm{r)Pr(cose)ein‘4’ =  l r • V x V x F m (B.16)

where the operator

1(1 +  l) 
r 2

(B.17)

and

F m =  —l z x U — Ro (U • V)U +  (V x B) x B +  qRaTv. (B.18)

136



By noting that

(U • V)U =  V (|U |2/2) -  U x  (V x  U), (B.19)

and that the V (|U |2/2) term will be eliminated by the curls anyway, then the forcing 

actually calculated is

F m =  - l z x U -  Ro{V x U) x U +  (V x B) x B +  qRaTv . (B.20)

The calculation of the terms in F m, the r components of their curls and the separation 

into spherical harmonic components is done using the pseudo-spectral method as dis­

cussed in Appendix A. By separating into different spherical harmonics, the equations 

(B.15) and (B.16) can be treated independently for each m  and each I, as well as in­

dependently of each other, since the Coriolis force is now included in. the forcing. Let 

us now consider time stepping the equation (B.15), where the notation

I<U2

ejmM =  ekimTfc_i(£0), (B.21)
fc=i

is again introduced for ease of presentation. The equation is enforced at K U  collocation 

points, which are taken to be the zeros of T ^ jj(x0), and the two boundary conditions 

give the required K U 2 conditions on the spectral coefficients ekim- The collocation 

points are chosen so that resolution is automatically concentrated close to the bound­

aries. A second order Runge-Kutta method, which is modified to treat the diffusive 

terms implicitly, is used to advance the coefficients from one time step to the next. 

This is done in a two stage process which involves calculating the forcing terms twice. 

The numerical method has reduced the initial partial differential equation to a matrix 

equation, which uses the spectral coefficients at time step n to evaluate the spectral 

coefficients at time step n +  1. Implementing these algorithms gives

R o  j  _  E L i  ( f e „+l +  (1 _  c)enim) _ (g  22)
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for the left hand side of (B.15), with £ usually taking the value 0.5 to weight the known 

and unknown coefficients equally. For the equation which arises for / ,  a different value

has to be adopted if no-slip boundary conditions are to be used, because the algorithm 

is unstable even for very small time steps. Since treating the diffusive terms implicitly 

was designed to improve the stability of the scheme, then increasing the weight of the 

unknown coefficients may rectify the problem. It transpires that in this case adopting 

£ =  0.6 is sufficient to stabilise the procedure, but at the cost of degraded accuracy. 

With £ =  0.5 the procedure is 0(5t2) accurate, but with any other value of £ the 

procedure is only 0(5t) accurate with respect to the diffusive terms. However, even for 

this first order procedure a reasonable time step gives quite good accuracy, as can be 

seen from the free decay results. Additionally, since the diffusive (viscous) time scale 

is likely to be one of the longest time scales in the model, and 5t must be shorter than 

the shortest time scale in the model, then the first order procedure will give very good 

accuracy.

The first stage of the calculation is the predictor stage, which evaluates the forcing 

terms at the collocation points using the spectral coefficients at time step rt, with an 

initial estimate of the new coefficients ejjj^ obtained by inverting the resultant matrix 

equation. These new coefficients are used in the Corrector stage to again evaluate the 

forcing terms, and obtain the final coefficients This whole procedure can be very 

neatly summarised in two matrix equations, where the ^  denotes the terms associated 

with the Predictor stage.

X e n+l = y e n +  5tF (B.23)

(B.24)
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where

'1  , ( m i  2 ,Z m 5 eKU2tlrriT> (B.25)

F — [F\j F2 , ■. ■, Fkui 0) 0]r  (B.26)

and each entry Fk represents l r ■ V x Fm at collocation point k. The first K U  rows of 

the matrices X  and Y  are given by the following relations

I^ 0 -  0.55tEL,] (B.27)
7 3

Y jk =  [Ro +  0.55 t E L t] f k- ! ( x ) \ x=Xj, (B.28)
Tj

with the last two rows of X_ implementing the boundary conditions and the last two 

rows of Y_ being zero. As before all of these matrices can be precomputed allowing 

a very efficient time stepping procedure. Adopting the same procedure for the more 

complicated equation (B.16) gives a similar matrix system with in this case

X *  =  [Ro -  Q M tE L i ]  L ,Tt-iipc) 1*=*, (B.29)
r.j

Y j*  =  ~  ̂ 4 =  [R o  +  0.4 6 tE L t] L i? k^  [x) |,= I., (B.30)
r:i

and the last four rows of A implementing the boundary conditions and the last four

rows of Y_ being zero. The boundary conditions are incorporated almost exactly as

described in Appendix A, but the inhomogeneous boundary condition on U  at the 

ICB now reduces to

gi<u+i,io =  (B.31)

As an added consequence the viscous torque on the ICB will only depend on eio(V).
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B.3 Induction equation

By treating the induction equation in a similar manner to that described in Appendix 

A and substituting for (B.9) and (B.10) we obtain

E 1(1 +  1)
A _ lat 1 him(r)Pim(cos 9)eim4> l r • V x (U x B) (B.32)

m,l

1(1 +  1) d
dt Li 9im(r)PT(cose y m4> = l r ■ V x V x (U x B). (B.33)

It is immediately obvious that these equations have an identical format to (B.15), 

and so can be time stepped in exactly the same way. The nonlinear terms on the 

right hand side are again obtained using a pseudo-spectral method. We now turn to 

the boundary conditions, and begin by examining the case of electrically insulating 

boundary conditions at both the ICB and CMB. Matching to potential fields in the 

regions r < ?q and r > r2 then yields the boundary conditions

9im(r)  =
d I +  1 
dr r h l m ( O5

at r =  ?q and

9 im{r) = ( ~  +  l-  ) hlm(r) =  0,

(B.34)

(B.35)

at r  =  r2. The actual entries in the appropriate rows of the X_ matrices will be slightly 

more complicated than for the flow, but nevertheless the boundary conditions can be 

implemented exactly as before. In fact because the boundary conditions do not involve 

m, the same X_ matrices can be precomputed and re-used for each value of m  as well 

as at each time step.

As we have already stated, a finitely conducting inner core cannot be implemented 

simply by imposing a boundary condition at r = ri, we must also solve for the magnetic 

held in the inner core. The equations which must be solved in the inner core are

E
ml

1(1 +  1) d_
dt -  x r U , h,m{r)P^(cos0)eim* =  1,. ■ V x (U x B) (B.36)
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a*WPi"(™9y“* = l,-VxVx(UXB), (B.37)
m , l

where S is the ratio of the inner core to outer core conductivity, and U =  sin 01^ is 

purely the solid body rotation of the inner core. The equations (B.36) and (B.3T) are

is slightly more difficult to implement, but since each I is dealt with separately then 

only a minor change is required to the precomputation of the X_ matrices. Rather than 

boundary conditions at r =  r \ , we now impose the matching conditions

which are only valid for no-slip boundary conditions. These represent the continuity 

of the three components of the magnetic field, and the tangential components of the 

associated electric field. Once again the resultant X_ matrices do not depend on m  

and so can be reused as before. These X_ matrices have a structure which allows 

the simultaneous implementation of the equations in the outer and inner cores, the 

matching conditions and the boundary condition at the CMB (see Hollerbach 1999).

Additionally we have to time step the equation (2.18). Implementing a similar 

algorithm on this equation gives

where Fc = V/C.  It is this value of O* which is input to the inhomogeneous boundary 

condition on eio(r).

B .4  H eat equation

By substituting (B .ll) into the heat equation, we obtain

enforced at K B I  collocation points, given by the zeros of Tikiu+i (x i) on (0,1). This

(B.38)

(B.39)

n?+1 = n" + (rc + fo+I) (B.40)

E  [I - ?(£| + 1̂ :)] ©Ur)fT(cos = -U ■ VT. (B.41)
m , l
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This equation can be time stepped using a similar method to that used for the other 

scalar equations, with the boundary conditions

® i m ( r )  = 0, (B.42)

at r =  71, r2 implemented in exactly the same way.

B.5 Testing o f the code  

B .5 .1  T h e 2 ^ D  approxim ation

By employing this approach, the only major change to the code occurs in the calculation 

of the nonlinear terms, and so this has to be thoroughly tested. Even although only 

minor changes have to be made to the time stepping routines, these are still tested by 

obtaining the free decay rates for the equations involving each of the scalars e, / ,  g ,  h 

and 0 .

Analytic testing of the calculation of the nonlinear term s

Calculation of the nonlinear terms from each equation is a two stage process. First 

the real variables B ,U  and T  have to be calculated and combined in the appropriate 

way, and then the r component of the first and second curls is taken. This whole 

process is performed within one large subroutine in the code, with a single subroutine 

within this one to deal with the curls. The main difference lies in the calculation 

of the nonlinear terms which is done by the same pseudo-spectral method in r and 

0, but the azimuthal interactions are calculated analytically. As an example of how 

this is done consider an interaction between the scalars e and /  given in (B.7 and 

B.8), a similar interaction arises in the calculation of (V x U) x U. The interaction 

produces four products; the two axisymmetric (m =  0) parts combine to produce an 

axisymmetric term, two non-axisymmetric terms are produced by the interaction of the 

non-axisymmetric (e2m̂ ) part of e and the axisymmetric part of /  and vice versa. There
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is also the product of the two non-axisymmetric parts, which produces an axisymmetric 

term and a non-axisymmetric (et2m̂ ) term. The former term is included along with the 

other axisymmetric product but the latter term is excluded, since only one azimuthal 

wavenumber m  is included.

The ultimate test of course is to compare the output from the 2|D  code with a 

suitably truncated 3D model, and this has been done and is discussed later in Sec­

tion B.4.3. To test the analytic separation into azimuthal modes, requires that simple 

functions are prescribed for the scalars e, / ,  g, h and ©. A symbolic computing package 

(Maple) is then used to calculate the required nonlinear forcing terms and the r com­

ponent of their first and second curls. Both the prescribed analytic functions and the 

solution obtained must be converted to spectral coefficient expansions as this is what 

is input and output from the code. As an example let

e(r, 0,0) =  r  cos 0 =  rP f, (B.43)

then e n o  =  1, e 2io =  1/2 and e&jm =  0 for all other values of k, I and m. Examples were 

chosen with purely axisymmetric interactions, purely non-axisymmetric interactions 

and a mixture of the two, A total of seven analytic examples were tested, each of 

which produced exact agreement between the code and the output from Maple.

Testing removal of the azimuthal collocation points

One of the analytic examples was also used as input for the 2 ~D code and the 3D code 

to compare the output. The major difference between the two approaches is that the 

2\ D  code calculates analytically to which azimuthal mode the nonlinear terms belong, 

whereas the 3D code uses a collocation method to construct the 0 structure, and relies 

on a slow Fourier transform to separate out the different azimuthal modes. It is clearly 

important to test that this change has been made consistently. The solution will be
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exactly dealiased if

2M N  > m ax(3MU  +  1, MU  +  2M B  +  1, M U  +  2M T  +  1) (B.44)

where M N  represents the number of azimuthal collocation points, and MU, M B  and 

M T  give the azimuthal truncation for the flow, magnetic field and temperature. So 

for the case M U  =  M B  =  M T  =  2, the number of collocation points, M N  > 4. The 

calculation was repeated for M N  — 16,8,4. It was found that even for M N  = 4, 

the same solution was obtained using both the 2\D  code and the 3D  code. With 

agreement to at worst 9 or 10 decimal places, giving confidence that our 2 approach 

has been correctly implemented.

B .5 .2  T esting o f th e  tim e stepping

This is done by obtaining the free decay rates for each of the five equations used to 

obtain the spectral coefficients. Implementation in the code requires that the forcing 

terms for each of the equations are 0. The free decay rates are independent of m, which 

means that an axisymmetric case can be chosen, with an arbitrary function of r chosen 

as initial conditions. A value of I is chosen, and the solution is time stepped until the 

decay rate has settled. Initial results are given with an insulating inner core.

The equations governing the scalars e, g and h can be solved analytically to obtain 

the free decay rates. Each of the equations (B.15, B.32 and B.33) takes the form

where (p = ip(r, t) represents one of e, g, h and L = Li. The solutions can be shown to 

be of the form,

where ji and yi are spherical Bessel functions of the first and second kind respectively 

(see Abramowitz and Stegun 1965), and A  and B  are arbitrary constants. The different 

boundary conditions determine the exact value for A.

(B.45)

<p{r,t) =  e xH[Arji(Xr) +  Bryi(Xr)} (B.46)
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For (B.15) and (B.33) the boundary conditions are e =  g = 0 at r = r ls r2, and so 

the decay rates, for a given I, can be obtained from the following relation,

j t(A /% ;(3A/2) _  j l(3\/2)yl{\/2)  =  0 (B.47)

since n  =  1/2 and r 2 =  3/2. For (B.32), the boundary conditions are,

dh ( l - \ - l )h dh Ih . .
r = n  : —  -  -------— =  0, r = r2 : —  +  — -  0 (B.48

dr r dr r

giving the more complicated relation,

[A/2j|(A/2) -  l j t (A/2)] [3A/2ys'(3A/2) +  (I +  l)y ,(3A /2»  -  (B.49)

[A/2yf(A/2) -  lVl{A/2)] [3A/2j7(3A/2) +  {l +  l ) j , (3X/2)} =  0

The equation (B.16) is much harder to solve analytically, in this case two 4 x 4  

determinants have to be solved rather than just one 2 x 2  determinant. The analytic 

values for I = 1. . .  4 are taken from Hollerbach (1999).

The free deca}' rate can be calculated analytically for the heat equation by solving,

dip 2 dip
Tt -  L V ~ r Tr =  ° (B'50)

The solutions can be shown to be of the form,

V(r, t) =  e - AV i i ( A r )  +  By, (Ar)] (B.51)

where ji and yi are again spherical Bessel functions of the first and second kind respec­

tively, and ̂ 4 and B  are arbitrary constants. The boundary conditions are 0  =  0 at

t — r i 0 ’2, giving rise to the same relation as (B.46), and so the same analytical values 

of A are obtained as for e and g.

Table B .l :  The analytically calculated free decay rates with an insulating inner core

and no-slip boundary conditions.
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I = 0 1 = 1 1 = 2 1 = 3 1 = 4

f
h
0 9.869604401

12.07101109 
37.6096886 
4.44750953
12.07101109

16.33228462 
36.5341303 
9.00507099
16.33228462

22.41275078 
38.3227479 
14.77623480
22.41275078

30.04580136 
43.3706793 
21.70742406
30.04580136

By scaling the coefficients at a given time step by the value at the previous time step 

and writing out the values to a file, it is easy to see when the decay rate has settled to a 

steady value. By examining the final two values of the coefficients output by the code, 

and recording the ratio gn/gn+i, then the value of the decay rate can be calculated 

using the following relation

A2 =  log, ('-?=-') /St.  (B.52)
\ 9 n + 1 /

Although the specific coefficient g has been used here, the decay rates for the other 

coefficients are obtained in the same way. Table B.2 gives the values of A2 obtained 

with the code relative to the analytically derived values, obtained with 5t = 1 x 10-4, 

for I — 1 and 1 = 2. The calculations are then obtained with a different weighting, 

apart from /  which already has £ =  0.6. Notice that this very neatly confirms our 

belief that with £ =  0.5 the solution is 0(5t2) accurate, but with any other value it is 

only 0(5t ) accurate.

Table B.2: The relative free decay rates obtained with the code using an insulating 

inner core and no-slip boundary conditions.

1 = 0 1 = 1 1 = 2 I = I X  = 0.6 i =  2,£ =  0.6
e,9
f
h
0 0.999901162

1.000000121
0.9996251

1.000000016
1.000000121

1.000000222
0.9996359

1.000000068
1.000000222

0.999879237
0.9996251

0.999955345
0.999879237

0.999836845
0.9996359

0.99991049
0.999836845

When the finitely conducting inner core is introduced, then the boundary conditions 

governing g and h: and hence the observed free decay rates will change, and so the 

tests are repeated, with the results given in (B.5.4).
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B .5 .3  C om parison of 2 \ D  and 3D  codes

Once the above has been completed and satisfactorily tested, then the code can be 

used to try and obtain some results. We have already performed significant parameter 

surveys using Model 1, and so would want to use some of these results as initial 

conditions. Unfortunately different expansions are used in the two different numerical 

schemes, and so a method for transforming between the two sets of spectral coefficients 

is required. The starting point is a set of spectral coefficients as described in Appendix 

A, and the transformation involves a three stage process. In Model 1 dipolar symmetry 

is imposed, by only including certain degrees of spherical harmonics. Since Model 2 has 

no imposed symmetry, then the set of spectral coefficients must be modified to reflect 

this. In practice all that is required is to double the values of N 1 and N 2 making 

the coefficients associated with the harmonic degrees which were previously excluded 

identically zero. The main work is now over for the non-axisymmetric coefficients, 

since the expansions are identical in the outer core, and only slightly different in the 

inner core. Note that since we are still running with an insulating inner core, then 

the inner core coefficients are not required here. All that remains to be done is to 

convert the complex coefficients to real notation, remembering that the real part of the 

complex coefficient is associated with cos(m</>), and the imaginary part is associated 

with — sm(m(j)). Unfortunately things are not so straightforward for the axisymmetric 

quantities, which are expanded in terms of different poloidal and toroidal scalars, and 

in terms of different spherical harmonics. This can be overcome by calculating the 

real axisymmetric magnetic field, flow and temperature at a set of collocation points. 

These real quantities can then be converted back into spectral coefficients appropriate 

for Model 2, by carrying out the inverse operations to those used for constructing the 

real quantities, ensuring that the truncation and collocation points used are identical. 

Exactly the same procedure, with the appropriate expansions, can also be used for the
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inner core quantities. It is relatively simple to check that this method is correct by 

plotting the relevant quantities and comparing the morphology and magnitude.

Using a steady solution which was obtained at small x  as the initial condition, 

the new 2~D code was compared to the existing 3D code with insulating inner core. 

The parameters for the test run were Ro = 10~4,I? =  10~~3,(/ =  10, Da =  80, x ~  

0.05, m  — 2, and a comparison of the performance is given in Table B.3 below. Excellent 

agreement was found between the results, with the leading coefficients agreeing to at 

least 8 decimal places.

Table B.3: Comparison of the performance of the 2|D  and 3D codes.

2 kD 3D
Run Time (Hours) 

Time for 1 time scale 
Storage (input) MB 

Storage (output) MB 
Processor time

6.78
67.78 
4.80 
0.23 
94 %

12.31 
123.11 
6.00 
0.34 
99 %

B .5 .4  T h e inclusion  o f a fin itely  con d uctin g  inner core

As we have already seen, the induction equation now has to be time stepped to obtain 

the magnetic field in the inner core, and the inner core will be free to rotate due to the 

strong magnetic torque on the ICB, requiring that we also time step equation (2.18) to 

obtain the inner core rotation rate. This means that we have to test, the routine set up 

to time step Bj, the routine which calculates the viscous and magnetic torques as given 

by (2.19), the routine to calculate the nonlinear forcing terms and the time stepping 

of the induction equation. The calculation of the torques and the nonlinear forcing 

terms can be easily tested by inputting simple analytic examples as used to test the 

2\ D  approximation. To test the time stepping of the inner core rotation rate, we force 

the outer core fluid to undergo solid body rotation, setting g = h = f ~ Q  = 0. With 

this prescription for e the viscous torque at the ICB will be identically zero and so the
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inner core should maintain exactly the same solid body rotation. We obtained some 

free decay results for I — 5 and 8t — 1 x 10~6 to test the time stepping of the induction 

equation. Again the values shown in Table B.4 are relative to the analytically obtained 

values, and the results give exact agreement with the results presented in Hollerbach 

(1999).

Table B.4: The relative free decay rates obtained with the code using a finitely 

conducting inner core and no-slip boundary conditions.

K B #,E  =  0.1
1—1oIIw

9t £ - 1 0 h,E  — 10
8 1.0000001 1.0000016 - -
10 - - 1.0005254 1.0002015
12 1.0000000 1.0000000 - -
14 1.0000000 1.0000000 0.9999995 1.0000014
16 1.0000000 1.0000000 - -

B .6 D iagnostics

In terms of the plotting of solutions the diagnostics which we use are similar to those 

used for Model 1. The magnetic and kinetic energies are calculated in the code by a 

similar method, although clearly the same routines can now be used for the axisym­

metric and non-axisymmetric energy. As another test of both the implementation of 

the these routines in the code, and our transformation method, we calculate the vari­

ous energy terms with the original coefficients in Model 1, and compare with the same 

energy terms obtained by substituting the transformed coefficients into Model 2. The 

values obtained show good agreement giving added confidence in the transformation 

method, and providing a valid test of the implementation of the routines to calculate 

the energy terms.

It is somewhat simpler in this case to calculate some of the forces in the momentum 

equation, to give some idea of the leading order balance in the equations. The Lorentz 

force, the Coriolis force and the buoyancy force are already calculated by the code,
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but we would also like to calculate the viscous and inertial forces. Using the vector 

identity,

V x (V x U) =  V(V • U) -  V2U, (B.53)

we can calculate V x (V x U) instead of V2U for the viscous force, since V • U =  0. 

This involves a much shorter calculation than is required for V2U, and in any case 

we have already calculated the components of this vector, when setting up the energy 

routines. The velocity U is also calculated during the normal calculation of the code. 

By obtaining the value of U at consecutive time steps, then the inertial term dU/dt  

can be approximated by

< - >

where St is the value of the time step. Our method is then as follows, we take the 

solution, in terms of the spectral coefficients, and calculate the r, 9 and <j> components 

of each of the given forces at two points, one inside the tangent cylinder and one outside 

the tangent cylinder, for an arbitrary value of <j>. The point inside the tangent cylinder 

has spherical coordinates r ~  1, remembering that rQ =  3/2, and 6 «  7r/10, while 

the point outside the tangent cylinder also has r «  1 and 9 «  7t / 5. To remain inside 

the tangent cylinder at this radius requires 9 < t t / 6. This calculation is repeated for 

the solution at the very next time step, allowing the calculation of dU/dt.  Once the 

components of these forces have been obtained, the corresponding torques about the 

z-axis can be calculated. In particular we are interested in obtaining the ^-component 

of the axisymmetric torques, which have the form,

ifyr sin 0, (B.55)

where represents the azimuthal component of the given axisymmetric force. Since 

the axisymmetric pressure gradient (dP/d<j> =  0), which we do not calculate anyway,
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and the buoyancy, do not have a 0-component, then the full balance in the axisym­

metric momentum equation can now be examined. Note that the (U ■ V)U part of the 

axisymmetric inertial term can now be obtained by evaluating (V x U) x U, which 

is also calculated in the routine operation of the main code, since the V(U 2/2) term 

does not contribute to the 0-component of the axisymmetric force.
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A ppendix  C 

D erivation of Tg and (3

Let us return to the dimensional heat equation (2.3) and consider the unperturbed 

state for which U — 0 and T  = T0, then the equation becomes

kV2T0 =  —e (C.l)

We now make the suppositions that the volumetric heat source (e =  const.) and that 

To depends only on r, so that

FT2 A
T0 = ~ - --------- +  B  (C.2)

o k, r

If we were working in a full sphere then A  would automatically take the value 0 to 

maintain a finite T as r —» 0. However we are concerned only with T in the outer core. 

The temperature remains fixed at both the inner and outer boundaries and so B  is an 

arbitrary constant chosen to give specific values of the temperature at the inner and 

outer boundaries. Throughout this study we shall assume, without loss of generality, 

that B  — 0. By setting A  =  0, the heating must arise totally from internal sources, 

whereas by setting e — 0 we assume that the heating is due solely to differential heating 

at the boundaries. Our implementation requires that we do not choose specific values 

of A  and e, but instead specify the non-dimensional unperturbed temperature profile 

Tq, appropriate for either of the above cases.
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C .l Internal heating

With A  =  0 then (C.2) becomes

r - = - £  (c -3)

It seems sensible to non-dimensionalise the temperature using this unperturbed tem­

perature profile. The temperature scale 0 =  /?L, where (5 =  ATo/L, the difference 

in temperature across the shell, scaled by the gap width. In what follows a subscript 

* represents a non-dimensional quantity, is the non-dimensional inner core radius, 

r 2 is the non-dimensional outer core radius, Tx is the non-dimensional temperature 

at the ICB and T2 is the non-dimensional temperature at the CMB. Under the non- 

dimensionalisation (C.3) becomes

(C.4)

SO,

(C.5)

For a sensible non-dimensionalisation we want 7\ — T2 =  1, therefore

(C.6)

Since (rx — r 2) — -1, then

(C.7)

meaning that

(C.8)
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C.2 D ifferential heating

If we assume instead that e =  0 then (C.2) becomes

To =  - -  (C.9)r

We again use the temperature scale 9 =  f3L. Under the non-dimensionalisation (C.9) 

becomes

0TO» =  —y  — (C.10)
L r*

so,

To.  =  ~  -  =  - - ^ 5  -  (C.11)L9 r* / f l /  r*

Again assuming — T2 =  1, we obtain

/3L2 Vn 2̂T, -  r 2 =  -  A ?  ( - - - ) = !  (C.12)

Since (r2 — 77) =  1, then

meaning that

f  = ( a i 3 )

To, =  (rir2) -  (C.14)

C.3 Interm ediate heating sources

The above discussion covers the case of two different heating sources, each with different 

properties. It may also be desirable to have a heating source with input from both 

separate sources. To implement this we start from the non-dimensional unperturbed 

temperature distribution, introducing a parameter 7 , which controls the ratio of heat
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from different sources and must reflect the relative sizes of e and A. This gives the 

following relation for T0*,

T ° * = i '  ( ~ ( ^ j r * ) +  ( 1  “ 7 )  ( ( r i r a )  £ )  ( c ' 1 5 )

where 7 G [0, 1], with 7 =  0 corresponding to total differential heating and 7 =  1 to

total internal heating. For the expression given in (C.15) to be valid, then the following

three conditions must hold

T i - T 2 =  1, (3 =  ATo/L, 9 = pL.  (C.16)

It can easily be shown that these three conditions are satisfied and that

p  = ^ + T ^ - m ^ '  (G 17)

where the following relation holds between e and A ,


