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calculated (]ines) travel-times; Kaimes
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SUMMARY

The Midland Valley tnvestigation by Seismology  (MAVI]S)
consists of three refraction lines of o, 80 km length across
the Carboniferous basins of the Midland Valley of Scotland.
Twe lines trend approximately east-west (MAVIS | north aznd

south), the latter crossing a major qaravity and magnetic

snomaly near Bathgate, The third line (MAVIS 1) trends
nerth-south, crossing the MAVIS | |ines and Bathgate anomaly
and extends into Lower Old Red Sandstore ocutcrop to the

north and south of the Ochil and Wilsontown Faults respec-
tively, These datz are supplemented by |ines recorded using
quarry-blast scurces, Two profiles trend east-west azcross
the Bathgate anomaly (Sola nerth and south), A third pro-

file (MAVIS 111} trends north-south across the Lothian oil-

shale fields.

Three refractors 3re recognised defining four crustal
layers, The first layer has velocities between 2,0 and 5.0

km/s and extends to depths between 0,5 and 3.0 km, This

layer is interpreted as the Carboniferous and Upper Old Red

Sandstone, The second layer has velocities betwsen 5.3 and

5.9 km/s and cccurs between depths of 0.3 to 3,0 km and 4.0

to 6.0 kmy, This layer is interpreted as the Lower 0ld Red

Sandstone =nd Lower Palaeozoic, Therefore, the topmost

refractor is interpreted as the wunconformity between the

Upper =and Lower 0Old Red Sandstone mapped &t the surface in

the Midland Valley, The third layer occurs at between 4,0 to

6.0 and 7.0 and 8.5 km depth with velocities between €.0 and
6.1 km/s. This layer 1is interpreted as crystalline basement,

The deepest layer occurs at depths grester than 7.0 to 8.5



km and is interpreted as 5 higher velocity crystalline base-

ment, The interface between the two basement layers may mark

phism,

Velocity data from layer 1 show Poisson’s ratio for
this layer to be 0,29 +/- 0,06, and the ratioc of horizontsl
to vertical P-wave velocity to be 1,15 40,12 -0,15. Both
values are consistent with the sandstone/!limestone/shale

sequence mapped =t the surface,

The Bathgate gravity anomaly was modelled within  the
constraints imposed by the seismic data, The results of
ear|ier magnetic modelling were confirmed, with deep and

shallow end members of 2a series of possible solutions being

1d

model led, The shallow model satisfies the anomaly with =
thickened sequence of Carboniferous lavas within the seismic
layer 1+ The deep model is for 3 gabbroic intrusicon within
the crystalline basement extending from 10 to 15 km depth,

Gravity modelling across the Ochil Fault show this fracture

T

to dip to the sout

+

Relief on the Old Red Sandstone unconfeoermity is  found
to mirror structures mapped at the surface, whilst the
under lying basement is virtually planar, A detachment is

postulated between these horizons with the surfasce struc-

tures forming by thin-skinned tectonic processes, The
detachment horizon is probably either within the Lower
Palzeozoic sequence of seismic layer 2, or at the ductility

contrast to be anticipated at the interface between Lower

Palaeczoic and erystalline rocks. A detailed structurasl
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interpretation of the Lothian oil-shale fields suggest
there may be several levels of such detachment with the Mid-
land Valley. A model is presented for the development of the

Ochil fault as an en echelon fracture resulting from reac-

tivation of = basement | ineament.



INTRODUCT 1 ON

The Midland Valley of Scotiand is considered prospec-
tive by & number of oil! companies, 3 play involving = Dinan-
tian oil-shale source with reserveoirs in overlying sandstone
bodies being envisaged. The Tricentrol 0Oil Corporation hold
exploration licences in the =area and finsnced the MAVIS
{(Midland Vallay Investigation by Seismcloqy) seismic refrac-

tion project as part of their exploration effort in this

regicn, The data were intended to:

{11 Act == 5 framework for reflection data and provide

additional velocity informaticon,

[2] Msp the depth to two refractors interpreted as  the
unconformity between the Upper and Lower ORS and top of
crystalline basement, Since the potential source rocks
are of Carboniferous zmge, the thickness of these strata
are limited by the depth to the former, whilst the
relationship between surface and basement structures
allows constraints to be placed on structural styles

within the region,

[3]1 To provide data on the scurces of a major gravity and
magnetic "high" centred around Bathgate and a aravity

“tow" near Allca.

[4] Extend the models of upper crustal structure provided

by Davidsen (198€) and Sola {1985) =scross the southern

Midland Valley.

This thesis describes the acquisition 2nd processing of

the MAVIS data;, and the re-interpretation of the quarry-
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blast data of Sola (1985). Gravity meodelling within the con-

straints provided by the seismic data was slsoc undertaken.

Methods and their application toe the data are described in
chapters 3 to &, The geological interpretation of these

data are discussed in chapter 7, Figures are in volume |1,
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CHAFTER 1 - BACKGROUMD GEOLOGY
1414, Introduction

A bewildering number of tectonic mcdels for the evelu-
tion of the Scottish Cailedonides have been publiéhed. Early
interpretations in terms of a destructive plate boundary
(Dewey 1971) have been modified to include strike-slip (usu-
ally sinistral) and terrane tectonics {(Bluck 1985, Hutton
1987) ., Tectonic models of the Variscides are slightly
less common but concentrate on evidence to the south of the
Midland Valley, A detziled review of these models is not
attempted here, Instesad, the major stratigraphic units
within the Midland Valley are described and their tectonic
setting briefly reviewed:, The geoclcgical significance of

the MAVIS data is discussed in Chapter T,
1.2, Pre-Palaeczoic Basement

There is noc pre-Palacozoic basement exposed in the Mid-
land Valley and tectonic models for the eveolution of the
region predict a wide variety of basement types, e.qg. Dal -
radian rocks (Yardley et al, 1982), occeanic crust {(Mitchell
& McKerrow 1875), a pre-Dairadian block (Kennedy 1558,

George 1960).

Indirect evidence of basement type is available from

three sources:

[1] Provensnce studies based on clasts in Lower Palaeczoic

conglomerates

(21 Geophysical measurements, e.g. Poisson’s ratio
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{31 Xenoliths from volecanic vents

Cohglamerates in the Lower FPalaeoczoic strata exposed
near Girvan and in & series of inliers in the southern Mid-
land Valley (see section 1.3) contain numerous |igreous
clasts of acid to basic composition, Bluck (1983, 1984) sug-
gests that the source of these clasts was a volcanic-
plutonic arc massif in the Midland Valley and Southern
Uplands, A Midland Valley basement of such acid-
intermediate composition is in agreement with the velocities
described by Hall et al, (1983) and Davidson et =al, (1384)

(Figs.2:+8 and 2.8) for the LISPB "Lower Palaeczoic" layer.

The seismic model of Midland Valley «arustal structure
is described in section 2.2, Measurements of F- and S-wave
velocities of Lewisian rocks (Hall & Al-Haddad 1976, Hall &
Simmons 1979) and the calculation of Foisson’'s ratico by com-
parison of LISPEB P- and S-wave datza (Assumpcac & Bamford

1978) suggest that the LISPB 6.4 km/s "pre-Caledonian base-

ment” is composed of intermediate granulite gneiss similar
to that exposed in the Lewisian complex to the northwest,
Powel!l (1978), from magnetic evidence, suggests that the

layer has been affected by retrogressive metamorphism. The
7:.0 km/s lower crustal layer is probably basic igneous rocks
metamorphosed to garnet granulite facies and gradational

between gabbro and eclogite.

Xenoliths from the Midland Valley and adjoining regions

have been described by Upton et &l., (1976), Graham & Upton

(1978) and Upton et al, (1983), Upton et al. (1584)

integrate these data with the seismic evidence (Fig.1.1),
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Xenoliths of foliated quartzo-feldspathic granulitic
arieisses and unfoliated pPlutonic rocks are correlated with
the LISPB 6.4 km/s pre-Caledonian layer whilst basic granu-
litic meta-ignecus examples are assigned to the 7.0 km/s
lower crustal layer., Mantle material is represented by foli-

ated peridotites and other unfoliated ultra-mafics.

The absence of greenschist or amphibolite facies xenol-
iths, together with the sedimentary and geophysical evi-
dence, suggests that the Midland Valley basement consists of
an island arc igneocus complex overlying granulite facies
metamorphics. |t should be remembered that the Midland Vsl-
ley basement may not be a homogeneous unit, the techniques

described cannot distinguish between similar juxtapositioned

basement blocks.
1.3, Lower Palaeozoic

Lower Palaeczoic rocks are not well exposed in the Mid-
land Valley (Fig.1.2), Ordovician strata are exposed at

Girvan and at the Highland Border. Silurian rocks outcrop at

Girvan and in =a series of inliers in the southern Midland

Valley., Downtonian rocks unconformably succeed the Highland

Border Complex at Stonehaven. There is evidence that some

of the Lower Old Red Sandstone (ORS) may be of Silurian age

but these rocks will be considered separately (see section

1.4), General! descriptions of the Lower Palaeozoic rocks

are given by Cameron & Stephenson (1983) and, to a lesser

extent, by Walton (1983).

In the southwest Midland Valley the rocks of the Bal-

lantrae Ophiolite Complex record & histery of subduction on
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the southern marqin of the Laurentian contiment, Following
early Ordovician obduction, the complex was unconformably
overlain by a conglomeratic and turbiditic sequence of
Lianvirn-Ashgillian age deposited in a series of fault
bounded basins (Williams 19€2), Clast provenance studies in
the conglomerates suggest them to have been produced by the
erosion of the Ballantrae Complex and & plutonic arc {Long-
man et al., 1979), Bluck (1983) interprets the Girvan
sequence as having formed in & proximal fore-arc setting and
postulates the presence of a major arc massif to the north
and a fore-arc basin to the south, The fore-arc is envisaged
as lying beneath the allochtoncus accreticonary prism
sequence of the Scuthern Uplands which has been thrust to

the north, effectively eliminating the arc-trench gap.

The rocks of the Highland Border Complex occur as a
series of discontinuous outcrops along the Highland Border.,
Curry et azl, (1984) show the complex to range from pre-
Arenig to late Caradoc ages The complex is unconformably
overlain by Downtonian strats at Stonehaven and by the Lower

ORS at Loch Lomond. The Dalradian is reverse faulted against

the complex, Therefore, these rocks may be considerably more

extensive at depth than suggested by their surface outcrop.

Bluck (1984) postulates deposition in & marginal basin, By

compar ison of their geclogical history with that of the Dal-

radian he demonstrates that the two crustal blocks were not

adjacent at this time. The Highland Boundary Fault (HBF) is

considered to mark & terrane boundary with juxtapositioning

of the two blocks probably occurring during the late Silu-

rian, with final docking by thrusting probably in Upper
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Devenian  times, The tectonic evolution of the Midland Vsl -

ley region through the Ordovician is shown in Fig.1.3,

The Silurian strata exposed around Girvan =nd in  the
southern Midland Valley inliers show a transition from
marine turbidites, shales and conglomerates up into terres-
trial conglomerates and sandstones, Clast provenance and
palaeoflow studies suggest deposition in an inter-arc basin,
with a source in a volcanic terrane to the south (Bluck
1383), The tectonic setting in Silurian times is summarised

in Figo1f4o
1.4, 0ld Red Sandstone (0ORS)

The ORS of the Midland Valley has been described by
Mykura (1983) and Cameron & Stephenson (1985). The tectonic
setting during deposition has been described by Bluck (1583,
1984), A two-fold division of the ORS is recognised in the
Midland Valley with & thick Lower ORS sequence unconformably
overlain by a thinner Upper ORS succession, Radiometric evi-
dence suggests much of the Lower ORS to be of Silurian age

(Thirlwall 1983), whilst poor biostratigraphic constraint on

the Upper ORS means much of this succession could be of Car-

bori ferous age. ORS outcrop in the Midland Valley is shown

in Figf105'

The Lower ORS rests unconformably on the Lower FPalaeco-

zoic in the Pentland Hills (Mykura 1960) and at Girvan

(Cocks & Toghill 1973), though the contact may be conform-

able at Lesmahagow =and in the Hagshaw Hills (Rolfe 19€1)

(see Fig.1.2 for locations). Near Stonehaven, rocks of

Downtonian =ge are succeeded conformably by the Lower ORS,
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Terrestrial clastic sediments dominate the successicon with

coarse conglomerates common. lgriecus rocks of Lower ORS age
include andesitic, basaltic and rhyolitic extrusives with
intrusive felsites and dolerites, The succession to the
north of the Ochil Fault is folded into the asymmetric

Strathmere Syncline and parallel Ochil-Sidlaw Anticline
(Armstrong & Paterson 1970, Francis et al, 1970), In  the
southern Midland Valley poorly exposed, heavily faulted,
outcrops extend from the Ayrshire coast to the Pentland

Hills (Mykura 1960).,

Using palaecoflow and clast provenance data Bluck (1983,
1984) suggests that the Lower ORS was deposited in two
basins; the Lanark and Strathmore Basins, within a volcanic
chain formed of the Lower ORS igneocus rocks (Fig.1.€), Depo-
sition is envisaged as having occurred within a volcanic arc

during the closing stages of the Caledonian Orogeny.

Earth movements preceding the depcsition of the Upper

1

sssociated with sinistral transpression along the

ORS are

3

Highland Border. Sinistral movements of this age are

described from faults within the Dalradian block, e.g the

Loch Tay Fault (Smith 1961), in clast fractures from within

" Lower ORS conglomerates (Ramsay 1862) and in fault patterns

along the Highland Border and in the Qchil Hills (see sec-

tion 7T+3).

The Upper ORS was deposited on the eroded surface of

the Lower ORS. This sequence is also composed of terres-

trial clastic sediments, though the Upper ORS is more mature

and generally finer than the Lower., There are no volcanic
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rocks within the succession, Exposure is poor  and correla-

tion betwaen outorops difficult, Bluck (1980) interprets the

conglomeratic succession in the northwest Midland Valley as
having been depcsited in a series of pull-apart basins
resulting from sinistral movements along the HBF. MNa
detailed interpretstion is available to axplain deposition

elsewhere in the Midland Valley,
1+3+ Carboniferous

1+9¢1 Introduction

Extensive reviews of the Carbeoniferous of Scotiand, and
of the Midland Valley, are provided by Framcis (1383=z,

1983b) =nd Cameron & Stephenson (139835) respectively,

The Carboniferous of the Midiand Valley conformably

succeaeds the Upper ORS, There is 3 transition from terres-

triza! red beds to = fluvio-deltaic and shallow marine

sequence, but this change is diachronous and a significant

part of the Upper ORS may be of Carboniferous age. The stra-

tigraphic subdivisions of the Midland Valley Carboniferous

e d
o
m

sre shown in Fig.1.7. Red beds reappear at the end of

th

im

Westphalian heralding a return to arid conditions in

Fermian.

19,2+ Structure
In the Midland Valley, as in the Carboniferous of Eng-

tand and Ireland, sedimentation and valcanism were influ-

enced by contemporaneous tectonics. The major structural

elements in the Midland Valley are shown in Fig.1.8.
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Hall (1371, 1974) recognises twe zones of differing
structural style separated by the rnmorth-south trending
"Lanark Line", To the east of this |ine north-south folds
cut by east-west normal faults and dykes predominate, To the
west, east-west faulting is less aspparent with northwest

trending folds and faults more important, Both patterns are

super imposed on an  older northeast-southwest “Caledonian®
grain within the pre-Carboniferous basement. Northeast-
southwest trending linear volcanic vent systems also suggest
basement structures of this trend. During the Carboni-

ferous, the influence of northeast-southwest and east-west
structures was gradually superceded by those of northwest-
southeast trend which controlled Permian deposition in  the

Midland Valley, and tc =2 lesser extent, in England (see sec-

tion 1.68).

The mature of the HBF during Carbonmiferous times s

poorly constrained due to lack of outcrop, though Carboni-

ferous sediments cross the fault near Loch Lomond suggesting

little or no relief on the fault line, The Southern Uplands

Fault (SUF) was down-thrown to the northwest in Carboni-

ferous times with the Southern Uplands forming an ares of

positive relief which was gradually overstepped by the Car-

boniferous and Permian SUGCESSion,

The Pentland Fault is mapped offshore in the Firth of

Forth (Thomson 1978) and extends southwest to the SUF, Near

Edinburgh the fault juxtaposes the Lower ORS volcanics of

the Pentland Hills and the Carboniferous strata of the

Midlothian Coalfield, The fault is reversed since a bore

within the voloanics penetrated Carboniferous strata,
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Further south, near West Linton, the fault changes its
down-throw from southeast to northwest, The fracture can be
traced, probably without interruption, to the point where it
joins the SUF, down-throwing socutheast at Tinto but changing
to northwest again further south (Fig.1.8), The Pentland
Fault was probably active as a strike-slip fault during the
post-Lower pre-Upper ORS deformation and may have originated
in an earlier period: The relationships of the strats along
the Pentland Fault between Midlothian and Douglas suggest
that several reversals of the direction of throw may have

occurred during its history.,

Faults sub-parailel to the SUF are mapped in Ayrshire,
increasing in frequency adjacent to this fault, Strati-
graphic units abruptly change thickness across these frac-
tures indicating syn-depositional movements., There is stra-
tigraphic and geophysical evidence that, like the Fentland

Fault, the Straiton and Dusk Water Faults have undergone

changes in their direction of throw.

Further to the east, east-west trending faults are com-

mon, though throws are comparatively small except in the

case of the Ochil and Campsie Faults (Anderson 1331). The

throw on the former is estimated at over 3 km. In the

Lothian oil-shale fields six east-west trending faults with

throws of up to 0,5 km dominate the structure. Francis &

Walker (1986) present evidence that faults of this trend

were active during the Carboniferous. They certainly

existed by late Carboniferous times when dykes of the Mid-

land Valley Sill Complex (see section 1+5,4) are mapped as

intruding along such fault planes.



Nor thwest-southeast trending faults are mapped geophy-
sically in the Firth of Clyde (McLean & Deegan 1978) and are
also present within the Midland Valley, Individual throws

on these faults are relatively minor,

The two largest folds in the Carboniferous of the Mid-
land Valley are the north-scuth to northeast-southwest
trending Central Coalfield and Fife-Midlothian Synclines.
The former appears to have originated as the depositicnal
Kincardine Basin, though the axes of the two structures are
offset by = few kilometres., The latter is cut by the Pent-
land Fault, movements on which are probably responsible for
the marked asymmetry of the Midliothian Syncline, Strata are
inverted adjacent to the fault in this area (Tulloch & Wsl-
ton 1958), Smaller scale folding along northeast-socuthwest
trends controlled sedimentation in Fife, e.g the Balmule
Anticline, and to a lesser extent further west, Folds of
rnorth-south to northeast-southwest trend are especially com-
mon in the Lothian oil-shale fields (Mitchell & Mykura

1962) ., In the west, less persistent folds of northwest-

southeast to east-west trend occur,; e.,g the Mauchline Basin,

whilst folds of northeast-southwest trend are associated

with the faults of this trend, e.g. the Dailly Syncline

{(Mykura 1967).,

There is disagreement as to the tectonic framework into

which the Carboniferous of the Midland Valley is best fit-

ted, Tectonic models can be broadly divided into those advo-

cating pure shear in & east-west stress field (Russell 1871,

Hazeldene 1987), pure shear in 2 north-south stress field

(Leeder 1976, Bott et al., 1984) and dextral strike-slip
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models (Dewey 1982, Read 1987a), The complex history of
reactivated structures and syn-depositional movements is
probably best explained by dextral strike-slip in response
to  an approximately north-south oriented stress field, i.e.
@ transtensional regime. This explains the movements on
east-west and northeast-southwest faults with simul tanecus
folding along north-south to northeast-southwest lines (Resd

1987a)
1433+ Sedimentaticn

In addition to syn-depositiconal folding and faulting,
sedimentation was controlled by the topography of contem-
poranecous lava piles:s Also, there is evidence of regional
increases in sediment thickness to the northeast or north in
several stratigraphic groups, Consequently, isopach maps are
the products of several interfering influences, Fig.1.9
demonstrates a pattern of sedimentation which continued
throughout virtually the entire Carboniferous, though as
regional subsidence continued the influence of the struc-
tures shown diminished. A shelf a&area in Ayrshire is
separated by a lava pile from two major basins; in the cen-
tre of the Midland Valley and in Fife and Midlothian., These
basins are separated by a complex zone of small scale fold-
ing, Smaller basins occur around Douglas and in central

Fife, Fig.1.10 illustrates the effect of syn-depositional

tectonics on the thickness of the Limestone Coal Group.

The Calcifercus Sandstone Measures (CSM) in the Midiand

Valley show extreme lateral facies changes. The group

includes large volumes of basic igneous rocks and records an
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increasing marine influence on sedimentation,

"~

In the western Midland Valley the Cementstone Group
consists of argillacecus |imestornes interbedded with mud-
stones and sandstones of probable lagoonal origin (Freshney
1961). In Renfrewshire, and further east, the succession is

overlain by the lavas of the Clyde Flateau, dividing the CS

inte Lower and Upper Sedimentary Groups (Richey et =z,

i

1930)+ The Upper Sedimentary Group rests unconfeormably  on

the lava pile, the topography of which controlled its dis-
tribution (Whyte 1921), Lithetegies include sandstones,
mudstones, and cosls with marine |imestones near the top of

the sequence, e,q., the Hellybush Limestone,

M consist of & Cementstaone

]

in West and Midlothian the Cf
Group overlain by the Lower and Upper Gil-Shale Groups. The

C5M reach their maximum thickness of around 2 km in  this

area, The Cementstone Group is simitar te that in the west

but, in contrast, igneocus rocks are rare. The Lower Oil-

Shale Group contains few well-developed cil-shales and con-

sists of a sequence of shales and sandstones with some coals

and freshwater | imestones, The Upper 0Oil-Shale Group con-

tzins nine to tern oil-shale seams, up to 5 m  thick, inter-

bedded with srqillaceocus strata, plus marine horizons, ceoals

and maris (Mitchell & Mykura 13962),

iln East Lothian ignecus strata are again wel |

developed., Sediments are mainly argillaceous and include

cementstones near the base and a series of marine bands

higher up the succession.

in East Fife the CSM are represented by sandstones,
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mudstones and siltstones with impersistent coals and dolomi-
tic limestones, The sequence contains several marine hor-
izons, especially near the top, e.gs the Ardross Limestones

{(Forsyth & Chishaolm 13977).,

The increasing marine influence seen in the upper part
of the CBM continues into the Lower Limestone Group (LLG),
The group consists of a c¢yclic succession of sandstones,
mudstoﬁes, limestones and coals with basaltic lavas and
tuffs north of Bathgate:, The coals have been worked in

parts of the Central Coalfield and in Midlothian and Fife,

The Limestone Coal Group (LCG) contains many workable

coals within a sequence of deltaic sandstones, siltstones

and shales. Paradoxically, the group contains nc |imestones
except for rare freshwater examples., Two important marine
bands; the Johnstone Shell Bed and the Black Metals,; can be

traced over nearly all the Midland Valley., Phreatic vol-

canic activity occurred at this time in Ayrshire and Fife

with rare localised lava flows in the latter, Basalt lavas

continued to be deposited north of Bathgate where wvirtually

all of the group is volcanic,

The Upper Limestone Group (ULG) is lithologically simi-

lar to the LLG. Several well-developed |imestones provide

useful marker horizons, though sandstones and mudstones are

more common. Coals are generally poorly developed: Minor

unconformities within the group are also mapped. Volcanic

strata are restricted to ash horizons in Fife and Ayrshire,
The Passage Group (PG) is poorly defined stratigraphi-

cally, The group consists mainly of sandstones with locally
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thick beds of clay rocks, Eroszive bases to the sandstone
herizons are responsible for many non-sequences., Marine
bands and coals are thin and impersistent except at West-
field in Fife, In Ayrshire, baszltic lavas separate two
sedimentary groups, the upper of which contzins bauxitic
clays, The lavas are overstepped by the Cozl Measures and,
in places, rest unconformably on the ULG, Sedimentation
continued to follow approximately the pattern established in

the Dinantian, though distorted in Ayrshire by the lava

pile,

The Lower and Middle Coal Measures (LCM, MCM) consist
of cycles of coal, mudstone, sandsteone and seat clay.,
Reddening of the stratas cccurs near the top of the MCM
extending down from the Upper Coal Measures (UCM) and Per-

mian, The UCM are mainly red sandstones, though grey beds

ococur  in Ayrshire and Douglas with thick coals in the
latter,
1.5.4, lgneous Activity

The Carboniferous succession in the Midland Valley con-

tains larqge volumes of intrusive and extrusive ignecus rocks

(Figq:1,11), Most are of alkaline affinity, Iin addition,

there =re tholeiitic sills and dykes (the Midliand Valley

Sill Complex) emplaced during the late Carboniferous,
The distribution in time and space of this activity s

shown in Fig.1.12. The greatest volume of lavas was produced

during the Dimantian, the bulk of later activity being

phreatic, though more widespread,
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Thick lava sequences occour in the CSM of Esst Lothian
and in the western Midland Valley where the Clyde FPlatesu
Lavas outcrop to the north, west and south of Glasgow. It is
possible that the two aress are the remnants of 5 virtuslly
continuous lava field which coversed the Midland Valley in
the early Visean (De Souzz 1979), The lavas of the Clyde
Plateau frequently show well-developed boles indicative of
contemporaneous sub-serial weathering (MacDonald 1973). The
flows probably originated from the many associated vents,
though fissure eruption has been suggested due to the

lateral persistence of some flows {(up te & km) (Francis et

alt, 19700,

Towards the end of the Dinantian activity became con-

centrated arcound Bathgate and near Burntisland (Allan 1524),

The Bathgate Lavas probably overlap those of the Clyde Pla-
teay (Anderscon  1963) (Fig.€.7), whilst plugs and vents in
the West Lothian oil-shale fields suggest 3 former eastward

extension of these |lavas.

Silesian igneous activity is characterised by phreatic

explosive eruptions from & large riumber of vents, However,

the lavas of the Bathgate Hills ceontinue into the Silesian,

interbedding with sedimentary horizons, whilst basaltic

lavas in the Passage Group of Ayrshire reach 160 m in thick-

ness., There are alsoc a series of lava flows at Westfield in

Fife, In the Westphalian, activity was concentrated in the

Firth of Forth where the LCM are entirely volcanic,
There =re many alkaline sills of Silesian =ge within

the Midland Valley. This may be due to the inability of
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thick piles of unlithified Carboniferous sediments ta sup-
port a magma column, This caused sill emplacement to

replace surface extrusion (Francis 19€8),

The late Carboniferous tholeiitic activity resulted in
a large number of east-west trending dykes which scted as
feeders to the extensive Midland Valley Sill Complex, The
structure of the intrusion is complicated; the sill changes
stratigraphic horizon and is found to be thickest in basinal
areas. Francis (1982) describes the mechanism of intrusion

of the complex,

1.6, Permian

Permian outecrop in the Midland Valley is restricted to
Arran and arcound Mauchline., There are alsc isclated outliers

in the Southern Uplands, The rocks are mainly red sandstones

and mudstones with basaltic lavas, indicating = terrestrial

environment {(Lovell 1983, Cameron & Stephenscn 1885),

The successicn in the Mauchline basin consists of up to

300m of basaltic lava flows with thin intercalated sedi-

ments, overlain by =aeclian sandstones reaching 450m in

thickness (Mykura 1367).

Many vents mapped in the Midland Valley as cutting Car-
boriferous strata mre assumed to be of Permian age, suggest-

ing the Mauchline Lavas to be a remnant of a far more exten-
Sive igneous province.

Frobable Permian rocks are mapped in the Firth of Clyde
based on geophysical evidence and limited sampling (MclLean &

Deegan 1978). The succession is assumed to be similar to
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that exposed around Mauchline and on Arran,

Understanding the tectonic environment in Permian times
is difficult due to lack of outcrop, Mykurs (13€67)
describes northwest trending fractures which controlled
deposition in the Mauchline basin., Hall (1574) suggests
such structures originated in the Carboniferous, becoming
more important throughout this pericd, and traces the system
inte the Southern Uplands and Vale of Eden. McLean (18978)
includes this, together with the offshore east Arran basin
and a |inear system extending from Stranraer to the Cheshire
Basin, as evidence of the importance of north-west trending

structures st this time.
1.7, Post-FPalaeoczoic

No sediments or extrusive volcanics of post-Permian age

QCCur in the Midland Valley., However, Tertiary dolerite

dykes associated with the Arran and Mull ignecus centres are

relatively abundant in the west of the region, whilst doler-

itic sills of similar =age occur in Ayrshire, Faults of

northwest trend, common in the western Midland Valiey, are

assumed to be of Tertiary age (Anderson 1851), though Mykurs

(1967) amd Hall (1974) show structures of this trend ta have

been active in the late Carboniferous and Permian,

1.8, Summary

Clearly the Midland Valley has undergone a complex tec-

tonic history. The interpretation of geophysical data will

be complicated by the structural complexity of the region

and its wide variety of rock types. Some ambiguity of



-20-
interpretations is inevitable and geclogical and geophysical

data must be integrated to reduce these to = minimum.



CHAPTER 2 - PREVIQUS GEOPHYS!|CAL RESEARCH
2.1, Introduction

A considerable amount of geophysical work has been
under taken in the Midland Valley and adjacent regions. Data
from the Firth of Clyde are summarised by MclLean & Deegan
{(1978) . More recently, Davidson et al, (1984) review results
mainly from the central and western Midland Valley. Hall
{(1984) outlines geophysical constraints on the structure of
the Dalradian block to the north, Unfortunately there is no

equivalent review for the Southern Uplands.,
2+2+ Seismic Refraction

Upper crustal and whole crustal seismic refraction data

are available from the Midland Valley and adjoining areas,

Crampin et al., (1970) describe the Lowlands Seismologi-
cal HNetwork (LOWNET), an array of seven radio linked
seismometers in the central and eastern Midland Valley
(Fig.2.1a3). Analysis of quarry blasts and natural seismic

events produced a preliminary model of & three layered upper
crust (Fig.2.1b}., Layers 1 and 2 have velocities of 3 and
565 km/s respectively, though the former is seen only as =3
time delay on later arrivals., These layers are interpreted
as Palaeozoic sedimentary sequences:. A refractor of velo-

city €6.,45 km/s occurring &t 7-8 km depth is interpreted as

crystalline basement,

The north-south trending Lithespheric Profile in Bri-
tain (LISPB) crosses the Midland Valley near Edinburgh

(Fig.2.2), The experiment is been described by Bamford et
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al. (1976, 1977, 1978), Kaminski et al., (1976) and Assump-
cac & Bamford (1978), A concise summary is given by Bamford

(1879),

The four layer crustal model defined for northern Bri-

tain is shown in Fig.2.3, The layers are interpreted as:

{11 A superficial layer of Upper Palaeoczcic and vyounger
sediments, The geometry of this layer is poorly con-

strained and based mainly on geological evidence,

[2] in the Highlands this laver has velocities of 6,1-€.2
km/s and is interpreted as a combination of Caledonian
metasediments and intrusions, South of the Highland
Border the layer has 3 velocity of 5,8-6,0 km/s and is

interpreted as a Lower FPalaeoczoic succession,

[21 North of the SUF this layer has a velocity of 6,48 km/s
and is interpreted as the Caledonian foreland, South of
the SUF the layer has @ velocity of &.28 km/s. This
difference Iis considered significant by Bamford (1879)

though no geclogical interpretation is suggested,.

{41 A lower crustal layer, poorly constrained to the south

of the SUF, with & velocity of 7.0 km/s.

Crustal thickness varies from 23 km at the northern end
of the LISPB profile to more tham 30 km beneath the Midland
Valley: The mantle has a uniform velocity of 8.0 km/s. Good
shear waves were recorded from several shots. Comparison of
P- and S-wave velocities and travel times enabled Assumpcac

& Bamford (1978) to compute Poisson’s ratio along the pro-

file (Flg.2|4)o
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The LISPB interpretation suggests that the SUF is =
fundamental element in the PBritish Caledonides since it
separates two types of pre-Caledonian basement (layer 3).
LISPB was =3 large scale eyxperiment with shots tens of
kilometres apart and receivers spaced &t intervals of
several kilometres, Therefore, correlation of surface

structures with those mapped seismically may be incorrect,

Hall et al, (1983) re-interpret the LISPB data from the
Southern Uptands. The data asre combined with data from
gquarry blasts recorded at the U.K. Atomic Energy Authority
seismic arrays at Eskdalemuir and Broughton and the results
from the Southern Uplands Seismic Profile (SUSP), a refrac-
tion seismic profile =slong the strike of the Southern
Uplands. (Fig.2,5), SUSP predicts P-wave velocities of 6.0
km/s &t = depth of about 1 km, increasing to .3 km/s at 3-4
km depth. Apparent velocities measured at the Broughton
array, located on  the SUSP line, confirm these velocities
from sources to the north-east and south-west (along
strike), and from the Midland Valley to the north-west, From
the south and east, however, apparent velocities are lower,
being typically 5.6-5:8 km/s. ‘This suggests that the high
velacity crust recognised by LISPB in the Midland Valley
continues beneath the Southern Uplands, but deepens to the
south-east of SUSP and Broughton. Data recorded at the Esk-
dalemuir array show high apparent velocities along strike to
the north-east and south-west, with lower velocities across
strike to the north-west and south-east, These data can be
explained in terms of a high velocity block, 10-20 km wide,

occurring beneath Eskdalemuir and extending along strike,



Re-examination of the LISPE data from the region shows

that the time-distance data can be interpreted in terms of =

i

series of low and high velocity segments of abaout 5.6 and
6.0 km/s (Hall et =l., 1983). The original interpretation
sssumed these effects to be due to refractor relief,
Figi2.,6a shows how & model of wupper crustal blocks can
satisfy the dats, The lithological implications of the velao-
city data are shown in Fig.2,.6b (see Hall et al. 1983 for
sources of data), Field and laboratory measurements of the

velocities of greywsckes and crystalline rocks of granitic
to dioritic compeosition are plotted, It is concluded that
the high velocities are due to crystalline rocks of grano-
dioritic to dicritic composition, whilst the lower veloci-
ties are from greywsckes, OQliver et al, (1984) have sug-
gested that the observed velccities are due to 5 transition
from peoorly foliated prehnite-pumpeliyite facies greywackes
te well foliated greenschist facies quartzo-feldspathic

schists., It is unlikely, however, that such a transition

would be sharp enough to explain the dats,

The LISPEB model of Midland Valley upper crustal struc-
ture is shown in Fig:.2:.7+ The interpretation of arrivals
from the uppermost crustal layer is clearly a poor fit to
the data, Fig.2.9a shows 5 series of short to medium range
seismic refraction profiles recorded to refine the LISPE
mode | in the Midland Valtiey (Davidson et &l 1984, Sols
1985, Davidson 1986), Fig.2/8 includes P-wave velocity data
from different groups of rocks from within the Midland Val-
ley, plus velocity-depth models from a number of sources

{see Davidson et zl, 1984 for scurces). The Carboniferous
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and Upper ORS sediments are of distinctly lower velocity
than the Lower ORS and Lower Palaeczoic sediments., Velaoci-
ties encountered at shallow depth are acceptable for Lower
Falaeozoic and Lower ORS rocks, but layer 2 velocities are
comparable to those of quartzo-feldspathic gneisses, As  in
the Scuthern Uplands, the interpretation of LISPB layer 2 as

a Palaeczoic sedimentary sequence is probably incorrect,

The time-distance data described by Davidson et al,
{(1984) show a sharp change in apparent velocity, from velo-
cities attributable to the Carboniferous and Upper ORS, to
those characteristic of the Lower ORS and Lower Palaeczoic,
at a depth of about 2 km. This suggests the unconformity

between the Upper and Lower ORS, mapped at the surface in

the Midland Valley; is a refractery; and allows the sub-
division of LISPB layer 1. The data from lines 1 and 2
(Fig+2:9a) presented by Davidsen et al, have been re-
interpreted and are described in chapters 3 and 7. The line

3 profile trends approximately east-west from the Ayrshire

coast to the Scouthern Uplands (Fig.2.93) Where the line

crosses outcrops of Lower Palaeoczoic rocks velocities are

found to increase gradually with depth before a sharp

increase to 6.,0-6.1 km/s at about 2 km., This velocity s
comparable to that of the LISPB "Lower Palaeczoic" layer 2.

Clearly this refractor cannot be the top of = Lower Palaeo-

zoic sequence and so supports the interpretation of this

layer as basement. Figi2:8 shows the velocity of this

refractor to plot within the field for acid-intermediate

gneisses, confirming the presence of crystalline rocks at =

depth of azbout 3 km.
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Based on these data 5 revised crustal model may be cor-

structed, Table 2.1,

Table 2.1, Crustal Model for the Midland Valley of Scotland,

Laver| Velocity Approximate interpretation
{km/s) Depth (km)

1 2,5-3,5 0-3 Carboniferous and Upper ORS

2 4.,0-5.,5 3-6 Lower ORES and Lowear Palzeczcic

3 5.9-6.2 3-8 Crystaliine basement (6,0 km/s)

4 6.4 8-20 Crystalline basement (6.4 km/s)

3 7.0 20-33 Lower crust

33 Moha
MacBeth & Burton (1885) describe surface wave data

obtained in the Midland Valley and adjacent regions.

Arrivals from the Kintail earthquake, recorded during the
LISFE experiment, were inverted to provide regionalised
shesr wave velocity profiles. Seven regions of relatively
homogeneous velocity are recognised with rescolution to 17 km
depth, Velocities in the topmost 2 km are consistently low

ge velocity of 3,13 km/s. Lower layers have 3

]

with an aver

mean velocity of 3,60 km/s and show a consistent velocity

agradient betweern |imiting values of 3.,4-3.8 km/s. The low

near surface velocities represent an average of the topmost

2 km and are probably caused by = superficial weathered

layer and open cracks in the upper few hundred metres, Mac-

Beth & Burton (1986) refine the model for the Midland Valley

using marine shots fired in the Firth of Forth and recorded

by the LOWNET array., Shear wave velocity profiles were con-

structed for the uppermest 2 km of the Midiand Valley

{(Fig.2,10)+ There s reasonable agreement between five of



the eight profites with velocities arouped arcund 1,43 km/s
at the surface, increasing to between 1,9 and 3.5 km/s =t 2
km depth. The velocities from the DU and ELO prafiles are

seen to be anomalously high with surface velocities of zbout

2.1 km/s+ This is because the ray-paths from shot to

receiver are mostly through Lower ORS, whilst the remaining

dats are mainly from lower velocity Carboniferous strata,
2.3+ Seismic Reflection

Commercial seismic reflection data and deep reflection
profiles obtained for academic purposes have been recorded

within the Midland Valley and its offshore continuations,

Ha!ll (1371, 1974) describes the results from & small
scale seismic reflection survey in the western and central
Midiand Valliey, Reflection profiles and velocity data were

used to determine the thickness of ignecus rocks in these

Ireas.

Vibroseis reflection data, recorded to 6,0 s two way
time (TWT) for the Tricentrol Qil Cofpcration, have been

studied by the author though a detailed interpretation was

not =ttempted, Limited data, recorded for the British Geo-

%) during the Tricentrol survey, show

logical Survey (BG

coherent events to arcound 2 km depth (Fenn et al. 1984),

This is typical of reflection profiles from within the Mid-

land Valley which rarely image structures below refraction

layer 1 (Carboniferous and Upper ORS), i.e. below about 2 km

depth, This lack of penetration is probably due to mining

out of coal seams in the Carboniferous strata, plus the com-

plex faulting and geology of the sequence, in addition, the
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WINCH dsta suggest that the underlying Devornian sequence may

be seismically transparent (sea below).,

Data recorded to 15 s TWT zcross the offshore continus-
tions of the Midland Valley have been obtained by the Brit-

ish Institutions Reflection Profiling Syndicate (BIRFZS), The

Western Isles MNorth Channel (WINCH) profile (Brewar et al,
1583) extends from the Outer Hebrides to the Irish Ses
{(Fig.2.2), Hall et zal, (1384) describe z detsziled interpre-
tation of this line where it crosses the offshore continus-

tions of the Midland Valley and bounding Dalradian and

Southern Upland terranes, Fig:2:.1%1 shows = line drawing of
this section of the profile, Lines represent coherent events
within the data, From the surface, the dotted horizons are;j
top of crystalline basement, top of the reflective lower

crust, base of the crust {(Mohe) and = mantle reflector,

The Carbonifercus and Permo-Triassic sediments  of the

Firth of Clyde basin are seen to be about 2.0 and 1.3 km

thick respectively, Since the profile crosses 3 northwest

trending basin, similar to the Mauchline Basin of the Mid-

land Valley, these thicknesses can only be extrapolated

along strike with caution, though they are comparable to

onshore estimates., The underlying basement is characterised

by = lack of coherent signals and occurs at around 3-4 km,

shal lowing towards the Midland Valley margins, Reflective

lower crust is less well-developed beneath the Midland Val-

ley than to the north and souths This may be & function of

the datz processing since higher background noise levels

have been shown to disguise deep crustal reflectivity

(Klemperer pers, comm.). A charnge in crustal character
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associated with major strike-slip movements does, however,

remain a possibility,

The Mcho occurs =zt  about 10 s TWT, equivalent to
approximately 30 km depth., To the northy the Moho shallows
to about 8 s TWT near Islay, whilst beneath the Southern

Upltands it probably remains at about 10 s TWT,

‘The data provide little insight as to the nature of the
Midland Valley bounding fractures, High-angled structures
would not be imaged, but there is no evidence of a change in
seismic character correlatable with the surface faults,
though Hall et al. (1383) suggest no major structure should

be anticipated at the SUF, Data from the Highland Border =are

confused by shallow diffractions, but Hall et al, (1384)
suggest & high-angled fault is more likely than & major
thrust,

The Mortheast Coast (NEC) line (Fig.2.2), also recorded
by BIRPS to 15 s TWT,; runs sub-parallel to WINCH off the

east coast of the Midland Valley and Southern Uplands

{Klemperer & Matthews 1987). Where the line crosses the

eastward extrapolation of the Midland Valley and SUF  virtu-

ally no upper crustal structure is imaged, Reflective lower

crust occurs at about 7.0 s TWT and the Mcho at about 10.0 s

TWT, ocorresponding to depths of approximately 20 and 30 km

respectively, Again, reflective lower crust s less well-

developed beneath the Midland Valley than in other parts of

the profile.

2.4, Gravity and Magnetics
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Figi2:12 shows two north-south trending gravity pro-
files across the Midland Valley (Hipkin & Hussain 1983), The
effects of known sedimentary layers have been removed to
highlight anomzlies of deeper origin., The LISPR axper iment
predicts a layer of velocity 6.4 km/s to oceour st zbout 7 km
depth beneath the Midland Valley terminating at the SUF and
falling to about 135 km depth some 20 km north of the HBF
(Fige2.3), This would result in a positive anomaly of 20-30
mgal in the Midland Valley relative to the areas to the
north and south, The required change in gravity is observed
te the north and seems to coincide with the Moine-Dalradian
contact mapped at the surface. No equivalent change is
observed to the south, (The "low" immediately to the south
of the SUF is interpreted as a granitic body beneath the
Southern Uplands (Lagics & Hipkin 1979)). Hipkin & Hussain
(1983) assume the LISPB model of the SUF to be correct and

suggest that lower crustal/mantle mixing is compensating for

its predicted gravitational effects in this region. Several

independent |ines of evidence (Hall et al, 1983, Upton et

al, 1983, Al-Mansouri 1988, Davidson 1986) suggest that the

LISPR model! is incorrect and that the Midland Valley base-

ment continues under the Southern Uplands. Such a model

requires no gravity gradient in the region of the SUF,

The regional aeromagnetic map of the Midland Valley

(Fig.2,9¢) shows anomalies which correlate with exposed

basic igneous rocks, and linear features associated with the

SUF  and the HBF (BGS 1972, Hall & Dagley 1970). Hipkin &

{1983) describe the regional Bouguer gravity map

The part of this map covering

Hussain

covering northern Britain.
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the Midland Valley is shown in Fig.2,9b,

The regional gravity and magnetic maps highlight 3
number of local anomalijes, Modelling of these amomalies is
hindered by = lack of geological contrel and usuzlly only

provides & series of models of possible sources.,

Ancmal ies asscociated with the Inchgotrick, Kerse Loch
and Southern Uplands Faults are model led by MclLean (18€€).,
Modelling changes in thicknesses of stratigraphic units
across these faults enables syn-depositionsl movements to

be estimated, e.g, 800m for the Inchgotrick Fault during the

Carboniferous,

Qureshi (1970) considered the anomzalies associated with

the HBF, The models used are over simplified; «.q. basement

of unmiform density is assumed and the effects of the High-

land Border Complex are ignored, These models suggest the

Lower ORS to be around 1,5 km thick in this region,

A gravity "low" centred around Hamilton was modelled by

Alomari (1980) as either a Lower 0ld Red Sandstone basin up

to 10 km thick, or an acidic pluton extending from about 4

to 12 km depth,

The gravity and magnetic "high” centred arcund Bathgate

was modelled by Hossain {1976), Two models were produced

(Fig.2,123), representing the shal low and deep extremes of 2a
series of possible solutions, The shallow model consists of
identical to those outcropping in the Mid-

a cone of lavas;

land Valley, extending to & depth of 5 km. The second model

consists of a deep (10-14  km) ultra-basic intrusion., For
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this model the magnetic anomaly was smoothed by calculating
the effects of increasing the flight height by 2 km. This

removes high frequency effects due to nesr surface features,

The abundance of igneous rocks in the Midiand Val ley
make gravity and magnetic modelling without good
geological/geophysical control unreliable, Much of the ear-
lier gravity and magnetic work needs re-assessing in the

light of the MAVIS data and is discussed in sections 6.3 and

T+9
2.3+ Electrical Methods

The electrical conductivity of the crust beneath Scot-
land and northern England has been investigated by several
magneto-tel luric surveys, Jones & Hutton (18979a, 1979b)
describe data mainiy from the Southern Uplands, though two

stations are within the Midland Valley, One-dimensionsl|

inversion of these data suggests there is a conductive zone

beneath the Midland Valley between about 12 and 44 km depth.

In addition, the Carboniferous sediments may form & superfi-

cial conducting layer, though such shallow structure is not

we | | resolved, Beneath the Southern Uplands there is 3 zone

of similar conductivity between depths of about 28 and 70

km., Jornes & Hutton (1979b) suggest that these layers are

the same because of their similar resistivities,

Hutton et ai., (1980) extend this work with thirty new

stations, forming & traverse approximately coincident with

the LISPB profile, One-dimensional inversion at each site

was combined to form a two-dimensional profile. This model

is poorly constrained in the Midland Valley, Ingham &
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Hutton (19823, 1982b) extend the dsta into the Midland Vsl -
tey (Fig.2.14), Aqreement between this model and LISPB  is
net necessarily to be expected, but there sre some correls-
tions, e.g. between the depth to the |ower crust  on  LISPBE
and & decrease in resistivity, in addition, changes in
depths to crustal! layers are seen to occur at  the SUF  in

both  cases, It is not clear to what extent the LIJSPR mode]

o}

was used to constrain the magrnetotelliuric interpretation,
South of the Ochil Fault (station KRS, Fig.2.14) "Carboni-
ferous sediments” are shown as sbout 2 km thick with & simi-
farly resistive layer at about 5 km, This is in =agreement
with the seismic models of Davidson et al, (1984), though
such shallow structure is poo?)y constrained by the electri-

cal data.
2,6, Summary

eophysical work in the Midland Valley can be divided

2

‘qe scale experiments to examine deep crustal struc-

ture and small scale investigations of near sur face

features, The smaller scale experiments have shown some of

the results from the larqer to be incorrect, However, their

loca )l ised nature makes them of imited use, The intermedi-

ate scale of the MAVIS experiment enables the results of

these surveys to be better integrated snd upper crustal

Structure to be mapped across much of the scuthern and cen-

tral Midland Valley.
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CHAFTER 3 - DATA ACQUISITION AND PROCESS ING
3.1, Imtroduction

Acquisition of controlled saurce MAVIS datas was in  two
phases. MAVIS | was recorded in the summer of 1884 and con-
sisted of two, sub-parallel, ceast-west trending lines:. The
MAVIS ' south line involved five shots, at Trearne,
Drumgray, Avonbridge, Oxcars and Methil. The MAVIS | north
line &lso had five shots, at Ballikinrain, MNarth Third,
Cattlemoss, Westfield and Methil, Subsequently, an =zddj-
tionzal north-south trending line (MAVIS |1) was recorded in
the autumn of 1383, with shots &t Aberuthven, Dollar,
Longannet, Avonbridge and Blairhill. A further line (MAV I S
I11) was recorded using the guarries at Cruiks, Hillwood and
Kaimes as sources, Data from quarries at Cairnyhill,
Tams loup, Headless Cross and Cairngryffe were used to sup-
plement MAVIS 11, Quarry-blast datz obtsined from sources

at Tamsloup and Kaimes (Scla south line), and Medrox and

Craigpark (Sols north line) by Sola (1984), were re-inter

preted, The locations of these seismic lines are shown in

2

Fig:3.1.,, Appendix 2 and in Appendix 2 of Scola (1384),

3.2, Data Acquisition

L1,

The MAVIS | data acquisition and initial interpretation

were undertaken by A,Conway whilst employed 35 & research

assistant at Glasgow: M.Fleming was similarly employed for

the MAVIS |1 experiment, Thus much of what is described in

this section is their work,

The |ine lengths required for the MAVIS | experiment
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were estimated using an HPper crustal model (Fig,3.2b) simi-
lar to that described by Davidson et =1, (1984), The time-
distance graph predicted by the model is shown in Fig.3.2a,
Cross-over distances of 7, 33 and 82 km are obtained for
first arrivals from the three refractors, Clearly, to
obtain first arrivals from all four layers, 3 line length in
excess of 80 km is required, Line lengths of 81, 107 and 49
km were used for the MAVIS | rorth snd south |ines and  the
MAVIS 1| line respectively, The shorter line length in the
latter case meant that first arrivals from the deepast

refractor were not anticipated,

Five approximately equally spaced shots were fired on

each line, GShot detsils are given in Table 3.1, The larger
end shots were designed to penetrate to the deeper layers,
whilst smaller within I|ine shots were intended to provide

reversal of the shallower refractors (Fig.3.3),

During the planning of MAVIS | quarry owners were

approached to fire the shots, However, the shot sizes were

unacceptably large since their maximum instantaneous charge

was 75 kaq. Mindful of public relations they were reluctant

to detonate larger charges. Private landowners proved to be

more helpful, FPermitting problems caused the MAVIS | south

lire east end shot to be moved from off the East Lothian

coast to the site used for the north line end shot near
=251

Methil, This has the advantage of providing a location com-
mon to both lines for comparison of delay times etc, In

permitting the MAVIS [ line the oppeosite was found to be

true, The extremely wet summer of 1985 meant that crops were

still in the field in November and that the ground was
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frequently water logged, Consequentiy, landowners were reluc-
tant to allow drilling rigs onto their land., In the event
four quarries were used, with the remzining shot (Doliar) on
farmland, A further problem with this |line was that commer -
cial seismic reflection craws working in  the ares had
acquired & reputation for damaging crops etc, The different
nature of the MAVIS survey did not convince some |andowners
that things would be any different and they refused to co-
operate. One landowner was wise to the potential prefit to
be made from charging for access to his |and during seismic

experiments, The |ine was moved to aveid his property,

Before undertaking the MAVIS | experiment background
noise levels were investigated using data from the LOWNET

seismological array (see section 2.2). The major socurce of

noise was found to be the weather, particularly strong winds

which increzased noise levels ten-faold, Industrial and urban

noise were only locally significant and substantially

reduced =t weekends., For this reascn, whenever possible,

the dats were recorded at the weekend. Wind noise was vir-

tually eliminated during the recording of MAVIS 11 by

sheltering exposed geophones beneath 3 plastic bucket,

Experiments, pricor to MAVIS |, to find the best form of

geophone to qround coupling showed that a single vertical
4,5 Hz L15B Mark Froducts geophone waxed to rock gave a

higher signal to ncise ratio than an array spiked and buried
in drift, For this reason rock sites were used wherever pos-

sible. For MAVIS |l lack of exposure made drift sites una-
voidable, However this, and subsequent quarry-blast work,
selected drift sites can yield good

showed that carefully
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data. Particular sources of noise are structures extending
underground which are liahle to move in the wind, &.g.
fences and trees, In one instance during MAVIS {1, and
several times during‘quarry-biast trecording:; geophones were
waxed to man-made structures, usually concrete floors. Good

datz were obtained in al!| cases,

Geophones were spaced at regular intervals {typically

1«3 km) between shots, Spacings were greater in urban areas

where suitable sites are rare, e.g. where the MAVIS | socuth
line passes through Glasgow. For the MAVIS I} line
receivers were placed up to 1 km off line to avoid the built

up Grangemecuth-Polmont area. Land shot and receiver sites
were located, where possible, te within 10 m using Ordnance
Survey maps., Mar ine shots were located using the firing
ship’s radar location system. Larger uncertainties in loca-
tion were accounted for by assigning larger travel-time

errors, based on predicted apparent velocity of the arrival

and the location uncertainty. Hanges were calculated from

naticnal grid co-ordinates,

To record the MAVIS lines fifty FM seismographs were
designed and built at the Department of Geology, University

of Glasgow, These "Mark 2" instruments were developed from

prototypes built in 1981 and were designed to ke & cheap,

portable and easy to use alternative to the NERC Geostore

equipment., The recorders use a standard sterec cassettea

tape in conjunction with a four track recording head, i.e

)

(0]

four tracks are recorded on the two-sided two-track (stere

Use of a C120 tape allows an hour long window to be

tape.,

recorded Two tracks of seismic data were recorded from the
— t
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single vertical component geophone on 5 3 kHz carrier; =
high gain channel selectable in & dB steps over = range of

88-118 dB, and = low gain channel set 18 dB  down from the

selected high gain, The remaining channels record the &0
kHz MSF time signal broadecast from Rugby and any auxiliary
data, A remote starting facility on the instruments zllows

recording to beqgin up to twenty-four hours after deployment,
This facility is particularly useful for recording quarry
blasts, where there is usually only limited time and assis-
tance for deployment. Recorder specifications are given in

Appendix 1.

Recorder gains for MAVIS | were estimated from = 50 kg
test shot recorded to 20 kmy Fig.3.4 shows gsain setting as

a function of range and shot size, based on this data set.

The ranges reached by the MAVIS | shots were variable

(Table.3.1) depending on shot type and positicen within the

line, The Westfield shot reached only 25 km, probably due to

poor confinement in shallow holes and the wuse of a lower

velocity slurry explosive, In contrast, the Methil (south

line) shot was recorded along all 110 km of the ine, The

shorter line length and previous experience of gain setting

and shot size and type, meant all shots were recorded along

the entire MAVIS 1l line. For quarry-blast recording a

source equivalent to 1350 kg instantaneocus charge was assumed

in gain estimation, This was because charge delays and sizes

are usually determined by the quarry on the day of the

blast, Therefore, these could not be ascertained until

arrival at the quarry to record the shot instant., Data were

recorded at ranges of up to 235 km, the maximum attempted,
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The MAVIS | south line was recorded on Saturday 26th

May, the north line on Tuesday 29th May 1984, The mid-week
recording was necessary because MSF transmission was due to
stop on the 30th May for three weeks maintenance. Dritling
problems with the north line Ballikinrain shot prevented it
being fired at the required time. This shot was recorded one
menth later when the MSF transmitter was working again, The
MAVIS || line was recorded on Sunday 17th November 1985,
Recording of the MAVIS |lines was undertaken with the assis-
tance of the staff and students from the Geology Department,
University and hired vehicles were used with, if possible,
each driver experienced in the use of the sets, Recorders
were operated manually during pre-arranged recording windows
with gain settings changed as appropriate, The simplicity

of coperating the seismographs is reflected in the high suc-

cess rate in obtaining recordings,

All dritling and shet firing was sub-contracted to

Ritchies Equipment Ltd of Dunblane. Following the drilling

problems that delayed the Ballikinrain shot on MAVIE |,

wherever possible holes were drilled in advance for MAVIS

i1, Explosives had to be loaded on the day of firing; how-

ever, to comply with legal requirements., Shot times were

obtained from "shot boxes" or recorders placed close to  the

shots, with a correction applied for shot depth and distance

from the hole., Velocities were taken from Hall (1970). For

the Dollar shot of MAVIS Il the recorder malfuncticoned and

the shot instant was calculated from the two nearest

recorder sites (both at ranges of about 1 km),

Seismic data were successfully recorded at about 90% of
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sites during a!l phases of MAVIS, The few failures were due
to non-operation of the remote triggering system, or not
being on site at the correct time, By far the largest cause
of data loss was non-reception, or peoor  recordingy of the
MSF  time signal preventing accurate measurement of arrival
time, This reduced the quantity of useful data to between
70 and 80%. Future sets will include =z synchronised inter-
nal clock to overcome this problem, lnitial trials with this

improvement have proved successful,

The use of quarry-blasts as seismic sources has been
discussed by Davidson (198€) and Secla (1985)., They concliude
that quarries are reasonable sources of P-wave first-break

data, but second arrivals are obscured by the length of the

first-break wavetrain, typically 300 ms in duration, This
duration is due to the quarry-blast, consisting of a series

of time-delayed charges in closely spaced holes, creating a

long source waveform., This type of blast is used because it

fragments the maximum volume of rock whilst reducing vibra-

‘tion outside the quarry. This means the effective seismic

source is the first hole detonated, In spite of these prob-

lems, Davidson (1986) was able to successfully discriminate

S-wave energy by filtering, A further problem with quarry

sources is that they are designed to send energy upwards,

Holes are typically about 10 m from the quarry face, the

blast being intended to collapse the rock between the shots

and the face, This limits the amount of energy passing down
the overwhelming

into the Earth, Despite these limitations,

advantage of quarry-biast sources over customised schots isg

cost, the former are free, Details of quarry-blast sources
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are given in Tabl

When recording quarry-blasts, two operators usually set
up the recorders relying on the remote starting facility,
Data were typically recorded at sbout ten locations., Lack
of recorders required that the earlier work that hss been
reinterpreted was built up piece-meal, recording each blast

at perhaps two or three sites,

Locating the shot position within a quarry is diffi-
cult. Ordnance Survey maps are not sufficiently up to date
to be of use., Also, for environmental reasons, quarries usu-
ally have a narrow entrance widening where the face is being
worked., This screens the view outside from within the
quarry, making positioning wusing back-bearings virtually
impossible, This problem was partially overcome by record-

ing the travel time to & reference site from & located shot

point, All subsequent origin times were calculated relative

to this travel time. This meant small movements of shot

location were unimportant,

Limited recording of the Compagnie Generale Geophysique

{CGG) Vibroseis source, being used by the Saxon Oil Company

{now part of Enterprise 0il) for seismic reflection work

near Hamilton, was also undertaken, Fig.3.3 shows the only

successful recording, made at a range of a few 100 m.

Fzilure to record the signal was partly because the vibra-

tors were not powerful enough to be detected at useful

refraction survey ranges,; and partly because the sweep fre-

quencies (about 20-80Hz) were somewhat high for the record-

ers to detect.,
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3.3, Initial Processing and Digitisation

The playback and digitising system used is shown
schematically in Fig.,3.6, The recordings obtained from the
seismometers were played back using an analogue playback
facility and then converted to digital form., The Glasqow
system consists of 3 tape-head similar to that of the
recorders, i.e. four track, but wired to playback rather
than record:. The recording is passed through 2 demodulator
and then analogue filters, usually set to pass frequencies
between 3 and 40 Hz. These filters were adjusted to assist
in the detection of arrivals on noisy traces, The output is
then amplified and passed to a UV Oscillograph, This instru-
ment has the facility to run at a variety of paper speeds,
whilst adjustment of the amplifier gain allows the amplitude
of the trace to be varied: The MSF signal is also demodu-

lated, but is passed directly to the amplifier and then

oscil lograph, after c¢leaning via & Schmidt trigger if

required. This signal is also passed to a decoder which

displays the time of recording to assist in the location of

arrivals,

Arrivals were picked from the analogue playbacks and

arrival times calculated using the MSF pulses as a time

scale (Fig.,3.7)., Some data were repicked when digitised data

became available, Good first arrivals were considered accu-

rate to +/- 0,03 s, This is the sum of errors attributable

to; 1), variations in playback speed, 2), uncertainties in

site location, and 3), apparently different arrival times on

the two seismic channels., When the MSF signal was poor the

time scale was extrapolated from areas of good reception and
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a larger error in travel time (+4/- 0.05 s) assigned, Where
data were noisy =n error encompassing  the yncertainty in
arrival time was added to these figures, Second arrivals

were picked from the playbacks sfter digital processing of
the data. These arrival times are less reliable since
constructive/destructive interference may distort the
waveform., A good arrival was assumed to be timed to +/- 0,05
s with larger errors assigned according to the quality of

the data.

The analogue data were converted to digital form using
a Programmable Data Processor (PDP) 11/23 PLUS micro-
computer and software configured by R.T.Cumber!land, The
same playback system is used with the ocutput passing through
3-40 Hz anti-aliasing analogue filters, An ADV{i{1-C analogue
input board accepts sixteen single ended bipolar inputs sam-

pling the data at 200 samples/second, Variastion in tape

speed «causes this sampling rate to vary by less than 2%,

Offset binary data are output, The internal programmable

gain is set to 8 for the MAVIS data, corresponding to varia-

tion of +/- 1.25 volts,

Table 2,3, Relationship Between Input Signal and Digital

b=

Output,
Input Qutput
{Volts)
0.00 2048
"1025 O

Table 3,3 shows the relationship between the digital output

{expressed in decimal form) and the input signal. (Note that
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because the data are in offset binary form an input of 0,0

velts corresponds to an output of 2048,

For the MAVIS data, the program was configured to
receive three input channels and digitise 10 s of data for
recordings at less than 20 km range, 13 s at 20-60 km range
and 20 s for ranges Qgreater than 60 km. These lengths
allowed the digitisation of all wuseful arrivals for a
minimum amount of dats storage, FProgram MSFRLOT, written by
R«Reid, was then used to relate the start time of the digi-
tal data file.to the shot instant, for pletting and digital
processing of the data, The program plots the two seismic
channels and the MSF channe! relative to 5 time scale, The
recognition of & known MSF pulse allows the time and, there-
fore, number of samples, between the shot and file start
time to be calculated. Fig:.3.,8 shows =an example of this
calculation, When MSF reception was poor at the time of an

arrival and the digitisation window did not include any

second pulses, the first arrival, determined from the analo-

gue play-back by extrapolation from areas of good MSF, was

used to calculate the file start time, An identical method

was used in several examples where the MSF signal did not

digitise correctly. The cause of this problem has not yet

been determined, These data, plus site range and recorder

gain, are included in a header to the digital file. This

integer file is then converted to binary form and

transferred to floppy disc or the VAX-730 for digital pro-

cessing.

3.4, Principles and Application of Digital Processing
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3+4.1+ Principles of Frequency Filtering

Digital processing of seismic dastz has been descr ibed
by numercus authors, ¢.g Robinson & Treitel (41380), Hatton
et a1, (1986)., Only a brief summary of the principles

involved is given here,

Any periocdic waveform may be expressed in terms of wave
amplitude as = function of time (i.e in the time dom=zin), or
as a function of frequency by the amplitude and phase of &
finite number of sine waves (i.e, in the frequency domain).
Seismic waveforms are transient (rnon-periodic), but may be
thought of &as periodic with an infinitely long period,
Rather than being constituted of discrete frequency com-

ponents of given amplitudes and phases, they have continuocus

amp!litude and phase spectra,; i.e. they have an infinite

number of sine wave componentss 1o deal with such waves the

amplitude and phase spectra are subdivided inte 3 number of

discrete slices, This expression of the continucus spectra

in terms of a finite number of discrete frequency components

-

provides an approximation in the frequency domain of what is

3 transient waveform-in the time domain, This concept is

itlustrated in Fig.3:9., The continucus amplitude and phase

spectra in (A) have been divided into sixteen components

represented by the sinusoidal waves of different frequency

and phase (B)., The waveform shown in (C) is the sum of these

waves, Thus the time function (C) and the frequency function

(A} are seen to be equivalent.

Fourier transformation is used to convert a time func-

tion glt), into its amplitude, A(f}, and phase spectra,
¥ .
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8(f), or into the frequency spectrum G(f) such that
ig(f)
G(f) = A{fle (3.1)
g(t) and G(f), the time and frequency domain representations
of the waveform, are known as a Fourier pair and are inter-
changeable, such that each is the Fourier transform of the

other.,

Frequency filtering provides = means of discriminating
against unwanted seismic enerqy (noise), where its frequency
differs from that of the desired seismic waveforms, A

seismogram is modified by the suppression of frequency com-

ponents specified by their amplitude or phase, The effect
of = filter is defined by its impulse response, i.e, its
output when a spike function is input (Fig,3,10), The

Fourier transform of the impulse response is known as the
transfer function and specifies the amplitude and phase

tresponse of the filter, Mathematically, the effect of the

filter is described by the convolution of the input signal,

gl(t), with the impulse response, f{(t), of the filter,

Consider = low-pass frequency filter with cut-off fre-

quency fc., The ideal output of the filter is represented by

the amplitude spectrum shown in Fig.3.11a. The amplitude of

frequencies greater than fc is zero, and is & constant unit

amplitude below fe., This represents the transfer function

of the ideal low-pass filter, Fourier transformation of this

function into the time domain gives the impulse response

shown inm Fig.3.11b. Urfortunately this impulse response is

infinitely long and therefore of no practical wuse, Trunca-

tion is necessary to produce & realisable filter operator of
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finite lengthy Fig.3,11c shows the frequency response of
such an  operator, shown in Fige3.11d, Convolution of this
filter operator with some input waveform results in low-pass
filtering, but with the more gradual cut-off apparent in

Fig|8§1100

Filters can be designed by specifying a transfer func-
tion in the frequency domain, this being used to design an
impulse response of finite length in the time domain. The
truncation of the operator is an important control on the
characteristics of the filter, Multiplication with a rec-
tangutar (square wave) function of appropriate length does
not produce good frequency cut-off (see Fig.3.,18), A more
useful approach is to gradually truncate the operator by
multiplication with a window function, Fig.3.,12 illustrates
this coperation for & 40 Hz cut-off low-pass filter. The win-

dow function consists of one cycle of a cosine wave with its

trough raised siightly greater than zero. This is known as a

Hamming window, The infinitely long operator is multiplied

by this window function to produce an operator of length, in

this case, 0,29 s and the amplitude spectrum shown in the

fiqure, The now inclined cut-off is centred at 40 Hz., This

inclination is controlled by the width of the truncation

window, the longer the filter cperator the sharper will be

the cut-off at the desired frequency.

Frequency filters are often either minimum or zero

phase, Assume t0 is some point on the input waveform during

the convolution operation such that t{0 represents the

future and t)0 the past segment of this waveform. Minimum
phase filters have & memory component only and thus operate



on the present and past of the waveform, with all values for

t{0 = 0. This means the output waveform has no phase shift
relative to the input, In contrast, zero phase filters have
anticipation and memory, the cperator being symmetrical
about a point t, equal to half the operator length. This has
the advantage of more of the input waveform being considered
during each convolution operation, but results in a3 phase

shift equal to t/2 relative to the input waveform,

3.4,2, Computer Program

Program PLOT, written by R.Reid and K.Davidson, was
used to process the data. The program is still being
developed and is not listed here. Spectral analysis and fre-
quency filtering were available for the processing of the
MAVIS data. The program will plot unfiltered and filtered

seismic data and frequency spectra. As the program and the

data in digital form were not available until late in this

project, only initial processing of the data has been com-

pleted, Improvements to the processing program and more

detailed analysis of the data should lead to an improved

interpretation.

Low-pass, high-pass, band-pass and band-stop filters

are avzilable with rectangular, triangular, Hamming, gen-

eral ised Hamming, Hanning, Kaiser{l10-sinh) and Chebyshev

windows. Filters may be minimum or zZero phase and of vari-

able length, Filters are designed using the program FWFIR.

This program also =llows the plotting of the impulse and

amplitude (frequency) responses of the filter designed.
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3.4.3+, Filter Design and Application

Time precliuded an extensive analysis to determine the
moest  appropriate filtars, However, initial tests were car-
ried cut to determine the mest effective combination of
filter type and length, and whether minimum or zero phase.
The data recorded south from the Aberuthven shot were
selected for testing, Strong shear wave arrivals are seen
in the unfiltered data between 5 and 15 km range (Fig.3.,13).
Filter parameters were adjusted to ascertain the best combi-
naticn for the discrimination of these, and other less obvi-

ous,; shear wave arrivals.,

Spectral analysis of the P- and S-wave data show the

former to have frequencies mostly higher than € Hz, and the

latter to have dominant frequencies of Jless than 6 Hz
(Fig:3.14), A & Hz low-pass filter was used for the tests,
Hamming,

The impulse and frequency responses of rectangular,

generalised Hamming(o< = 0.,50) and Hanning windowed filters

(zero phase, 0.5 s operator length) are shown in Figs.3.,15

teo 3.18, Since the difference between P- and S-wave fre-

quencies is about 2 Hz a sharp cut-off is desirable., The

frequency response of the rectangular window suggests

discrimination between frequencies will be poor. The fre-

quency response of the Hamming, generalised Hamming and Han-

[ i i ected ualita-
ning windows are virtually identical. As expected, g a

tive testing of these filters produced very similar results,

In the event the Hamming window was used for all processing.

Fig/3.19 shows the same data for the Hamming window but with

Note the sharper cut-off with the zero phase

minimum phase.
. . fe i
filter and the greater attenuation of frequencies outside
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the pass band, This difference is evident im Figs.3.20 and
3,21 where the zerg phase filter has beer considersbly more
successful in discriminating against unwanted frequencies,
Figs:+3.21 to 3,24 iliustrate the affects of altering opera-
tor length. Lengths of 0:25, 0.50, 1:00 anmd 2,00 s were
tested, Filter length does not appear to greatly affect
data quality, though there is slight smearing of the dats

with increased length,

Filtering was intended to; 1), improve P-wave dats
quality (particularly second arrivals) by the suppression of
background noise and S-wave energy 2), improve S-wave dats
quality by suppressicn of background roise and F-wave
arrivals, The windowing function in the program PLOT

allowed spectral analysis of specified parts of each seismic

trace, Spectra were obtained from; 1), the pre-first bresk

part of any trace 2), the first break plus 0.3 to 1,0 s

(depending on the tength of this wavetrain) and 3),

suspected S-wave arrivals, The frequency content  of

these data was ascertzined and filter cut-offs assigned

accordingly. It should be remembered that the frequency

2) are for P-wave signal and ncise and

spectra cobtained in (2)

i ' igna i = -wa oda
in (3) are for S-wave signal, noise and F-wave coda,

3,5, Data Presentation and Analysis

The data are presented in Figs.3:.235 to 3,30, Where

possible the following seismograms are shown; al), unfiitered

data, b), unfiltered data with P- znd S-wave picks ¢}, data

filtered to enhance P-wave arrivals d), data filtered to

- - i ifiea All
enhance S-wave &arrivals (if any were identified).
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traces are normalised with respect to the maximum amplitude
within the trace, Also shown are; E)y time-distance graphs
of the P-wave arrivals and, where appropriate, F), time-
distance graphs of the S-wave arrivals, All are piotted at

reduction velocity aof &,0 km/s, except (D) and (F) which

it}

are at 3,3 km/s. Picks in (B) are fabelled based on the
results of ray-trace modelling (see chapter 5) and the ray-
path classification in Table 5.1, Unlabelled picks are
those which were not successfully modelled, When data are
not available in digital form, i.e: the quarry-blast data,

only the FP-wave time-distance graphs are shown, P- and 5-

wave arrival times are listed in Appendix 3.

The digitised data show the first arrival signal to
ncise ratio to be generally quite good, especialliy on MAVIS
11y As 3 result, filtering to enhance P-wave arrivals makes

little difference to the first break, except where sites are

extremely noisy, e.q. trace X on the Trearne and DOrumgray

seismograms. The discrimination against S-wave energy

enhances F-wave second arrivals as expected, e.g, the at

reflections on the Oxcars and Avonbridge (MAVIS [1) data,

Several examples of clipping can be seen, especially on the

Trearne data, theough this is not a widespread problem,

Also, @ few traces show evidence of poor coupling to the
ground, e.g. trace Y of the Trearne data, the first break is

detected, but later (weaker) arrivals are poorly detected,

Again, this not a common problem.

. - uec-
Filtering to enhance S-wave energy is reasonably su

cessful, Note that areas where sites were located on drift

significantly poorer shear

(see Appendix 2) produce
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arrivals, Compare the S-waves detected to the north of the
Dollar shot where al| sites are on rock, to those to the
south where all sites are on drift. Ranges reached by -
waves are considerably less than the P-waves, The cause may
be the similarity of the S-wave and noise frequency spectra,
Fig:«3:51 shows a typical noise spectra (from the Cattle Moss
data). Compare this with the S-wave spectra shown  in
Fig:3.14. The frequency spectra of the noise is seen to
span the S-wave frequencies, It is pessible that as range
increases the signal to noise ratio for the S-wave arrivals

is too low to zallow their discrimination.

Shear waves were not detected from the three marine

shots, Since all three sources were on the sea-bed this can-

not be attributed to the water layer:. Fig.3.51 shows the

frequency spectra for the Methil {(north line) shot of MAVIS

l+ Note that there is nc evidence of a decrease in dominant

frequercy with range, as might be expected as higher fre-

quencies suffer greater absorption. The P-wave arrivals are

of lower frequency than those from the land shots, as can be

seen by inspection of the Methil seismogram and comparison

of Fig.3,51 and Fig.3,14, The dominant frequency is about €

Hz., This is similar to the land shot S-wave frequencies

shown in Fig.3.14, If the marine shot S-wave frequencies

are similar to those recorded from land shots, i.e. there is

no decrease in frequency similar to that seen with for the

P-waves, then filtering will not allow the discrimination of

the S-wave arrivals. Alternatively, the poor
may be a function of the scea bed detonatien instead of

within holes.
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CHAFTER 4 - SEISMIC  VELOC)TY DETERMINAT | ON AND
INTERPRETAT | ON

4,1, Imtroduction

In order to interpret arrivals from crustal reflectors
and refractors it s important to quantify the velocity
variation in the overlying layers, In the Midliand Valiley
there are large volumes of intrusive and extrusive igneous
rocks, Failure to detect the resulting variation in seismic
velocity could lead to inaccurate estimates of interface

depth,
A further cause of such errors is seismic anisotropy.,

The SEI1S581 ray-tracing package (see chapter S5} does not
allow for velocity anisotropy. Most ray paths modelled are
sub-horizontal and therefore so are the model velocities,

e -
Critica rays travelling at perhaps 40 would travel at

lesser velccities in an anisotropic section, The result

would be an over-estimate in refractor depth,

Davis & Clowes (198€) describe the results of seismic

reflection and refraction work in the Winoma Basin, Western

; = o C F i Cene
Carnada. This basin consists of & sequence of Fleistocen

turbidites, Comparison of refraction derived velocity-two

i i Tt o ections from the basin show
way time models with reflection secltio

"basement” velocities (i.e. 441 and 5.4 km/s) to occur

Within the stratified part of the reflection section. Davis

% Clowes explain the velocities in terms of 3 seismically
i iinc interpretation
anisotropic sedimentary sectiof: Since the in F

the MAVIS experiment

of the crustsl layers detected by
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depends on their velocities (see section T+1) it is impor-
tant to ascertain whether these velocities are the result of

anisotropic effects,

An attempt was made to quantify the seismic anisotropy

within the MAVIS layer 1 using two separate methods:
[1] Comparisons of velocities derived by different methods,

(21 Mathematical modeiling of the anisotropy of strati-

graphic sections using data from velocity logs,

Three main sources of velocity data are available; 1),
velocities derived from refraction time-distance graphs 2,

vel

m
Q
0

ity datz summarised in the COP tables of the Tricentrol
refiection sections and 3), limited data from boreholes
within the region, These sources measure different veloci-
ties; the first can be considered as horizontal velocities

whilst the |atter two are sub-vertical and vertical veloci-

ties respectively. By comparison of these velocities the
degree of anisotropy within the Midland Valley can be
estimated, Anisotropy may also be estimated by using the

interval velocities obtained from veleocity logs to construct

velocity-depth sections, the anisotropy of which may be cal-

culated.,

The derivation and interpretation of the velocity data

is described and the significance of the results discussed,

4,2, Velocities from Refraction Measurements

4,21, introduction

Arrivals from the fifteen customised MAVIS shots,
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combined with the nine quarry sources, provide a large
amount of data suitable for modelling the variztion in
seismic velocity with depth through the topmost crustal

layers.

In the Midland Valley the direct arrival segments of
time-distance graphs are usually curved (Davidson 198€, Sola
1983). This progressive variation in observed velocity with
range is due to velocity varying with depth and/or
laterally, Two techniques were used for the inversion of

time-distance data to velocity-depth data:

[1] The Wiechert-Herglotz-Bateman method (Grant & West

19€53)
[2] The tau-p method (Diebold & Stoffa 1981).,
4.2,2, Wiechert-Herglotz-Bateman Method

The Wiechert-Herglotz-Bateman (WHB) method allows the

direct inversicn of time-distance datsa to velocity-depth

data by means of the solution of the integral

1 x=X -1
Z{V) = — cosh (V dt/dx) dx (4,1)
' vAY x=0

where

V = (dx/dt)
%=X

where the velocity is derived at depth Z, Z being the turn-

ing point of a ray arriving at the surface at a range X from

the source (Fig 4.,1). The method is only applicable for

situstions where there are no velocity inversions and

assumes ro lateral velocity variation.



4,2.3. Tau-P Methaod

Several authors have discussed the mapping of time-
distance data into the tau-p plane, for example Bessonova et

als (1974), Kennett (1976),

Diebold & Stoffa (1981) show that travel time can  be
expressed in terms of the horizontal (p) and vertical (q)

components of wave slowness

AT = pAX = gAZ (4,2)
where
sin i cos |
p = and q =
) A
A velocity of medium

direction of ray path

Wave siowness, u, is given by

2 2 1/2
u = 1/vV = (p + g ) (4,3)
For a series aof horizontal homogenecus layers a refracted
ray has travel time
r
T =pX+ 2 }.qjZj (4.4
j:1 .
{(Mote that as p is & constant for horizontal layers only the

single term pX is required).

This equation defines a strazight line tangential to the

time-distance curve at the point (T,X) with a gradient p and

an intercept on the time axis of tau (T ),

Inversion to velocity-depth data depends on the

representation of the time-distance curve as a series of
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straight lines, and the calculation of depth using planar
layer equations for intercept time {(see section Svte1 and

Dobrin (1983)),

When the scurce-receijver offset is smaill, ul {(the slow-

ness in the topmost layer)can be taken as equal to p1 and
hence
1
utf = — (4.9)
Vapp1

Assuming a series of planar layers

T (p2)/2
Z1 = (4.6)

2 2 1/2
{ut - pt1 )

allowing the use of the expression

-1 2 2 1/2
T ipk+1)/2 - Zj (uj - pk+1 )

=

e
1l
—_

(4.7)

N
=
]

2 2 1/2
fuk - pk+t )

for inversion of the tau-p data to the velocity depth plane.
4,2,4, Appltication and Reliability of Inversion Methaods

Both techrniques were applied to the data using a modi-
fied version of the program WHB written by J. Hall and medi-

fied by K, Davidson. This version of the program, WHB10, is

listed in Appendix & The program was originally designed

to take smoothed time-distance data sampled at regular

intervals from the shot-point, The smoothed curve must con-

tain no decresse in its gradient, i.e, no velocity inver-
sions.,

Applying the techniques to the direct arrival segments
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allows near surface velocity wvariation to be estimated,
However, direct arrival segments of time-distance qraphs are
not always well constrained, due to factors such as recorder

failure, noisy traces etc, In order to reflect the degree of
constraint on the input curve the program was amended to
read data at irregular intervals, thus ensuring that the
velocity-depth data would be well constrained where the
time-distance data were similarly constrained, The result-
ing velocity-depth curve is extremely sensitive to the shape
of the smoothed curve. Using the estimated errcor in arrival
time (see section 2,3) five curves were input for each shot
point (Fig.4,2), The curves were intended to produce the
max imum variation in velocity-depth curves obtainable within
the errors of the data., One curve (A) represents what is
considered to be the best fit to the data, i.e. passing
through the maximum number of points within their errors,
The remaining four curves represent the straightest (B),
(C¢), and maximum (D) and minimum (E) time

most curved

curves, In practice, there is a varying amount of scatter on

the arrivals and the choice of curves is somewhat subjec-
tive, Points plotting well away from adjacent points {i.e,

implying unreslistic velocities) were assumed to be the

result of local static effects or mis-picks and were

ignored,

The program WHB10 uses the resulting velocity-depth

curves to determine maximum and minimum values for & given

data point, and plots appropriate "error bars centred on

the point derived from the best fit curve, The “error bars

define an envelope of possible velocity-depth curves, but
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are not true error bars since the position of any point on
the velocity-depth curve is dependent on the position of the
preceding points, The envelope can be thought of as confi-

dence limits on the velocity-depth data, Note the larg

m

velocity ranges obtained even when the data shows no scatter

(Figc402)o

The reliability of the velocity-depth curves obtained
from the above techniques was tested on mode] time-distance
data generated using the SEIS81 ray-tracing program (see
section 35.143). An aim of the velocity analysis was to pro-
vide an initial model of near surface velocity variation for
refining by ray-tracing. Therefore, it was desirable that
the time-distance data should invert to a velocity-depth

model as similar as possible to the model input to the ray-

tracing program,

A model was set up based on previous ray-tracing under-

taken as part of the initial interpretation of the MAVIS

data (Conway et al, 1987), The velocity-depth function was

considered to be a realistic estimate of that to be found in

the Midland Valley, No lateral velocity wvariation wss

included in the model. Twenty stations were modelled at 1

km intervals, with centre and end shots, The ray paths and

resulting time-distance graphs are shown in Fig.4.3, Com-

puted travel times to a given range are identical to within

0,01 & in all cases. The five smoothed curves were fitted

to the data assuming an error of 0,03 s in arrival time, The

WHE  and tau-p derived velocity-depth curves are shown in

curve for comparison. In all cases

Fig.4.4 with the model

the curve derived using the WHB method is an extremely qood
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fit to th

1g

data, This fit is reflected in Fig/4.5, where

the model and depth section derived from the WHR data are
seen to be virtually identical, The mode! curve silsc lies
within the confidence |imits of the tau-p curve, though

there is a general tendency to overestimate velocity at s

Figi4.6 compares the velocity-depth curves derived from
the source two data obtained to the west and east, for each
inversion technique, The differernces between the data sets

are an expression of the differences in the smoothed curves

fitted to the data, These are seen to be small and well
within the confidence |limits, though data points derived
from stations at identical ranges rarely plot at identical

co-ordinates within the velocity-depth plane,

A further problem with the tau-p method is the neces-

sity to know the velocity at the surface., The assumption

that wui=1/Vappt is often invalid since shior t offset

receivers are frequently absent, The program allows a

parameter V0 to be input, but this can only be estimated

since the necessary data is rarely available, The effect of

using different values is illustrated in Fig.4.7 using data

from source 1., As expected, increasing the surface velocity

causes a given velocity to be predicted at a greater depth,

In the absence of surface velocities this variation is

tau-p interpretation,

another source of inaccuracy in the

The data show that a surface velocity of 3.0 km/s produces
the most reasconable results as expected from the model,

Underestimating V0 causes overestimation of velocity at =

given depth, whilst overestimation distorts the shape of the
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velocity-depth curve near the sur face,

The time-distance curves from the field dats Vary
gareatly in the extent to which they are defined, due to
varying receiver spacing and geometry. This problem has been
partly overcome by adapting the program to take irregularly
spaced data. However, the effects on the derived velocity-
depth curves must also be considered, Figi4.8 illustrates
the WHB and tau-p derived velocity-depth curves compared to
the model curve for various receiver spacings. The data are
those from source 2 (E), Doubling the receiver spacing does
not alter the WHB curve to any extent, However, the tau-p
curve is again affected, with velocities near the surface
predicted to cccur at a greater depth. This is & function of
the need to amend V0 rather than an improvement in the tau-p
estimate, The influence of the V0 parameter increases with

the offset of the first receiver, representing an incresas-

ingly thick “"surface" layer., The effects on the tau-p dats

are similar and greater with a 3 km spacing and the WHB

curve is =lso slightly affected, Despite this the true curve

is easily within the confidence limits,

Fige4,9 illustrates the effects of identical receiver

. . i e | dats
spacing but varying receiver geometry, USIng sSoUrc =

For a qiven method and spacing, the different geometries
tested produced virtually identical velocity-depth curves,

ive, the different geometries are less important than the

actual spacing, Fig.4.,10 illustrates the relative positions
of points derived for different receiver spacings, again
with the model curve for comparison. The WHB is seen to be

little sffected though the increased spacing causes & slight
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decrease in velocity at a given depth, The same is true for

taU'po

The effects of very closely spaced receivers were alsa
considered (Fig.4.,11), The data are those obtained frem
source 2(E) with the extra receivers at a rarnges betwsen 3
and 3 km. Again the WHB method provides & good estimate of
the true curve, The tau-p curve is seen to trend towards the

true curve when receiver spacing is reduced,

This work shows the WHE method to be more useful than
the tau-p method (at least in terms of predicting ray-traced
models), This is due to the tau-p method approximating the
curved ray path by straight line segments, i.e, & continuous
function is represented by a discrete set of points (Vera
1987), The problem is particularly acute due to the scarcity

of data points compared to the marine refraction data with

which the technique is most commonly used, Where receiver

spacing is small the straight ray paths are closer to the

curved path and hence the two methods yield similar results,

Both techniques suffer from a serious limitation when

applied to data from the Midland Valley. Iln an area of steep

dips, rapid lateral facies changes; heavy faulting and where

igneous rocks are common, it is very unlikely that velocity

will vary only with depth, Lateral velocity variation has to
be considered the rule rather than the exception, and there-

fore, before analysis of real data the model was extended to

evaluate such effects, Reference to initial ray-tracing
models suggested that a lateral velocity variation of up to

about 0,05 s-1 was possible in the region., The model was
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adjusted such that the velocities below source 2 were unal-

tered, but this amount of tateral variation was introduced.,
The resulting time-distance dats and ray paths are shown in
Figed4.12, The wvariation in the shape of the resulting
time-distance curves is entirely due to Jlaterasl velocity
effects, Data recorded in the direction of lateral incresase
show considerably higher apparent velocities than those,
from the same part of the model, recorded zagainst the
increase, The curvature of the time-distance segment is
therefore a function of both lateral and vertical velocity
variation:, A single time-distance curve cannot discriminate
the two effects and could be produced by an infinite number

of combinations of the two,

Figi4.12 illustrates the velocity-depth curves obtained
using both the WHB and tau-p methods; and the model curves

below each source, As expected, data reccrded in the direc-

tion of lateral velocity increase predict higher velocities

at a3 qiven depth than occur below the scurce location, Note

the better agreement between the two methods for dats

recorded in the direction of lateral increase.

Obviously it is desirable to derive the true velocity-

depth curve from the two curves obtained, This may be done

if either reversed or split spread dats are available, The

method assumes that the vertical velocity gradient is ident-

ical along the line of the profile. This is reasonable in

the Mid!land Valley where adjacent sources are usually within

20 km of each other, Also, it is assumed that the degree of

velocity variation is constant both laterally and verti-

¢ O split spread
cally, Fig.4.,14a illustrates the method for P P
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dats using the WHB inversion, Due to the difficulty of com-
paring curves where there is not a reqular spacing of data
points, the obtained curves are approximated by third-degree
pelynomials obtained by curvilinear regression using the "S"
package on the Geology Department VAX 750, or second-degree
where there a few data points:, These are represented by the
dashed lines (A and B) passing through the two sets of data.
These curves are derived from the similarly labelled time-
distance data, The middle line (C) is obtained by taking
the average of these twe functions., Again the model
velocity-depth curves beneath the three sources are shown.
Figs«4.14b and 4.14¢c illustrate the case for reversed data.
The same procedure is used, the averaqed curve representing
the true vertical variation half-way between the twoe shot
points, Thus, simple averaging of the two data point curves
is seen to be a good approximation of the vertical velocity
variation benesth a point half-way between the two sources,
recorded in two directions, Unfor -

or beneath a source

tunately the method only allows velocity-depth data to be

extended to depths reached by both curves, i.e the depth

reached by the curve recorded in the direction of lateral

velocity increase.

Averaging is successful because of the small “apparent

dips"” of the velocity contours, i:&.

V/isin(@ + dip)
Visin{e - dip)

]

V up dip
V down dip

where @ is the angle of emergence of the ray

This difference is small enough that the circular nature of

the sine function is unimportant.
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Fig.4.15a illustrates the velocity structure of the
mode | incorporating  latersl velocity variation, The depth
section in Fig/4,15b is from WHE data igrnoring lateral

effects, The section shown in Fig/4.15¢ uses the methad
descr ibed to remove them, Mote the loss of coveraqe inherent

in the method,

Sources of error in the derived curves are the resylt

of i 1), poor constraint of the time-distance dats from which

the curves are cobtained 2), to derive the true velocity-
depth curve a pair of curves must be recorded exactly paral-

lel to lateral velocity change,
4,2,3+ Field Velocity Determinations

Figs.4,16 to 4,45 show the WHB derived velocity-depth
curves with polynomials fitted to the data., Where shear
wave dats are available Vp/Vs and Poisson’s ratio are also

pletted (see section 4,2,6)

The effects of lateral velocity variation were removed

using the data pairs listed in Table 4.1, (Where ray paths

were expected to pass through layer 2, e.g the Dollar

north-Aberuthven south data and the Kaimes dats, no sversge

curve was calculated), The P-wave results are found to

separate into two groups with different surface velocities

and velocity-depth gradients. The curves converge 3t approx-

imateiy 1 km depth (Fiq.4,50). The exception is curve 4

which appears anomalously low. The cause of this is is unk-

rowr lm the case of the higher velocity group half the

receivers {(and sometimes the source) are on 1gnecus rocks,

The higher near surface velocities are an average of the
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igneous and sedimentary surface

ous”
Upper Carboniferous sediments (Coz|

fit and confidence

data

{numbers

limit curves are

by regressing the apprapriaté

7+843,10,13)

I

velocities, The “ron igne-

are all from areas where

Measures) cutcrop, Best-

derived from these data

urves (Fig.,4,51), These dats

are taken as representative of the F-wave velocity-depth
variation through an Upper Carboniferous sedimentary pile,
Table 4.1, Sources used in WHB Inversion.
No, Source 1 Source 2 Geology At/Between Shots
1| Baltikinrain Morth Third W Lowér Carbonifercocus voleg®
2 | North Third W MNorth Third E Lower Carboniferous vole’
3 | North Third E Cattle Moss W Carboniferous sed’'s/valc’
4| Cattle Moss W Cattle Moss E  Lower Carb’ sed’s/voic’
5| Cattle Moss E Westfield Carboniferous sed’'s/volc’.
€| Trearne Drumagray W Carboniferous sed’'s/volc’
7 | Drumagray W Drumgray E Upper Carboniferous sed’s
8 | Drumgray E Avonbridae W Upper Carboniferous sed’s
9 | Avonbridge W Avonbridge E lpper Carboniferous sed’s
10 | Dotlar & Longannet N Upper Carboniferous sed’s
11 | Avonbridge N Avonbridge S Upper Carb’ sed’'s/vola’
12 | Avonbridge S Bizirhill N Upper Carb’ sed’'s/volc’
13 | Headless X N Hezdless X & Upper Carboniferous sed’s
14 | Medrox E Craigpark W Carboniferous sed’'s/volc’
19 { Cruiks § Hillwood N Carboniferocus sed’'s/volc’
16 | Cairnyhill N Cairnyhitl S Upper Carb’ sed’'s/volc’
In order to calculate an equivalent S-wave ocurve two
methods were used, Firstly, only the data from the non-

igneous sources were used, except

those from Headless Cross
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where S-wave data are not available, and from Dollar and
Longannet which are affected by the abnormaliy low FP-wave
velocity close to the surface near Dallar, Fig:4.32 shows
these curves and the best fit curves, The c¢alculation of
Vp/Vs and Poisson’s ratioc curves was based on the compar ison
of the representative P- and S-wave curves (Fig.4.93).,
Though this is & small data set the method has the advantage
over the second method, which compares =ll F- and S-wave
data available, that unknown affects due to igneous strata
can be disregarded, If the high velocity surface strata
affected both types of waves to the same degree their pres-
ence could be ignored since the Vp:Vs ratio would be unaf-
fected, Since the data show P- and S-wave velocity qgra-
dients to be different and igneous strata are relatively
thin {(less than 0.5 km thick) this is unlikely, Fig.4,954

shows the Vp/Vs and Peisson’s ratio curves derived by com-

parison of all available P- and S-wave data with best fitted

curves.,

4,2,6, Vp/Vs and Poisson’'s Ratio

Poisson‘s ratio (o) is defined as the ratio of strain

normal to strain parallel to a uniaxial stress applied to a

unit cube of rock. Values vary from 0,0 to 0.3, The ratic

can be obtained from Vp and Vs using the expression

2
o - 0,5 (vp/Vs) - 1 (4.8)
2
(Vp/Vs) -1
The variation of Vp/Vs and Poisson’'s ratic with depth
obtained, using both methods to determine Vs, is shown in



Fig/4.33+ The determination based on the four “mon-ignecus®
curves obtains a Vpi:Vs ratio of about 2,0 a2t the surface
decreasing to an aversge of 1,84 +/- 0.19 below 0,5 km., This
corresponds to a Poisson’s ratio of 0,29 +/- 0,06, The best-
fit curve shows the expected decresse, although this is less
than the errors. Alsco, the data are unstable with the best
fit curve varying within the limiting curves, The data
based on all Vp and Vs data available =re more stable
despite the reservations expressed above, Limiting values of
184 +/- 0,18 and 0,29 +/- 0.06 are reached below about 0.8
km, The curves show & more marked decrease neasr the surface
and the error curves reflect best-fit shape better., These
figures are very similar, though the errors are large, and
in good agreement with Assumpcac & Bamford (1978) who quote
values of 0,27 and 0.33 for the LISPB layer { in the Midland

Valley (Fig.2.4), The interpretastion of these results is

discussed in section T.1.:3,

4,3, Velocities from Reflection Measurements

4,31, Introduction

Several phases of Vibroseis sourced reflection dats

have been acquired by Tricentrol in their exploration

blocks., Most of the data are concentrated around their well

Site, but there are sufficient data adjacent to the MAVIES

shot points at Dellar, Longannet, Blairhill, Avonbridge,

Drumgray, Tamsloup and Cairnyhill (Fig.3.1) for velocities

derived from both techniques to be compared. The reflection

velocities are derived from CDP tables on the reflection

sections, The tables list two-way time, root mean square
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velocity, interval velocity and depth (see below) .
4,3.2. Application and Retiability of lnversion Technique

Vaelccities derived from reflection work are obtained by
analysis of moveout using simplified models of velocity
variation and reflector geometry., The following is largely
taken from the review of velocity determination from reflec-

tion datz published by Al-Chalabi (1979),

For & single reflector below a constant velocity layer

the two-way travel time (Tx) is obtained from the equation

2
2 2 ¥
Te = T0 4+ — (4.9)
2
\%
Where T0 is the two way travel time at zero offset, X

is the source receiver offset and V is the layer velocity,
When there are several such |lavers of differing velocity
rays are refracted at each interface rendering the above
equation invalid, Dix (1955) showed that the effect of this

is to replace the average velocity to the refractor by its

root mean square value defined as

(4,10)

TO

Where Vk and Tk are the velocity and two-way travel
within the kth layer and T0 is the zero offset reflec-
n
tiC’ﬁ timE‘y -1 T0 = E 1: Tk
k=

time

of simplicity most velocity analysis
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algerithms assume a hyperbolic time-distance relationship,
These techniques depend upon measuring the velocity which
produces  maximum coherency of traces (Vmes) when moveout is
compenssted for, Moveout is defined as the shift applied
te reflection times at an offset X to reduce the time to
that which would have been recorded at zero offset, Obtain-
ing Vrms from the velocity producing maximum coherency
involves many corrections. The Vmes invariably exceseds Vrms
with the error incressing with ground heterogeneity (g) and
ray parameter, i.,e, with increasing refraction. (g is =
function of layer thicknesses and velocities, see Al-Chalabi
peid)y Vrms can be thought of as the limit to which Vmcs
tends as spread length diminishes., For identical spreads
however, it cannot always be said that bias decreases with
depth as ray parameter decresses, since this improvement can

be overwhelmed by & large increase in heterogeneity, Ny

general Vrms is assumed to equal Vmoes.

The average velocity along = ray path is given by the

1 T
Va = — Vins(t) dt
T 0

t4,11)

where Vins is the instantanecus velocity, i.e. the velocity

over an infinitesimally small interval, and T is the total
travel time, The average and rms velecities are related in
terms of the heterogeneity factor {g) by
12
frme = (1 + q)1 {(4,12)
Va
Hernce in multi-layer ground Vrms exceeds Va, the difference



depending on g,

The velocity over a given interval (Vint) is defined

using the relstion

VBT - VvaTa
Vint = {(4,13)

where Va and Vb are the average velocities at the top and
base of the interval and Ta and Tb are the corresponding
normal incident times, i.e. using average velocities, In
reflection work Vint is computed from Vrms and hence the
obtained velocity is the Vrms over the interval (Fig.4.,5€6),

2 2 172

Vb Tb - Va Ta
Vint = (4,14)

Tb - Ta

where Va and Vb are Vrms for the top and bottom of the

layer, Intervals are commonly selected between prominent

reflectors or over geoleogically significant intervals, Indi-

vidual units will tend to be of fairly uniform velocity and

hence the obtained Vrms velocity in the interval will be =

close approximation to the sverage velocity within the

interval.

Al-Chalabi lists seven main sources of error in velo-

i i i = adi ivided into errors
city determination. These are readily d

due to assumptions; €.g9 no refraction at interfaces, and

those dus to the limitations of the seismic reflection tech-

nique, e,g, abserption, These {imitations mean that the

there will be insccuracies even if the ground ware "ideal”,

[1] Acquisition errors, Most errors of this type are in
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ascertaining the relative snd absolute positions of
source and receivers, Such errors sre larger in marine

work and should be small for land surveys,

o
-+
h{

{21 Processing errors, Examples include those due to 4

normal isation and correction to datum,

Cad

(31 Errors due to noise. Noise eavents tha are non-
hyperbolic are discriminated against in the velogcity
analysis process, and hence should not significantly

effect the analysis. Thus, the effect of random noise

is found to be minimal even when signal to noise ratio

is |ow,

[4] Errors related to wavelet form, Such errors are usually
less than 1% Examples include the effects of absorp-
tion of higher frequencies by the Earth and the errors

in estimating onset of the wavelet,

{51 Errors related to wavelet propagation. Such errors are
the result of assuming simple models to approximate the

real Earth, e.g. the assumpticn of hyperbolic moveout,

effects due to multiples and diffractions, anisotropy

and reflector dip, These errors are discussed in more

detzil below.

The assumption of planar horizontal layers in the velo-

city analysis is an obvious Source of error, Where there is

reflector dip below an overlying constant velocity (V)

layer, Vmes will equal
i (4,15)
qu"'s = e



where o< is the angle of dip in the direction of the
profile, The situation is more complex with several layers

and effects are evaluated by stripping off successive

layers,

Arnother source of error is velocity anisotropy. I
stratified rocks the horizontal (parallel to bedding) velo-
city frequently exceeds the vertical (normal to badding)
velocity, For small angles of incidence and & horizonts|

reflector

2 D {2 it 2
Tx = —_— + —_— {(4,186)
\'% AV
where D is the depth to the reflector, V the vertical velo-

city and A is the ratio of the horizontal axis to the verti-
cal axis of an ellipscid best fitted to the wavefront, {As
will be considered in more detail later, the wavefront in an

anisotropic media is not actusally an ellipse but may be

approximated by one at high angles of incidence, or if

anisotropy is small), Therefore the Vmes is an estimate of

AV,

Levin (1978, 1979, 1980), Radovich & Levin (1382) and

Crampin & Radovich (1982) published = series of papers on

the estimation of velocities in anisotropic medis based on

anzlysis of moveout., A single aniscotropic layer was modelled

.2 2 ,
and T - xL plots produced, When such plots are not |inear

it is = measure of the non-elliptical nature of the moveout,

The line fitted to the data depends on spread length, Levin

concludes that for (15% anisotropy (see below) the plot is

essentiszlly linear with the velocity obtained lying between
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the vertical and horizonts| velocity of the layer, When the
spread length is such that rays emerge at angles of less
than 20° v+ the velocity derived is the vertical velocity,
provided Poisson’s ratio is the same for all the layers, The
Tricentrol spread length is such that this angle is not
exceeded by deeper reflections, but when reflections are &t
shal lower depths the velocities will include a significant
herizontal componernt., Fig.4,55 shows Poisson’'s ratio to be

approximately constant at depths greater than about 0.5 km,

The remzaining sources of error are:

[6] Errors due to velocity and structural effects of the
ground, Though Al-Ch=alabi considers these separately

from errors due to wavelet propagation the two are

+ The obvicous example of such

1]

essentially the sam
effects are errors in static corrections, A further

example is velocity heterogeneity within individual

layers.,

[7] Subjective errors, Examples include the interpretation

of the velocity spectra, Such errors are impossible to

quantify, though Al-Chalabi suggests a figure of less

than 3% unless there is ] significant mis-

interpretation.

Clearly the Vrms derived is imprecise and the errors

are passed inte the estimates of the interval velocities,

Consider the case where Vint is being determined from equa-

tion {(4,14). Let Ea and Eb be the errors in Va and \'=

respectively, Assume that both are known to be overestimates

or underestimates, Such = situation arises when, for
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instance, the effect of reflector dip is removed, The error
in Vint (€) is given by

EbvbTh - EavaTs

€= ' (4,17)
(Tb - Ta) Vint :

(-1

DbEb - DaEs

1]

{(4.,18)

H
where Da and Db are the depth to the top and bottom of the
interval and H is the thickness of the interval., Because
some components of Ea and Eb are commeon to both top and bot-
tom of the interval, e.g refraction, statics, these com-
ponents will be of the same sense and so will tend to cancel

each other out. When

Ea = Eb = E

E (Db - Da)
€ = = E (4,19)

H

This is a relatively small error in Vint,
Al-Chalabi shows that if

2 2 2 2 2 2 1/2

{ca Va Ta + ob Vb Tb ) (4.20)

CT =
int (Tb - Ta) Vint

where the standard errors in Va and Vb are ca and ob, then

1.4 0D (4,21)

gint =
H

where D is the average depth of the interval, cint is the

standard error in Vint and H is the thickness of the inter-

val .,
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Equation (4.21) shows the error in Vint to be propor-

tional to the interval depth ratio, Where this is small the
error is large, It is important to rnote that a3 Vint derived
from equation (4,20) is independent of errors in velocity

estimation in the other layers,

Since there are few data available to judge the relia-

bility of the interval velocities the only way to treat
errors is to assume them to be random, By considering a
targe amount of data it is hoped that the errors will can-

cel, and & good estimate of velocity variation with depth
obtained, Errors in processing and in model assumptions
will affect all the reflection data and, as shown above,
should not affect the calculation of interval velocity.

Errors due to structure should be random and s¢ not affect

the derived velocity-depth curve.,
4,3:3, Field Velocity Determinations

Fig.4.97 shows the distribution of CDF gathers. Data

were input in the form of interval velocity versus depth to

mid-point of the interval. The twe Quantities were

regressed to obtain velocity as a function of depth in the

form of & third-degree polynomial (Fig.4.,38). Points were

weighted according to the square root of fold of stack below

the CDP gather, since resolution, and hence coherence of

events, increases proportionally with increase in the square

root of the fold of stacking:, The maximum fold of stack s
48 for most of the data though that from the most recent

phase reaches a maximum of €0 fold, Data were only used

where coheremt events were recognisable on the reflection
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profiles, since velocity estimation producing reascnable
coherency was likely to be more reliable, This assumes the
avents to be primary reflections from within the plane of

the section,

The estimation of the errors in the velocity-depth
curve presented some difficulties, since very little was
know about the method used to calculate the velocities. The
method adopted was based on the comparison of velocity-depth
variation obtained from CDP qathers within = restricted

d to enclose

m

arez. ESix areas, each 2 km square, were select
the maximum number of CDP gathers (Fig.4.57). The velocity-
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