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Abstract

Transmission Electron Tomography: Quality Assessment and
Enhancement for Three-Dimensional Imaging of Nanostructures.

Ala’ Al-Afeef

Nanotechnology has revolutionised humanity’s capability in building micro-
scopic systems by manipulating materials on a molecular and atomic scale. Nan-
osystems are becoming increasingly smaller and more complex from the chemical
perspective which increases the demand for microscopic characterisation tech-
niques. Among others, transmission electron microscopy (TEM) is an indispens-
able tool that is increasingly used to study the structures of nanosystems down
to the molecular and atomic scale. However, despite the effectivity of this tool, it
can only provide 2—dimensional projection (shadow) images of the 3D structure,
leaving the 3-dimensional information hidden which can lead to incomplete or
erroneous characterization. One very promising inspection method is Electron
Tomography (ET), which is rapidly becoming an important tool to explore the
3D nano-world. ET provides (sub-)nanometer resolution in all three dimensions
of the sample under investigation. However, the fidelity of the ET tomogram that
is achieved by current ET reconstruction procedures remains a major challenge.
This thesis addresses the assessment and advancement of electron tomographic
methods to enable high-fidelity three-dimensional investigations.

A quality assessment investigation was conducted to provide a quality quanti-
tative analysis of the main established ET reconstruction algorithms and to study
the influence of the experimental conditions on the quality of the reconstructed
ET tomogram. Regular shaped nanoparticles were used as a ground—truth for
this study. It is concluded that the fidelity of the post-reconstruction quantitative
analysis and segmentation is limited, mainly by the fidelity of the reconstructed
ET tomogram. This motivates the development of an improved tomographic
reconstruction process.

In this thesis, a novel ET method was proposed, named dictionary learn-
ing electron tomography (DLET). DLET is based on the recent mathematical
theorem of compressed sensing (CS) which employs the sparsity of ET tomo-
grams to enable accurate reconstruction from undersampled (S)TEM tilt series.
DLET learns the sparsifying transform (dictionary) in an adaptive way and re-
constructs the tomogram simultaneously from highly undersampled tilt series.
In this method, the sparsity is applied on overlapping image patches favouring
local structures. Furthermore, the dictionary is adapted to the specific tomo-
gram instance, thereby favouring better sparsity and consequently higher quality
reconstructions. The reconstruction algorithm is based on an alternating pro-
cedure that learns the sparsifying dictionary and employs it to remove artifacts
and noise in one step, and then restores the tomogram data in the other step.



Simulation and real ET experiments of several morphologies are performed with
a variety of setups. Reconstruction results validate its efficiency in both noiseless
and noisy cases and show that it yields an improved reconstruction quality with
fast convergence. The proposed method enables the recovery of high-fidelity in-
formation without the need to worry about what sparsifying transform to select
or whether the images used strictly follow the pre-conditions of a certain trans-
form (e.g. strictly piecewise constant for Total Variation minimisation). This can
also avoid artifacts that can be introduced by specific sparsifying transforms (e.g.
the staircase artifacts the may result when using Total Variation minimisation).

Moreover, this thesis shows how reliable elementally sensitive tomography
using EELS is possible with the aid of both appropriate use of Dual electron en-
ergy loss spectroscopy (DualEELS) and the DLET compressed sensing algorithm
to make the best use of the limited data volume and signal to noise inherent
in core-loss electron energy loss spectroscopy (EELS) from nanoparticles of an
industrially important material.

Taken together, the results presented in this thesis demonstrates how high-
fidelity ET reconstructions can be achieved using a compressed sensing approach.
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¢
I think it’s much more interesting to live not knowing
)
than to have answers which might be wrong.

Richard Feynman, 1981

Introduction

E key expertise for industrial utilisation of nanoscience is the ability

to control matter at the nanoscale which allows us to design and pro-

duce nanostructures and devices with advanced functionality and per-
formance. For instance, in health and life science, electronics, the R&D areas
of functional and structural composite materials and energy, the first products
are being introduced that make use of nanotechnology. For manufacturing these
products mainly conventional but outperformed technologies are used that just
make things smaller; examples are the current production of integrated circuits
or active catalytic nanoparticles (TiOy or Ag).

The full potential of the nanoworld for striking and peculiar (physical) func-
tionality for e.g. quantum informatics, optical antennas for light concentrators
or artificial photosynthesis or spintronics, however, only can be developed when
tools exist to provide (sub-)nanometer precision for the making and subsequent
quality verification of nanostructures. Moreover, in order to move nanotechnology

from the experimental stage to industrial production, accurate forms of product



1.1 Thesis statement

inspection are required. Small discrepancies in the organisation of nanostructures
may lead to huge degradations in performance (Oregan and Grfitzeli, 1991).

A leading tool to explore the nano-world is transmission electron microscopy
(TEM) which provides nanoscale imaging and spectroscopy. TEM is an indis-
pensable tool to characterise and reveal properties of nanostructures in materials
and biological sciences. However, standard TEM image is only a 2D projection
(shadow) image of the 3D structure, leaving the 3-D information hidden. This
can lead to incomplete or erroneous characterisation Williams and Carter (2009,
Chapter 1).

One very useful inspection method is Electron Tomography (ET), which is
becoming a leading tool to explore the 3D nano—world. ET provides (sub-
Jnanometer resolution in all three dimensions of the sample volume under inves-
tigation (Kiibel et al., 2005; Subramaniam et al., 2007). However, it is recognised
clearly by the TEM community that there are reasons to doubt the accuracy of
the results achieved by current ET reconstruction procedures (Kiibel et al., 2005).
Successful 3D analysis relies on several processing steps, and presently, each step
significantly degrades the achievable precision of the result. Therefore, a qual-
ity assessment study of the existing ET measurement protocols is now essential.
Also, improved procedures are necessary to achieve higher fidelity, quantitative
3D TEM analysis that is also capable of studying a range of important structures
that cannot currently be analysed. This can substantially boost ET to its ulti-
mate performance and allow the design of new nano-molecular architectures and

devices.

1.1 Thesis statement

There is currently a pressing demand for establishing a methodology allowing for
reliable and quantitative volume analysis of the 3D reconstructions of nanostruc-
tures based on electron tomography (ET).

This thesis argues that: by harnessing prior knowledge about the specimen
in the ET reconstruction process, it is possible to enhance the fidelity of the 3D
algorithmic reconstruction from the tilt series in a way that improves the accuracy
of segmentation and quantitative analysis produced in ET investigation.

We demonstrate this by developing and applying an improved reconstruction

method that utilises the theory of compressed sensing and dictionary learning,



1.2 Scope of thesis

to different specimens in material and biological sciences, after having explored
the quality limitations of current ET reconstruction process of the various exper-

imental settings.

1.2 Scope of thesis

The main theme of this thesis is concentrated on nanoparticle morphology via
STEM, including Bright-Field (BFTEM), Energy Filtered (EFTEM) and Dual
Electron Energy-Loss Spectroscopy (DualEELS) tomography. There are three

overlapping topics:

e Conducting a quality assignment investigation to quantify the quality of

the established ET reconstruction algorithms.
e Advancing 3D TEM by the development of high-fidelity ET techniques.

e Exploring the relevant ET 3D imaging applications of this new ET method.

1.3 Contributions

ET has emerged as the leading method used to extract 3D information of nanos-
tructures in the TEM. ET has given us many insights in both the physical and
biological sciences. Basically, it begins with the collection of a tilt series of 2D
TEM shadow images by tilting the specimen with respect to the electron beam.
The 3D information is then reconstructed by processing this tilt series using
computational algorithms. However, despite their rich 3D information capacity,
limitations exist in current ET procedures which hinder the ability to extract
reliable quantitative data.

In this work, a detailed quantitative quality assignment investigation of ET
tomographic reconstructions is described specifically using MgO nanocubes and
nanospheres as ground truth objects. Both of these nanoparticles are of well—known
morphology and have regular geometrical shapes which allow the quality assess-
ment of the ET reconstruction. The study includes the effect of the main exper-
imental factors: the tilt increment, missing wedge size, tilt axis mis-alignment
and algorithm type. This assessment shows that the fidelity of the quantitative

analysis is limited mainly by the accuracy of the reconstruction, which in turn, is



1.3 Contributions

sensitive to the limited sampling of the input projections. The study concluded
that there is a need to improve the ET reconstruction algorithms in order to
achieve high-fidelity reconstructions from limited tilt series.

The reconstruction process in ET is considered a very challenging inverse
problem. This is mainly due to limitations in the acquisition process, which
makes this inverse problem ill-posed (i.e. a unique solution may not exist). Fur-
thermore, reconstruction usually suffers from missing wedge artefacts (e.g., star,
fan, blurring, and elongation artefacts). In this work, a new ET reconstruction
method was developed. This new method was named dictionary learning electron
tomography (DLET). In DLET, the ET reconstruction was enhanced by intro-
ducing prior knowledge about the specimen during the reconstruction process.
The prior-knowledge approach was based on the mathematical theory of com-
pressed sensing (CS) which has drawn significant attention in signal processing
fields. This rests on the principle that, if redundancy exists in a signal one can re-
construct it from far fewer measurements than required by the Shannon-Nyquist
sampling theorem. It is shown that the prior knowledge harnessed in compressed
sensing is extremely powerful for the recovery of under—sampled signals.

Also, this work provided a solution to the main problem that limits the ap-
plication of compressive sensing to ET studies. Specifically, the CS-based ET
methods require that the reconstructed object is sparse (compact) in some trans-
form domain (e.g., Total Variation (TV)). However, a fixed sparsifying transform
may only be applicable to a very limited type of specimens. For example, a TV
transform can be effective for ET reconstruction if the object under study can
be described as a piecewise constant. However, this is not true for many sam-
ples and, in general, this assumption is often partially achieved. This limitation
was eliminated by introducing dictionary learning which provides an adaptive
sparsifying transform that is tailored for the sample under study. This approach
provides opportunity to study numerous samples and also extend the fidelity of
CS—based ET methods.

Elementally sensitive ET in STEM using DualEELS is then investigated. It is
demonstrated that this can be used to produce an EELS signal that is linearly de-
pendent on the projected density of the element in each pixel. This linearisation
is important to satisfy the projection requirement of tomography to achieve a re-

liable elementally sensitive EELS tomography and avoid reconstruction artefacts
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(such as the cupping artefact). It also demonstrated that a high-fidelity recon-
struction can be achieved, even from very few projections, using DLET which
enables a reliable segmentation and quantitative analysis without requiring an
excessive radiation dose to the sample. A comparison between DLET and SIRT
ET tomograms that were reconstructed using VC precipitates extracted from
steel in a carbon replica is also provided.

The last chapter of this thesis describes the application of compressed sensing
to ET reconstruction in material and biological sciences. The efficacy of DLET is
then qualitatively evaluated and it shows appreciable performance enhancements
over conventional reconstruction algorithms. It also demonstrates that the en-
hanced contrast of the DLET tomograms enables automatic (or semi-automatic)
segmentation procedures for extracting surfaces for quantitative studies. Such
segmentation is often subject to time-consuming and user-dependent manual pro-
cedures when reconstructed using conventional ET methods. The high fidelity
and robust reconstruction produced by a compressed sensing approach could open

the door to new ET investigations.
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A significant portion of the research presented in this thesis has been peer-
reviewed and published in various academic venues. The author of this thesis
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1.5 Thesis outline

The thesis is organised to progress from quality assessment of current ET tech-
nique, through to the development of ET methods with new capabilities and their
applications.

Chapter 2 presents an overview of S/TEM principles and the imaging modes
used. The relevant foundation, practices, and recent advances of ET are reviewed
in detail.

Chapter 3 addresses the influence of the experimental conditions on the quality
of the reconstructed ET tomogram. The presented results motivate the devel-
opment of improved ET reconstruction via dictionary learning and compressed
sensing.

Chapter 4 deals specifically with ET reconstruction method development.
Firstly, the main aspects of compressed sensing theory are introduced, along
with their applications to ET. Then, the DLET method is detailed. In the final
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part of this chapter, the DLET approach is evaluated using a simulation study
that is provided as a proof-of-principle, then by two investigations of samples
from material and biological sciences.

Chapter 5 details an investigation on the use for DualEELS in elementally
sensitive ET in the STEM. It shows that reliable EELS tomography of VC pre-
cipitates is possible with appropriate use of DualEELS and a compressed sensing
based reconstruction algorithm to overcome the low sampling and limited signal
to noise inherent in core-loss EELS.

Chapter 6 presents a qualitative study of samples from materials science and
the biological sciences. It is shown that the results obtained have a higher con-
trast and a reduced noise which enables reliable automated segmentation. This
advantage helps to produce higher quality and robust segmentation results for
quantitative studies with less labour and a reduced subjective bias that can be
introduced by the operator.

Final conclusions and areas for fruitful future work are given in chapter 7.



¢
When we look through the little universe that we

know, and think of the transmission of electrical force
and of the transmission of magnetic force and of the
transmission of light, we have no right to assume that

there may not be something else that our philosophy
vy
does not dream of

Lord Kelvin, 1904

Introduction to electron tomography

ANOTECHNOLOGY has revolutionised the industry’s ability in building
N microscopic nanosystems by manipulating materials on a molecular and

atomic scale. The prefix 'nano’ is used because of the dependence on
physical size which is observed close to the nanoscale, somewhere around 10~°
metre. Nanosystems are becoming increasingly more complex and smaller from
the chemical perspective which increases the demand for microscopic characteri-
sation techniques. Among many, transmission electron microscopy (TEM) is an
indispensable tool that is increasingly used to study the structures of nanosystems
down to the molecular and atomic scale. However, despite the effectiveness of
this tool, it can only provide a 2—D projection (shadow) images of 3—D structure
which can lead to incomplete or erroneous characterization especially when know-
ing that our visual system is equipped to handle light reflection images rather
than light transmission ones Williams and Carter (2009, Chapter 1). To over-
come this limitation, Electron Tomography (ET) is widely used to reconstruct a

3D representation of the structure using 2D series of projection images that are
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taken at a different orientations of the specimen. Enhancing and quality assessing
the 3D characterisation of nanostructures using electron tomography is the main
purpose of this work.

In this chapter the foundations, established practices and state-of-the-art
methods in electron tomography (ET) are reviewed, along with, limitations and
opportunities. The main limitation of electron tomography is the so—called miss-
ing wedge of images for most kinds of specimens, due to unavoidable technical
limitations, which reduces the angular range that can be acquired practically.
Also, many samples do not stand unlimited radiation doses, and this limits the
number of projections that may be recorded and/or the SNR in each projection.
These problems severely degrade the quality of reconstruction and introduce ar-
tifacts that are not part of the original object. Conventional reconstruction ET
algorithms do not provide an adequate solution from such limited measurements
and, therefore, are considered an important limiting factor for image reconstruc-
tion fidelity in ET (Arslan et al., 2006). This provides a motivation for the work
in chapters 4 and 6, where new dictionary based compressed sensing approach
for ET reconstruction is introduced and investigated.

This chapter also outlines the primary TEM imaging techniques that were
used in this thesis and described the reasons behind their use. These includes
bright field TEM, annular dark—field scanning TEM, energy filtered TEM and
spectroscopic DualEELS TEM technique.

2.1 Introduction to transmission electron mi-

croscopy (TEM)

2.1.1 The development of electron microscopy

The first electron microscope prototype was constructed in 1931 by Max Knoll
and Ernst Ruska who, in 1986, was awarded the Nobel Prize for his fundamental

work in electron optics, and for the design of the first electron microscope!. The

!The invention of the electron microscope sometimes attributed to Reinhold Rudenberg
since he was the first to patent the idea. Actually, he did not contribute to the development of
the first electron microscope. When Rudenberg submitted his patent request, Knoll and Ruska
had already finished the first prototype [Freundlich 1963]
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imaging capabilities of electron microscopy was improved since its first develop-
ment. The first customised electron microscope (the ’Siemens Super Microscope’)
was introduced in 1939. Further developments were disrupted because of the Sec-
ond World War, in which a leading laboratory (Siemens laboratory) was bombed,
and two leading researchers died (Heinz Mueller and Friedrich Krause). Following
the war, electron microscopes were again being built and led to ”Elmiskop 1”7in
1954 (Ruska, 1987).

The development of the electron microscope was a result of significant scientific

breakthroughs that can be summarised as:

e In 1874, the German physicist Ernst Abbe established the theory of optical
imaging experimentally and declared that the resolution in microscopy is
limited by the wavelength of the illumination source. This discovery led
to the following theoretical question: Is it possible to use an illumination

source of wavelength shorter than light? moreover, How?

The answer to the first question came later by two Nobel Prize Laureates:

— in 1896, Sir Joseph Thomson (Cambridge) proved experimentally the
existence of highly charged light particles called electrons (Thomson,
1966, p. 145-153) and

— in 1924, Louis de Broglie (Paris), introduces the theory of electron
matter waves (the wave properties of moving particles) which when
applied to electrons, shows that the wavelength (A.-) of accelerated

electrons is related to their kinetic energy (E) when neglecting the rel-

1.22
El/2>

in electrons volts. Resolution can therefore be boosted by increasing

ativistic effects as: \.- =~ where \.- is in nanometer unit and F
the accelerating voltage. For example, an electron wavelength of (3.7-
2 pm) can be achieved with a high acceleration voltage of (100—300
kV). Such wavelength is much smaller than a wavelength in the opti-
cal microscope (which is typically around 400—600 nm) and than the
typical atomic diameter of 200 pm (De Broglie, 1929).

and the second part of the question was answered in

— 1925, by Hans Busch (Germany) who showed mathematically the pos-
sibility to deflect electrons in a similar way to optical lenses (Ruska,

1987), and

10
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— 1927, by another two Nobel laureates in physics, Sir George Thomson
(Cambridge) and Clinton Davisson (USA), with their experimental

discovery of electron diffraction (Davisson, 1995).

Because the moving electron wavelength is several orders of magnitude
smaller than the wavelength of light, these breakthroughs made it possi-
ble that nanoscale objects could be imaged by mean of electron beam and
lenses (Freundlich, 1963).

e In 1931, All the pieces in the theoretical puzzle behind the electron micro-
scope was put together by Ernst Ruska and Max Knoll (Technical Univer-
sity of Berlin), leading to the first (two stage) x16 magnification electron
microscope (Ruska, 1987).

e In 1933, Ruska built an electron microscope that exceeded the resolution

attainable with a light microscope (Wilson, 1993).

e In 1934, The publication of the first EM micrograph of a biological specimen
(a 15 pm thick specimen of sundew plant tissue) by Marton (1934).

e In 1938, Development of the first scanning electron microscope (SEM) and

the scanning transmission electron microscope (STEM) by Ardenne (1938).

e In 1952, Palade and Claude shared the Nobel Prize in 1974 for their discov-
eries in applying electron microscopy to study the functional structure of
the cell that was considered a breakthrough in the development of modern

cell biology.

e In 1982, First edition of an influential text on high—resolution electron

microscopy (Spence, 1981).

Despite the fact that the resolution of a TEM microscope is away much better
than that which can be achieved with a light microscope, the practical resolution
in TEM was worse than 14 due to geometric aberrations of the electromagnetic
lenses, principally spherical aberration which causes the electron rays on the sides
to be focused at closer focal points Batson et al. (2002). This aberration is a con-
sequence of the geometry of focussing with a cylindrically symmetric magnetic

field MacLaren and Ramasse (2014). Cylindrical electromagnetic lenses have a

11



2.1 Introduction to transmission electron microscopy (TEM)

positive focal length (i.e. are converging lenses) and have positive spherical aber-
ration. To get negative spherical aberration, a negative focal length is required,
and there are no cylindrical diverging lenses for electrons. Aberration is unavoid-
able and was recognized early on in the history of TEM (Scherzer, 1936). The
limitation of aberration has been overcome during the last decade using aberra-
tion correctors enabling the resolution to enter the sub—angstrom limits for both
the TEM (Haider et al., 1995; Lentzen et al., 2002; Rose, 1971; Zach and Haider,
1995) and the STEM (Krivanek et al., 1999, 2015). For a more comprehensive
review, the interested reader is referred to the review by MacLaren and Ramasse
(2014) and the references therein.

Since its early development, electron microscopy has been applied to many
fields ranging from biological material (such as cells, viruses, and plants) to ma-
terial science (such as catalysis, glasses, metals, nanoparticles, electronic devices
and more). In recent years, tomographic reconstruction of 3-D structures using
electron microscopy has become possible and has been applied in many of these
fields (more details will be given in the subsequent chapters). For a more complete
list of important events in electron microscopy history, please refer to (Haguenau
et al., 2003).

2.1.2 The structure of the TEM

A schematic illustration of the TEM structure is presented in Figure. 2.1. The
electron—emitter (gun) is the source of illumination in a TEM and can be either
a thermionic gun or field emission gun (FEG) Williams and Carter (2009, Chap-
ter 5) . FEG emitters are more commonly used nowadays to produce an electron
beam that is more coherent and monochromatic, smaller in diameter and with
higher brightness than can be achieved with conventional thermionic emitters
such as LaBg or tungsten filaments that are of limited emitting life and reliability
Williams and Carter (2009, Chapter 5). The TEM column consists of a condenser
system, objective lenses, projection system and detectors. The condenser system
consists mainly of two or more electromagnetic lenses and an aperture. These
lenses are used to control beam spot size and convergence to form an electron
beam of the desired intensity, size and convergence angle at the specimen. By
inserting a condenser aperture, only the electrons of a path close to the optic axes
is allowed to pass through the aperture disc (around 40—160 mm radius). The
sample is placed in a dedicated TEM holder that can be inserted in the TEM

12
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Figure 2.1 | Conventional TEM setup, (a) the structure of the TEM start
from the top with the illumination source and condenser system. The objective
lens system forms a diffraction pattern in the back focal plane, and an image
can be generated in the image plane by inserting the objective aperture in the
back focal plane. The projection system enlarges this image and projects it onto
the viewing screen. (b) Electron beam—specimen interactions and the generated
signals. Diagram re-drawn partially from (Williams and Carter, 2009).

vacuum chamber allowing the beam to interact with the specimen Williams and
Carter (2009, Chapter 6). There are different types of TEM holders (see section
2.3.2). The objective lens forms a diffraction pattern in the back focal plane and
is used to form a magnified initial image, usually up to 50 times. An objective
aperture can be inserted in the back focal plane to improve the contrast of the
final image by selecting those electrons which will contribute to the image and
reduce the effect of aberration of the objective lens. It can also be used to select a
specific spot of the diffraction pattern. A selected area diffraction (SAD) aperture
can be inserted in the imaging planes to choose from which part of the specimen
to obtain the diffraction pattern. Magnification in the electron microscope can be
varied by changing the strength of the projector and intermediate lenses system.
The object input plane of this system can be either the image plane or the back

focal plane of the objective lens system. The final image is viewed on a fluores-
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cent screen or captured using detector device. A typical TEM is usually equipped
with one or more detector such as: charged coupled device (CCD), Annular Dark
Field (ADF) detector, spectrometer (e.g., Gatan Imaging Filter (GIF)), or a new
generation of CCD devices that detect the electrons directly without the need for

a scintillator layer to convert electron into photons (direct detectors).

2.1.2.1 The nature of the detector System

TEM electron micrograph are formed when a thin specimen scatters electrons
that are transmitted through it; the information contained in this micrograph is
a result of a difference in electron flux through each point in the projected image
(i.e., the contrast); this is why EM images are monochrome (grayscale). Resulted
images are then, magnified and projected onto a fluorescent screen within the

microscope column and captured using imaging devices.

Fluorescent screen The 'is located under the lenses system. The screen is
viewed through a lead—glass window which is equipped with radiation shielding
to protect the operator against x—rays. The viewing screen in a TEM is coated
with a material such as phosphor grains that glows when it is hit by electrons,
displaying the image. A typical screen is coated with phosphor grains of 50u
size since, the size of grains should be small enough so that eyes cannot resolve
individual grains. The viewing screen is also modified to display magnified pro-
jections at different shades of green light (light with a wavelength of 550 nm).
The secret behind the green light lies in being in the middle of the visible spec-
trum, which is best relaxing for the eyes. Many modern TEM still relies on an
analogue screen (e.g., JEOL ARM200F).

Moving to digital recording and display, brings with it the opportunity of pro-
cessing the image to enhance the information before presentation or publication.
Historically, electron microscopists have used micrograph electron film since the
beginnings, until the new developments in TEM, particularly electron tomogra-
phy and cryo—electron microscopy, pressed for the needs of digital imaging, and
recently has seen the common use of the CCD in all fields of TEM.

! Also known as CRT, which stands for cathode-ray tube
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Charge—Coupled Device (CCD) Detectors Because of developments in
computing, there is great interest in recording TEM images via CCD cameras
that are advancing rapidly. CCDs have much greater range of intensities ( dy-
namic range of CCD is equivalent of 2—3 films), are rapid, linear in response,
uniform in output, have an anti—blooming technology and can record electrons
at high detective quantum efficiency (lowering the dosage to radiation sensitive
specimen). However, The, relatively, higher spatial resolution of films is the
only property that favours it over CCD cameras (Fan and Ellisman, 2000; Faruqi
and Andrews, 1997; Jin et al., 2008; Williams and Carter, 2009). CCDs are

Incident electrons

«——— Scintillator
“— Fiber optic

<— CCD Chip

<«—— Peltier Cooler

Figure 2.2 | Schematic diagram of a detector, CCD detectors usually oper-
ate on an indirect detection method, using a phosphor as the first element in the
detector. The scintillator is optically coupled to a CCD by a fiber—optic plate.

metal—insulator—silicon devices that store charges generated by light or electron
beams. CCD arrays consist of several million (mega) of pixels which are individ-
ual capacitors that are electrically isolated from each other through the creation
of potential wells under each CCD cell so that they can accumulate charge in pro-
portion to the incident radiation intensity. Due to radiation damage and signal
saturation (Roberts et al., 1982), it is not useful to place the CCDs directly to
the electron illumination. Thus, a phosphorescent mineral and a scintillator are
required to convert the electron image to a photonic image. The resulting pho-

ton image is then transferred to the CCD using a suitable light optical coupling
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element (Daberkow et al., 1996). Figure. 2.2 shows a schematic of a typical CCD
detector system. The size of the CCD can be expanded by stitching together
multiple CCD images which can be controlled via software (Williams and Carter,
2009).

Incident
Electron

Electron
Scintillator smearing

Photon

Fiber Optic smearing

Overall
smearing

ceo [T AATAT

Figure 2.3 | Image resolution in CCD Camera.

To compare the properties of recording devices, the concept of the detection
quantum efficiency (DQE) is used. If a given detector has a linear response, then
the DQE is defined as

(S/N);

DQE = (g (2.1)

Where S/N is the signal—to—noise ratio of the output or input signal. A perfect
detector has a DQE= 1 and in practice all detectors have a DQF < 1.

In addition to the DQE, the quality of image detector may also be character-
ized by the number of available pixels and the dynamic range (Daberkow et al.,
1996). The CCD chip, when cooled, enables the storage of images with a higher

signal—to—noise ratio.
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The main drawback of CCD detectors is the limited spatial resolution and sen-
sitivity which are fundamentally limited by the electron—to—photon conversion
process in the scintillation. This is caused mainly by multiple light scattering
within the phosphor and the fiber optics which causes the signal to be shared
between numbers of adjacent pixels (Figure. 2.3) in the CCD, resulting in a loss

of resolution.

2.1.3 Electron beam—specimen interactions

Electrons are strongly scattered because they are charged particles. When a high-
energy beam of electrons interacts with the matter of a thin specimen, different
scattering process occurs by the electron cloud and by the nucleus of an atom in
the specimen. This scattering generates different signals (as illustrated in Figure.
2.1b) which can be detected in various types of TEM. The scattering processes
generate the contrast in the projection image and can be categorized as elastic

or inelastic.

2.1.3.1 Elastic scattering

An incident electron entering into the electron cloud of an atom is attracted by
the positive potential of the nucleus. This interaction can be described using
Coulomb’s law in Equation. 2.2.

1 Q>

Fe = . 2.2
© 471'60 T9 ( )
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Incident electrons

Where F is the Coulombic force be- .

tween the incident electron ()1 and the nu-

cleus (02 with a distance r between them
and ¢p the dielectric constant. The shorter
the distance between them (i.e. smaller 1),
the larger the force F' that deflects the elec-

tron towards the core, and as a result, the

larger is the scattering angle. This scatter-

Electron cloud

ing is elastic, as the scattered electron con-
serves, approximately, all of its kinetic en-

ergy. Also, this elastic scattering process is

Scattered elect
called Rutherford scattering and is employed catteredelectrons

in STEM (Z—contrast imaging). Figure 2.4 | Elastic scattering.
The model in Equation. 2.2 explains the basic contrast mechanisms in (S)TEM.
In the mass—thickness contrast, regions in the sample with heavy atoms appear
with darker contrast in the projected image than such with light atoms (mass
contrast). This happens due to the stronger interaction between electrons and
heavy atoms (with high charge ()3) compared to light atoms. Also, in thick ar-
eas, more electron scattering events occur; therefore, these regions appear darker
compared to thin regions (thickness contrast). This mass—thickness contrast is

central in both bright and dark field imaging.

2.1.3.2 Bragg scattering

Rutherford scattering model is only valid for single nuclei and does not consider

regular lattice of crystalline materials.
When a crystalline specimen is trans- C 4 A
\
\ \
mitted by electrons, each atom in NIV .
. \ \\ ,/ /
such a regular lattice acts as a scat- NN /S
. . \\ \ / //
tering point. The scattered elec- \ NS .
e o o e o
tron waves may interact with each d N/
. . . ° ° ° BV /dsin® ° ‘Planez
other either forming constructive or e

destructive interference, which gives Figure 2.5 | Bragg diffraction.

rise to a diffraction pattern (bragg diffractions). This is formed by phase differ-

ence caused by scattering at atomic planes with inter-planar spacing d and can
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be explained using Bragg’s Law:
nA = 2dsin(0) (2.3)

Where A is the wavelength of the incident electron beam, n is an integer, 6 an-
gles of incidence. In Figure. 2.5, if the path difference (2dsin[f]) is equal to an
integer multiple n of the wavelength A, then rays r; and ry will be scattered and
arrive at point X in the same phase (i.e. constructive interference). This will
result in a diffraction patterns in the back focal plane of the objective lens. In
real specimens, all contrast mechanisms, namely mass—thickness and Bragg con-

trast, occur simultaneously, making the interpretation of TEM images sometimes
difficult.

2.1.3.3 Inelastic scattering

The electrons of the high—energy incident
beam can transfer a significant amount In('::dent electrons
of energy to an inner shell electron of
an atom (ionization), causing the ejection
of this electron and filling up the empty

place by an electron with higher energy

from an outer shell (Figure. 2.6). This

process also causes the emission of char-
acteristic Auger electrons or X—rays. The

incident electron is scattered inelastically

Electron cloud

and loses a certain amount of energy (ion-
ization energy). This lost energy can be
analysed using the electron energy loss
spectroscopy (EELS) as explained in sec-
tion 2.1.5.

Scattered electrons

Figure 2.6 | Inelastic scattering.
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2.1.4 Imaging techniques in

a TEM

2.1.4.1 Conventional TEM and scanning TEM

In this section, we will justify the reasons behind using the BFTEM and STEM
imaging modes for different specimens in this thesis. The modern TEM allows a
variety of signals to be recorded. There are two primary modes of TEM op-
eration that must be considered: (1) Conventional-TEM (Figure. 2.1a and
Figure. 2.9), and (2) Scanning TEM (STEM) as sketched in Figure. 2.7. The
Conventional —TEM mode uses parallel illumination, and usually the bright—field
(BF) signal is commonly used. In the STEM mode, the electron probe is focused
on a single point in the specimen and the image is formed by the raster scanning.
The high angle annular dark field (HAADF) signal is usually used in the STEM.
An experimental example of MgO cubes STEM imaging is presented in Figure.
2.8.

20



2.1 Introduction to transmission electron microscopy (TEM)
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Figure 2.7 | Microscope setup for STEM imaging, specimen is rastered by a
focused convergent probe (with semi—convergence angle «), and the transmitted
radiation is detected. This radiation passes through the specimen and may be
scattered to an angle. Annular detectors pick up the un—scattered or scattered
electrons as bright—field or dark—field signals, respectively. In HAADF—-STEM
mode, the ADF detector is set to detect scattered electrons between inner (6;,)
and outer (f,,) collection angles. This setting can be tuned by adjusting the
camera length of the ADF detector.

Essentially, the reasons for choosing conventional TEM or STEM for mor-
phological study is well established in the literature. For the biological research
(such as, virology and cellular studies), BEF—TEM is considered the predomi-
nant approach for 3—D imaging (Medalia et al., 2002; Milne and Subramaniam,
2009), While for material science studies (e.g., nanoparticle) STEM is becoming
more popular (e.g., (Midgley and Weyland, 2003; Pennycook, 1989; Pennycook
and Nellist, 1999, 2011; Thomas and Midgley, 2011)) especially for studying 3D
nanoparticle morphology using ET (Banhart, 2008a; Friedrich et al., 2009; Midg-
ley and Dunin-Borkowski, 2009; Midgley and Weyland, 2003; Midgley et al., 2006;
Weyland and Midgley, 2004).
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Figure 2.8 | Magnesium Oxide STEM imaging, acquired using different
modes in STEM: a) BF-TEM, b) HAADF-STEM, and the energy-dispersive Xray
spectroscopy (EDS) maps of ¢) oxygen/magnesium, d)oxygen, ) magnesium and
f) carbon elements.

Although BF—TEM is very popular for biological sample studies and has been
used for a long time in material science. It is not easy to interpret the BF images
due to many reasons, mainly the non—linearity of BF signal, in general, on thick-
ness (Midgley and Weyland, 2003). Moreover, this complicates the interpretation
of contrast which can be a result of specimen thickness or changes of the electron
optical settings (mainly defocus). Another limitation of the BF—TEM, especially
for crystalline materials, is that the contrast can be a mix of mass—thickness con-
trast and diffraction contrast (Bragg scattering) which further complicates the
general interpretation (Midgley, 2005). This limitation hinders the application of
ET due to the lack of the projection requirement® as explained in section 2.3.4.
Also, chemical sensitivity is weak in BF—TEM, which is a critical limitation es-
pecially when seeking to resolve the small features of the specimen against the

support (e.g., amorphous solar cell against carbon support film) (Yang, 2012).

'Monotonic variation in intensity with specimen thickness
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Unlike the parallel field mode in conventional TEM, which relies on the main-
tenance of phase coherence across neighbouring points to generate meaningful
image contrast, STEM contrast depends on discriminating the scattering angles.
Detection is usually incoherent and, viz., is less sensitive to the scattering mecha-
nism. Another significant practical advantage of STEM is that it does not require
defocusing to generate contrast, which consequently, eliminates the correspond-
ing complications. Furthermore, the scanning nature of the STEM enables the
possibility of dynamic focusing which allows the imaging conditions to be uni-
form across a tilted specimen. HAADF—-STEM imaging typically sensitive to
atomic (Z) number and shows, to some extent, a monotonic relationship between
intensity with the thickness.

The work in this thesis has primarily focused on the use of electron tomogra-
phy using (S)TEM imaging for material science specimens due to this advantages.
The main imaging modes used are HAADF—-STEM, EF—TEM, and DualEELS.
Also, in chapter 6, ET case studies from biological sciences are demonstrated us-
ing BE—TEM. In the next sections, a description and the reason behind adopting

these imaging modes is given.

2.1.4.2 Bright Field Transmission Electron Microscopy

The Bright Field (BF—TEM) is one of the simplest and widely used imaging mode
in TEM. It is based on a parallel beam illumination source and the resulting con-
trast can be either mass—thickness or diffraction contrast. The mass—thickness
contrast is usually dominant in the biological and amorphous materials while
diffraction contrast is dominant in the crystalline specimen as explained in sec-
tion 2.1.3.2. This contrast mechanism is based on Bragg scattering and is widely
used for characterizing the atomic structure since it is sensitive to the orientation
and periodicity of the atomic lattice. An optimised contrast for crystalline ma-
terials can be obtained using Dark field (DF—TEM) imaging mode by inserting
an objective aperture in the back focal plane to block the central diffraction spot
and to select a specific diffraction spot. Figure. 2.9 shows the ray diagram of the
BF-TEM and DF—TEM mode. Figure. 2.13 shows an experimental
BF—-TEM and DF—TEM of Silver nanocubes.
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Figure 2.9 | Essential aspects of TEM, Electron ray diagram of Bright Field
and dark field TEM. Diagram re-drawn partially from (Williams and Carter,
2009).

2.1.4.3 Annular dark—field scanning transmission electron microscopy

Conventional electron microscopy uses BF—TEM contrast, due to its biological
origins, however for materials specimens, BF images can be unacceptable because
of the non—monotonic contrast generated by diffraction or Fresnel fringe. There-
fore, alternative contrast mechanism should be used. The Z—contrast imaging is
a suitable approach to overcome this limitation, using the HAADF—STEM.
Figure. 2.7 illustrate the principal aspects of STEM. In this mode, the electron
beam is converged to a small probe and focused at the specimen. This beam is
then moved point—by—point across an area of the specimen, and the generated
signal is recorded for each point. The annular detector is used to generate an
ADF signal. This detector integrates the signal from electrons that are scattered
to relatively high angles (50-200 mrad). The angular range of the scattered

electrons determines the contrast of the STEM image. BF images are typically
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formed using an axial detector and both the unscattered transmitted electron
and the low angle scattered electron are detected making Brag diffraction the
main contributor for the image contrast. When increasing the collection angle,
electrons that are scattered elastically to higher angles (Rutherford scattering)
and thermal diffusive scattered electrons are collected in addition to the Bragg
scattering. When further increasing the collection angle to a very high angle (50
mrad), the contrast becomes dominated by Rutherford—like and thermal diffuse
scattering, and the diffraction effects are further reduced. This means that the
image intensity should vary monotonically with the thickness of the specimen and
is approximately proportional to the power of the dominant atomic number (Z")
in the specimen integrated over the thickness. The value of n lies in the interval
[1.1-2] and depends mainly on the inner and outer collection angles (6;, and 6,,; in
Figure. 2.7) of the angular STEM detector (LeBeau and Stemmer, 2008; Treacy,
2011). The collection angle can be adjusted by changing the camera length of
the detector. A higher collection angle can be achieved by shorting the camera
length and vice versa. This mode that uses very high detection angle is also
known as HAADF—STEM and proves ideal for tomographic reconstruction as it
generates strong contrast that has a monotonic relationship with thickness. The
ADF—-STEM signal was successfully used for electron tomography of crystalline
specimens (e,g., Midgley et al., 2001; Weyland et al., 2001). Figure.2.8 presents
an example of the HAADF—STEM projection image. For more details about the
principles of STEM imaging, the reader is advised to consult (Pennycook et al.,
2007) and the earlier work by (Pennycook, 1989; Pennycook and Nellist, 1999).

2.1.5 Spectroscopy in the TEM/STEM

The incident electron can be scattered elastically or inelastically when interacting
with the specimen as described in section 2.1.3. This processes can be studied
in detail by appropriate spectroscopies. In TEM, spectroscopic signals can be
recorded to aid the BF and DF imaging modes. Energy dispersive X—ray spec-
troscopy (EDXS) and electron energy—loss spectroscopy (EELS) are the most
established techniques.

In the EDXS mode, the detector is placed on one side on the microscope
column to detect the X—rays emitted from the specimen when exposed to the
electron beam. This technique can be used for elemental identification by detect-

ing the x—ray that is emitted by the inelastically scattered electrons when passing
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through the specimen. EDX tomography was applied for 3D—nanoscale chemi-
cally sensitive microscopy (as in, Haberfehlner et al., 2014a; Saghi et al., 2007).
On the other hand, EELS is a powerful spectroscopy technique which provides an
energy—loss spectrum to characterise the specimen. This energy—loss spectrum is
more useful than an X—ray spectrum that only contains elemental information.
In fact, elemental imaging is an effective aspect of the high-energy-loss EELS,
because both the superior spatial resolution and the lower detection limits than
EDX (i.e., single—atom detection are more easily achievable in EELS) (Williams
and Carter, 2009, Chapter 39). Also of the simple elemental distribution, EELS is
capable of delivering a wealth of information such as absolute thickness, absolute
composition, chemical phase, oxidation state, optical via the detection of surface
plasmons, electrical conductivity, band gaps, etc. These cannot be obtained using
EDX (Williams and Carter, 2009, Chapter 37).

In this thesis, we are going to use EELS among other imaging modes for
tomography. Despite that EDX is not used in this work, the EDXS tomography
procedure is related to the scope of ET work in chapters 4. Williams and Carter
(2009) and Egerton (2011) provided a broad cover of these techniques. Recent
development is covered by Brydson and Hondow (2011); Hofer et al. (2016);
Pennycook and Nellist (2011).

2.1.5.1 Principles of electron energy loss spectroscopy

EELS spectroscopy deals with the electron excitation process which results in
the fast electron losing a distinctive amount of energy. These transmitted elec-
trons are directed into a high—resolution electron spectrometer that produces an
energy—loss spectrum showing the number of electrons scattered as a function of

their kinetic energy.
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Figure 2.10 | An EELS spectrum, consists of the zero—loss peak and the
plasmon peak, which are both an order of magnitude more intense than the
small ionization edges in the high energy—loss range. The representation of the
high—loss region is often strongly enhanced. After Williams and Carter (2009,
Chapter 37).

The EELS spectrum, exemplified in Figure. 2.10, split up into the low—loss
and high—loss regions, with ~ 50 eV being the arbitrary break point. The
low—loss region contains information from the more weakly bound conduction
and valence band electrons, while the high—loss region contains primarily ele-
mental information from the more tightly bound, core—shell electrons and also
details about bonding and atomic distribution. The low—loss regime contains two
very intense peaks; the zero—loss peak (ZLP) and the plasmon peak (PP). The
ZLP contains mainly electrons that have only interacted elastically or without
suffering any measurable energy loss. The PP arises mainly from the inelastic in-
teraction with the conductive electrons of the specimen. With higher energy loss,
the intensity decreases, accordingly which makes it more convenient to use a log-
arithmic scale to represent the spectrum. The high—loss regime of the spectrum
is superimposed by the smoothly decreasing intensity from the low—loss region
and contains edges (rather than peaks). These edges are used to characterise the
chemical elements of the sample since it corresponds to a specific binding energy,
(i.e., ionization threshold) that must be transferred from the incident electron
to expel an inner—shell electron during the ionisation process. The overall sig-

nal intensity drops rapidly with increasing energy loss, reaching negligible levels

27



2.1 Introduction to transmission electron microscopy (TEM)

above ~ 2 keV (Williams and Carter, 2009, Chapter 37), which defines the energy
limits of this technique. Figure. 2.11 shows a schematic illustration of the main

components in a GIF detector and the electron ray diagram in EELS mode.
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Figure 2.11 | Gatan imaging filter (GIF'), Schematic illustration of GIF de-
tector showing the key components. The electrons are chromatically dispersed by
a magnetic prism according to their kinetic energy. Energy selecting slits restrict
the contribution from the beam to only electrons within a certain energy range.
An image can be recorded on the CCD camera.

2.1.5.2 Energy Filtered Transmission Electron Microscopy (EFTEM)

Imaging

The energy loss of the scattered elections can be detected using a CCD in the
energy dispersive plane which can be formed by deflecting electrons using a mag-
netic prism. A specific energy loss can be selected by inserting a piezo-controlled
energy-selecting slit following the prism in the GIF system. In this way, only the
electrons with a certain range of energies can pass through, and capture an image
that represents a specific chemical element. This technique is referred to as energy
filtered TEM (EFTEM). It should mentioned here that, the EF—TEM imaging
is not straightforward due to the dominant background signal in the energy loss
spectrum. Therefore the spectrum data needs to be processed using model fitting

methods to remove the effect of the background signal (Midgley and Weyland,
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2003; Weyland and Midgley, 2003). Figure 2.12 shows a schematic illustration
of EFTEM mode and two EFTEM elemental maps of solar cells sample showing

the carbon and sulphur distribution.
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Figure 2.12 | Energy Filtered TEM (EFTEM), The energy selecting slit is
adjusted to only allow electrons which have lost a specific amount of energy to
obtain elementally sensitive images. a)EFTEM images on PTB7:PC;;BM solar
cells sample showing the carbon and b) sulphur distribution.

2.1.5.3 DualEELS spectrum imaging

EELS is a powerful technique and can be more effective when combined with mod-
ern TEM with higher spatial resolution and aberration correction where a probe
size of sub 0.1 nm (Falke et al., 2005). The spectrum imaging technique, with
modern computer-controlled microscopes, allows a range of data to be captured
at each pixel in the STEM mode.

The dynamic range in an EELS spectrum covering the energy loss range 02

keV can be 10° or higher, and this can be challenging as CCD detectors are
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usually of a lower dynamic range and cannot record the whole spectrum in a
single acquisition. Also in practice, it is even more challenging if the minimum
signal is at the readout noise level which makes the signal—to—noise (SNR) ratio
very low. In fact, to get a decent SNR ratio for detailed analysis of the data, a
minimum signal of 1% of saturation is required and hence useful data can only
be recorded over a specific intensity range (e.g., 10? with CCD of 10* dynamic
range) in a single acquisition (Scott et al., 2008a). Thus, the low loss region
containing the zero loss peak (ZLP) must be recorded separately from the core
loss region. Both the low loss and core loss regions are required to evoke the
maximum information and allow correction of the elastic and multiple inelastic
scattering effects.

One of the challenges when using GIF detectors is to record the low loss
and one or more core loss spectra, each with adequate SNR ratio, without being
subject to the significant time penalties that arise when the integration time is
changed. Another challenge with older commercial instruments (such as., GIF200
(Krivanek et al., 1991)), is that the shortest integration time is set by the speed
of the beam shutter, which is usually electromagnetic in nature and therefore;
has a minimum shutter time of the order of tens of milliseconds which is long.

Using the GIF Quantum detector (Gubbens et al., 2010a), the high—speed
DualEELS mode (Scott et al., 2008a) allows the simultaneous acquisition of
core—loss spectrum and the corresponding low—loss spectrum, before moving
on to the next pixel, and combining both spectra into a single continuous data
set with no energy or spatial drift artifacts. With the full range spectral data,
advanced analysis techniques such as Fourier logarithmic deconvolution can be
applied. DualEELS acquisition is also fully integrated into STEM mode EELS
spectrum imaging and uses a 1 us electrostatic shutter which shortens the inte-
gration time by orders of magnitude and allows both the core loss and low loss
regions to be acquired under the same electron optical conditions. The electro-
static deflector (shutter) is placed in front of the CCD camera and alternately
reflects the spectrum perpendicular to the dispersive direction to opposite halves
of the CCD camera. The voltage on the prism drift tube is changed between the
different exposures so that one spectrum contains the core—loss region of inter-
est and the low—loss spectrum in the other. The low—loss intensity is typically
several orders of magnitude higher than that of the core—loss therefor; the low

loss region is acquired with a short dwell time of the drift tube and the core loss
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part with a much longer dwell time. There is a well—defined ratio between the
two times so that, in principle, the intensities of the two regions can be scaled to
the same incident charge.

The capability to accurately align and calibrate spectra using DualEELS has
great potential to allow information to be extracted from small chemical shifts.
In this thesis, the DualEELS acquisition is used for the chemically sensitive ET
reconstruction of vanadium carbide precipitates on an extraction replica prepared
from a vanadium micro alloyed high manganese steel as detailed in chapter 5 and
(AlAfeef et al., 2016, 2015b).

2.1.6 Radiation damage & contamination

Besides providing valuable information, the electron beam used in an electron
microscope (TEM or STEM) can adversely affect the sample during examination
in various ways. The most significant effects, as identified by Egerton et al.
(2004), are: ionization damage (radiolysis), displacement damage, sputtering,
heating, electrostatic charging, and hydrocarbon contamination.

Minimising the beam—induced changes is one of the factors that a micro-
scopist usually take into consideration, to obtain a original—state analysis of the
specimen. Reducing the beam energy can potentially reduce both sputtering and
atom displacement damage, however, it can increase the ionisation damage and
heating effects. Also, decreasing the electron dose leads to lower SNR of the
signal and may cause artifacts which reduce the fidelity of analysis.

Hydrocarbon contamination occurs when mobile hydrocarbon molecules are
polymerized on the surface the specimen by the incoming or outgoing electrons
as shown in Figure. 2.13. This builds up, increases in thickness as the radiation
proceeds. The problem of specimen contamination has been greatly reduced, com-
pared to the early days of electron microscopy, with the steady improvement of
the vacuum in the S/TEM. Nevertheless, it is not yet eliminated as the specimen
itself can act as a local source of hydrocarbons. There are techniques which can
be used to reduce this beam—induced contamination (such as, sample cleaning
using plasma, sample baking to desorb hydrocarbons from its surface or inserting
a ’cold finger to distract contaminants). For ET, the problem of beam—induced
damage and contamination is critical as multiple images (tilts) need to be ac-

quired for the tomographic reconstruction. If the specimen changes during the
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Figure 2.13 | Radiation damage of Silver nanoparticle, after being left
under the election beam for a) 1, b) 30 minutes. The top row shows the BF—TEM
images. Note the carbon deposition on the edges of the cube (indicated by the
red arrows). Also, the sharp edges of the Ag nanocube is changing into a round
shape over time.

acquisition or the projection images are of a low SNR, then the fidelity of tomo-
graphic reconstruction will be limited. It is obvious that lower exposure time of
the electron beam will reduce beam—induced damage and contamination for ET.
Therefore, there is a compelling reason to develop methods of reconstruction and
sensing that reduce the required electron exposure, as addressed in chapters 3
and 5.

2.1.7 Aberration-corrected S/TEM

Electron microscopes achieve prominent spatial resolution. Theoretically, an elec-
tron beams of 2.5pm (2.5 x 1072 m) should be obtained when accelerating the
electrons to 200 keV, 3.7 pm for 100 keV and 4.9 pm for 60 keV which is much
shorter than the typical atomic diameter of 200 pm. Unfortunately, such reso-
lution has never been obtained in electron microscopes, for many reasons. The
most important one is the large aberrations of electron lenses.

For round lenses, the main aberration coefficients are typically similar to the
focal length of the lenses. The aberrations are unavoidable, as was identified early

on in the history of electron microscopy, as highlighted by Scherzer (1936), and
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Figure 2.14 | Aberrations in electron lens, (a) An ideal lens focuses a point
source to a single point in the image. (b) Spherical aberration: occurs due to
the increased focusing of electron rays when they strike a lens near its edge, in
comparison with those that strike nearer the centre. (c) Chromatic aberration:

the lens is unable to bring all electron rays with different energy to the same focal
point.

a)

object plane Image plane

[l
-

Electron Lens

of two main types: spherical aberration and chromatic aberration. Both of which
limit the resolution of the S/TEM to around 250 pm at 60 keV Krivanek et al.
(2015). This is typically not sufficient to resolve individual atoms tightly packed
in a solid.

Figure. 2.14(b) shows how spherical aberration reduce lens performance by
focusing rays passing through different locations of the lens to different points.
Chromatic aberration, as in Figure. 2.14(c), is also a common problem that
occurs when the lens is unable to bring all wavelengths of electron rays to be
focused at the same position in the focal plane.

Many attempts at aberration correction had been made since early days, how-
ever it was not until the 1990s with the availability of the required computational
power, computer memory, efficient algorithms, and stability of electrical compo-
nents that enables the reduction of the aberration problem to a practical levels
using aberration correctors. In this work, an aberration corrected microscope is
used to image Magnesium Oxide (MgO) nanocubes and nanospheres as in chapter
3 and vanadium carbonitride particles as in chapter 5. A summary of recent de-
velopments of aberration—corrected STEM is provided by Krivanek et al. (2015);
MacLaren and Ramasse (2014).
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2.2 Electron tomography: foundations and meth-

ods

Tomography is a method of producing (reconstructing) a section of the internal
structures of an object. Technically, tomography! means to reconstruct the 3D
structure of objects from a series of 2—D projections (Frank, 2010; Mobus and
Inkson, 2007). Electron tomography refers to any technique that applies the
transmission electron microscope (TEM) to record a series of 2D projections of an
object (specimen) from various directions by incrementally tilting that object in a
multiple directions with respect to the electron beam and uses these projections to
generate a 3—D reconstruction (tomograms) of the reconstructed object (Frank,
2010; McIntosh et al., 2005).

In this section, a review of the foundations, practices and established recon-
struction methods in electron tomography (ET) is given. Along with the main
limiting factors that hinder ET. This includes the under—sampling of the mea-
surements in ET due to the practical limitation in the acquisition process that
limits the number of images in a tilt series that can be acquired. Conventional re-
construction methods does not usually provide accurate results from such limited
measurements. This limitations motivates the work in chapters 3 and 5, where

new ET reconstruction methods are provided.

2.2.1 From 2D to 3D electron microscopy

As stated in section 2.1, S/TEM is an indispensable tool for materials characteri-
sation; however, any TEM or STEM image is a 2—D projection of a 3D specimen
and this is a fundamental limitation as the depth dimension is lost. Although, it
might be sufficient when studying periodic or isotropic structures; however, when
imaging asymmetric structures, relying on 2D projections only may lead to an
incomplete characterisation (see Williams and Carter, 2009, chapter 1).
Therefore, the goal of ET methods is to retrieve the 3D information from 2D
projection images. This can be performed by tilting the specimen and recording

a tilt series (2D projection images) at different tilting angles. These tilt series

!The compound word 'Tomography’ is derived from the Greek word tomo that means a
cut, section.

34



2.2 Electron tomography: foundations and methods

need then to be aligned and reconstructed using a mathematical algorithm as

schematically illustrated in Figure. 2.15.

2D Projection on Detector

Figure 2.15 | Schematic illustrating the data collection and reconstruc-
tion principles for electron tomography: (a) The specimen is tilted relative
to the electron beam and a tilt series of projection images is acquired. (b) The
tilt series are then aligned and reconstructed to generate a 3—D tomogram of the
specimen. This tomogram can be segmented to generate a 3D model for quan-
titative study. The segmented model of the virus was provided by Bhella and
Goodfellow (2011).

2.2.2 Brief history of tomography

The mathematical foundations behind tomography were first introduced by the
Australian mathematician Radon (1917). In his pioneering work, he introduce
the Radon transform which explains the relationship between a 2D object to its
infinite 1D projections. When inverting the Radon transform, the 2D object can
be fully restored from its projections. Radon’s work did not get much interest at
that time due to computational requirement and complexity. Bracewell (1956)
was the first to put Radon’s theory into practice by reconstructing 2D slices of
solar microwave emission from 1D profiles recorded by a radio telescope.
Tomographic methods were further studied by Cormack (1963) and employed
by Hounsfield (1973) in the design of the first CT scanner and later the computed
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axial tomography (CAT) which gave both of them the Nobel Prize for medicine
in 1979 (Hounsfield, 1981). The work on computerised tomography led to other
applications that were awarded the Nobel Prize: in chemistry for (Klug, 1983)
for his work on crystallographic electron microscopy and medicine for (Lauterbur,
2004) and (Mansfield, 2004) for their work on magnetic resonance imaging (MRI).

The first example of 3D reconstruction using TEM was by DeRosier and Klug
(1968) in which they obtained a 3D reconstruction of the T4 bacteriophage’s tail
from a single 2D image, benefiting from the prior knowledge of the helical sym-
metry of the tail. Also, the work by Hart (1968) defined the principles of ET for
reconstructing asymmetric 3D objects from a tilt series of 2D TEM projections.
These two papers are generally considered the starting point of ET.

ET is currently widely used both in material and biological sciences with
significant research impact. It is also among (if not the most) successful method
of 3D analysis in TEM till now. Alternative 3D TEM imaging modes are reviewed

in the next section.

2.2.2.1 Alternative methods

In this section, a briefly description is provided of the techniques that may be
complemental to ET. These methods includes: traditional stereo microscopy,
single particle microscopy (SPM) and the relatively resent and promising type
of 3D STEM imaging that is based on depth sectioning. Also, atom—probe
tomography and mechanical sectioning of materials using focused ion beam is
described.

Stereology is an old established discipline that is similar in principle to tomog-
raphy. The stereo microscopy techniques are based on acquiring two pictures of
the same area with tilting for few degrees, then showing the two images simulta-
neously to the operator’s eyes using a stereo viewer. This relative shift (parallax
shift) between the two images is perceived by our visual cortex as a relative depth
difference and can be used to calculate the relative depth of a feature (Williams
and Carter, 2009, chapter 29). Although stereo microscopy is well established,
however, it can yield only partial 3D information in TEM. The theory of elec-
tron stereomicroscopy is reviewed by Nankivell (1963) and applications of stereo
techniques in electron microscopy are summarised by Hudson (1973).

Single—particle electron cryo—microscopy (SPEM), abbreviated to cryo—EM
or SPEM (Frank, 2006b; Henderson, 2004) is closely related to ET as it is capable
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of providing 3D analysis for nano—structures. In SPEM, images of the random
distribution of orientations of identical specimens, such as viruses and ribosome,
are classified according to their viewing angles and reconstructed. SPEM can
provide an isotropic 3D reconstruction if a large number of particle images are
used. The reconstruction procedures of SPEM is very similar to ET, and many
of the methods proposed in this thesis apply to SPEM. SPEM is usually possible
when multiple identical copies of the specimen are possible; this is why SPEM is
very popular in biological fields while ET is widely used in the physical sciences.
It should also be mentioned here that, SPEM can be susceptible to pitfalls and
reconstructing erroneous features especially when electron exposure are limited.
The most recent Einstein from noise pitfall (Henderson, 2013) is a case in point,
in which the investigator thinks that they have acquired true images of their
particles, however; in reality, nearly all of their data are pure noise.

Depth sectioning based 3D—imaging (Nellist et al., 2006; Nellist and Wang,
2012) is among the recent developments in the physical sciences. The reduced
depth of focus in a state—of—the—art STEM systems, which is now just a few
nanometres, enables the possibility to explore the 3D information of the sample
at a nanoscale resolution by focusing the beam to examine features at a specific
layer in the sample, a technique known as optical sectioning. This improvement
arises from the possibility to increase the numerical aperture of the objective lens
that aberration correction enables, which reduces the depth of focus (DFoc) of
the imaging process. For example, the DFoc of a typical uncorrected TEM of 200
kV is around 32 nm. With aberration correctors, the numerical aperture can be
increased to around 35 mrad, which yields a DoF of 3 nm, which is below the
thickness of most samples. Also, this enables an entire 3D image to be formed
by recording a focal series of 2D images similar to the confocal configuration in
light —optical microscopes. Each of these 2D—images can be considered as a slice
of the full 3D image. This technique is also referred as scanning confocal electron
microscopy (SCEM). The SCEM and STEM depth—sectioning have recently re-
viewed by Nellist and Wang (2012). Although the foundations of these promising
techniques have been established, these techniques are still very much in its in-
fancy and may be slightly ahead of its time regarding the technology required
beside it also requires expensive aberration—corrected instruments.

Other techniques for nanoscale 3D—imaging and analysis of materials cannot

go without brief mention, includes atom—probe tomography and mechanical sec-
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tioning using a focused ion beam (FIB). Atom—probe tomography (Miller and
Forbes, 2009) allows single—atom counting of a 3D structure. It takes advantage
of the field evaporation of individual atoms from a sharp tip, which are then
identified via time—of—flight spectroscopy. The trajectory of each atom after
evaporation is used to determine its location within the sample. However, this
technique requires pre—conditioning of the specimen, such as to be conductors
and fabricated into sharp needles. Also, because it counts individual atoms, the
analysed volume is limited to around 100 nm in diameter by 100 nm in depth
with a data—collection time of several hours (Kelly and Miller, 2007).

In mechanical sectioning (Uchic et al., 2011), the sample is milled and then
imaged or analysed. The experiments usually involve material volumes that are
typical > 1000 mm? with voxel size down to tens of nanometres. This method can
be effective when a combination of spatial coverage and resolution is required for
the analysis. However, experiments with FIB tomography can require significant
time to complete (days), depending on the type of data that is collected and the
volume size that is examined. Also, it may not be suitable for materials that are
sensitive to ion beam or when a specific analytical method requires low—damage
surfaces. The applications of FIB microscopes for 3D materials characterisation
is usually performed at the micro—scale.

Electron tomography is a powerful tool to investigate a variety of nanoma-
terials with nanometer-scale resolution. Electron microscopes equipped with
aberration-corrected electron lenses have pushed the resolution to the atomic level
enabling electron tomography with atomic-scale resolution . Three-dimensional
information in atomic-scale is critical to understand the specific relationship be-
tween the physical—chemical properties and the atomic structure of nanomate-
rials (Bals et al., 2016; Chen et al., 2013; Saghi et al., 2009; Scott et al., 2012;
Xu et al., 2015). A review of the latest progress in the field of atomic-resolution
electron tomography is provided by Bals et al. (2016). Other novel techniques for
atomic—resolution electron tomography had been proposed such as the Big Bang
tomography by Van-Dyck et al. (2012).

2.2.3 Principles of tomographic image reconstruction

The foundational principles of tomography relies mathematically on the Radon
transform (Radon, 1917) and Fourier transform (Bracewell, 1956). In this sec-

tion, the theoretical background of tomography are explained.
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2.2 Electron tomography: foundations and methods

2.2.3.1 The Radon Transform

The reconstruction process of ET involves generating a 3D volume data from
several 2D projections of a real space object, described by the function f(x,y, z),
viewed from different angles. Since the 2D projections in ET are acquired in sin-
gle axis parallel beam geometry (i.e., tilting around the y—axis while the electron
beam is parallel to the microscope optical axis), the volume reconstruction prob-
lem can be simplified by reconstructing each 2D slice f(z,y = Section Number, z)
from the corresponding 1D projections (i.e., slice—by—slice 2D reconstruction of
a 3D volume). The process of projecting f(z, const, z) with increment ds along

lines L determined by a tilt angle 6, is referred to as Radon transformation R
(Radon, 1917):

Ryz<l70) = /Lf(x7yiaz)d3, (24)

The discrete outcome of this projecting process is called Sinogram. Figure.

2.16 shows a graphical presentation of the Radon transform. This relationship

Sinogram

¢, Spatial domain %

- 0
‘ Radon domain

Figure 2.16 | Radon transform, The square object here is defined by func-
tion f on the 2D real space co—ordinates (x, z) and the Radon transform (R)
converts the coordinates of the data into Radon space (1,0), where [ is the line
perpendicular to the projection direction and 6 is the projection angle.

can be also described using the polar coordinates (Deans, 1983; Midgley and
Weyland, 2003). A point in polar space (r,0) is a line in Radon space (1,0) with
[ =rcos(f — ¢). The Radon geometry is illustrated in Figure. 2.17. In principle,
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2.2 Electron tomography: foundations and methods

given a sufficient number of projections, the object f(x,y;, z), can be recovered

from the Radon domain by an inversion of the Radon transform (R™1).

polar coordinate Radon space (Sinogram)

[ =rcos(@—¢)

N -

0

Figure 2.17 | Radon transform of a point object, Relationship between
polar space (r, #) and Radon space (1,§) and shows how a point object is projected
through the tilt series. After (Weyland and Midgley, 2004)

2.2.3.2 The Central Slice Theorem

The central slice theorem states that the Fourier transform of a projection of an
object at a given angle is equivalent to a central plane through the Fourier trans-
form of the object at an angle that is perpendicular to the projection direction
(Cramer and Wold, 1936; Deans, 1983; Kak and Slaney, 2001). Hence by taking
1D Fourier transform of projections at many different angles, many Fourier slices
will be sampled. Figure. 2.18 illustrates the theorem for 2D object from its 1D
projections, which can be extended to 3D object in the 3D Fourier space.

The proof of this theorem is simple and direct. Suppose f(z, z) is a 2D object

that is transformed to the Fourier domain as:

+oo +o0
F(u,v) = / f(z, z)e”2mi@utv2) dody. (2.5)
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DFT of
Projection
profile

Projection
profile
F®

Creates a
central slice
of the 2D-DFT
Image

Fourier Domain

Figure 2.18 | Central slice theorem, schematic illustration of the mathemat-
ical concept of the Central slice theorem in 2D. The projection of a 2D object
f(z,2) in real domain is a 1D measurement Py(t) in the radon domain. The 1D
Fourier transform of Pp(t) is equivalent to a central slice Sp(k,) through the 2D
Fourier transform of the 2D object f(z, 2).

moreover, projected along z direction as:

+o0
Po=90(T) = flx, 2)dz. (2.6)

The central slice through the Fourier transform that is perpendicular to the pro-

jection direction can then be driven as:

+o00 +oo +oo
F(u,0) = / ( f(z, z)dz> e~ 2miEu) gy — / po(x)e @ dg, (2.7

[e.e] o —0o0

Which is equivalent to the 1D Fourier transform of the projection pg(z). In
principle, the reconstruction can be obtained by applying the inverse Fourier

transform to the sum of all lines through the Fourier domain. However, this will
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result in a blurry reconstruction due to the over sampling of the low—frequency
components as illustrated in Figure. 2.20. This oversampling can be reduced
by filtering (such as Ram—lack and Hamming filters). It should also be pointed
here that, due to the radial symmetry, an interpolation step is required before
the inverted Fourier transform can be applied. This interpolation is not exact
and can be a source of large error especially, with a limited number of projection.
The relationships between spatial, Radon and Fourier domain are illustrated in
Figure. 2.19.

In addition to the Fourier inversion approach, the tomographic reconstruc-
tion process can be also approached using a real space back—projection method.
In general, it is not straightforward to apply either of these approaches due to

practical issues in ET which is reviewed in the following sections.

Spatial Domain Radon Domain

Dlscrete Radon Transform '

A0

2D-Radon
Transform

Interpolation

Fourier Domain Fourier Domain
(Cartesian) (polar)

Figure 2.19 | Illustration, the relations between real, Fourier and Radon space.
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Figure 2.20 | Radial and Cartesian sampling geometry, In the radial sam-
pling, the low—frequency components of the Fourier space are over sampled com-
pared to the high—frequency components. An interpolation is required to convert
the radial geometry into Cartesian before applying the inverse Fourier transform.

2.3 Practical aspects of electron tomography

Electron tomography consists of a number of stages which is summarised in Fig-
ure. 2.21. These stages are reviewed hereinafter. Detailed reviews of ET practices
in the physical sciences are provided in (Pennycook and Nellist, 2011, chapter 8),
(Banhart, 2008a, chapter 11 and 12), (Midgley and Weyland, 2003; Mobus and
Inkson, 2007).

2.3.1 Specimen preparation

Specimen preparation is a very broad subject, there are books devoted to this
topic only. Different approaches exist for many materials, and these approaches
vary depending on many factors such as: material type, time constraints, avail-
ability of equipment, operator skill, and safety (to the microscope and investiga-
tor). For TEM specimens, the sample must be electron transparent (as possible)
and representative of the material under—study. It should also be uniformly
thin, conducting, non—magnetic and stable under the electron beam and in the
laboratory environment.

In general, the specimens can be categorised into two main groups: con-
ventional specimens resting on a support grid and self—supporting specimens
(Williams and Carter, 2009, Chapter 10). The simplest form of specimens for

the first type can be made from several droplets that contain the specimen, dis-
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Sample Acquisition of
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Figure 2.21 | The main stages of electron tomography.

persed on a support grid with a thin carbon layer. The grid is usually made of
Cu but could be Au, Ni, Be, C or Pt. An example of conventional TEM grid
is showed in Figure. 2.22(ai). Although these support grids are convenient and
easy to handle, they might not have the capability to be tilted to high angles
without shadowing effects (as illustrated in Figure. 2.26). This shadowing effect
occurs when the electron beam is blocked by the grid bars at high tilting angles
which prevent the acquisition of projection images. Therefore, special grids with
larger grid size and thinner bars are more suitable for tomography. These grids
enable higher tilting angles and provide a high percentage of open area and may
be enforced with perforated support foil (e.g., QUANTIFOIL) with a pre-defined
hole size, shape and arrangement. Figure. 2.22(b) show an illustration of to-
mography grids. A self—supporting specimen is one where the whole specimen
consists of one material (which can be a composite). This specimen are usually
prepared using focused ion beam (FIB) and can be shaped as a rod, needle or slab
(Hernndez-Saz et al., 2013, Chapter 9). A detailed review of Specimen prepara-
tion in electron microscopy is given by (Williams and Carter, 2009, Chapter 10).
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( Cl) Carbon layer

()

Figure 2.22 | TEM Grid, a) illustration of ai) conventional TEM sample sup-
port Cu mesh grid with carbon film. b) illustration of QUANTIFOIL holey

carbon grid with the thin carbon layer, bi) shows an SEM image of the surface
of the QUANTIFOIL (bi was adapted from Quantifoil Micro Tools GmbH).

2.3.2 Acquisition of tilt series - geometry

In ET, the specimen is tilted in a goniometer inside the vacuum of the TEM —column
during acquisition, and an image is acquired at each tilt step. The resulting set
of images is often referred to as a tilt—series. The single—axis tilt acquisition
scheme is the most commonly used geometry in ET, because of its simplicity for

data acquisition and reconstruction.

Single-axis acquisition geometry In an ET experiment, higher resolution
of tomographic reconstruction is achieved, in principle, with higher radial sam-
pling of projections and wider tilting range. However, this radial sampling is
limited due to several technical restrictions. Firstly, the limited space between
the polepieces of the objective lens of the S/TEM (Figure. 2.23) which limits
the angular range over which the specimen can be tilted. Therefore, the tilting

range of a typical specimen holder is limited to 4+35°, which leaves a missing
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wedge of un-sampled information that degrades in the quality of reconstruction

and causes artifacts such as elongation in the direction of the optic axis. Figure.

Objective Lens
,,,,,, Upper
,,,,,, Polepiece

Tilting range

Specimen holder =y, +75)

Support Grid

N

Figure 2.23 | Polepiece space limitation, the maximum tilting angle of 6,
is limited by the space between the polepieces of the objective lens of the S/TEM.
Partially re-drawn from (Williams and Carter, 2009).

2.25 illustrates the effect of finite tilt increment and limited angular tilt range on
the reconstruction of a ring phantom. This pole—piece gap must be kept short
in order to minimise the effects of spherical and chromatic aberration (Arslan
et al., 2006; Brydson, 2011). As dedicated short profile tomography holders were
developed (e.g. Figure. 2.24b) and enabled tilting the sample to high angles
(=~ £80°) and reduced the missing wedge. These tomography holders are now
common, however another limitation may occur at high tilt angles and limit the

useful projection image that can be acquired. These limitation can be:

e The shadowing effect from the specimen holder or grid (as explained in
section 2.3.1 and Figure. 2.26).

e The increase in projected thickness of the sample at the high tilt angles,
which significantly, reduces the resolution and SNR in images and may

cause the sample to be no longer electron transparent (Figure. 2.27).

e The limited focusing (or more specifically, the depth—of—field) of the beam

may add regions of the specimen that are out of focus (Figure. 2.27).
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2.3 Practical aspects of electron tomography

To reduce the missing wedge problem, other sampling geometries has been
proposed, namely dual— azis (Mastronarde, 1997; Pawel Penczek and Frank, 1995)
and On-azis tomography (Kawase et al., 2007).

Single-tilt specimen-holder

b)

High-tilt specimen-holder

Figure 2.24 | Specimen holders, Shows the Tip of A) Single Tilt Holder Lim-
ited to £30°, b) Gatan high tilt tomography holder (Model:916) with a maximum
tilt range £75 — 80° which can be reached due to the low profile tip.

Dual-axis acquisition geometry In this geometry, another tilt series of the
specimen is acquired to reduce the missing wedge artifacts in the reconstruction.
As illustrated in Figure. 2.28, two orthogonal tilt series can be acquired around

both the o and /3 planes', which when reconstructed, the missing wedge can be

LOther types of double tilt tomography holders are not equipped with a 3 tilt mechanism,
in this case, it is still possible to acquire another orthogonal tilt series by rotate the sample by
90° in the tomography holder plane (i.e. v plane) and acquiring another tilt series using the «
tilt.
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>0°< >20°<>30<>40° <> 50°«

Figure 2.25 | Reconstruction artifacts, the effect of missing wedge and finite
tilt increment on tomographic reconstruction of a ring phantom, reconstructed
using weighted back—projection. The columns headings represent variations in
missing wedges of the tilting axis (y—axis) while the rows headings denote the
projections tilt increment for each reconstruction. The evident elongation and
streaks tangent to the edges of phantom and along the projection directions can
be seen in the reconstruction.
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beam o —

Specimen holder

Support Grid

S

Al
Figure 2.26 | Shadowing effect, the support grid or holder may shadow the
region of interest which limits angular sampling in ET.

reduced into a missing pyramid in the Fourier domain (Figure. 2.29). Dual—axis
tomography leads to a higher quality reconstruction and resolution, however,
there are disadvantages associated with this approach especially for beam sensi-
tive materials and contamination as it increases the exposure time. Also, it is
not straightforward to align and reconstruct the dual tilt series. Although, this
method is successful in biological sciences (e.g., virology as in: Tran et al., 2014)
where alignment using fiducial marker (Frank, 2010, chapter 5) method is used to
align the tilt series and combine the reconstructed volumes, however, this method
is not popular in material sciences and was applied in a limited number of cases
(e.g. Arslan et al., 2006; Goris et al., 2013a; Mastronarde, 1997; Pawel Penczek
and Frank, 1995; Tong et al., 2006; Tong and Midgley, 2006).
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Figure 2.27 | Thickness and focus, the projected thickness of slab—type sam-
ples increases by (1/ cos @), where 6 is the tilt angle, reaching 3.8 times the initial
thickness at a tilt of £75°. Also blurry images can result when parts of the spec-
imen that contributes to the projection images are out of focus, which is a direct
result of the limited depth—of—field of the electron beam.

Other acquisition geometry As discussed previously in section 2.3.1, it is
possible to shape certain types of specimens as a needle—like using FIB Nanopro-
cessing. Such sample geometry allows +90° image acquisition, when using a ded-
icated on—axis holder, which eliminates two main problems that the slab—type
TEM samples suffer from (i.e. shadowing and thickness increases) (Haberfehlner
et al., 2014a; Jarausch et al., 2009; Kato et al., 2008; Yaguchi et al., 2008). There-
fore, the missing wedge of information can be eliminated and stable quality of
projection can be obtained even from relatively thick specimens. This greatly
reduces the artifacts and improves the resolution in the final 3D reconstruction.

There is a growing interest in the preparation of needle—like, especially for

spectroscopic tomography where the quality of a sampled signal greatly depends
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Figure 2.28 | Double tilt and rotate stage, schematic diagram showing the
principle of Double—tile stage. The specimen holder can tilt a specimen in two
axes, « tilt in the direction of the X—axis and S tilt in the Y—axis. Also the
specimen can be rotated around £360° of the v plane. After Alani et al. (2002)
and Frank (2010, chapter 1).

on the thickness of the specimen (Yaguchi et al., 2008). However, for ET, the
quality of reconstruction can be still limited due to the finite angular increment
of the radial sampling between each projection. Also, there are other difficulties
associated with this method; that is: it can only be applied to samples that can
be self—supporting and are stable under the FIB. Also, it requires a dedicated
tomography holders (the On—Axis rotation tomography holders) that can hold
a cylindrical specimen cartridge. Therefore, this technique is used on a limited
number of studies (Haberfehlner et al., 2014a; Jarausch et al., 2009; Kato et al.,

2008). Two types of incrementing schemes between tilt angles are usually used:
1. Linear data collection scheme: fixed for the entire tilting range.

2. Saxton data collection scheme: continuously decreases with increasing tilt
angle (by a scaling factor of cosf, where 6 is the tilt angle). This scheme is

usually preferred with thin—film samples (e.g., solar cells as in: van Bavel
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Dual-axis tilt Single-axis tilt

Figure 2.29 | Mlissing wedge, missing wedge in single-axis tomography reduced
into a missing pyramid when using dual-axis acquisition geometry. After Arslan
et al. (2006).

and Loos, 2010) since the thickness of such samples increases steeply with
higher tilting angle. This will result in sampling larger number of images at
higher tilt—angles which help to maintain a stable resolution throughout the
tilt series and thus improve the quality of the final reconstruction (Saxton
et al., 1984).

Other less common tilting geometries had been proposed such as: multiple— axis
(Messaoudi et al., 2006) and conical (Lanzavecchia et al., 2005; Zampighi et al.,
2005). (Frank, 2006a) provided a review of acquisition geometry in ET.

Automated data acquisition Acquisition of TEM tilt series is a very much of
computer-automated (or semi-automated) process, nowadays. This automation
has extended ET to beam-sensitive specimens, especially in biological sciences,
where damage by inelastic processes is a critical problem (Koster et al., 1992,
1997). In the physical sciences, ET can be severely limited by both the knock-
on damage and contamination. Such problems can be significantly reduced with
automated low-dose protocols (Leschner et al., 2010). The ET acquisition process
involves several steps: tilting, image tracking, to minimize shifts between images,
and focusing. The first step involves tilting the specimen to a specific angle and

tracking the features of interest to keep it in a central position ( x and y planes)
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of the field of view. Such image shifts occur usually due to the unavoidable
drift in the sample stage caused by different mechanical vibrations (e.g. motors,
thermal expansion) (Zheng et al., 2010). Such image shifts can be handled using
of various algorithms using a reference image (Koster et al., 1992) or predicted
positions (Zheng et al., 2004) or both (Koster et al., 1997). It is also critical to
keep the sample at the correct eucentric height in order to minimise drift during
tilting and avoid large shifts which result in losing the feature of interest. Small
remaining shifts are handled in the image alignment step (section 2.3.3). Flowing
the tracking step, the need to be focused before acquiring. The sample is then
filtered, and the previous steps are applied till reaching the highest possible tilt
angle.

EM data acquisition for single (Koster et al., 1997) and dual-tilt (Zheng et al.,
2009), have been automated and is provided by many software packages, such as:
commercially by DigitalMicrograph from Gatan and Xplore3D from FEI, or non-
commercially (such as SerialEM Mastronarde, 2005) from Boulder Laboratory.
Although, automated acquisition is promising in reducing the exposure time, it is
sensitive to parameter tuning (such as, focus interval, image filter and acquisition
time) and can be limited in some cases especially when it is not possible to focus

the images automatically.

Focusing during acquisition When a sample is tilted to high angles, the
problem of the lack of uniform focus may arise when different regions of the
specimen are out of focus (Figure. 2.27). This will result with an image of
different focusing values (blurred) for different regions. Such problem can reduce
the quality of tomographic reconstruction. This problem can be reduced using a
dynamic focus option in STEM imaging mode. This allows the STEM to optimise
the focusing values for each raster line. This option becomes more important with
highly convergent beams where the depth-of-focus! is limited.

Since TEM imaging uses a fixed focus, only a very narrow area can be op-
timally focused on for obtaining images of highly tilted specimens. Therefore,
the introduction of a sufficiently large defocus is required in TEM tomography.
However, the scanning beam can be focused flexibly in STEM. Therefore, the en-

tire image area can be optimally focused on, even in highly tilted specimens, and

!The range of the thickness in the sample plane which can remain focused in the projection.
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defocusing becomes unnecessary (Aoyama et al., 2008). The STEM tomography

system used in this study is capable of providing the dynamic focus function.

2.3.3 Tilt series alignment

One of the major problems during the acquisition process is the shift of specimen
caused by the mechanical (or thermal) instability of specimen holder. Therefore,
it is crucial, for obtaining a high-quality tomographic reconstruction, to carefully
align the tilt series after been acquired. It is also important to align the tilt
series to a common tilt axis with a sub-pixel accuracy. The inaccurate estimation

of the tilting axis causes the distinctive arcing artifacts (as in Figure. 2.30).

Original

o0
*

Figure 2.30 | Tilt axis misalignment, the arcing artifacts are shown in the
reconstruction of the head phantom. The numbers indicate the magnitude and
the direction of misalignment that was introduced perpendicular to the tilting
axis. Adapted from Kirkland and Hutchison (2007, figure 6.19).

There are two types of alignment methods, fiducial marker-based alignment, and
marker-free alignment. Fiducial marker-based alignment (Kremer et al., 1996)
is performed by placing reference points (heavy-metal markers, often, 510 nm-

diameter gold particles) in the specimen. The coordinates of these markers are
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tracked on each projection manually or automatically, followed by calculating an
alignment model using least-squares procedures (e.g., Frank, 2006a, p. 197) that
minimise the error of the alignment as a function of the angle of the tilt axis and
lateral translations. Gold beads can be localized very accurately, even at a high
tilt angle, because of their typically high contrast compared to the background
and their round shape. This is why, this approach is accurate and very common
in biological applications, where projection images usually sufferer from limited
contrast. Also, it can be efficient in correcting the projection series for image
rotation, and magnification change that might occur during the acquisition!.
However, fiducial markers are usually hard to apply in material science as the
gold beads may interfere with the sample and introduce undesirable artifacts, in
addition to difficulties such as finding enough gold beads at the region of interest
and the very time-consuming labour involved.

Alternatively, the marker-free alignment methods, which do not require any
sample manipulation before data acquisition, can be applied. These methods can
be sub-categorised into correlation methods and feature-based methods (Frank,
2010, chapter 6). Alignment by Correlation methods, such as cross-correlation
(Guckenberger, 1982; Winkler and Taylor, 2006) have bee