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ABSTRACT

Conventional error-correction and cointegration techniques
are utilized to derive demand for money models for eleven
developing countries. The performance of these models is
assessed using a battery of statistical tests than 1is
commonly reported in previous studies. We show that the
cointegration equations outperform the convehtional error-—
correction specifications in terms of statistical and

theoretical considerations.

Once a stable demand for money function‘has been obtained
for each country, the traditional St. Louis equation is
modified and estimated to examine the efficacy of fiscal
and monetary policies. Although the results indicate a
strong monetary impact on output, the Granger causality
tests are so ambiguous that we cannot discriminate between
the two competing policies. Given a closer linkage between
government expenditure and monetary growth in many LDCs.,
an independent monetary or fiscal policy may not achieve a
desired objective. We argue that the authorities in LDCs.
should design a comprehensive financial programme which

simultaneously takes into account the two policy options.



CHAPTER 1

INTRODUCTION

1.1 Introduction

The main objective of this thesis is to build statistically
well-defined and theoretically acceptable demand for money
functions for a number of developing countries. This will
be followed by the equally important but often neglected
task of assessing the potency of monetary ﬁolicy in these
countries. In this chapter, we shall provide a brief
discussion of the role of money in LDCs and present a
summary of the éonventional and 'general to specific’
‘'modelling approaches to demand for money. Finally, we set
the purpose, scope and limitations of this thesis and

define our data set.
1.2 The Importance of Money in Developing Countries

The role of money and monetary policy has been one of the
often-debated issues in developing economies for a long
time. Despite Schumpetér's dramatization of money and
credit as a ’phenomenonAof development', the nature of
monetary policy remained indistinct and ill-defined until

very recently. This is because monetary'policy was viewed



in a narrow perspective as influencing aggregate spending
via the regulatioh of interest rates and the allocation of
credit.

In the Keynesian approach, any discrepancy between the
money supply and the target money demand due to, say, an
expansionary monetary policy will cause fluctuations in
interest rates and these fluctuations will continue until
equilibrium is restored. Given that prices and incomes are
subject to inertia, interest rates must fluctuate violently

to achieve instantaneous equilibrium.

However, as Goodhart (1984) noted, regression of interest
rates on changes in the money stock havé hardly produced
the required interest rate ‘'overshooting'. Laidler (1984)
argues that an increase in money supply in excess of the
target demand will lead to a positive real balance effect
in all markets. The observation here is that the excess
money supply will initially cause interest rate
fluctuations but the changes in interest rate are not
sufficient to eliminate the entire discrepancy (at least in
the short run). This means that agents will undertake some
expenditure flows until the excess vmoney supply 1is

eliminated.

The argument outlined above has been related to a situation
where financial and capital markets are well-developed. In
developing countries, the relation between the rate of
interest and movements in monetary aggregates are even

weaker because interest rates in LDCs are institutionaly



determined and often repressed. The proponents of this
view, notably Mckinnon (1973) .and Shaw (1973) argue that
the fragmentation of capital and financial markets in these
economies is the most important factor limiﬁing‘the effects
of monetary policy. According to these authors, the major
aim of monetary policy in LDCs should be the promotion of
the development of financial markets rather than short term

stabilization.

The arguments of the monetarists are also closely related
to the Keynesians in many respects. The monetarists case is
that short term stabilization policy is ineffective because
these countries seldom have financial markets and banking
institutions sufficiently developed to permit what: has
commonly know as fine tuning of monetary policy. Thus

Friedman (1972) writes:

Good monetary policy cannot produce development. Economic
development depends on the amount of capital, the method of
economic - organization, the skill of the people, the available
knowledge, the willingness to work and save, the receptivity of

the members of the community to change.

Given favourable preconditions, good monetary policy can
facilitate development. Perhaps even more important, however
favourable may be the preconditions, bad monetary policy can

prevent development.



In addition to the arguments put forward by the Keynesians
and monetarists, the limited source of government finance
in many LDCs creates a close linkage between monefary and
fiscal policies, restricting the authorities ability to use
two indebendent policy instruments for short term
stabilization. Furthermore, the impact of these policies on
output and price is likely to be subject to longer lags and
uncertainties. The authorities should, therefore,
concentrate more on the medium term goals of price
stability and growth and to engage 1in short-term
stabilization only when the shocks to the economy are sever

and well-defined, Coats and Khatkate (1981).

Whichever view one may wish to entertain, money plays an
important role in the development process of LDCs. Because
of the absence of financial assets in these economies,
variations in real money balances would have a price effect
rather than an interest rate effect. If inflation
expectations are sluggish, a given change in money 3u§ply
will affect output and employment in the short run, (see
chapter 9). A necessary condition for monetary policy to
have a predictable effect on the ultimate economic
objectives is that there must exist a well-defined and
stable demand for money function. A comprehensive survey of
the empirical eviden;e on demand for money in developed and
developing countries is documented in chapter 4. To capture
the flavour of the arguments, we consider a study on the

demand fof money and monetary policy in selected LDCs by



three applied economists - Aghevli, Khan, Narvekar and
Short, (1979). This study characterizes current modelling
practice in developing countries in the context of the text

book approach to econometric modelling.
1.3 The Traditional Approach to Demand for Money

Following the text-book approach, Aghevil et al. invoked
a theory for econometric verification, derived a
parsimonious equation from the long-run implications of the
theory and then conducted a simplification search to test
any departures from some of the assumptions regarding the
validity of the theory. Like the other investigators before
them, these authors have apparently raised thé old
controversy about the statistical significance of the
determinants of demand for money in LDCs. They estimated
the following partial adjustment model for seven Asian

developing countries:

mdy = o + Brye + B2 M, + P3mg-1 + ug (1.1)

The model 1is related only to a scale variable and the

expected rate of inflation (n€ as interest rates are

t)
subject to control by the authorities. The Ps are composite
coefficients of the 'true' parameters and the adjustment
coefficients, Al and A2, obtained from the minimization of

the one period cost function given by:

C = M (m*-me) 2 + A2 (mp-mp_q) 2 (1.2)



Since the D-W statistics is biased in models with lagged
dependent wvariable, equation (1.1) was estimated with the
assumption that the errors, (uts) followed a first-order

autoregressive process:
U = put-1 + €, € WN (1.3)

Equation (l1.l1) was then corrected for serial correlation

when the Ho: p = 0 is rejected, i.e.,

mdy = (1-p)Bo + Piye - pBlyr-1 + P2 7€ - pP2 mS _; +
(B3+ pme—1 - pB3me-2 + v (1.4)

On the basis of the statistical significance of the

estimated parameters, the RZ and the D-W criteria, the

authors conclude:

Based on these statistical tests, it is apparent that the two
major requirements for the effectiveness of monetary policy -
namely, the existence of a well—defined money demand function and
a significant relationship between money and price - are met for

this group of Asian countries. Aghevli et al. pp. 793-94.

Clearly, these conclusions are indefensible given that: (a)
equation (1.1) is assumed to be correctly specified in the
sense that all the relevant variables are included; (b)
the error term is assumed to follow an AR(l) process and
(c) the diagnostic tests are not sufficient to draw any
conclusion with reasonable confidence. Sargan (1959) showed

that (1.4) is a special case of the more general model:



mde = ¥, + Mve + Yoyt-1 + 13 net + Y4 M+t YsMe-1 4

Yent-2 + V¢ (1.5)

He argued that instead of estimating (1.4) directly it
might be preferable to estimate (1.5) subject to the non-

linear common-factor restrictions:

v2+pB1 =0 (1.6)

Y4+pB2 =0 (1.7)
Y6+ pB3 =0 ‘ (1.8)

When (1.4) is wvalid but the common factor restrictions
(1.6)-(1.8) are invalid, then (1.1), with or without (1.3),
is misspecified and both the OLS and GLS estimators of the
Bs are biased and inconsistent with most of the routinely
used testing procedures related to these models being
invalid, (see Spanos 1988). It appears that the
conventional approach of 'correcting' for detected residual
autocorrelation by adopting (1.1) and (1.3) is seriously
undermined. If one is interested in policy analysis, it is
important to determine whether (1.3) is due to omitted

variable bias or the result of 'genuine' error dynamics.
1.4 An Alternative Approach

Several fresh methodological ways of estimating the demand
for money emerged in the literature over the last decade or
so. One alternative methodology is the 'General to

Specific', which, unlike the traditional approach described



above, emphasizes intended over-parameterization of a
model, followed by a data based simplification, usually
along the lines suggested by the underlying theoretical
framework. This approach ultimately yields an error
correction model, which is popular in the UK, but is also
catching up elsewhere. Error correction models usually
encompass several classes of dynamic specifications, (see
chapter 6) including the partial adjustment specification.
In this respect an ECM may be described as general, but it
is also simple since the initially over-parameterized
Autoregressive Distributed Lag (ADL) model is reduced
through reparameﬁerization and variable deletion to achieve
parsimony. Otherwise, problems like collinearity may creep

in and make the model operationally useless.

Several varieties of error correction models exist in the
literature, but for our purpose, we consider the
conventional ECM and the cointegration approach. The
significance of these approaches can be illustrated by the

following simple model:

vt = o+B1xt +B2xe-1 +PB3ye-1 + ut (1.9),

and (1.9) may be reparameterized as:

Ayr = o+ (B3-1)ye-1 + Prxe + (B1+P2)xe-1 + ug (1.10)
On further rearrangement, this becomes

Ayt = °‘+BIAXt+Y[Yt—1“®xt—1] + ug (1.11)



where y=PB3-1 and © =(B1+P2)/1-B3. Within this framework, a
model cast in levels and first differences may be regarded
as an approximation to a more general dynamic model.
However, the épproximation is only reasonable when yt and
Xt stay close to a steady - state growth path. If the
observation begins to deviate from this path, the behavior
of the system can be adequately captured only by the more
general model (1.10). The term in square bracket in (1.11)
now playska crucial role in the working of this class of
dynamic models. If y begins to grow at a faster rate than
is consistent with the steady - state solution, then (yt-i—
@xy-1) becomes positive, since yt-1 has drifted above the
steady - state growth path. However, because the
coefficient Yy 1is required to be negative (for dynamic
stability) the effect of the term in the square bracket
being positive is to reduce the growth rate of y and derive
yt back towards its long run path. For this reason the last
term in equation (1.11) is referred to as the error

correction mechanism.

As it stands, (1.10) is not empirically attractive because
it entails a non-linear estimation technique and,
therefore, many writers prefer to set @ equal to unity to

obtain:
Ayy = o+ BAxe + Y(yp-1-%¢-1) + ut (1.12)

An important property of (1.12) is that the terms Axy and

(Yt-1-%Xt-1) are near orthogonal and one can interpret Axt



as equilibrium and (yt-i—-Xt-1) as disequilibrium responses.
In practice, Y might turn out to be insignificant or of the
wrong sign. due to collinearity between the constant and
the error correction term. Dropping one of these terms may
tackle the problem, but if the level terms are omitted,
(1.12) will lose its long-run properties and, therefore,
the constant term is often suppressed (see Davidson et

al.(1978)).

The steady-state solution of (1.12) can be derived by
setting the growth rate of xt equal to g, (i.e., g= Axy =

Ay¢) . Then solving (1.5), yields:
Yo = kX¢ B (1.13)

where k = exp{[-a+g(1-B;)]/y} and is a function of the growth
rate g unless B; in (1.11) is equal to unity. Expression -
(1.13) ensures that the dynamic equation reproduces the
relevant equilibrium theory and .the assumption of

proportionality between Y, and X.

If x and y are I(1) and there exists a linear combination
of these variables which is stationary, i.e., I(0), then x
and y are said to be cointegrated. Engle and
Granger, (1987). proposed a two stage procedure of
investigating the relationship between x and y..This would
require running a static OLS regression and use the derived
residuals to construct an EC term in the general ADL model.

Wickens and Breusch (1988), argue that the two-step

10



estimation procedure is, in fact, unnecessary and thét the
long-run and short-run effects can be captured in a single
equation. The reformulation of (1.9) using the method
proposed by Bewley (1979) produces this equation which

looks like:
Yt = alAyt + bxy + cAxy + ug (1.14)

One problem which arises in estimating (1.14) is that OLS
will not produce a consistent estimator because the vector
of regressors is now aéymptotically correlated with the
error term. Thus, only instrumental wvariable (IV)
estimation of (1.14) with instruments given by the
regressors inv(1.9) will give consistent estimates of the
short-run elasticities and the long-run multiplier b. The
advantage of estimating (1.14) instead of the Engle-Granger
2-step procedure is that direct estimation of long-run
standard errors is now possible. But,the two-stage
pfocedure may be preferable in small samples because, the
separate estimation of the long-run elasticities means that
more degrees of freedom are available in the estimation of
the dynamic model. However, the long run elasticities
obtained from the static model may suffer from small-sample
bias but the cointegration literature does not tell us>when
; for example, sample bias becomes acute enough to warrant

one stage instead of two-stage estimation.

11



1.5 Purpose and Scope of this Thesis

Demand for money studies have gone a long way in developed
market economies, while the simple partial adjustment
specifications are still dominant in LDCs. There are some
theoretical grounds for the continuous use of such simple
models rather than the more complicated dynamic
specifications; which are rationalized on the minimization
of a multi-period cost function, (see Cuthbertson 1985).
Given low per capita income and the devotion of almost all
output to the maintenance of an exceedingly low standard of
living, more concern is devoted to current than to future
welfare. Thué, when one 1s considering the behaQior of
economic agents in LDCs, the assumption of a single-period
loss function may be a closer approximation to reality than
that of an infinite-horizon planning process on the part of
the agent. Although these assertions seem reasonable on a
priori grounds we have shown that a partial adjustment
model is potentially misspecified and any statistical
inference based on this model is at best misleading. We
believe that the performance of equation (l1.1) can be
improved considerably if the data is allowed to play a role

in the model design exercise.

The purpose of this thesis is three fold. The first aspect
concerns the application of the conventional error
correction and the cointegration approaches to money

demand functions in eleven developing countries, namely,

12



Mexico, Brazil, Peru, Colombia, India, Sri Lanka, Korea,
Philippines, Thailand, Kenya and Malawi. It is hoped that
the methods employed herein will have some relevance to
other developing countries which are not included in this
study. The second objective is the comparison of the
empirical performance and theoretical consistency of these
competing approaches against a large battery of statistical
tests not reported in previous studies. The third
objectivé is the assessment of the potency of fiscal and
monetary policy in LDCs  wusing the St. Louis equation. It
-follows that the perceived contribution of this study to
the literature lies in: (a) the first direct application of
the cointegration approach to LDC data; (b) testing the
relevant strength and dependability of monetary policy by

estimating an export version of the St. Louis model.
1.6 Limitations

One obvious short-coming of this study is the use of a few
variables, namely, money stock broadly defined, m(2), gross
domestic product, the discount rate and the consumer price
index. We have not considered the narrow money stock, m(l)
or the possible influence of wealth on the demand for
money. There are some practical and theoretical reasons for
being so limited to the above variables. For one fhing,
the use of m(l) or m(2) does not really make much
difference, as agents in LDCs draw on their savings
accounts with much ease to finance their day to day

transactions. The choice of the broader money stock is in

13



fact preferable as the monetary authorities in LDCs can
better controlim(Z) than m(l). On the other hand, the
choice of current income instead of wealth is justified on
the ground that wealth series in developing countries do
not éxist. Existence near the subsistence level and the
social, political and environmental uncertainties limit the
economic time horizon of consumers and producers. Thus,
current income rather than wealth is the appropriate budget

constraint in the demand for money function in LDCs.

Second, because of the absence of market rates of interest,
we have used government discount rate as a measure of the
opportunity cost of holding money. The use of this variable
as an opportunity cost of holding broad money stock mightv
be questionable. Hoﬁever, one peculiar characteristics of
LDCs is that during periods of tight credit policies,
economic agents rely more on the lenders in the non-
organized markets to provide the finance that could not be
obtained from the organized market. Unobservable interest
rates are thus higher even if they cannot be
recorded.Interest rates in the non-organized market,
whether observable or not, reflect the cost of creditkor
the opportunity cost of holding money. They go up as bank
credit becomes less available and vice versa. It follows
that if interest rates are unobservable, credit restraint
variables can Dbe used to proxy interest rates in the
demand for money. In fact, one of the credit restraint

variables suggested by Wong (1977) and applied in small

14



developing economies by Arestis (1988) is the government
discount rate. This variable is, therefore, intended to
replace the role of interest rates in the demand for money
function as lending and deposit rates of banks in LDCs are
pegged and, therefore, cease to be the key 1linkage

variables between holdings of alternative assets.

Third, most of the countries we considered are small open
economies. This implies that domestic monetary policy is
fairly ineffective and domestic financial markets are
highly vulnerable to changes in foreign financial and
monetary developments. To take account of foreign monetary
developments, we experimented with expected changes in
exchange rates and‘the average of UK, US and French
" interest rates in the conventionél error correction models.
The results are not worth reporting as both variables were
insignificant and of the wrong sign in all.countries. This
may be due to data problems as we used the official
published data which displayed very little variation over
the sample period in our study. Severe foreign exchange
controls in some of these countries also suppress the
degreé of substitutability between real money balances and
foreign balances. A proper investigation of currency
substitution would entail incorporating black market
exchange rates. Since black market exchange rates are not
observable, we decided not pursue the open economy aspect

in this study.

15



Fourth, the countries we chose are few in number and may
not be representative enough to enable us draw firm
conclusions. The non-availability of data long enough to
provide meaningful statistical inferences and'the desire to
reduce the number of equations to be estimated means that
we have to work on only a small number of countries. At
the same time, we have considered as many countries as the
data would permit from every geographical area of the
developing world so that inter-country or regional
differences (if any) could be reflected in our preferred

models.
1.7 Outline of the Study

The thesis falls fairly into three parts. Part one contains
the background material which is presented in four
chapters. Chapter 2 stands on its‘own as a broad survey of
the main theories of the demand for money upon which we
constructed several models at a latter stage. Any task of
monetary analysis must address the problem of defining and
measuring the money stock. Chapter 3 discusses definitional
and measurement problems of the variables used in this
study by taking into account the special characteristics of
developing countries. Chapter 4 completes the first part of
the thesis with the discussion of selected empirical

evidences obtained from developed and developing countries.

The second part of this thesis concentrates on econometric

issues. Chapter 5 is concerned with the estimation of the

16



conventional partial adjustment model. The limitations of
PA models are also discussed in this chapter using
Hacche's UK money demand study as a special éase. Chapter 6
outlines the main features of the so-called 'General to
Specific' modelling strategy. We highlight the theoretical
and statistical foundationé of this approach and evaluate

the estimated error correction equations against a set of
statistical criteria. Chapter 7 discusses fhe theoretical
basis of <cointegration, the main integration and
cointegration tests and assesses the empirical results of

cointegration models.

The third and final part of the thesis deals with monetary
policy and presents the concluding chapter. Since only a
limited variety of monetary poliéy techniques have so far
proved practicable in many LDCs, chapter 8 first deécribes
the nature of the money supply process with reference to
developing countries. We then examine the potency of fiscal
and monetary policy by modifying the traditional St. Louis
model. Finally, chapter 9 provides some concluding remarks
on the work undertaken in this study and sets an agenda for
possible future work on the modelling of demand for money

in less developed countries.
1.8 Data

All the data series in this study were taken from the
various issue of the International Financial Statistics,

(IFS) . The data frequency i1s annual and covers the period

17



1966 - 87 for Kenya and Malawi and, 1960 - 87vfor the
remaining countries. We use the natural'logs of the
variables but the level of interest rates for the reasons
explained in Fair (1987). The variables uéed in this study

have the following meaning.

m(2): Broad money stock comprising of currency, demand
deposits, and time and saving deposits of the banking

system, IFS series 351.

y: Gross Domestic Product deflated by the consumer price
index, IFS series 99b.

p : Consumer Price Index (1980 = 100), IFS series 64.

i : Discount rate at which the monetary authorities lend or
discount eligible papers for deposit money banks, IFS

series 60.
G : Gross government expenditure, IFS series 82.
X ¢ Merchandise export (FOB), IFS series 70.

Having defined the data set and outlined the purpose, scope
and limitations of this thesis, we now turn to a brief

discussion of the main theories of the demand for money.
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PART 1

THEORIES, DEFINITIONS, MEASUREMENT PROBLEMS
AND EMPIRICAL EVIDENCE

CHAPTER 2

THEORIES OF THE DEMAND

FOR MONEY

2.1 An Overview

At least four theories purporting to explain the motives
for holding cash balance exist in the vast literature. of
monetary economics. These are the portfolio theory, the
inventory theory, the quantity theory and the buffer stock
appfoach. We shall take up the buffer stock approach in
chapter four in relation to partial adjustment models. For
the moment, we shall briefly discuss the remaining three
theories in this chapter. These theories are of course
well-established and are based upon explicit motives for
holding money, (for example transactions and speculative
motives). One difficult problem is, however, to isolate the

best theory that would explain the behaviour of the
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monetary sector out of the competing demand for money
theories. If it were to turn out that all the variations in
the demand for money could be explained by the variables in
question and the model passes a battery of statistical
tests, it might be concluded that the theory was perfect.
On the other hand, if these variables turned out to explain
nothing at all and the model is rejected by the statistical
tests, the theory might be judged perfectly useless. Ih the
real world situation, neither of these outcomes is very
likely. The theory may turn out to explain 50 per cent of

the Qariations and passes'some of the tests.

Provided there is no difference between these theories in
terms of scope or consistency with other economic models,
one can say that a theory that explains 90 per cent of the
variations in the demand for money is better than the one
that explains only 50 per cent. A theory is accepted if it
passes empirical tests better than some other theory, and
is rejected if it fails to do so. If we wish to learn about
eéonomic theory by_referring to empirical evidence, we will
need not one but several hypotheses that can be put to
statistical tests simultaneously, for it is only in this
way that useful theoretical ideas can be sorted out from

those that are misleading.

The hypothesis that the demand for money measured in real
terms depends on the level of real national income and the

rate of interest is well established in developed market
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economies. However, there has been 1little systematic
analysis of the behaviour of the private desired money
balance in those economies commonly referred to as 1less
develoéed. Theoretical models developed to explain monetary
behaviour; and conclusions and opinions based on the
interpretation of monetary experience in advanced countries
may not be applicable in developing countries. Data
limitations and the peculiar characteristics of developing
countries require modifications to these theories before
they can be applied in these economies. We shall discuss
these issues in chapter 3, but now we turn to a brief
survey of the theories of the demand for money starting

with the classical quantity theory.
2.2 The Classical Quantity Theory

The quantity theory of money has its genesis in the
classical economist, David Hume (1826). The basis of Hume's
theory is what can nowadays be called the homogeneity
postulate: if the quantity of money in every citizen's
pocket 1is doubled overnight, although trade might be
stimulated in the short run, prices would eventually

double.

Hume not only stated the basic tenets of the gquantity
theory; but he also outlined a transmission mechanism
whereby an increase in money has favourable effecﬁs in the
short run on employment and output. Only eventually do

prices rise and they do not rise proportionately to
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increases in the money supply.

Later on, Ricardo restated Hume's quantity theory much more
precisely and also provided a theory of output
determination. According to Ricardo, the short run increase
in output and employment resulting from a monetary
expansion which Hume pointed out were temporary transient
disturbances around the long run 1level. Thus he was
dismissive of the determination of output in the short run
and factors such as a bad harvest which may cause output to
deviate from its normal level. The long run output is
determined by real factors such as labour supply, capital

stock and natural resources.

Irving Fisher (1911) translated the Ricardian proposition
into a mathematical formula suitable for statistical
testing. In his celebrated book 'The Purchasing Power of

Money' he formulated the famous Equation of Exchange:
MV = PT (2.1)

where M is the stock of money, V the transaction velocity
of circulation, P the general price level, and T an index
of the volume of trade. Fisher realized however that (2.1)
is an identity and, to give this identity some behavioural
content, he assumed that the payments mechanism is constant
in the short run and varies slowly, and in a predictable
way in the iong run as payments mechanisms in the economy
change. What is most crucial and is a direct replica of the

Ricardian theory is; variations in M produce no changes in
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Y and by implication variations in the money stock are
reflected in P. He thus reiterates the fundamental
importance of the classical dichotomy - money has no
influence in real output determination but only in the
determination of the absolute price level. Effectively, the
quantity theory says that, since the demand for real
balance must always be constant, the supply of real
balanées must also be constant. Hence, changes in nominal
money must be matched by equivalent changes in prices to

keep the real money supply constant.

However, the above proposition ignores the possibility that
shortages in commodities might also cause a change in the
price level. Desai (1981) has this to say regarding this

point:

This tendency to neglect the commodities side of the equation
of exchange persists when discussing many war-induced inflation
or inflation in countries recovering from the effect of war.
Thus, it is seldom pointed out that the German hyperinflation
was accelerated if not initiated by the French occupation of
the Ruhr and other German territories, which produced up to one
third of German output. The price of the dollar in marks had
risen from 4.2 Marks in July 1914 to 14.0 Marks by July 1919
and 493.2 by July 1922, In January 1923 this rose to 17,972 and
in the next ten months it rose to 4,200 billion marks. An
exogenous ﬁeduction of one third in output cannot easily be

said to have no effect on prices, whatever the course of the
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money supply...... The hyperinflation in Kuomintag China in the
1940s was also preceded by a long period of Japanese occupation
of Manchuria. Since 1933,....... Large parts of Chinese
territory were occupied by Mao Tse Tung's forces and the loss

of output could not have been negligible.
2.3 The Portfolio Theory

Keynes found the traditional quantity theory of money too
narrow in scope as it sets up a direct and proportional
relationship between the quantity of money and prices.
Keynes' theories of the demand for money, are like the rest
of his theories of a more general, i.e., he neither assumes
the absences of money illusion nor takes the causal
relationship between money and prices as direct or
proportional. He found the orthodox quantity theory to be
quite inadequate as it failed to integrate monetary theory
with the general théory of value, disregarding at the same

time the theory of income and output.

In the traditional Keynesian framework, there are three
motives for holding money: first to facilitate the desired
level of transactions, second as a precaution against
unexpected events, and third as a speculation against a
fall in the price of alternative assets. These three
distinctions were collapsed into a two part distinction by
Hicks following Keynes' exposition in the General Theory

(chapter 15). Thus the total demand for money is given by:
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md = D; (y) + Dy (r, r®) (2.2)

D1 being the transaction and precautionary demand for money
and Dy the speculative demand. Y is real income and r®, the
expected rate of interest. It follows that whén the rate of
interest is‘expeCted to fall, the demand for money 1is
relatively low, since people hold bonds inlanticipation of
capital gains; when it is expected to rise, however, the
demand for money is greater, as people seem to avoid making

capital losses on bonds.

The speculative motive for holding money arises because,
unlike most_financial assets, the capital value of money
does not vary with change in the interest rate and also
there is uncertainty about the manner in which the interest
rate will change in the future. Keynes suggestea that, as
far as the choice between holding bonds and mbney is
concerned, each individual acts as if he is certain about
what is going to happen to interest rates and hence holds
either bonds or money depending on his expectation. It was
suggested that different people, at any time, would have
different expectations about the rate of change of the
interest rate, but that in the aggregate Keynes achieved a
smooth relationship between the speculative demand for

money and the rate of interest.

In practice the formulation actually estimated tends to
differ from (2.2). This is because there may be more than

one rate of interest which is appropriate. In the simplest
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case more than one. interest rate will be required if money
is broadly defined to include some money holdings which
themselves attract a rate of interest, for example bank
deposit account. The theory as stated thus far lacks a
variable to tell us when the rate of interest is expected
to change and in what direction.'Keynes' solution to this
problem was to consider the current level of the rate of

interest.

One particular criticism of Keynés' speculative theory is
that each financial investor is assumed to assign to the
future rate of interest only one value which he holds with
certainty, rather than a range of possible wvalues. This
rather peculiar characterization of uncertainty means that
each investor holds an undiversified portfolio of all bonds
or all money, and doés not hold both. In order to overcome
this problem, Tobin (1958) applied what has become known
as portfolio theory to the analysis of the asset demand

for money.

Tobin concentrated on producing a more sophisticated
analysis of the behaviour of the economic agent. This is
obviously necessary, since people hold diversified
portfolios, a mixture of assets. If people really did
behave as if they were certain about the future, they would
hold only the asset they expected to yield the highest
return. The rational for holdihg money is that dding so

reduces the riskiness of an asset portfolio. The
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opportunity cost of risk reduction is the expected return

foregone by not holding bonds.

If the rate of return on bonds rises, then the opportunity
cost of holding money increases. The substitution effect
will cause portfolio-holders to increase their bond-
holdings and reduce their demand for money. However, there
is also an income effect. An increase in the expected
return from bonds means that fewer bonds need to be held in
order to maintain the same level of expected income from
the portfolio at the cost of iess risk. The income effects
will cause risk-averse financial investors to hold more
money and fewer bonds. Thus the portfolio model yields an
ambiguous prediction about the effect of an increase in the
interest rate on the demand for money. So long as the
substitution effect outweighs the income effect in the
aggregate, then a rise in the rate of interest will reduce

the demand for money.

The portfolio model also deduces that wealth and
expectation affect the demand for money. Since the model is
concerned with the allocation of wealth among different
kinds of assets, the greater the level of wealth, the
larger is the demand to hold money.Expectations about
future interest rates affect the riskiness of bonds. The
lower the riskiness of bonds the smaller one would expect
the demand for money to be. Tobin's analysis can be
extended to the selection of a large number of risky

assets. Wealth-owners first decide in which proportions the
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risky asset should be held. Each wealth owner then- decides
what proportion of his portfolio to hold in money, the
remaining fraction in the optimal combination of  risky

assets.

To summarize, the predictions from Keynes's transactions
motive of 'holding money are similar to those of the
gquantity theory. The speculative motive explicitly
introduces uncertainty about the future yield on bonds.
Volatile expectations may cause permanent parameter
instability. Also expectation formation may be such as to
cause a highly elastic response of money holdings to a

small change in the interest rate.

2.4 Inventory Theoretic Models

The inventory theoretic approach to transactions demand for
money was originally developed by Baumol (1952) and Tobin
(1956) and later’ extended by Fiege and Parkin (1971). The

assumptions of the model are:

(i) the individual receives a known lump sum cash payment
of T periods (say per annum) and spends it all evenly over

the period;

(ii) the individual may invest in 'bonds' paying a known
interest rate r per period, or hold cash (money) paying

zero interest rate;

(iii) the individual sells bonds to obtain cash in equal
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amounts k, and incurs (fixed) brokerage fee b, per
transaction. The key element in this inventory model 1is
that all relevant information 1s known with certainty. The
model yields a square root relationship between the demandv
for money and the level of income, the brokerage fee and
the bond interest rate. If the individual holds no bonds he
incurs no brokerage fee but also earns no interest. He will
therefore choose to withdraw an amount k so as to 'trade
off' brokerage costs against interest income. The number of
times he sells bonds 1is n = T/k, incurring a total
brokerage cost of nb = b(T/k). Since expenditure is a
constant flow, a withdrawal of k involves an average cash
baiance of md = k/2 and a loss of interest (opportunity

cost of holding money) of (k/2)r per period.

In the inventory approach, the quantity of money balance
held to finance transactions 1is determined by cost-
minimization considerations. When an individual's income is
not sizable or is paid at frequent intervals, it is not
worthwhile to incur the brokerage charges of moving into
and out of bonds. Hénce, the approach is more relevant to
explaining firms' demand for transaction balances. Once
income is sufficiently large to justify bond transactions
economies of scale begin to apply. As income rises it
becomes worthwhile to engage in more bond transactions per
income period.because each bond sale incurs a fixed cost
régardless of its value. The inventory approach, therefdre,

predicts that the demand for money balances will rise with

29



income\but less than proportionately ( that is, the income
elasticity of money demand is positive but less than 1.0).
Additional predictions are that the demand for transactions
balances will be inversely related to the rate of interest
and positively related to the length of the income period.
A decrease in bond transactions costs will reduce the
demand for money as well as any institutional or technical
changes to the payment mechanism, such as credit cards,
which enable people to economise cash on holding money

balances.
2.5 The Modern Quantity Theory

By taking Hicks' formulation of the money demand curve as a
point of departure, Friedman developed the quantity theory
as a theory of the demand for money. Thus, in his classic

article, (1956), he says:

The Quantity Theory of Money is in the first instance a theory
of the demand for money. It is not a theory of output, or of

money income, or of the price level.

Although Friedman gives no detailedzanalysis of the motives
for holding money, he does suggest that money is held for
the services it provides its owner, and because these
services arise from its being an 'abode of purchasing
power', it follows that the demand for money function is
one that determines the demand for real balance. Thus, the
transaction motive play a role in Friedman's demand for

money.

30



Friedman discusses the utility function and the budget
constraint in very general terms. He merely notes that
there will be diminishing marginal utility from money, and
that a whole host of other financial assets, liabilities
and real assets may provide alternatives to holding money.
This is a.particular application of the general principlé
of the diminishing marginal rate of substitution between
goods in consumer expenditure. As with any other
application of demand theory to a special case, the bulk of
the effort is put into closely analyzing the nature of the
budget constraint and picking out the relevant cost of
holding money. Wealth is the appropriate constraint on
asset holding and, therefore, on the demand for money and
the rates of return to be earned by holding assets other
than money are the relevant opportunity costs. As regards
the budget constraint, the maximum amount an individual can
convert into money consists of his net financial wealth and
his physical wealth held in the stock of housing and
consumer durables. Furthermore, the individual has ‘'human’
wealth in the form of the discounted present value of his
future labour income. In principle, 'wealth' should include
human wealth. Non-human wealth can be bought and sold, and
there can be substitution almost without limit within this
category of wealth. But human wealth is basically non-
marketable, and the existence of uncertainty concerning
the future limits the scope for substitution between human

and non-human wealth. To overcome this problem, Friedman
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argues that the ratio of non-human wealth to human wealth
(h) should be included as an argument in the demand for
money function. As (h)_ falls, the demand for money
increases. This increased demand for liquid asset balances
the movement towards greater illiquidity in the wealth
stock. Such a principle is generalizable to all forms of
wealth (i.e., human wealth plus non-human wealth) so that
an index of the liquidity of an individual's wealth stock

could influence the demand for money.

Having established wealth as the scale variable in the
budget constraint, Friedman then considers the yield on
alternative assets. If money earns interest, this may
influence the demand for money positively. In general
terms, the alternative to holding money consists of holding
near-moneys, such as bank deposits; long term 'bonds';
equities, real assetsl such as consumer durables and
housing and in the case of firms, capital equipment. For
capital certain assets such as bank deposits, the relevant
yield is simply the current (after tax) interest rate. Long
term bonds, if they are sold before their date of maturity,
earn not only an interest rate or running yield but also
capital gain or loss due to changes in bond prices.
Similarly equities earn a dividend which is uncertain and
the market price may also vary. Finally, if the individual
holds real assets, the rate of return on such assets is
given by the expected rate of inflation over the holding

period ( less any depreciation and storage costs). A higher
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rate of inflation increases the return to be obtained from
holding real assets such as housing, consumer durables,
stocks of finished goods and capital equipment. It also
encourages a substitution into real assets but it is by no
means certain that there will be a substitution out of
money: substitution out of bonds to real assets, rather
than from money to real assets. However, Friedman did
assume a substitution from money to real éssets at a higher

rate of inflation.

In its simplest form, the 1956 version of the quantity

theory looks like the following equation.
(m/p) d=f (r,yp,h,Ape,¢ ) ( 2.3)

yP is a measure of total wealth (permanent income), Ap€ is
the expected rate of inflation, ¢ stands for wvariables
reflecting tastes and preferences of wealth holders and p,

r and (h) as defined before.

As it stands, (2.3) may be comparable to the Keynesian
specification but equation (2.3) explicitly states demand
for real cash balance. The crucial new element in a
quantity theoretic demand for money is the inclusion of Ap
and the assertion that it is homogeneous (of degree zero)

in income and the price level.

Friedman states three other grounds on which (2.3) would
differ from (2.2): (i) the stability and importance of the

demand function for money; (ii) the independence of the
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factors affecting demand and supply of money; (iii) the

form of the demand for money function:

Equatidn (2.3) was reformulated explicitly for secular data
(long term averages arrived at after removing cyclical

fluctuations) as:

M/NP* = y (¥YP/Np*)d (2.4)

N is population, and P* the permanent price level. The most
notable omission from (2.4) is the interest rate when
compared to the Keynesian specification. This particular
omission constitutes a prior restriction on the derivative

attached to interest rate in (2.4), i.e., 0m/dr = 0.

From the estimates of (2.3), Friedman has drawn two
important conclusions. First, that given thg stability of
the long run (or permanent) income velocity, any short run
variations in the stock of money would rapidly translate
into changes in measured (rather than permanent) income.
Once this had happened, the demand for money would rise
permanently and further rises in income would not be
sustainable without further increases in the money stock.
This meant that the impact multiplier of a change in M on Y
is greater than the long-run multiplier.’ Second, that
monetary policy acted on income directly through changes in
the money stock rather than indirectly wvia the rate of

interest. These two conclusions implied that money

multipliers were larger in the short run than investment
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multipliers and that the transmission mechanism of monetary
policy was direct and much simpler than that of fiscal

policy.
2.6 A Comparison

Each of the three theories of the demand for money
provides competing explanation of the monetary sector

Although these models do not tell us dire;tly about the
aggregate demand-for -money functions, they do give us
several hints about its possible nature. Thus, if economies
of scale exist in individual demand function they may also
exist 1in the aggregate; if brokerage fees influence
individual behaviour and these involve costs measured in
terms of time and trouble, it may be that the aggregate
demand for money varies with the level of real wages ruling
in the economy; and if the riskiness of bonds influence
individual behaviour, it may be that such a factor is also

important in the aggregate.

- Researchers favour theories with .'strong' testable
restrictions, for then a model is capable of refutation.
These theories differ in the scope of their a priori
restrictions. The 'modern' quantity theory does not impose
strong a priori restrictions, whereas the simple Baumol
modelbimplies income and interest rate elasticities of 0.5
(in absolute wvalue). On the other hand, Friedman's
restatement of the quantity theory has a formidable list of

potentially independent variables but in the main their
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sign-and magnitude are to be determined by the data and are

not suggested by a priori considerations.

Sprenkle (1969), provides a damaging critique of ther
inventory model when applied to large firms. Firstly,
Sprenkle argues that cash holdings of large firms may be
explained by the existence of multiple accounts as much as

by optimal inventory behaviour.

Second, it may not be profitable for firms to undertake
optimal cash management if the receipts of each branch of
the firm are small; the firm can minimize costs by keeping

all its receipts in cash.

Third, Sprenkle shows that if firms hold some optimal and
some non-optimal balances, the proportion of non-optimal
receipts in total receipts does not have to be very large
for non-optimal balances to dominate money holdings.
Further,the inventory theoretic model is too rigid in its
specified form and also one would have to face serious
practical difficulties in finding the necessary data series

on brokerage costs and other forms of transaction costs.

It is interesting to note that, if from (2.3), yP =y and
the parameters of Ap® and h are zero, then it is difficult
to tell whether (2.2) characterizes a Keynesian theory of
demand for money or a special case of (2.3). This is the
well known problem of observational equivalence in the

literature. In practice, researchers do not worry about
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this problem and have adopted elements of equations (2.2)
and (2.3). The wealth variable is normally replaced either
by current income representing a more transactions based
view to the demand for money, or by permanent income. Since
permanent income and wealth are the discounted present

values of future incomes, variations in the two will move

together.
2.7 The Relevance of these Theories to Developing
Countries

As we have already explained, the inventory theory model is
too rigid and data on brokerage costs do not exists in
developing countries. Thus, this theory has very little
practical use in LDCs. Also, the Keynesian model treats
money as a form of wealth that competes with other assets,
whereas, in the real life situation, the financial markets
in LDCs are under-developed and asset substitution takes
place between money and real assets. Although these two
theories are applicable to advanced market economies,
they don't transfer quite well to poor, fragmented .

economies.

On the other hand, it was believed for a long time that an
increase in the quantity of money tends to bring about a
more or less proportionate rise in the price level in LDCs.
This is because the process of planning for development in
such economies réquires some amount of a deficit financing

with consequent increase in money supply, and also
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movements of prices in these economies are generally in the
upward direction. Such a'coincidence of a simultaneous
increase in the money supply and thg price level is said to
- be a proof of the applicability of the gquantity theory to

developing economies.

As we shall see in the next chapter, there are some
specific characteristics of developing economies which
limit the applicability of the classical quantity theory.
The most important of these characteristics is the
existence of a relatively large non-monetized sector, which
does not require the use of money. Developing economies
generally have a large proportion of non-commercial
agricultural output and agricultural production varies more
randomly due to the vagaries of climatic factors rather
than changes in the prices level. Thus, the non-monetary
factors ©play an important part in the determination of
prices, especially those of agricultural commodities. Given
these factérs, an initial increase in the money supply may

not lead to a proportionate increase in the price level.

Unlike the classical/neo-classical approach, the modern
version of the quantity thgory does not view velocity as an
institutional datum or a numerical constant, but rather as
a functional relationship of a number of variables some of
which are relevant to developing countries, (for example
expected inflation). 1In additiqn, this approach does not

impose restrictions on the size of parameters or require a
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one to one correspondence between changes in the money
supply and the price level. To see this consider the
following correlation coefficient between money and price
(r1), and money and income (rp) for developed and

developing countries.

r] r2
developed countries .32 .05
developing countries .87 .07

Source: Based on twenty eight year data (1960-1987) of GDP, money
broadly defined (m2) and the consumer price index as given in

International Financial Statistics, IMF, various issues.

It appears that money supply variations bear a very low
impact on income change in both developed and developing
countries. The difference in the economic structure of the
two groups is reflected not in terms of income effect but
in terms of price effecﬁ of money supply variations. In
developing economies the correlation coefficient between
money supply and the price level is much higher than that
in developed economies. This result is important given that
the data series 1is differenced to remove trends and

spurious relationships.

However, this is not to say that changes in money supply
and the price level are proportional as implied by the
simple quantity theory. Figure 2.1 plots the behaviour of

Am and Ap from 1960-1987. Looking at the whole period,
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there seems to be a close relationship between changes in
money supply and the rate of inflation in LDCs. However,
the relationship is not instantaneous as Am leads Ap by an

average of two years.

Except for the. initial years, there is no close
relationship between Am and Ap in developed countries,
(Fig. 2.2). There is evidence of the rate of inflation
'overshooting' of the rate change in money supply in 1980
and 1981 thus, making the relationship between the two
variables much more imprecise. Although we cannot seriously
contend that it is a plausible model, a simple regression
of Ap on Am and a constant has produced data points wildly
scattered around a least square line, (Fig. 2.4) while the

fit is reasonably good in the case of LDCs, (Fig. 2.3).

What has emerged from the above analysis is that there
cannot be a separate monetary theory for the so-called
developing countries. In fact, the modern version of the
quantity theory appears to be more relevant to LDCs than to
developed market economies. It might also be appropriate to
raise the importance of the issue of exogeneity of the
money stock at this stage. Given the fact that there is
direct link from a fiscal deficit to money creation (due to
the absence of a bond market in which the non-bank private
sector operates), the money stock could be endogenous. One
might then be tempted to treat the money stock as

endogenous and invert the conventional demand for money
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model to determine the price 1level. Such procedure
is,however, arbitrary since one could as well choose income
as the dependent variable. If the price level or nominal
money were strictly endogenous, then it would be almost
impossible to estimate a demand for money function due to
the well known problem of identification. The fact that we
managed té identify a stable demand for money functions
(see chapters six and seven) means that our explanatory
variables are at least weakly exogenous. Furthermore,
Hendry (1985) warns against the practice of inverting the
demand for money equations in that 'such equations cannot
be inverted and still remain constant'; inevitably such
procedure should produce 'predictive failure. A siﬁilar
study by Arestis (1988) for developing countries provides
additional evidence against the practice of 'inverting' a
demand for money function to determine the price level or

inflation.

The nature of the demand for money function also raises
some interesting questions when we relate it to developing
countries. Is it wealth or income that is important? How do
we measure permanent income? Should we use the narrow or
broadly defined money stock in the money demand function?
Is it inflation or the rate of interest which is the
opportunity cost of holding money? We now turn to the

discussion of these issues in the next chapter.
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Fig.2.1
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Fig. 2.2
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CHAPTER 3

DEFINITIONS, MEASUREMENT AND

INSTITUTIONAL PROBLEMS

3.1 Structure of the Financial Sectors of LDCs

An important feature of less developed éountrieé is the
ability to identify two types of money markets:l the
organized and unorganized markets. While both markets are
less integrated and narrower than the money markets in the
developed economies, the unorganized markets are even more
so. These unorganized markets have been described as

follows by Wai (1977).

They are less homogeneous than the organized market and are
generally scattered over the rural sector. There is very little
contact bétween the 1lenders and borrowers in different
localities ...... the relationship between borrower and lender
is not only that of a debtor and creditor but is also an
integral part of a much wider socioeconomic pattern of village

life land rural conditions.

In unorganized money markets, moreover, loans are often

contracted and paid for not only in money but in commodities.
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This market is made up of largely indigenous bankers,
money-lenders, traders, 1landlords, commission agents,
some of whom combine money lending with tréde and other
activities. These participants in the market are outside
the direct control of central banks. There is no means
of measurihg the size of the ﬁnorganized market, but it
is reasonable to assume that it is very significant, Wai
(1977). According to one estimate for India, the share
of the unorganized mohey market in the total credit
supply appears to range from 50 to 70 per cent,
ChandéVarkar (1971) . Information on financial yields in
the informal sector is not available in forms that are
needed for systematic analysis. But it is believed that
levels of these yields, which reflect high monopoly and
risk elements are much higher than those in the
organized sector. However, to the extent that therevis
some linkage between these markets, the yields would

move together. This linkage may occur through:

(i) marketing boards, big land owners, exporters and
traders who borrow from commercial banks and make
advances to farmers either directly or through small

merchants;
(ii) importers extending credit to village retailers;

(iii) cooperative credit societies, land mortgage banks,

private agricultural banks and government agricultural
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credit institutions who operate mainly in the

unorganized markets.

Thus; in theory, the unorganized money market has
recourse to the organized sector as a marginal source of
credit and, consequently, the monetary authorities
could have’some influence on the unorganized market
througﬁ the regulation of the official market. However,
in practice, in as much as those private lenders are not
subject to the direct control of the authorities, the
effects of any policy actions on the unorganized market

would be marginal.
3.2 Financial Markets and Asset Substitution

In many LDCs, capital markets display all the
characteristics of a narrow market. The number of buyers
and sellers is wvery small, and hence, the average
frequency of transactions is quite low. Dealers, who
bear the risk of fluctuations in the capital value of
the securities and provide a continuous service are
totally absent. Furthermore, there is no wide spectrum
of owners and ownership motives. According to Porter
(1965), more than 80 per cent of the marketabie
securities in LDCs is held by central and commercial

banks, insurance companies and provident funds.

Due to the absence of a broad range of financial assets

in LDCs, asset substitution usually takes place between
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monéyk and real vassets. The composition of real
individual wealth holdings in LDCs typically consists of
land and land implements,simple handicrafts, 1livestock,
inventories (notably foodstuffs) and durable consumer
goods (especially housing and in some countries precious
metals). The importance of real asset substitution tQ
the holding of money is further accentuated in these
countries due to low level of per capi;a income. This
means that money holdings will be particularly sensitive

to the yield on real assets.

To sum up, financial markets in LDCs are characterized
by what is called financial dualism within the domestic
economy. It manifests itself in terms of organized and
unorganized money markets. The unorganized markets are
unobservable and more fragmented while the organized
markets are underdeveloped. Consequently, asset

substitution takes place between money and real assets.

Having outlined the <chief characteristics of the
financial sector of LDCs, we turn to the discussion of
the more crucial problems in estimating the demand for
money. These are the definition of the money stock, the
choice of the appropriate scale and opportunity cost
variables, the measurement problems associated with

monetization and expected inflation.
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3.3 Definition and Measurement of the Money Stock

Any task of monetary. analysis must begin from an
appropriate definition of money; and any attempt to control
the quantity of money must presume that this guantity is
measurable. One can ask two fundamental questions. What is
money? How can the quantity of money be measured? A good
understanding of the difficulties involved in answering
these apparentiy simple questions. will go a 1long way
- towards providing an understanding of recent debates in
monetary economics. This section 1is directed at exactly
these two questions - the definition and measurement of

money.

The crucial distinguishing feature of any object which is
to be called 'money' is that it must be generally accepted
as a medium of exchange. This definition does not, however,
allow for a clear-cut distinction in practice between those
assets which should be regarded as‘money, and those which
cannot be so treated. Cash and checks drawn on banks are
means of payments for transactions which are generally
acceptable in most developed economies, and this fact has
led many people to conclude that cash and demand deposits
in banks are the only real monetary assets. In the case of
check transfers,‘ there are two main inherent credit
relationships. First, the seller( creditor) has to trust
that the buyer (debtor) has sufficient fund with the bank

so that the check will be honored by him. On the other
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hand, possession of a balance on time deposits, or access
to overdraft facilities, may allow a purchaser to draw a
check on his bank account even when he has insufficient
deﬁand depositsbto meet that check. Thus, professor Shackle

(1971), writes:

I cannot write a check on my deposit account, but I can write
one on my current account which even if that account is empty,

will be honored if it is covered by my deposit balance.

A much more difficult gquestion is whether to include time
deposits with banks, along with current accounts in.the
definition of money. Time deposits are formally
transferable only after a period of notice, traditionally
seven days (although higher interest bearing accounts
require longer periods of notice). However, banks may waive
this right in return for a loss of interest payable. This
practice enables these deposits to be used for payment by
transfer to sight deposits. There would seem no very strong
basis on theoretical ground for excluding time deposits
from the definition of money,' A more fundamental point is
that the set of assets which is acceptable as payment for
transactions is not immutable over time, i.e., it changes
ovef time. If people should find it economically
advanfageous to accept, and to proffer, other financial
claims in payment_for transactions, then the set of assets

which is to be described as money will alter.
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This difficulty in distinguishing exactly which sets of
assets most nearly accord with the definition of money, has
led some to emphasize other characteristics which monetary
assets possess, fore'example 'liquidity' or 'money as
temporary abode of purchasing powér'. Such alternative
definition has, in general, proved too indistinct for
practical, and more particularly analytical pﬁrposes.
Others have argued, on a priori grounds, that one or
another definition of money, though admittedly imperfect,
is the best approximation fo the underlying concept of
money. Still others havé argued that the matter can be
determined empirically. If people should regard time
deposits with deposit banks as close substitutes for demand
deposits, then they should be included in the definition of

money.

In the light of the foregoing arguments, it is hardly
surprising that several definitions of money have been
Vemployed in the course of testing theories of the demand
for money. The bulk of the work carried out down to the
mid-1970s' confined the definition of money to currency
plus demand deposits at commercial banks m(l) or currency
plus demand deposits plus time deposits at deposit banks
m(2) . There was a good reasoh for 1limiting the definition
of money to these categories. The empirical tests were
supposed to throw light on the scope of monetary policy.

One wished, then, to know about the role played in the
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economy by assets whose volume could be controlled by the

monetary authorities.

J. Conlisk (1970) confronted the problem of measuring money
in developing countries by constructing index numbers to
measure the quantity of money. It has been argued that
instead of simply adding up what are after all
heterogeneous assets, only those assets that are more
readily and cheaply transferred should be given more weight
in measuring the monetary aggregates than those that are
less liquid. Conlisk devised a technique to generate money
supply series for 59 countries comprising of 20 advanced,
19 middle income and 20 least developed countries. Each
type of asset to be included in the money éupply is
weighted by the difference between the rate of return it
earns and some representative market rate of interest. The
argument underlying this procedure is that the greater is
this difference, the greater must be the 'liquidity
services' the asset in question yields to its holder, and
hence the more it is 'money'. Conlisk concludes that apart
from developed countries, the weights of time deposits is
not significantly different from zero for the remaining two
groups and, therefore, savings and time deposits are better
left out of the definition of money than included equally
with currency and demand deposits. Villanuev and and Arya
(1972) extended Conlisk's model to include a large number
of countries and presented contrasting evidence. Whereas

Conlisk found that only for the advanced group did the
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measure of the degree of moneyness show any positive
significance, the results of the above two authors are
overwhelmingly in favour of a broader definition of money
which includes saving and time deposits. The most
interesting result is that obﬁained for the least developed
countries, where the estimate of the weight of time and
saving deposits is positive and statistically significant.
Villanuev and and Arya argue that their plausible result is
due to a greater variation in the rates of inflation,
growth rates of output, and increasing monetization in the

least developed countries.

Thus, neither theoretical considerations nor empirical
evidence are conclusive in demonstrating whether a broad
definition of the money stock m(2) or a narrow definition
m(l) is 1likely to be most stably related to the
macroeconomic variables whose value it is desired to
influence. It is generally accepted that the appropriate
definition of the money supply should be that collection of
money stock among which substitutability is highest and
which is most stably related to a small set of determining
variables. It is sometimes held, however, that to be
operationally useful, a money stock definition should
comprise an aggregates that the monetary authorities can
adequately control. In developed economies, this principle
is sometimes adduced in support of a narréw definition of

money m(1l) which tends to be more responsive to open market
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operations and interest rate policies. In developing
economies, however, available policy instruments apply
principally to the volume of credit extended by the banking
system, which would tend to make totel liabilities of the
banking system m(2) easier to control than a particular
aggregate. However, even if the monetary authorities are
able to control m(2) better than m(l) in the short to
medium term, developments in m(l) could still be a useful
guide to the conduct of monetary policy in circumstances
where an empirically stable relationship between m(l) and
total output had been established. Accordingly, it seems
desirable not to prejudge the issue of whichgdefinition of

the money stock is likely to be the most appropriate.
3.4 Scale Variables

The level of real income is often thought of as standing as
a proxy for the volume of transactions in an economy and
hence plays an important role in empirical tests of
transaction based theories of the demand for money. The
measurement of this variable presents 1little problem
because, although gross national product (GDP) and net
national product series have been used to measure it, as
well as gross domestic product series in some cases, these
variables move rather closely together over time and no
important difference‘in results is expected by using one

or the other.
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Wealth is another scale variable, which is often used as a
budget constraint in the demand for money. For developed
economies it is possible to construct data for financial
wealth and Khusro (19525 and Grice and Bennett (1984) have
used such series in studies of the demand for money in
Britain. However, this is a very narrow wealth concept and
only for the United States do data exist which permit the
construction of long time series for various broad measures
of aggregate level of non-human wealth, real as well as
financial, owned by the private sector of the economy. Even
in the context of work done in the United States, most
researchers have been deterred from using this variable,
both by the conceptual problems involved in measuring the
'correct' aggregate variable just discussed, and also by
Friedman's arguments that an éven more inclusive wealth
concept,embodying the value of human as well as non-human
capital should be used when measuring the constraint on
money holding. Of course, to measure this.more inclusive
concept of wealth presénts formidable difficulﬁies of its
own, and virtually all attempts to come to grips with them
have started from the simple idea that wealth is the
discounted present value of expected future incomes. If one
is intefested in studying the relationship between
variations in the level of wealth and variations in the
demand for money, it is not important whether wealth is

measured directly or permanent income is used as its proxy.

In developed economies, it is usually found that expected
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income is the most appropriate scale variable. As far as
developing countries are concerned, economists have
expressed different viéws on the measurement of permanent
income and on the question of which income variable (i.e.
permanent or current income) to include in the demand for

money function.
3.5 Measurement of Permanent Income

Since the PIH (permanent income hypothesis) has exciting
policy implications for the saving efforts in the under
developed countries, several studies have been made to test
‘its validity in some of these countries. Time series as
well as cross section data have been used in this
connection. The time series analysis has been used by
Friend and Taubman (1966) and Williamson (1968) for several
countries and by Gupta (1970) for India. The time series
analysis compute permanent income as a‘moving average of
three years of current income, i.e., yPr = 1/3(Zye-y), 1 =
0,1,2. This may be partly because Friedman in his
calculation of the consumption function for the United
States estimated consumer units horizon as approximately
three years. Laumas and Laumas (1972) pointed out that this

procedure is grossly misleading for the following reasons.

(1) It is based on a misinterpretation of the concept of
horizon which is an integral part of PIH. As it has

generally been used, 'horizon' implies a cutting off so
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that the economic agent does not look beyond three years,
if that is the length of his horizon. But what Friedman
meant was that it is the dividing line between the effects
the agent considers transitory and those he considers
permanent. The consumer's permanent income for a three year
period may differ from his average measured income for
those three years just as the expected value of the mean of
a sample of three observations may differ from the observed
mean of a specific sample. The term ‘'horizon' |is,
therefore, used by Friedman to dichotomize factors
affecting income into transitory and permanent. The
numerical wvalue of 'horizon' is determined by the data
itself. A three years moving average to calculate permanent

income, therefore, misrepresents PIH.

(2) The moving average method does not properly depict
consumer behaviour. It appears to assume that consumer's
memory is more or less fixed as time goes on and after a
point it disappears altogether. Economists like H. Simon
(1966) disagree with this view. Following Jost's Law they
suggest that if two associations are of equal strength but
of different'age, the older diminishes less with time. On
the assumption that learning is not homogeneous, only an
exponentially forgetting function would be compatible with
this view. Friedman's use of an exponentially declining lag
function for calculating permanent income from time series

data incorporates this point satisfactorily. The underlying
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notion of such a function is that a consumer's rate of loss
of retained material is dependent on the age of the memory
or that the rate of loss is dependent on the completeness
of original learning, or some combination of these. When
there is a crisis situation, a consumer unit lengthens his
memory. This is natural because when expectations have been
badly upset it is prudent to use more information than
before in making new decisions. Friedman's technique has
the merit that the weighting pattern and the permanent
income series that best represents the memory period of the
consumer is determined by the data. Thus the moving average
method has a very shallow psychological foundation and,

therefore, does not properly depict agents behaviour.

(3) The moving average method does not take into account
the impact of structural change in the economy. This point
is particularly relevant to an evaluation of the tests of
the validity of PIH for developing countries. The process
of economic development inevitably involves structural
changes. But due to the various obstacles to economic
development, the pace of structural change may be very
gradual. It is inevitable that the results of such change
are registered in important economic variables such as
national income, aggregate consumption, price level, etc.
It is obvious, therefore, that if one were to use three
years moving average to calculate permanent income, one is
not adequately taking into account the process of economic

development.
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In order to test the extent of differences made in the
results, Laumas estimated consumption functions for Canada
(1944-1966) ahd for the US (1959-1970). For computing
permanent income according to the Friedman method some
variant of the adaptive expectations hypothesis was used.
The first order adaptive expectation assume that revisions
to expected income (yt- y€t-1) are a fraction of € of the

difference between current income and expected income ( yte

-y&e-1) .

ver -¥®t-1 = © (v - ¥®t-1) (3.1)
or [1 - (1 - ®)L]y®: = Oyt

or [1-(1-@)L]71(®y) = ©Z%(1-8)yt_5 (3.2)

Where yet is expected or permanent income, L is the lag
operator, LAY = Y¢_p, . The term (yt - y€t-1) is the
forecast error. © is the rate at which all future receipts
are discounted to yield permanent income. © may also be
referred to as the speed of adjustment of permanent to the
measured value of income. 1/@® can be regarded as the

horizon or 'number of years' that agents remember.

Equation (3.1) states that in each period, people revise
their notion about the expected value of y in proportion to
the difference between its observed value and what was

previously expected. Expected income is a weighted average
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of past income with relatively higher weight being given to
more recent income. If current income remains constant for
a long period of time, expected income will eventually

become equal to this constant level of actual income.?2

Table 3.1 (page 83) compares the vélues of the marginal
propensity to consume out of éxpeéted and transitory income
estimated using the Friedman approach and the three years
moving average method. The moving average method tends to
lower somewhat the marginal propensity to consume out of
permanent income. In addition, the cqmputations,reveal that
the moving average method consistently overestimated
transitory income and under-estimated permanent consumption

for the United States and Canada.

In addition to the above findings, it may be argued that
where permanent income, ( defined as the moving average of
three years of incomes), current income and the previous
year's income get the same weight; whereas Friedman's
formulation of current income has a larger weight than the
previous vyear's income . Hence, some of what we call
permanent income isvincluded in transitory income and,

therefore, yields incorrect results.

Expected variables generated by functions such as (3.2)
have Dbeen interpreted in two ways in empirical
investigation of the monetary sector. First is the Friedman

approach, in which expected income enters into the
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relationship as a proxy fof the expected yield on wealth.
Friedman denies the wvalidity of formulation of the demand
for money relationship in which the transaction motive for
holding money is important and, consequently, current
income is not the appropriate scale effect. He contends
that the asset motive predominates and thus only that part
of income which is considered as permanent influences the
demand for money. More explicitly, he argues that much of
the theoretical 1literature on motives for holding money
suggests interpreting money holdings as one of the balance
sheet items that act as shock absorber for transitory
components of income; as an asset item that is increased
temporarily when the transitory component is positive and
that is drawn down, if necessary, to finance consumption
when the transitory component is negative. Viewed this way,
the appropriate constraint in the money demand relationship
would be current income. As an alternative, he argues for
and interprets his results as suggesting the treatment of
money as a 'durable consumer good' held for the services it
renders and yielding a flow of services proportional to the
stock. The shock absbrber role is then filled by other
items in the balance sheet (e.g. stock of consumer goods,'
outstanding consumer credit, personal debt and perhaps
securities). This way of viewing money holdings implies
that the appropriate constraint is the expected yield on

wealth or permanent income.
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The second approach is to interpret the expected variable
generated by equation (3.2) simply as an optimal forecast
of the current variable. This approach follows from Muth's
(1961) demonstration that if the process generating
measured income is éuch that the change in measured income
is a first order moving average of random deviates, then
the expectation generating function provides an optimal
forecast of measured income. The primary interpretation
given to expected income is thus a more direct one: it is

interpreted as the optimal forecast of income.

If one believes that actual income is generated in a
'complete' model of the economy by a set of predetermined
variables, then a regression of actual income on Xy and

lagged income provides a 'weakly' rational predictor of

expected income (assuming xy 1is known at time t).

ve = Pxg + S(L)yp-1 + ut (3.3)

Where c(L) is a lag polynomial and uy is a white noise

error term. yAt = bx¢ + e(L)Yt_l provide an estimate of
the one - period ahead expected income which can then be
directly used in the demand for money. The predictions are

unbiased since the error term (the residuals) are zero.

Another method employed in the RE approach is to use actual
income as a proxy variable for expected income since the

former is an unbiased predictor of the latter. The RE
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approach, therefore, replaces an expected variable by a
suitable proxy variable and does not explicitly introduce
any lagged dependent variables into the demand for money

function.

The basic idea behind the rational expectation hypothesis

as outlined above, is that in formulating his expectations,
the agent uses all the available information about the
economy. It 1s assumed that the individual has complete
information on the true structure of the economy and
immediately (and costlessly) learns about any changes in
structure that occur. Economic agents do not persistently
over or under predict a particular variable over several
periods. Since the RE agent is assumed to use the true
modél, he therefore uses all relevant information when
making his predictions: no information known at the time

the forecast is made can improve the individual's forecast.

The Muthian rational expectation model is theoretically
plausible but practically less applicable for developing
countries. The basic assumption of the model, that agents
form their expectations on the basis of the whole structure
of the economy and also collectr and process recent
information (without cost) about a particular variable is
presumably a very rigid and extreme assumptibn. In a real
world situation, most economic agents are not in a position
to grasp the actual working of the economy and also there

is a substantial information gap between policy makers and
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economic agents. Further, even if adequate information is
available, it is very unlikely that forecasts on the basis
of available information will be unbiased predictions.
This does not mean that economic agents 1in developing
countries are irrational or do not proceés the available
information when forming expectations. In a typical
developing country, it is 'rumours', rather than documented
information, which influence agents decisions. Usually the
growth of money supply, government budget deficits,
political instability, foreign exchange reserve positions
contribute to the formation of expectations. But it is
unlikely that people can get undistorted information of
these factors. In reality, since rumours form and spread
widely before any documented information becomes available,
there is a huge scope for error in forming expectations and
that the errors may not be randomly distributed as required
by RE hypothesis. An adaptive expectation hypothesis,
therefore, seems to bé appropriate in developing countries.
However,in some special circumstances, it is very difficult
to distinguish between the two models of expectations
formation. It will be recalled that from equation (3.1), ©
=1 => y® = y¢. In this case the two expectation models are
observétionally equivaient. What this means is that

expectations are static and it does not in any way imply

rationality.
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One may ask if there are any empirical or theoretical
grounds to discriminate against current income or expected
income. Fry (1978) estimated demand for money for 10 Asian
countries. He found that substitution of permanent for
current income is warranted. Chow (1966) sugéested that in
the equilibrium form of money demand function, permanent
income is more relevant whereas in the short run or
disequilibrium form of demand for money function, current

income is better.

On the othér hand, Laumas & Laumas (1976) report that even
a loose version of the PIH does not hold in the context of
LDCs. Their test takes the form of estimating a consumption
function for India for the years 1929-1960. They find no
significant difference between the marginal propensity to
consume out of permanent income and out of current income.
Adekunle (1968) claims that the value of ® for a group 18
developing is closer to unity and, therefore, current

income is the appropriate scale variable.

Several economists, on a priori basis, favour current
income as an argument in the demand for money function in

LDCs. Irving Fisher (1907) for example once observed:

....a small income implies a keen appreciation of future
wants as well as of immediate wants. Poverty bears down heavily
on all parts of man's life, both that which is immediate and

that which is remote. But it enhances the utility of immediate
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income more than that of future income. This result is partly
rational, because of the importance of supplying present needs,
of keeping up the continuity of present life and the ability to
cope with the future, and partially irrational because the
pressures of present needs blind one to the needs of the

future.

Given low per capita income and the devotion of almost all
output to the maintenance or improvement of an exceedingly
low standard of living, it is clear that more concern will
be devoted to current than to future welfare. In fact,
because ofv the lack of knowledge, and the other
imperfections that combine to make for relatively high
risks and wuncertainties, no other pattern of time
preference may be rational. The rates of discount on the
present value of future income are such that economic
horizons are shorter. These factors affect not only the
proportion of income that is saved but also the forms in
which savings are held, as well as what investment
decisions are made.3 It means that available savings are
held in forms that have relatively little risk, that are
quickly convertible, and that are directly under the
owner's control. This implies that the demand for assets is
such that it reduces the scope - apart from the supply
limitations - for promoting risk spreading assets and thus
perpetuate the high risks present in this economic

environment.
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The social and political instabilities in LDCs also limit
the economic horizon and bias investment in favour of short
term projects such as inventory accumulation and commercial
transactions, and against long~term projects, such as
industrial and agricultural investment. In this environment
where political changes often imply changes in other
spheres, including official economic and commercial
policies, a short term rhythm of operations make if easier
to adapt to new situations and to avoid unforeseeable
dangers. An industrial enterprise cannot be adopted so
easily or qﬁickly. It lacks the security that lies in
liquidity and flexibility. The structure itself is
characterized by relatively greater instability in less
develbped countries, who because of their greater
dependence on the export of a few crops.and the import of
capital‘goods, are susceptible to externally genérated
fluctuations in income levels and in the level of economic
activity. Apart from these external sources of
fluctuations, abnormal seasonal patterns also constitute a
major autonomous source of fluctuations in income. The
available techniques of stabilization are very limited
that these seasonal distablizing factors occur quite

frequently.

While the foregoing discussion has not been exhaustive, it
seems clear that the economic time horizon is shorter in

developing countries than in developed countries, thus, in
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forecasting income, one would expect greater weight to be
given to recent experience. However, the controversy
surrounding the choice of an appropriate scale variable for
‘money demand function in LDCs has not been settled.
Different econometric studies reach conflicting conclusions
and, given the available data, the traditional econometric

methodology is not effective for deciding which conclusions

are correct. On the other hand, a priori restriction
should not be taken too seriously - it biases one's
judgement .

3.6 Monetization: Concept and Measurement Problems

A further problem arises from the choice of an incomes
measure in LDCs as a result of the effect of change in the
degrees of monetization and financial deepening on the
demand for money. Ram and Biswas (1983) argﬁe that as long
as the process of monetization increases at a faster rate,
demand for real money balance cannot reﬁéin stable. Put
Vdifferently, the velocity of circulation of money varies
secularly and,therefore, in estimating demand for money,
income data for the non-monetized sector, which uses and
demands no money by definition, can simply be ignored. If
the combined output of both sectors is used, then account
should be taken of the rate at which output 1is being
monetized. In other words, a proxy variable capable of
. capturing the degree of monetization should be included

when estimating the demand for money function in LDCs.

68



The degree of monetization refers to the fraction of total
output exchanged for money. It connotes the enlargement of
the sphere of the use of money. It is important to
distinguish this concept from financial deepening Which
refers to the extent that the monetized sector utilizes
money and the services of financial intermediaries.
Commercialization 'indicates the pervasiveness of the

behavioural assumptions of profit maximization, regardless

of the degree of monetization of either inputs or outputs.

For any operation to be largely commercialized, the bulk of
the output must be salable in the market. For instance, a
system of family farming may sell the bulk of its output on
the market and may, therefore, be described as
commercialized, even if the bulk of its inputs are non-
monetized (e.g, use of non-wage labour); consequently,
monetization is a necessary but not a sufficient condition

for commercialization.

While all these increase the demand for money, monetization
and commercialization tend initially to expand the use of
money, and financial deepening-expands the use of bank
deposits. Further, financial deepening reflects the.
response of economic agents to the ease and relative yield
(or cost) of using money. Hence, the geographic spread of
banking  offices analysed by Aghevli (1973) is an
inducement to the broadening of monetized production and so

increases the demand for money.
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Historically, mohetization has been an evolutionary process
and has not been a conscious object of policy in most
developing countries; except in tropical Africa and the
South Pacific. In these regions the prime instruments of
monetization have been the introduction of cash and export
crops, such as cocoa in West Africa; the transformation of
existing subsistence crops into expoft crops; the
imposition of new money taxes, such as poll and hut taxes,

to force workers into the use of money.

The historical trend of monetization is likely to be the
shape shown in figure 3.1 (page 90), which plots a time
path of the monetization ratio (MR) from the origin denoted
by O, since there is no historical example of a completely
non-monetized economy. The kinks in the rage Om reflect
the irregular character of the monetization process. The
family of curves P; to P4 are intended to show that after
a certain threshold (T), the time path my-+ becomes
asymptotic to Om ( the limit defined by a fully monetized
economy) . Monetization could be said to stop short of the
complete absorption of the non-monetized sector because
‘even the most developed economies would always have some
irreducible minimum component of non-monetary imputations.
There are, of course, major differences between the nature
and rationale of the traditional production oriented non-
monetary subsistence sector in LDCs and the consumption

oriented households in developed countries. The path P,
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which is nearest to Om is likely to be typical of developed
countries,® whereas the curves P1 to P4 approximate the
typical range of MR ( say, about .80 or a non-monetized

sector of 20 per cent) in the less developed countries.
3.7 Measuring the Rate of Monetization

Many researchers have suggested that the'ratio of money
supply to national income can be regarded as a rough index
of monetization.® However, a closer analysis shows that
this ratio cannot be used even as an approximate index. A
mere increase in the money supply does not necessarily
connote an enlargement of the money economy, since it may
well reflect an increase in the supply of money originating
from the existing monetized sector father than the
absorption of the non-monetized sector. This distinction is
crucial even if it is not always possible to disaggregate
any given increase in money supply into these two separaté

components.

Monetization can also be expressed as the proportion of>the
monetized component to the total of relevant economic
magnitudes - such as gross national product (GDP) at a
given time. To derive a meaningful aggregative measure of
monetization, it 1is essential to relate the monetized
portion to the total volume of economic transactions.
Consequently, monetization would be the monetization ratio,

which may also be termed the monetization factor.
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Unfortunately, published data on the non-monetized sector
in the national accounts of of LDCs are either totally
lacking or extremely fragmentary. The few available data
are bench-mark estimates for a particular year. A survey
by OECD for the year 1969/70 (table 3.2 pp.85-86) shows
that the non-monetized sector accounts for 20 per cent or
more of total GDP in nearly 40 per cent of the reporting
countries, and for 10 per cent or more in about two-thirds
of the countries in the survey. Although no country is
knowh for which MR is below one-half or closer to this
value, the non-monetized sector still seems to be
substantial in tropical Africa,7 South East Asia and the
South Pacific, whereas Latin America appears to be the most
monetized region of the Third World. It is thus possible to
measure the level of monetization only if the national
accounts are disaggregated into monetized and non-monetized

sectors.

Because of the difficulties in constructing time series
‘data on the non-monetized income, Emery (1973) made a
different type of attempt to estimate the rate of
monetization. On the assumption that velocity is constant,

Emery developed the following model.
Av/v = Am/m - Ap/p - Ay/y (3. 4)

This implies that the rate of monetization is equal to the

rate of change in velocity (Av/v), which is assumed to be
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constant. However, this method of estimating the rate of
monetization does not produce plausible results unless one
can separate velocity from monetization (which is
impossible from equation (3.4). The assumption of a
constant velocity is also unreasonable as velocity depends
on the growth rates of the money stock, income and the

price level.
3.7 Opportunity Cost Variables

In developed countries, the interest rate is usually
considered as the most appropriate proxy for the
opportunity cost of holding money. But the case for this
has less force in LDCs, Dbecause nominal interest rates
are institutionally determined at the rates which are
usually below competition would otherwise have generated.
The commonly cited reasons for the authorities in
developing countries' to control and repress domestic

interest rates are:

(i) low interest rates will provide a stimulus to capital
| formation;
(ii) low interest rates will help small scale rural and
other productive units who cannot afford to borrow at high
interest rates;
(iii) while market determined interest rates tend to

provide equilibrium in financial markets, in most LDCs

these markets suffer from serious imperfections. Financial
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markets in these economies are very thin because of low
income and limited degree of monetization. Other less .
plausible reasons have been given for the policy of low
interest rates. There is the argument that low and stable
interest rates may help to strengthen the stability of the
financial institutions because the low cost of their
liabilities help to protect their earnings; there is also
the application of the well known 'usury law' which limits
the payment of interest on moral grounds. A cursory look
at table 3.3 (pp.87-88) reveals the general static nature
of interest rates in LDCs over time. The real rate of
return on bank deposits during 1970-80 was negative for the
countries reported with the exception of Malesia, Thailand
and Colombia where positive returns of only 1.2, 0.16 and
1.23 per cent were recorded respectively. It is,
therefore, clear that there has been a great deal of
financial repression in these countries. Such repression
working through negative real interest rates poses
important macroeconomic questions concerning the ability of
the economy to accumulate financial assets, the volume of
national savings and investment and the allocation of
resources. It has thus been argued that an important reason
for the reluctance of savers to use banking institutions is
precisely that they offer such relatively low returns

Mackinnon (1973).
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The administration of interest rates in less developed
countries, therefore, lacks flexibility, and over time,
large divergencies between administered and market rates
will emerge. Cagan (1956), argues that variations in the
holding of money balance when the alternative is to hold
consumers goods can be determined by the change in the real
value of a given nominal balance - the rate of depreciation
in the real value of money. The variations in the real
value of goods due to their physical depreciation is fairly
constant and can be ignored. That is, the opportunity cost
can be represented by the rate of change in prices. Even
when the rate of inflation is not discounted explicitly in
these terms, there is a general theoretical agreement that
it influences the holding of money balances. Thus, the
willingness of individuals and business to hold and expand
the quantity of money, or claims denominated in money
terms, is influenced by their expectation about the future
price levels. If prices are expected to rise markedly,
holders of money will try to limit any increase in the
money value of their holdings, or may even attempt to

dispose of them.

Table 3.4 ﬁp.89), presents data on inflation for both
developed and developing countries from the mid 1960s
onwards. Therfirst point to note is that LDCs are clearly
more prone to inflation than are developed market
economies. Over the period 1967-76 the weighted average

rate of inflation of the LDCs was approximately twice that
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of the developed economies. From 1977 onwards, the LDCs
rate was approximately three times as great as that of the
developed economies, and in the 1980s the gap widened even

further.

A second point relates to the varied experience éf LDCs
with respect to inflation. The weighted average figures
show that the Western Hemisphere LDCs typically experienced
rates of inflation far above those of other LDCs. Asian
LDCs - in particular appear to have Dbeen remarkably
successful in containing inflationary pressures. The
variation in individual countries inflation rates explains
the differences between the weighted average and median
rate of inflation. The weighted average figures are
according to the IMF 'dominated by the poor performance of
a few large countries', and they thus tendkto overstate the
rise in inflation for the majority of LDCs. An examination
of line three of table 3.4 clearly shows that for developed
countries the median inflation rate is significantly less
than the weighted average rate. The median inflation rate
peaked in 1980, declined to 10 per cent in 1983 and is
estimated to have fallen since then. The weighted average
rate also reached a peak in 1980, declined marginally in
the subsequent two years, but rose quite substantially in
1983 and 1984. This disparity is attributed to the 'quite
atypical' inflationary experience of five countries:

Argentina, Bolivia, Brazil, Israel and Peru - for which the
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composite rate of inflation accelerated from about 100 per

cent in 1981-2 to almost 260 pér cent in 1984.

From the above discussion, it appeérs that the effect of
price change on the demand for money in many developing
countries is very signifiéant. On the other hand, the

effect of price changes on money holdings in industrial
countries may be negligible. This means that in a
financially developed economy, the yields on financial and
real assets move together. We may thus state the following
relationship between the nominal interest rate and the

expected rate of inflation.
i = re + PAPE, (3.5)
A strict Fisherian model is:

i = ry + Apet, B =1 (3.6)

Equation (3.6) shows that an increase in the expected rate
of inflation produces an immediate equivalent jump in the
nominal interest rate while keeping the real interest rate

unaltered. It is also evident that if iy > Apet, r, will be

positive. The Keynesian assumption that money 1is
substituted for financial assets ( but not for real assets)
is based on the inequality constraint that i, > Ap®.. This
is because i is the implicit rate of return on financial
asséts, whereas real assets bear an implicit rate of return

to Ap®.. So, only if iy > Ap®., it is profitable for a
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wealth holder to hold financial assets rather than real
assets. But if iy < Ap®., real interest rates become
negative and in such a situation asset holders would prefer
real assets to financial assets. Indeed, Tanzi (1982)
points out that under certain situations ( i.e. if the
returns on financial assets are taxed ), real assets may be
more attractive than financial assets even when ip > ApSq.
In this case the expected' rate of inflation more
appropriately represents the opportunity cost of holding
money. Thus, in a situation where prices are expectedvﬁo
change, the real interest rate is adjusted by the expected

rate of inflation to give expected market interest rates.

The rate of inflation is usually measured with reference to
a basket of goods, such as the Consumer Price Index (CPI)
or the Whole sale Price Index (WPI). There are, however,
several grounds for objections to the use of these indices

and we consider these problems below.
3.8 The CPI and WPI

It can be argued that the CPI gives disproportionate Weight
to the prices of services relative to those of goods.
Unlike the consumption of services, goods are an
alternative to holding money. Wealth owners hold either
commodities, the rafe of return of which is given by the
rate of change in their prices, or financial assets, the

rate of return on which is denoted by the nominal interest
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’rate. It follows from this that expected change in the
price of commodities is more relevant to the allocation of
savings by individuals than those of services. In economies
Qhere labour productivity as well as real wages are rising,
prices of services tend to rise in relation to the prices
of commodities (an outcome that can be traced to relatively
slow technical change in the production of services). Thus,
the use of the CPI will tend to overestimate the rate of
inflation, and thus bias downwards an estimate of the real
interest rate that depends on expected changes in the CPI.
For this reason, use oflthe wholesale price index, which is
composed wholly of goods, is often suggested as an

alternative for deriving expected inflation

There are other, practical, objections to the use of thé
CPI in developing countries. First, in many of these
countries, the index does not reflect actual changes in
equilibrium market prices, because a large proportion of
the commodities featured in the index have official prices
that are administered or controlled by government. In Egypt
in 1977-82, for instance, 27 per cent of the commodities
represented in the CPI were subject to central government
price control; in Mali in 1976-80, the proportion was
around 25 per cent (see Khatkate, 1986). Second, in many
developing countries the CPI records price changes in only
a few cities, so that it may not measure change in

purchasing power in the country as a whole. Third, even
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when the CPI is calculated for a particular city or region,
the basket of goods and services it includes may be
insufficiently representative of the consumption patterns

of particular groups of the population.

In practice, the consumer price index and the wholesale
price index generally move together in LDCs. Khatkate
(1986) argues that in only 3 out 24 developing countries,
for which a wholesale price index (1970-1980) was
available, the correlation coefficient between changes in
the CPI and WPI ﬁas lgss than 0.75; in 19 of these
countries the coefficient of correlation was above 0.90.
That is to say that the year to year changes in both series

were very similar in magnitude and direction.

This pattern in developing countries is probably explained
by two factors. First, expenditures that are measured are
likely to be less important in the public's consumption
pattern because of the relative underdevelopment of such
economies. Therefore, commodities enter into both the CPI
and WPI with more or less the same weights. Second, the
effect of controls on prices of commodities entering the
CPI may ultimately be reflected in the WPI, in which case

percentage change in both would follow similar patterns.

3.9 The GDP Deflator

Perhaps a more fundamental disadvantage of the CPI and WPI

is that they both give too much weight to the prices of
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consumer goods and too little to those of capital goods and
long-lived assets. This suggests that a better index to use
for estimating inflation is one that assigns weights to
consumption goods, services, and long-lived goodsbthat
reflect an appropriate average of changes in their prices.
For LDCs, the Closest'equivalent to such an index is the
GDP deflator ( which measures changes in the value of the
total final output of the economy); the weights assigned to
goods in these indices change as the pattern of expenditure
shifts in response t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>