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Several aspects of the two related fields of Nuclear Magnetic Resonance Spectroscopy and Nuclear Cuadrupole Resonance Spectroscopy are discussed in this thesis. The principle controlling much of my research has been an interest in correlating experimentally observed quantities with the conceptual framework of chemistry. For this reason, I have not interested nyself in particular groups of chemical compounds. Instead, I have been concerned with methods for obtaining spectra, for extracting the relevant parameters from these spectra, and for interpreting these parameters in terms of molecular and electronic structure.

In N.M.R. spectroscopy, my main research topic has involved methods for extracting molecular parameters from complex high resolution spectra. To a lesser extent I have also studied the interpretation of these parameters in terms of molecular electronic structure.

My work in the field of N.Q.R. spectroscopy has been entirely centred around putting the subject "on its feet" in the department. This has involved constructing a Nuclear quadrupole Zeeman Resonance Spectrometer and developing methods for evaluating quantum mechanical "matrix elements" necessary for the interpretation of nuclear quadrupole coupling constants in terms of electronic structure.
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The arrangement of the material is quite straightforwara. There are two main sections, each of which is divided into chapters and sub-chapters. Diagrams and tables are indexed according to the chapter and sub-chapter in which they occur. I have assumed that the reader is familiar with quantum mechanics, theoretical chemistry, and is acquainted with magnetic resonance spectroscopy.
R. Wallace.
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Many atonic nuclei in their ground state possess non-zero spin angular momentum. Such nuclei possess a magnetic dipole moment and several of then exhibit also an electric quadrupole moment. These nuclear moments interact with magnetic and electric fields in such a way as to produce a series of nonequivalent sub-levels of the ground state nuclear energy level. It is possible to abserve transitions between these sub-levels by radiofrequency spectroscopy. In addition to interacting with externally applied magnetic and electric fields, these monents also interact with internal fields generated primarily by the electrons of the molecule or crystal in which the nuclei are situated. The subjects of Iuclear Magnetic Resonance Spectroscopy and Nuclear Quadrupole Resonance Spectroscopy are concerned with the observation of these nuclear splittings and chemical interest in these subjects is largely concerned with the nature of these internally produced nagnetic and electric fields. It is with such investigations that we shall be concerned in this thesis.

## Nuclear Magnetic Resonance Spectroscopy

$\qquad$

## Section A.

## Introductory Theory 1.

As we have already mentioned, many naclei in their ground state possess nonwero angular nonentua, which we shall represent by J. If this angular momentur is regarded as a vector property of the nucleus, then its magnetic monent can be regarded as a parallel vector. Hence we can write:--

$$
\begin{equation*}
\mu=\gamma J \tag{1.1}
\end{equation*}
$$

where $\gamma$ is a scalar quantity knowa as the magnetogyric ratio.
In quantua theory, $\mu$ and $J$ are treated as vector operators. The meaning of the concept of two operators being"parallel" is found by considering the matrix elements of the operators. Suppose we define a dimensioniess angular momentun operator, $I$, by $J=h I, I^{2}$ then has eigenvalues $I$ which are either iategral or half-integral. Any component of $I$, for example $I_{z}$, if the nucleus is described in a Cartesian reference frane, commes with $I^{2}$, so that we may specify sinultaneously eigenvalues of both $I^{2}$ and $I_{z}$. Let us call the eigenvalues $I$ and a respectiveiy. Then may take any of the $2 I+1$ values I, I - 1, ........., -I. The meaning of (1.1) is then that

$$
\begin{equation*}
\left(I m\left|\mu_{x^{\prime}}\right| I m^{\prime}\right)=厅 \hbar\left(I m\left|I_{x^{\prime}}\right| I m^{\prime}\right) \tag{1.2}
\end{equation*}
$$

where $\mu_{x^{\prime}}$ and $I_{x^{\prime}}$ are components of the operators $\mu$ and I along the arbitrarily chosen $x^{\prime}$ direction. The validity of this expression is based upon the Wigner - Bekent Theorem.

If a nucleus of magnetic moment $\mu$ is subjected to a magnetic field H, the energy of interaction is given by the expectation value of the operator:-

$$
\begin{equation*}
H=-\mu \cdot H \tag{1.3}
\end{equation*}
$$

If we choose the direction of the applied field to be along the $z$ - axis, the coupling Hamiltonian takes the simple form:-

$$
\begin{equation*}
\mathscr{H}=-\sqrt{\pi} H_{0} I_{z} \tag{1.4}
\end{equation*}
$$

The eigenvalues of this Hamiltonian are given by

$$
\begin{align*}
E_{m} & =-\gamma i H_{0}\left(I_{m}\left|I_{z}\right| I m\right) \\
& =-\gamma)_{0} m \quad m=I, I-1, \ldots,-I \tag{1.5}
\end{align*}
$$

These magnetic energy levels are equally spaced, differing in energy by Y 期。

We can detect the presence of such a set of energy levels by radiofrequency spectroscopy. What is required is to have an interaction which can cause transitions between levels. The interaction nust be time dependent and of such an angular frequency that

$$
\begin{equation*}
\hbar \omega=\Delta \mathrm{E} \tag{1.6}
\end{equation*}
$$

where $\Delta E$ is the energy difference between initial and final nuclear energy levels. Furthermore, the interaction must have a nonvanishing matrix element between initial and final states.

The coupling most commonly used to produce magnetic resonances is an alternating magnetic field applied perpendicular to the static field. If we write the alternating field in terms of an amplitude $H_{z}^{0}$, we get a perturbing term in the Hamiltonian of

$$
\begin{equation*}
\mathscr{H}_{\text {pert }}=-\gamma_{i H H_{x}^{0} I_{x}} \cos \omega t \tag{1.7}
\end{equation*}
$$

The operator $I_{y}$ has matrix elements between states $m$ and $m^{\prime}$ which vanish unless $n^{\prime}=m \pm 1$. Consequently the allowed transitions are between levels which are adjacent in energy, giving

$$
\begin{equation*}
\hbar \omega=\Delta \mathrm{E}=\gamma_{\mathrm{H}}^{\mathrm{H}} \mathrm{H}_{0} \tag{1.8}
\end{equation*}
$$

If we have a sample containing an assembly of nuclei of the same species, we can, by suitable experiment, detect the frequency at which resonance talres place. By way of an example, the magnetic moment of the proton is $1.42 \times 10^{-23} \mathrm{ergs} /$ gauss, which means that
at a field strength of about 14,000 gauss, the resonance frequency of the proton magnetic moment is in the vicinity of $60 \mathrm{Mc} / \mathrm{s}$. which can be fairly sinply produced bymadicfrequency techniques.

The information which one con obtein from a nuclear magnetic resonance spectruan iepends very much upon whether the sample under study is in the solid or liquid state. With solids one obtains what are called broa-line spectra, the line width of the resonance cepending largely upon the magnitude of nuclear nagnetic dipoledipole interactions in the solid. In licuids in which the molecules are tumbling rapicily, these dipolar interactions average to zero anc line width is then limited primarily by the homogeneity of the applied magnetic field. Spectra which are obtained with liquid samples under conditions of high magnetic field homogeneity are reforred to as "High Resolution Nuclear Magnetic Resonance Spectra". Such spectra exhibit suall splittings of the resonance lines due to nucleus-electron internctions. It is the observation of these splittings which makes the subject of nuclear nagnetic resonance (N.M.R.) spectroscopy so interesting to the chemist and it is with this subject thet we shall be concerned in this section of the thesis.

There are two distinct mechanisms causing these splittings. The first is due to the fact that the applied nagnetic field induces a small magnetic fiele in the electrons of the molecule. As this induced field depends upon the nature of the electron distribution, nuclei in electronically different emviroments experience different induced fields. If the induced field at the nucleus is $E$, then the resonance frequency of the nucleus becomes:-

$$
\begin{equation*}
\omega=\gamma\left(H_{0}+\Delta H\right) \tag{1.9}
\end{equation*}
$$

where $\Delta H$ is proportional to $E_{0}$. If we define a quantity $\sigma$ which is independent of the applied field by

$$
\Delta \overline{i I}=-\sigma H_{0}
$$

the resonance frequency becones

$$
\begin{equation*}
=\gamma_{0}(1-\sigma) \tag{1.10}
\end{equation*}
$$

$\sigma$ is usually referred to as the"magnetic shielding constant" of the nucleus. This dependence of the resonance frequency upon the field induced in the electrons has becone lnown as the "chemical shift". There is another nechanisn responsible for the splitting of N.M.R. spectra which is independent of the strength of the applied nagnetic field and which does depend only upon the electronic environment of the nuclei in the molecule. This splitting nechanisn arises because of magnetic polarization of the electrons by the nuclear magnetic noment, this polarization being transferred to other nuclei by electron spin-spin interaction. This indirect coupling of nuclear spins is referred to as "spin-spin coupling. We shall exanine the theory of both chenical shift and spin-spin coupling phemomena in greater detail in chapter 5.

Some Chemical Aspects of High Resolution N.M.R. Spectroscopy

To the chemist there are essentially two aspects of high resolution N.M.R. spectroscopy, the first being experinental in nature and beinc concerned with the detection of spectra, and the second, theoretical, involving the interpretation of these spectra.

Because the perturbation of the nuclear spin energy levels due to nucleusmelectron interactions is suall compared to the splitting of these levels by the applied nagnetic field, nuclei of the same species resonate at only slightly different field strength at constant frequency, (eqn. 1.10). As a result of this, and because of the inportance of the technique to organic chemistry, there has been a tendency to design N.K.R.spectroneters with a view to the detection of proton magnetic resonance spectra. Because the spectrometer which was available to us was being used exclusively for the detection of proton nagnetic resonances, we have been concerned only with this sort of spectroscopy.
The problem of interpretation of the high resolution proton magnetic resonance spectrum of a complex organic molecule resolves into two related parts, the first being concerned with the extraction from the spectrum of all sets of chemical shift and spin-spin coupling constant parameters which are consistent with the spectrum, and the second that of assigning these parameters to particular nuclei and pairs of nuclei within the molecule. In current practice, the problem of interpretation is usually aided by the use of tables of empirically determined chemical shift and spin-spin coupling constant parameters, these being listed for protons in a wide variety of chemical environnents. This usage of high resolution N.M.R. spectroscopy as a means to determine molecular structure will be illustrated in the next chapter.

# Chemical Shifts of Frotons <br> in 

Some Substituted Benzenes

Chapter 3

In order to examine the possible application of high resolution proton magnetic resonance spectroscopy to the identification of aromatic molecules formed by degredation of certain natural products, High resolution spectra of a number of substituted benzenes were recorded.

The use which can be made of these spectra as "fingerprints" of molecular structure is governed very largely, as we shall subsequently show, by our ability to analyse complex spectra, and it is to this problem that we wish to draw particular attention in this chapter.

The spectra which we shall discuss were obtained using an RS 2 nuclear magnetic resonance spectrometer made by Associated Electrical Industries, operating at a frequency of $60 \mathrm{Mc} / \mathrm{s}$. Spectrum 3.1 is a typical example of the spectra recorded.

By the use of tables of chemical shifts, such as those of Tiers, ${ }^{2}$, together with the observed spectral intensities, we can make the following assignment of the resonances appearing in spectrum $\mathcal{3}$, (chemical shifts being measured on the " $\tau$ scale" with respect to tetramethyl silane used as an internal reference ${ }^{2}$ ).

| $\tau$ | Assignment |
| :---: | :---: |
| -1.25 | $-0 \mathrm{H} \quad$ (intramol. H bonded) |
| 0.35 | -CE 0 |
| ca. 3.10 | $2 \times \mathrm{aryl}-\mathrm{H}$ |
| ca. 7.85 | $2 \times-\mathrm{CH}_{3}$ |

This assignment of the spectrum is consistent with the identification of the molecule as a dimethyl substituted derivative of salicaldehyde although the substitution pattern cannot be derived from the spectrum. Use of the technique in the determination of this molecular structure would therefore appear to be limited to that of providing six alternative molecular structures differing only in substitution pattern.

For many of the aromatic molecules which we have studied, this limitation mey be removed if it is possible to unravel the complex

multiplet of resonances due to the strongly coupled aryl protons. The analysis of the aryl proton region of such spectra is, for instance, the key to the determination of the molecular structures of the isomeric molecules $\alpha$ and $\beta$ :-

$\alpha$

$\beta^{\mathrm{CH}_{3}}$

By use of Tiers tables, we can attribute the spectrum of each of these molecules to a methyl sulstituted derivative of o-hydroxy acetophenone. By an analysis of the aryl proton region of each spectrum, illustrated in spectra $2 a$ and $2 b$, we conclude that each molecule contains one proton, $A$, which is magnetically deshielded with respect to the protons in the benzene molecule. Of the three substituents, $-\mathrm{COCH}_{3}$ is known to cause magnetic deshielding of the ring protons, whereas the other two are known to cause magnetic shielding. Furthermore, The deshielding influence of the $-\mathrm{COCH}_{z}$ group is strongest for those protons ortho to the group, so that, in a molecule containing two shielding groups, it is most likely that the deshielded proton is ortho to the $-\mathrm{COCH}_{3}$ group. This being so, we derive the following partial structure for each molecule:-


From spectrum 2a we see that nucleus $A$ is only weakly coupled to nucleus $B$, which is strongly coupled to nucleus $C$. The magnitude of these coupling constants leads us to the conclusion that, in the molecule represented by spectrum $2 a$, proton $A$ is meta to proton $B$, which is ortho to proton C. This is consistent with only one molecular structure:-

CHADTER 3


which is identical to $\alpha$.
Similarly, from spectrum 2 b , we conclude that proton $A$ is ortho to proton $C$, which is meta to proton $B$, this again being sufficient to determine the following molecular structure:-

which is identical to $\beta$.
From the examples we have just described, it is obvious that the power of proton magnetic resonance spectroscopy as a molecular structure determining tool is largely dependent upon satisfactory analysis of complex spectra being possible, this analysis being by no means a simple matter. This is true, not only of the aromatic molecules which we have studied, but of organic molecules in general. In the next chapter we shall examine existing methods of spectral analysis and shall propose a method of spectral analysis for complex spectra.

Using spectral analysis methods which we shall subsequently describe, chemical shifts for the protons in the molecules shown in tables 1,2 , and 3 were derived. The symbol $\cap$ beside certain protons in these molecules signifies that the resonance due to these protons was not observed.




## A Method of Analysis of

## Complex Proton Magnetic Resonance Spectra

Chapter 4

High resolution proton magnetic resonance spectra can be described, as we have already seen, by a set of "chemical shift" and "spin-spin coupling constant" parameters. The determination of the experinental values of these parameters by the analysis of complex P.M.R. spectra can often be a perplexing problem even though the general theory of the origin of such spectra based upon the properties of angular momentum is well known. ${ }^{4-6}$

In the analysis of simple spectra, first order perturbation theory is generally used. ${ }^{7-9}$ For such an approximate treatment to be valid, the spin-spin coupling constants must be much smaller than the differences between the chemical shifts.

In the analysis of slightly more complex spectra, the next step is to consider two of the nuclear spins to be strongly coupled. In this method, all the nuclei except the two strongly coupled ones are treated by first order perturbation theory. The Zamiltonian matrix then consists of a series of two by two sub-matrices and single elements. The two by two matrices are simply diagonalized, and all the energy levels and transition frequencies can then be written explicitly in terms of the spectral parameters. The AEX approximation of Pople, Eernstein, and Schneider ${ }^{4}, 10$ is an example of this method of analysis. The ABK approximation ${ }^{1 l}$ is a refinement of this method in which the off-diagonal matrix elements of the Hamiltonian are included by the use of second order perturbation theory. This type of improved approximation can be extended to larger spin systems.

Group theory is also applicable in the analysis of all N.M.R. spectra which are derived from molecules possessing symmetry. By a proper choice of spin functions, as dictated by molecular symmetry, a factoring of the Hamiltonian matrix is possible. In some cases of high symmetry, the factoring is sufficient to allow all of the spin energy levels to be written explicitly. Wilson ${ }^{13}$ was the first to give a detailed discussion of the application of group theory to the analysis of nuclear magnetic resonance spectra.

Pople et al. 13,14 have shown how the approximate methods used for the analysis of spectra of some of the simpler nuclear spin systems such as $A B X, A B_{2} X, A B X_{2}$ can be generalized so as to be applicable to the analysis of spectra of $A_{m} B_{n}--R_{p}{ }^{Y}{ }_{q}$ systems.

In all the approximate methods so far mentioned, the general approach has been to recuce the Hamiltonian matrix by symetry and by a neglect of certain off-diagonal matrix elements.
The next stage in the development of methods for the analysis of N.M.R. spectra has been the use of electronic computers for the calculation of spectra from trial parameters. The observed spectrum is then compared with those calculated. The agreement can often be improved by trial and error methods. It has been shown by Swalen and Reilly ${ }^{15}$ that it is possible to improve upon these trial and error methods by employing an iterative technique for the adjustment of calculated spectra to those observed. We have tacinled the same problem as Swalen and Reilly but by a rather different approach. We shall subsequently relate the method of these workers to that which we shall develop in this chapter.

The nost difficult step in the analysis of a complex proton magnetic resonance spectrum is usually that of malcing an assignment of the observed lines to the many possible energy transitions. A comparison of the observed and calculated spectra can be made provided that a set of trial values for the parameters is available. Naturally, the closer the trial values are to the actual values, the easier it is to assign the spectrum. This raises the question of how to choose the trial parameters judiciously. The most straightforward way would be to analyse the observed spectrum by one of the approximate treatments or possibly by the moment method. ${ }^{4}$ Approximate values for at least some of the parameters might thus be obtained.

The approximate treatments, however, are likely to be less useful in the analysis of the spectra of larger molecules containing many interacting spins. Complicated spectra of broad bands that do not readily yield to analysis can be expected from such molecules. As the number of interacting spins in a molecule increases, the number of possible transitions in its N.M.R. spectrum increases very rapidly.

A technique that is sometime applicable to the analysis of complex spectra is that of spin decoupling by double irradiation. ${ }^{16-19}$ Saturation of the lines from one nucleus while recording the spectrum of the remaining ones to whick it is coupled can sometines give a spectrum sufficiently simplified to yield to fairly simple analysis. The parameters so obtained can be used in the analysis of the complete spectrum.

Whitman ${ }^{19}$ uses irequency and intensity sum rules to obtain an assignment and the energy levels for three and four spin cases. He instructs the computer to calculate al possible energy level diagrams consistent with the sum rules and a set of experimental errors. This method has the advantage of eliminating any bias but unfortunately requires considerable computer time trying the many possibilities.

Swalen and Reilly ${ }^{15}$ use the energy level diagram to verify an assignment. They also use a partial assignment to give a complete assignment by use of frequency and intensity sum rules. Their iteration method depends upon using the approximate eigenfunctions obtained fron the first order perturbation energy to calculate the second order perturbation energy and so lead to improved values of the parameters.

In this introduction we have surveyed existing methods of analysing proton magnetic resonance spectra. The Swalen-ifeilly method, though the best of these, would seem to have been applied only to the analysis of fairly simple, well resolved spectra. For the analysis of spectra which are not well resolved or which are extremely complex, the derivation of the energy levels from the observed spectrum is extremely difficult, if not impossible. For such spectra the Swalen-Heilly method is scarcely applicable, as the successful operation of the frequency sum rules requires that a fairly large number of transitions be assigned.

The method which we shall develop differs from the latter in that theoretical and observed spectra are compared directly without use of the intermediate energy levels. Refinement of the spectral parameters depends upon variation of each transition energy with respect to every spectral parameter in such a way as to minimize the
discrepancy of each assigned transition.

In the method of spectral analysis which we shall adopt, we shall be concerned with the problem of bringing a theoretical spectrum, based upon guessed parameters, into coincidence with the corresponding observed spectrum. To do this, we must consider the effect of a variation in parameters, namely chemical shifts and spin-spin coupline constants, upon each transition energy of the theoretical spectrum.

Consider a system of $n$ strongly coupled nuclei. Let the chemical shift of the $i^{\text {th }}$ nucleus be $H_{i}$ and the coupling constant between nuclei $i$ and $j$ be $J_{i j}$. A small increment $\Delta H_{i}$ in the chemical shift $H_{i}$ will cause an increment $\Delta E_{k}$ in the $k^{\text {th }}$ transition energy $E_{k}$ given by

$$
\begin{equation*}
\Delta E_{k}=\frac{\delta E_{k}}{\delta H_{i}} \cdot \Delta H_{i} \tag{4.2.1}
\end{equation*}
$$

Similarly, a small increment $\Delta J_{i j}$ in the coupling constant $J_{i j}$ will cause an increment $\Delta E_{\underline{L}}$ in the transition energy $E_{k}$ given by

$$
\begin{equation*}
\Delta E_{k}=\frac{\delta E_{k}}{\delta J_{i j}} \Delta J_{i j} \tag{4.2.2}
\end{equation*}
$$

Simultaneous increments in all $\mathrm{H}_{\mathrm{i}}$ and $\mathrm{J}_{\mathrm{ij}}$ will cause an increment in $\mathrm{E}_{\mathrm{k}}$ given by
$\Delta E_{k}=\frac{\delta E_{k}}{\delta H_{1}} \cdot \Delta H_{1}+\ldots \ldots \cdot \frac{\delta E_{k}}{\delta E_{n}} \cdot \Delta H_{n}+\frac{\delta E_{k}}{\delta J} \cdot \Delta J_{12}+\ldots \ldots \cdot \frac{\delta E_{k} \cdot \Delta J}{\delta J}(n-1) n$.

An equation of this type must exist for each permitted transition energy $\mathrm{E}_{\mathrm{k}}$.

Putting the set of equations (4.2.3) in matrix form, we have:-

which we shall subsequently refer to as

$$
\begin{equation*}
[E]_{y \times 1}=[T]_{y \times \frac{1}{2} n(n+1)} \cdot[H]_{\frac{1}{2} n(n+1)} \times 1 \tag{4.2.4b}
\end{equation*}
$$

We must now seek a possible method to apply this matrix equation to the problem.

If, on the basis of our zero order or "guessed" calculated spectrum, we can assign calculated transition energies to the corresponding observed transition energies, we could define the quantity $\Delta E_{k}$ by the relation

$$
\begin{equation*}
\Delta \mathrm{E}_{\mathrm{k}}=\mathrm{E}_{\mathrm{k}}^{\mathrm{obs}}-\mathrm{E}_{\mathrm{k}}^{\mathrm{calc}} \tag{4.2.5}
\end{equation*}
$$

If this could be done for each transition energy we could then formulate the complete matrix $[\Delta T]$. Presuming we can formulate the matrix [ T$]$, we could then solve the matrix equation to obtain the matrix $[\mathrm{H}]$, the elements of which would be given by

$$
\begin{equation*}
\Delta H_{i}=H_{i}^{o b s}-H_{i}^{c a l c} \tag{4.2.6}
\end{equation*}
$$

As the number of transitions, $y$, is greater than the $\frac{1}{2} n(n+1)$ unknown parameters, the matrix $[\Delta H]$ is essentially overdetermined.

To enable use to be made of all observational data in solving for $[\Delta H]$, it is convenient to reduce the large set of equations, (4.2.3), to a act of $\frac{1}{2} n(n+1)$ simultaneous equations. This is most simply done by multiplying both sides of (4.2.4) from the left by the transpose of $[\mathrm{T}]$,

which we shall write as

$$
\begin{equation*}
[A]_{\frac{1}{2} n}(n+1) \times 1=[B]_{\frac{1}{2} n(n+1) \times \frac{1}{2} n(n+1) \cdot[\Delta H]_{\frac{1}{2} n(n+1)} \times 1 .} \tag{4.2.7b}
\end{equation*}
$$

where

$$
\begin{aligned}
& {[\mathrm{A}]=[\mathrm{T}]^{\prime} \cdot[\Delta \mathrm{E}]} \\
& {[\mathrm{B}]=[\mathrm{T}]^{\prime} \cdot[\mathrm{T}]}
\end{aligned}
$$

Assuming that we can formulate the matrix $\Delta E$, as we have previously discussed, solution of (4.2.7) for those $H_{i}$ and $J_{i j}$ which bring the calculated spectrum into coincidence with the observed spectrum can be carried out if the matrix $T$ can be formulated. We shall consider this problem next.

As can be seen from equation (4.2.4a), the elements of the natrix. $T$ are the partial differential coefficients of each transition energy with respect to each parancter $\mathrm{H}_{\mathbf{i}}$ and $J_{i j}$. Before these partial differentials can be found, it is necessary to formulate an expression for each transition energy in terms of the $F_{i}$ and $J_{i j}$. These expressions can be derived from the expressions for the eigenvalues of the system as we shall now show.

The time independent Schrodinger equation can be written:-

$$
\begin{equation*}
\left.\mathcal{H} \mid \sum_{\sum_{a}}\right)=W_{a}\left(\sum_{a}\right) \tag{4.3.1}
\end{equation*}
$$

where is the Hamiltonian operator for the system, $H_{a}$ is the
 expressed as linear combinations of a set of orthonormal functions $\varphi_{i}$, we may write:-

$$
\begin{align*}
& \left|\Psi_{a}\right\rangle=\sum_{i} A_{i}\left(\varphi_{i}\right)  \tag{4.3.2a}\\
& \left.\mid Y_{i}=\sum_{i} B_{i} \varphi_{i}\right) \tag{4.3.2b}
\end{align*}
$$

Equation (4.3.1) then becomes:-

$$
\begin{equation*}
\left.\left.\mathscr{H} \sum_{i} A_{i} \mid \varphi_{i}\right)=W_{a} \sum_{i} A_{i} \mid \varphi_{i}\right) \tag{4.3.3}
\end{equation*}
$$

thus

$$
\left.\left.\sum_{i} A_{i} \mathcal{H} \mid \varphi_{i}\right)=W_{a} \sum_{i} A_{i} \mid \varphi_{i}\right)
$$

Multiplying from the left by ( $\varphi_{j}$ ), we have:-

$$
\begin{equation*}
\sum_{i} A_{i}\left(\varphi_{j}|\mathscr{H}| \varphi_{i}\right)=W_{a} \sum_{i} A_{i}\left(\varphi_{j} \mid \varphi_{i}\right) \tag{4.3.4}
\end{equation*}
$$

As the $\varphi_{i}$ are orthonormal, this simplifies to:-

$$
\begin{equation*}
\sum_{i} A_{i}\left(\varphi_{j}|\mathscr{H}| \varphi_{i}\right)=W_{a} A_{j} \tag{4.3.5}
\end{equation*}
$$

$\begin{array}{ll}\text { Therefore } & W_{a}=\frac{\sum_{i} A_{i}\left(\varphi_{j}|\mathcal{H}| \varphi_{i}\right)}{A_{j}} \\ \text { Similarly } & W_{b}=\frac{\sum_{i} S_{i}\left(\varphi_{j}|\mathcal{H}| \varphi_{i}\right)}{B_{j}}\end{array}$
It can be seen that the expression for each eigenvalue consists of a series of teras each of which involves a numerical coeificient multiplied by a matrix element. The method of evaluation of these matrix elements is well known ${ }^{4}$. It turns out that the diagonal matrix elements depend linearly upon the chemical shift terms, and linearly upon the coupling constant teras, whereas the off-diagonal matrix elements depend only upon the coupling constants, the dependence once more being linear. Each eigenvalue $W_{a}$ can therefore be represented by an equation which is linear in the $H_{i}$ and $J_{i j}$. Since the expression for each transition energy is formed by taking the difference between the two corresponding eigenvalues:-

$$
\begin{equation*}
E_{k_{(a-b)}}=W_{a}-W_{b} \tag{4.3.7}
\end{equation*}
$$

this expression must also be linear in the chemical shift and coupling constant parameters. It follows that the partial differential coefficient of each transition energy with respect to one of these parameters is given simply by the coefficient of that term in the transition energy expression which involves the parameter considered. Thus, in order to set up the $T$ matrix for the theoretical spectrum, all that we require is the set of eigenvector coefficients $A_{i}, B_{i}, \ldots . .$. . For any particular spin system, these can be obtained by diagonalization of the energy matrix.

It would seem that the refinement method which we have outlined is generally soluble. The obvious next step is to apply the method to a nuclear spin system of the type that we have discussed. As the eigenfunctions and matrix elements of an $n$ spin system depend upon the value $n$, we shall find it convenient to consider systems with different numbers of nuclei separately.

The N.M.R. spectrum of a system of three coupled protons is defined by the magnitude of six spectral parameters $\mathcal{F}_{i}$ and $J_{i j}$, which we shall write in matrix form as follows:-

$$
[\mathrm{H}]=\left[\begin{array}{l}
\mathrm{H}_{1}  \tag{4.5.1}\\
\mathrm{H}_{2} \\
\mathrm{H}_{3} \\
J_{12} \\
J_{13} \\
J_{23}
\end{array}\right]
$$

The eigenfunctions for such a system can be written:-

$$
\begin{align*}
& \left.\left|\varphi_{1}\right|=\mid \alpha(1) \alpha(2) \alpha(3)\right) \\
& \left.\left|\varphi_{2}\right\rangle=\mid \alpha(1) \alpha(2) \beta(3)\right) \\
& \left.\left|\varphi_{3}\right\rangle=\mid \alpha(1) \beta(2) \alpha(3)\right) \\
& \left.\left|\varphi_{4}\right\rangle=\mid \beta(1) \alpha(2) \alpha(3)\right) \\
& \left.\left|\varphi_{5}\right\rangle=\mid \alpha(1) \beta(2) \beta(3)\right)  \tag{4.5.2}\\
& \left.\left|\varphi_{6}\right\rangle=\mid \beta(1) \alpha(2) \beta(3)\right) \\
& \left.\left|\varphi_{7}\right\rangle=\mid \beta(1) \beta(2) \alpha(3)\right) \\
& \left.\left|\varphi_{8}\right\rangle=\mid \beta(1) \beta(2) \beta(3)\right)
\end{align*}
$$

These eigenvectors form a basis upon which the nuclear spin system can be represented. Upon this basis the eigenvalue matrix may be Pormulated:-

$$
\begin{equation*}
[W]=([k]+[1]) \cdot[H] \times 0.5 \tag{4.5.3}
\end{equation*}
$$

where $[k]$ and [1] are respectively matrices of diagonal and offdiagonal matrix element coefficients. These are given by:-

$$
[\mathrm{k}]=\left[\begin{array}{cccccc}
1 & 1 & 1 & 0.5 & 0.5 & 0.5 \\
1 & 1 & -1 & 0.5 & -0.5 & -0.5 \\
1 & -1 & 1 & -0.5 & 0.5 & -0.5 \\
-1 & 1 & 1 & -0.5 & -0.5 & 0.5 \\
1 & -1 & -1 & -0.5 & -0.5 & 0.5 \\
-1 & 1 & -1 & -0.5 & 0.5 & -0.5 \\
-1 & -1 & 1 & 0.5 & -0.5 & -0.5 \\
-1 & -1 & -1 & 0.5 & 0.5 & 0.5
\end{array}\right]
$$

$$
[1]=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{A_{24}}{A_{22}} & \frac{A_{23}}{A_{22}} \\
0 & 0 & 0 & \frac{A_{34}}{A_{33}} & 0 & \frac{A_{32}}{A_{33}} \\
0 & 0 & 0 & \frac{A_{43}}{A_{44}} & \frac{A_{42}}{A_{44}} & 0 \\
0 & 0 & 0 & \frac{A_{56}}{A_{55}} & \frac{A_{57}}{A_{55}} & 0 \\
0 & 0 & 0 & \frac{A_{65}}{A_{66}} & 0 & \frac{A_{67}}{A_{66}} \\
0 & 0 & 0 & 0 & \frac{A_{75}}{A_{77}} & \frac{A_{76}}{A_{77}} \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The matrix of allowed transition energies [ $E_{k}$ ] is got by multiplying the matrix $[W]$ from the left by the matrix $[\mathrm{m}]$. Whis multiplication is equivalent to the step shown by equation (4.3.7). Matrix [m] is given by:-
$[\mathrm{m}]=\left[\begin{array}{rrrrrrrr}1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1\end{array}\right]$

As can be seen from equation (4.5.3), the $[T]$ matrix can be written:-

$$
[\mathrm{T}]=0.5 \times[\mathrm{m}] \cdot([\mathrm{k}]+[1])
$$

The next step is to write a computer programe to calculate the [T] matrix, given the eigenvector coefficients $A_{i j}$ which are available from the matrix diagonalization programme.

# Program RNlA : T Matrix Programe for a Three Spin system 

The eigenvector coefficients necessary as input for the $T$ matrix programe can be obtained as output from existing N.M.R. computer programmes for the Deuce computer. Having specified a set of chemical shifts and coupling constants, these programes both set up and diagonalize the energy matrix for the system. For a three spin system the eigenvector coefficients are obtained as two three by three matrices:-
$\left[\begin{array}{lll}\mathrm{A}_{22} & \mathrm{~A}_{23} & \mathrm{~A}_{24} \\ \mathrm{~A}_{32} & \mathrm{~A}_{33} & \mathrm{~A}_{34} \\ \mathrm{~A}_{42} & \mathrm{~A}_{43} & \mathrm{~A}_{44}\end{array}\right] \quad\left[\begin{array}{lll}\mathrm{A}_{55} & \mathrm{~A}_{56} & \mathrm{~A}_{57} \\ \mathrm{~A}_{65} & \mathrm{~A}_{66} & \mathrm{~A}_{67} \\ \mathrm{~A}_{75} & \mathrm{~A}_{76} & \mathrm{~A}_{77}\end{array}\right]$

To set up the $T$ matrix, the main part of the problem is concerne with the transformation of these matrices into matrix [1]. A flowsheet for this process and for the subsequent steps leading to the formation of the $T$ natrix is included on the next page. Each step has been designed with a view to use of Deuce code G.I.P. Details of the operation of the program will be fount in Appendix 1 .


We have shown in equations (4.2.1) to (4.2.7) that a solution of the matrix equation (4.2.7) for the matrix $[\Delta H]$ can be found if the matrix $[\Delta \mathrm{E}]$ can be formulated. Equation (4.2.5) :-

$$
\Delta E_{\underline{k}}=E_{k}^{\mathrm{obs}}-E_{k}^{\mathrm{cal} / \mathrm{c}}
$$

which expresses the general element of the [ $\triangle E]$ matrix, shows that a correct assignment of all calculated transition energies to observed transition energies must be made before the complete [ $\triangle \mathrm{E}$ ] matrix can be written. This is not in general possible as several of the transitions bay be forbiden or may have so low an intensity that they cannot be observed. Such transitions cannot be included in the refinement and it is necessary to include some mechanism of selective elimination of these $\Delta \mathrm{S}_{\mathrm{k}}$ values. This will become clearer if we consider the method of formulation of the $[\Delta E]$ matrix which we shall adopt.

The set of calculated transition energies $\left[E_{c a l c}\right]$ is obtained in the computer as a fifteen by one matrix by multiplication of $H$ from the left by [T]. Inspection of the zero order or "guessed" calculated spectrum should enable a partial arrangement of the observed transition energies in the same order as the calculated transition energies, i.e. a partial assignment. Where no assignment is possible, we shall put $E_{k}^{o b s}$ equal to zero. Having calculated [ $\mathrm{F}^{\mathrm{calc}}$ ] in the computer, we can include as input the $\left[\mathrm{E}^{\mathrm{obs}}\right]$ matrix anci use the computer to calculéte $[\Delta E]$ as given by equation (4.2.5). It is obvious that many of the $\Delta \mathrm{E}_{\mathrm{k}}$ formed will be false due to the selection of the value zero for the non-assigned transition energies. These false $\Delta E_{k}$ values may be eliminated by inclusion of a matrix [ $C$ ] in the input programe, the use of this matrix being subsequently denonstrated.

Having obtained the corrected natrix $\left[\Delta E_{\text {corr }}\right]$, the matrix equation (4.2.7) can be solved to obtain the $[\Delta H]$ matrix. An improved set of spectral parameters is obtained by the adcition:-

$$
\left[\mathrm{H}^{\prime}\right]=[\mathrm{H}]+[\mathrm{H}]
$$

The [ $\mathrm{H}^{\prime}$ ] matrix can then be used as input for a new iterative cycle, the refinement process being continuous.

At the end of eack cycle of refinement it is desirable to have an index of the disagreement between calculated and observed spectra. This is suitably provided by the sum of the squares of the discrepancies $\Delta E_{k}$. This quantity, $R$, can be obtained by premultiplication of the $\left[\Delta E_{\text {corr }}\right]$ Eatrix by its transpose. f flowsheet for the refinement programe is included on the next page, the actual programue having been written in Deuce code G.I.F. Details of the operation of the progranme will be found in Appendix I.

$\qquad$

The complete cycle for the refinement of spectral parameters is represented in the following flow diagrara:-


An Sxample of the Refinement Method Applied to a Three Spin Spectrum.

To provide a simple test and to illustrate the operation of the refinement method, we shall describe the analysis of the aryl proton region of the spectrum of the following compound:-


The molecule of this compound contains three non-equivalent aryl protons which give rise to an $A B C$ spectrum which is illustrated in spectrum 4.9.

This spectrum consists of three groupa of resonances at 0,30 , and $55 \mathrm{c} / \mathrm{s}$ respectively. The groups at 0 and $30 \mathrm{c} / \mathrm{s}$ are split by about $10 \mathrm{c} / \mathrm{s}$, that at $30 \mathrm{c} / \mathrm{s}$ exhibiting secondary splitting by about $2 \mathrm{c} / \mathrm{s}$. The group at $55 \mathrm{c} / \mathrm{s}$ shows a similar $2 \mathrm{c} / \mathrm{s}$ splitting. The intensities of these groups of transitions indicate that each group originates from resonances involving only one proton. From these observations we can derive the set of "guessed" spectral parameters skown in column $H_{0}$ of table 4.9. Using these parameters, a zero order spectrum was computed, the resulting transition energies being given by column $E_{0}$ of this table. The observed transition energies, arranged so as to correspond to the calculated transition energies are given in the $E_{\text {obs }}$ colum of the table. Agreement between calculated and observed spectra is seen to be fairly close. Of the fifteen calculated transitions, twelve can be assigned with ease to observed transitions, the remaining three being forbidden. f complete assignment of the spectrum can therefore be made.

On the basis of this assignment, three cycles of iterative refinement were carried out. The following matrices were used as input for the first iterative cycle:-
(1) The $T$ matrix obtained in the calculation of the zero order spectrua.
(2) The $\mathrm{II}_{0}$ natrix (colum vector formed by col. $\mathrm{H}_{0}$ of the table).

## CHAPTER 4.9

## Spectrum 4.9 <br> OBSERVED SDECTRUM.



## REFENED CALCULTED SPCCTRUM



Table 4.9

Refinement of Chemical Shifts

|  | $\mathrm{E}_{0}$ | $\mathrm{E}_{1}$ | $\mathrm{H}_{2}$ | $\mathrm{H}_{3}$ | $\mathrm{H}_{4}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{\mathrm{A}}$ | 54.37 | 54.37 | 54.36 | 54.36 | 54.36 |
| $\mathrm{H}_{\mathrm{E}}$ | 27.74 | 27.66 | 27.61 | 27.58 | 27.56 |
| $\mathrm{H}_{\mathrm{C}}$ | 00.00 | 00.14 | 00.21 | 00.25 | 00.27 |
| $\mathrm{~J}_{\mathrm{AB}}$ | 02.00 | 02.05 | 02.06 | 02.06 | 02.06 |
| $\mathrm{~J}_{\mathrm{AC}}$ | 00.00 | -0.07 | -0.08 | -0.08 | -0.08 |
| $\mathrm{~J}_{\mathrm{BC}}$ | 10.00 | 10.01 | 10.01 | 10.01 | 10.01 |

Refinement of Spectra

|  | $\begin{gathered} \mathrm{E}_{0} \\ 04.15 \end{gathered}$ | $\begin{gathered} \mathrm{E}_{1} \\ 04.26 \end{gathered}$ | $\begin{gathered} \mathrm{E}_{2} \\ 04.32 \end{gathered}$ | $\begin{gathered} \mathrm{E}_{3} \\ 04.36 \end{gathered}$ | $\begin{gathered} E_{\text {obs }} \\ 04.4 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 34.53 | 34.50 | 34.45 | 34.43 | 34.4 |
|  | 55.41 | 55.41 | 55.40 | 55.40 | 55.4 |
|  | 24.55 | 24.50 | 24.45 | 24.43 | 24.4 |
|  | 55.34 | 55.40 | 55.40 | 55.40 | 55.4 |
|  | 83.86 | 83.65 | 83.53 | 83.47 | ( $\mathrm{f}^{\text {'bddn }}$ |
|  | -5.83 | -5.73 | -5.67 | -5.63 | -5.6 |
|  | 24.95 | 25.17 | 25.28 | 25.33 | (f'bddn) |
|  | 53.47 | 53.42 | 53.41 | 53.40 | 53.4 |
|  | -26.70 | -26.64 | -26.62 | -26.61 | (f'bddn) |
|  | 04.07 | 04.25 | 04.32 | 04.36 | 04.4 |
|  | 32.59 | 32.50 | 32.45 | 32.43 | 32.4 |
|  | 53.40 | 53.41 | 53.40 | 53.40 | 53.4 |
|  | 22.61 | 22.50 | 22.45 | 22.43 | 22.4 |
|  | -5.90 | -5.74 | -5.67 | -5.63 | -5.6 |
| n | 0.45 | 0.12 | 0.03 | 0.01 |  |

(3) The $\mathrm{E}_{\mathrm{obs}}$ matrix (column vector formed by col. $\mathrm{E}_{\mathrm{obs}}$ ).
(4) The C matrix, which is a fifteen by fifteen matrix whose offdiagonal elements are zero and whose diagonal elements are given by column $C$ of table 4.9. The diagonal elements are zero for transitions which can be assigned and unity for transitions which are forbidden or which cannot be assigned.

The matrix of improved spectral parameters and the disagreement factor $R$, obtained from the first iterative cycle, are shown in columns $H_{1}$ and $E_{0}$. The complete cycle of calculations was repeated three times using the set of refined parameters obtained in each cycle. The results are shown in the table, the refined set of spectral parameters being given in column $Z_{1}$. The small negative trend in the para coupling constant $J_{A C}$ should not be regarded as significant because splitting of the spectrum due to this coupling was not observed.

From the analysis of the spectrum, we have assigned protons $A$, $B$, and $C$ in the following manner:-


The increasingly closer agreement between refined and observed spectra which results with each iterative cycle is sufficient to show that the refinement method is quite satisfactory for the analysis of well resolved spectra.

It is of interest to compare the 民eilly-Swalen method with our own. Using the same "guessed" parameters, a comparison of the zero order calculated spectrum with the observed spectrum leads to the same assignment of transitions. This enables the "observed" energy level diagram, 4.9.2b, to be drawn so as to correspond to the theoretical energy level diagram, 4.9.2a. From the "observec" energy level diagram, relative values for all the energy levels can be derived. Each of the eight energy levels can be expressed in terms of the six spectral parameters, as shown by equation (4.3.6), so that the refinement by iterative perturbation theory amounts to finding
that set of parameters which leads to the "observed" set of energy levels.

In the analysis of a spectrum as simple and well resolved as that which we have discussed, there would appear to be little to choose between the seilly-Givalen method and our own. If anything, our method has the advantage of eliminating the intermediate step of using the energy levels, theoretical and observed spectra being compared directly at all stages of refinement. The actual advantage of this approach will be seen more clearly when we come to deal with the enalysis of four spin $A B C D$ spectra.


Diagram 4.9.2
(a)

Theoretical Energy Level Diagram.

(b)

The refinenent wethod described in general in chapters 4.2-4.3 and for the three spin system in particular in chapters $4.5-4.8$ can be extended in an obvious way to the interpretation of four spin spectra. As details of the programes would be extremely cumbersome to present, they will not be given. Programes for the interpretation of four spin spectra, completely analogous to those for three spin spectra, were written, as before, in Deuce code G.I.F. Because of the relative complexity of four spin spectra, the four spin programes have been used to a greater extent in research work than the three spin programes. The use of these programmes and the development of a complete method of spectral analysis will be demonstrated in the example which follows.

# The Analysis of Four Spin Proton Niagnetic Resonance Spectra 

The operation of the refinement method has already been described. In this chapter we shall therefore concentrate upon the actual problem of spectral analysis.

In chapter 4.1 it was stated that the most difficult step in the analysis of a complex proton magnetic resonance spectrum was usually that of assigning the observed lines to the many possible energy transitions. Existing methods of making these assignments were also discussed. In this chapter we shall see how it is possible to obtain many of these assignments by making proper use of the refinement method. To see how this comes about, the analysis of a complex $A B C D$ spectrum will be described in detail.

The four non-equivalent aryl protons of the salicylaldehyde molecule:-

give rise to a good example of a complex $A B C D$ spectrum, as shown by the observed $60 \mathrm{Mc} / \mathrm{s}$ spectrum in diagram 4.11.1. The complete aryl proton spectrum occupies a bandwidth of only fifty cycles per second, there being between twenty five and thirty resolved or partially resolved transitions within the band. Apart from complexity arising from the strong coupling of the nuclear spins, the spectrum is further complicated by the near equivalence of pairs of the four chemical shifts which causes the resonances due to two of the nuclei to be superimposed upon the resonances due to the other two. In addition, many combination transitions are permitted.

Several spectra were recorded under conditions of maximum instrumental resolution. All spectra were similar, although there were small differences in position, line-width, and intensity of the resonances in different spectra. Diagram 4.11.1 illustrates a typical spectrum.

Six spectra were employed to obtain mean values of the transition
$\qquad$


energies, these being obtained to within $\pm 0.3 \mathrm{c} / \mathrm{s}$. Accuracy of measurement was limited by line-width, superimposition of the resonances, and slight non-linearity of the field sweep.

Analysis of the spectrum.

The distribution of intensities in the high and low field regions of the observed spectrum suggests that each of these regions originates from resonances involving two protons. Assuming that the ortho-para directive influence of the substituents controls the magnetic environment of the ring protons, it seems reasonable to assume that the resonances at high field are due to protons ortho and para to the hydroxyl group, those at low field being due to protons meta to the hydroxyl group.

By examination of the observed spectrum, relative chemical shifts of $0,3,30$, and $34 \mathrm{c} / \mathrm{s}$ were guessed. Assuming for the moment that ortho coupling constants are the only ones different from zero, these having a value of $8 \mathrm{c} / \mathrm{s}$, there are four sets of spectral parameters consistent with our assumptions:-

|  | $\mathrm{H}_{1}$ | $\mathrm{H}_{2}$ | $\mathrm{H}_{3}$ | $\mathrm{E}_{4}$ | $J_{12}$ | $J_{13}$ | $J_{14}$ | $J_{23}$ | $J_{24}$ | $J_{34}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | 34 | 30 | 3 | 0 | 0 | 8 | 8 | 0 | 8 | 0 |
| B | 34 | 30 | 3 | 0 | 0 | 8 | 8 | 8 | 0 | 0 |
| C | 34 | 30 | 3 | 0 | 0 | 0 | 8 | 8 | 8 | 0 |
| D | 34 | 30 | 3 | 0 | 0 | 8 | 0 | 8 | 8 | 0 |

These correspond to the following arrangements of the protons:-





The conventional method for obtaining a spectrum from which assignments might be macie was initiated by calculating zero order spectra for $A, B, \mathcal{F}$, and D. The spectrum for arrangement $C$ is shown in diagram IIIa, spectri for arrangements $A, B$, and $D$ being similar. By trial and error me'jods, these guessed chemical shifts were altered until better agreement between calculated and observed spectra resulted. Diagram IIIb shows the spectrum obtained in this way for arrangement $C$. The improved parameters for $A, B, C$, and $D$ were as follows:-

|  | $\mathrm{H}_{1}$ | $\mathrm{H}_{2}$ | $\mathrm{H}_{3}$ | $\mathrm{H}_{4}$ | $\mathrm{~J}_{12}$ | $\mathrm{~J}_{13}$ | $\mathrm{~J}_{14}$ | $\mathrm{~J}_{23}$ | $\mathrm{~J}_{24}$ | $J_{34}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 32.5 | 30.5 | 2.0 | 1.0 | 0 | 8 | 8 | 0 | 8 | 0 |
| B | 33.0 | 31.0 | 0.5 | 0 | 0 | 8 | 8 | 8 | 0 | 0 |
| C | 34.0 | 33.0 | 2.0 | 1.0 | 0 | 0 | 8 | 8 | 8 | 0 |
| D | 34.0 | 33.0 | 1.0 | 0 | 0 | 8 | 0 | 8 | 8 | 0 |

The "improve?" spectra for $A, B, C$, and $D$ were much more alike than the zero order spectra due to the approaching equivalence of the pairs of chemical shifts $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$, and $\mathrm{H}_{3}$ and $\mathrm{H}_{4}$. So alike were the spectra that refinement of any one spectrum would automatically include refinemen」 of the others. Arrangement $C$ was chosen for refinement, diagram IIIc showing this spectrum re-calculated with the inclusion of meta coupling constants of $1.5 \mathrm{c} / \mathrm{s}$. The beginnings of the correct spectral structure are obvious in this spectrum. Several sttempts were made to refine spectrum IIIc but with little success as a sufficient number of transitions could not be assigned with any certainty.

We have just described the usual method for calculating a spectrum from which assignments can be made and shown how this fails. The manner in which this spectrum can be obtained by use of the refinement method will now be considered.


DIAGRAM IIIa
ZERO ORDER SPECTRUM


DIAGRAM IIIb
FIRST ORDER FECTRUM



Use of the refinement method to calculate a spectrum from which assignments can be made.

Of the expressions for the fifty six transitions for a four spin system, thirty two involve only a single chemical shift term. These transitions can be said to belong to a particular nucleus. The expressions for the remaining twenty four transitions involve more than one chemical shift term, these transitions being referred to as combination transitions. The elements of the $T$ matrix form an index of the parameters upon which each transition depends, the first four elements of each row describing dependence upon the chemical shift terms. By using this information it is possible to assign each transition of the theoretical spectrum to a particular nucleus or particular nuclei as the case may be. The calculated spectrum can then be decomposed into components belonging to particular nuclei as illustrated by the decomposition of the zero order spectrum (diagram IIIa) which is shown in diagram IV. Use of this form of representation in the initial stages of spectral analysis is the key to obtaining a spectrum from which assignments can be made. There are two reasons why this is so:-
(1) Three quarters of the total intensity of the spectrum results from transitions involving only one nucleus.
(2) A small increase or decrease in a chemical shift causes a corresponding increase or decrease in the frequency of the resonances due to that particular chemical shift, resonances due to the remaining protons being unaltered. Changes in intensities resulting from small increments in the chemical shifts are relatively small.

By drawing the components of the speetrum on transparent paper and examining the spectrum which results by various superpositions of the components, it is possible to proceed directly from the zero order spectrum to one which very much resembles the first order spectrum. By expressing this spectrum in terms of its components, as in diagram $V$, it is possible to derive assignments of the eight starred transitions of the theoretical spectrum. These eight transitions are the two lowest and two highest transitions of the low field and high


Diagram IV

Combination Transitions



Combination Transitions

field parts of the spectrum. A general rule in the analysis of complex spectra appears in making these assignments. This is that the transitions of the theoretical spectrum which can most easily be assigned are usually the outer transitions of any multiplet. From ciagram ${ }^{\prime}$ it can be seen that two transitions belonging to each nucleus have been assigned. The small splitting between each pair of lines is detemined langely by the magnitude of the meta coupling constants.

By carrying out a few cycles of refinement based upon the assignment of these eight transitions, fairly accurate values for the two meta coupliry constants and improved values for the four chemical shifts were obtained. Examination of the components of the refined spectrum enobled several more transitions to be assigned and so the refinement process could be initiated.

## Refinement

Frogress of the refinement of spectral parameters is shown by the contents of Table 1. After two iterations it became obvious that representation of the spectrum by sharp lines was no longer sufficient as rany of the absorption peaks of the observed spectrum appeared to be closely spaced nultiplets rather than single transitions. The theoretical spectrum was therefore recalculated with the inclusion of a suitable line-shape function, allowance being made in the final two cycles of refinement for superimposition of the resonences. The refined theoretical spectrua is shown in diagram II, theoretical and observed transition energies being compared in Table 2.

## Eefinement of Spectral Parameters

## Iteration

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{1}$ | 32.80 | 32.83 | 32.84 | 32.80 | 32.77 | 32.72 | 32.68 |
| $\mathrm{E}_{2}$ | 32.80 | 32.83 | 32.86 | 32.90 | 32.95 | 32.98 | 33.00 |
| $\mathrm{H}_{3}$ | 1.78 | 1.79 | 1.81 | 1.81 | 1.82 | 1.82 | 1.82 |
| $\mathrm{H}_{4}$ | 1.78 | 1.76 | 1.74 | 1.70 | 1.67 | 1.60 | 1.56 |
| $\mathrm{~J}_{12}$ | 1.50 | 1.47 | 1.46 | 1.46 | 1.46 | 1.47 | 1.47 |
| $\mathrm{~J}_{13}$ | 8.20 | 8.21 | 8.25 | 8.30 | 8.33 | 8.41 | 8.48 |
| $\mathrm{~J}_{14}$ | 0.30 | 0.29 | 0.28 | 0.34 | 0.41 | 0.38 | 0.36 |
| $\mathrm{~J}_{23}$ | 7.50 | 7.36 | 7.28 | 7.26 | 7.24 | 7.19 | 7.16 |
| $\mathrm{~J}_{24}$ | 8.20 | 8.09 | 8.05 | 7.99 | 7.94 | 7.88 | 7.84 |
| $\mathrm{~J}_{34}$ | 2.10 | 2.09 | 2.09 | 2.10 | 2.10 | 2.12 | 2.12 |
| R | 1.91 | 1.63 | 1.56 | 1.03 | 0.98 | - | - |


| E(calc) | E(obs) | E(calc) | E(obs) | Chapter 4.11 |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\mathrm{c} / \mathrm{s}$ | $\mathrm{c} / \mathrm{s}$ | $\mathrm{c} / \mathrm{s}$ | $\mathrm{c} / \mathrm{s}$ |  |
| -8.0 | -8.0 | 26.9 | 26.9 |  |
| -5.8 | -6.0 | 27.8 |  |  |
|  |  | 28.5 | 28.4 |  |
| -4.0 | -4.0 | 28.6 |  |  |
|  |  | 28.9 |  |  |
| -1.8 | -1.5 |  |  |  |
| -1.5 |  | 32.6 |  |  |
|  |  | 33.4 | 33.0 |  |
| -0.60.0 |  | 33.9 | 34.0 |  |
|  | $\begin{array}{r} -0.5 \\ 0.0 \end{array}$ | 34.3 | 34.7 |  |
| 1.4 | 0.8 | 34.8 |  |  |
|  |  | 36.5 | 36.5 |  |
| 2.4 |  | 36.8 |  |  |
| 3.2 | 2.8 |  | 38.1 |  |
| 3.3 |  | 38.5 |  |  |
| 3.4 |  | 38.8 |  |  |
| 4.7 | $\begin{aligned} & 4.9 \\ & 6.0 \end{aligned}$ | 40.4 | 40.7 |  |
| 5.7 6.0 |  | 42.1 | 41.9 |  |
| 7.9 | 8.4 |  |  |  |
| 10.2 | 10.3 | Compar <br> transi | observ <br> ergies | calculated <br> sixth order |
| 25.2 | 25.4 |  | spect |  |

## Discusgion of observed and calculated spectra

As can be seen from Table 2 and from diagrams $I$ and II, agreement between observed and theoretical spectra is rather good. Differences in relative intensities of the various transitions are small and certainly not appreciably greater thon between different observed spectra. Liemits to the accuracy of refinement are undoubtedly controlled by instrumental resolution and reproducability of the detection system. The set of spectral parameters derived by analysis of the spectrum is as follows:- $\mathrm{c} / \mathrm{s}$.
c/s.

$$
\left.\begin{array}{lll}
\mathrm{H}_{1}=32.68 & \mathrm{~J}_{12}=1.47 & \text { Chemical shifts } \\
\mathrm{H}_{2}=33.00 & \mathrm{~J}_{13}=8.48 & \text { measured with } \\
\mathrm{H}_{3}=1.82 & \mathrm{~J}_{14}=0.36 & \text { respect to an } \\
\text { arbitrary origin }
\end{array}\right]=1.56 \quad \mathrm{~J}_{23}=7.16 \text { at }=2.650 .
$$

Signs of coupling constants: It is notable that we have assumed all coupling constants to be of the same sign in the analysis. In fact some investigations were carried out to determine the relative signs of the coupling constants. A change of sign of any one ortho coupling constant with respect to the sign of the other two was found to lead to serious deviations between theoretical and observed spectra botik in transition energies and intensities. It was therefore concluded that all ortho coupling constants must be ofthe same sign. These coupling constents could therefore have the same sign as, or different sign from, the meta coupling constants. A spectrum was calculated based upon the refined paraneters but with the meta coupling constants given a negative sign. This is corapared with the refined spectrum in diagram VI. The transition energies in each spectrum are seen to agree fairly well but relative intensities in the spectrum with negative meta coupling constants are not consistent with those in the observed spectrum. This result $\mathrm{v}^{\mathrm{s}}$ also found in trial calculations with meta coupling constnnts of different sign. From these calculations it would appear that ortho and meta coupling constants must be of the same sign. No sign was assumed for the
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para coupling constant, this being determined by the refinement process itself, the positive sign being most consistent with the signs of the other parameters. All coupling constants were therefore found to be of the same sign, although the absolute value of the sign could not be derived from the spectrum which is invariant to a simultaneous change in sǐ̧n of all of the coupling constants.

Comparison with the Fieilly-Swalen Method of Spectral Analysis.

The most important step in the analysis of the spectrum of salicylaldehyde is undoubtedly not the use of the programes to refine the calculated spectra, but their use in enabling us to obtain a theoretical spectrum from which assignments can be made. There would seem to be no equivalent step in the Reilly-Swalen method. Diagram VII illustrates the energy level diagram for a four spin system. The transitions represented by solid lines belong to one particular chemical shift term, in the sense that we have previously discussed, the hatched lines belonging to combination transitions. The eight pronounced solid lines in the diagram correspond to the eight transitions upon which we based our initial refinement of the zero order spectrum. It can be seen that these eight transitions alone are insufficient to enable frequency sum rules to be used to initiate refinement.


Energy level diagram for a four spin system.

Apart from the examples used to demonstrate the operation of the method, the programes have been used to solve spectral analysis problems encountered by other workers in the department. So far, the results of two of these investigations have been published:-
(1) "Lignans of : Myristica otoba. The Structures of Hydroxyotobain and Iso-otobain".
by R. Vallace, A.L. Porte, and 風. Hodges. J. Chem. Soc., 1963, 1445.

In this paper, the author's programmes aided the analysis of the P.Mi.R. spectra of the degredation products of certain naturally occurring molecules, this analysis being in part used to determine the following molecular structures:-


(2) "Internal Rotation in p-aitrosodinethylaniline"
by D. D. Vackicol, D. Wallace, and J. C. D. Brand. Trans. Faraday Soc., to be published late 1964 or early 1965.

At room temperature, the aromatic protons of p-nitrosodimethylaniline


Give rise to an $A_{2} X_{2}$ sbectrum. At low temperature, the torsion of the NO group is hinderst, whick removes the magnetic equivalence of
the two protons ortho to the nitroso group. This causes the $A_{2} X_{2}$ spectrun to become an $A_{2} 1 \mathrm{KX}$ spectrum.

## The Interpretation of Cherical Shift and Spin-spin Coupling Constant Paraneters in Terms of Molecular Electronic Structure.

Chapter 5

In the previous chapters the application of the subject of high resolution H.F.R. spectroscopy to the determination of molecular structure has been discussed in sone detail. In this application, the subject has been shown to depend upon the use of a vast collection of empirical chemical shift and spin-spin coupling constant data.

To attempt any form of non-empirical interpretation of these magnetic paraneters, it is necessary to relate the magnitude of the parancters to the electronic structure of nolecules for it is largely this which deternines their magnitude. If such an interpretation can be carried out, the results of the non-empirical interpretation of N.M.R. spectra can be compared with sinilar information derived from other physical and chemical techniques, the sum total of experimental information forming the basis for our chemical concepts. The interpretation of the chemical shift and spin-spin coupling constant parameters will therefore be considered next, so that we might then discuss the interpretation of high resolution N.M.R. spectra from a nore fundamental point of view.

Ramsey ${ }^{20}$ was first to give a complete theory of the chemical shift in molecules. Given a diamagnetic molecule containing N nuclear moments and $n$ electrons, its Haniltonian in the presence of an applied magnetic field $E_{0}$ can be written:-

$$
\begin{equation*}
\mathscr{H}-V=\frac{1}{2 m} \sum_{k=1}^{n}\left(p_{k}+\frac{e}{c} A_{k}^{0}+\frac{e}{C} \sum_{q=1}^{N} A_{k}^{q}\right)^{2} \tag{5.2.1}
\end{equation*}
$$

```
in which \(\quad e=\) electronic charge
    \(c=\) the velocity of light
    \(\mathrm{n}=\) the electron linear momentum operator
    \(\mathrm{m}=\) the electronic mass
```

In this formula $\hat{A}_{k}^{0}=\frac{1}{2}\left(H_{o} \wedge r_{k}\right)$ is the value, at the position $r_{k}$ of the $\mathrm{K}^{\text {th }}$ electron, of the vector potential of the external field $\mathrm{E}_{0}$;

$$
f_{k}^{q}=\left(\mu_{q} \wedge r_{q k}\right) / r_{q \underline{k}}^{3}
$$

is the value, at the same point, of the vector potential produced by the nuclear noment $\mu_{q}$ situated at $i_{q}$. The origin of the vectors $r_{k}$ $r_{q}$ is left unspecified. For an isolated atom it is natural to choose for origin the nucleus of that atom. Clearly all physical results must be independent of the choice of origin, this being a consequence of the general principle of gauge invariance in electromagnetism. In a molecule it may be convenient to select as oriฐin the particular nucleus $\mu_{q}=\mu$ for whick the frequency shift is being calculated. Vis the electrostatic energy of the systen. For brevity we have omitted the magnetic couplings between the electrons, since they are irrelevant to the problez, and we heve also omitted the cieman couplings of the nuclei with the applied field $F_{0}$ and their dipolar couplings. The expansion of (5.2.1) is shown on the next page. T is the kinetic energy of the electrons and $D$ is their dianagnetic energy. These terms play no part in what follows.

$$
\begin{array}{rlr}
\mathcal{H}-V & =\frac{1}{2 m} \sum_{k} p_{k}^{2} & =T \\
& +\frac{e^{2}}{2 m c^{2}} \sum_{k}\left(A_{k}^{0}\right)^{2} & +D \\
& +\frac{e^{2}}{2 m c^{2}} \sum_{k} \sum_{q q^{\prime}} A_{k c}^{q} \cdot A_{k}^{q^{\prime}} & +0_{3} \\
& +\frac{e}{2 m c} \sum_{k}\left(p_{k} \cdot A_{k}^{0}+A_{k}^{0} \cdot p_{k}\right) & +Z_{L} \\
& +\frac{e}{2 m c} \sum_{k} \sum_{q}\left(p_{k} \cdot A_{k}^{q}+A_{k}^{q} \cdot p_{k}\right) & +0_{1}  \tag{5.2.5}\\
& +\frac{e^{2}}{2 m c^{2} \sum_{k} \sum_{q}\left(A_{k}^{0} \cdot A_{k}^{q}+A_{k}^{q} \cdot A_{k}^{0}\right)} & +0_{2}
\end{array}
$$

$$
\begin{equation*}
Z_{L}=\frac{e}{2 n c} \sum_{k}\left(p_{k} \cdot A_{k}^{o}+A_{k}^{0} \cdot p_{k}\right)=\beta_{0} \cdot L \tag{5.2.2}
\end{equation*}
$$

is the orbital ceeman energy of the electrons. $O_{1}$ is the magnetic coupling between the $n$ electrons and the $N$ nuclei.

$$
\begin{equation*}
0_{1}=2 \beta \sum_{k} \sum_{q} \frac{\mu_{k} \cdot 1}{r_{q k}^{3}} \quad \text { with } h_{q k}=r_{q k} \wedge p_{k} \tag{5.2.3}
\end{equation*}
$$

$0_{2}$ and $0_{3}$ are particularly interesting. The first is bilinear with respect to $\mathrm{H}_{0}$ and $\mu_{q}$ and the second bilinear in $\mu_{q}$ and $\mu_{q}^{\prime}$.

$$
\begin{equation*}
0_{2}=\frac{e}{2 m c^{2}} 2 \sum_{k} \sum_{q}\left(H_{0} \wedge r_{q k}\right) \cdot\left(\mu_{q} \wedge r_{q k}\right) / r_{q k}^{3} \tag{5.2.4}
\end{equation*}
$$

The term $\mathrm{C}_{2}$ represents the coupling between the nuclear moments and the magnetic field induced by "Larmor precession" of the electrons in the applied field $H_{0}$. The term $0_{3}$ is given by

$$
\begin{equation*}
0_{3}=\frac{e^{2}}{2 m c^{2}} \sum_{k} \sum_{q q^{\prime}} \frac{\left(\mu_{q} \wedge r_{q k}\right) \cdot\left(\mu_{q^{\prime}} \wedge r_{q^{\prime} k}\right)}{r_{q}{ }_{q} \mathbf{r}^{3} q^{\prime} k} \tag{5.2.6}
\end{equation*}
$$

The chemical shift (and also the indirect interactions) correspond to small modifications of the energy of the system and are calculated by perturbation theory. Furthermore the smallness of the chemical shift is such that it is usually unobservable except in liquid or gaseous samples in which the molecules rotate rapidly. Without specifying how this rotation should be described, we shall represent the ground state of the molecule by the symbol|0 $\lambda$ ), where $\lambda$ refers to the orientation of the molecule and $|0|$ to its other degrees of freedom (electronic and possibly vibrational states). Ina diamagnetic substance the only terms of the Eamiltonian other than $V, T$, and $D$ for which the expectation value $\left(0\left|\mid C\right.\right.$ ) does not vanish are $0_{2}$ and $0_{3}$. The former, bilinear in $\mu_{q}$ and $H_{0}$, clearly provides a contribution to the chemical shift. If we select as origin that particular nucleus for which the shift is being colculated so that $r$ ok becomes just $r_{k}$, the first order change in energy is

$$
\begin{equation*}
\left\langle 0_{2}\right\rangle=\frac{e^{2}}{2 m c^{2}}\left(0 \lambda\left|\sum_{k} \frac{\left(H^{0} \wedge r_{k}\right) \cdot\left(\mu \wedge r_{k}\right)}{r_{k}^{3}}\right| 0 \lambda\right) \tag{5.2.7}
\end{equation*}
$$

This expression can be rewritten as $\left\langle 0_{2}\right\rangle=\mu \cdot \stackrel{\leftrightarrow}{d} \cdot H^{0}$. (The subscript $d$ stands for diamagnetic.) In this expression the tensor $\frac{H}{d}$ can be decomposed into a traceless part $\underset{\frac{\mathrm{c}}{\mathrm{d}}}{\mathrm{m}}$ with
and a scalar part $\underset{\alpha}{\stackrel{-}{A}}$ given by $\underset{{ }_{\alpha}^{\prime \prime}}{\stackrel{\prime \prime}{\prime \prime}}=\sigma_{d} \delta$ pq in which

$$
\begin{equation*}
\sigma_{d}=\frac{e^{2}}{3 m c^{2}}\left(0 \lambda\left|\sum_{k}^{1} \frac{1}{r_{k}}\right| 0 \lambda\right) \tag{5.2.9}
\end{equation*}
$$

$\sigma_{d}$ is independent of the rotational state of the molecule, which need not be specified, and can be written

$$
\begin{equation*}
\sigma_{d}=\frac{e^{2}}{3 m c^{2}}\left(0 \mid \sum_{k}^{1}-10\right) \tag{5.2.10}
\end{equation*}
$$

 various rotational states $\mid \lambda$ ) clearly vanishes, and in a liquid where the molecule passes very rapidly from one state $\mid \lambda$ ) to another, so that only the average over the states is observable, $\stackrel{H}{4}_{\frac{M}{d}}^{\prime}$ makes no contribution to the chemical shift, and the change in the Zeeman energy of the nucleus is $\sigma_{d} \cdot \mu \cdot H^{o}$. In contrast to this, in molecular beam experiments where collisions are negligible and molecules are in well defined rotational states $\mid \lambda)$, the effect of
 positive, decreasing the applied field $H_{n}^{0_{n}^{A T} b y}$ an amount $\sigma_{d} H^{0}$, whence its name of "diamagnetic shielding constant". A rough estimate of the order of magnitude of $\sigma_{d}$ follows from the observation that $e^{2} / \mathrm{mc}^{2}=r_{0}$, the classical radius of the electron $=a_{0} /(137)^{2}$ where $a_{0}$ is the radius of the first Bohr orbit of the hydrogen atom. If one assumes that $\left(0\left|1 / r_{k}\right| 0\right)$ is of the order of $1 / a_{0}$, values of $\sigma_{d}$ between $10^{-4}$ and $10^{-5}$ must be expected.

It is possible to obtain another energy expression $\Delta$, bilinear in $\mu$ and $\mathbb{F}^{\circ}$, and thus contributing to the chemical shift, by combining, through secend order perturbation theory, a term $A$ of (5.2.5) proportional to $\mu$ with a term $\mathbb{R}$ proportional to $\mathbb{H}^{0}$. There is in fact only one such term

$$
\begin{equation*}
\Delta=\sum_{n}^{\prime} \frac{\left(0\left|0_{1}\right| n\right)\left(n\left|Z_{L}\right| 0\right)}{E_{0}-E_{n}} \tag{5.2.11}
\end{equation*}
$$

By defining the purely orbital operator

$$
\begin{equation*}
C=\frac{\mid n)(n \mid}{E_{0}-E_{n}} \tag{5.2.12}
\end{equation*}
$$

$\Delta$ can then be expressed as follows

$$
\begin{equation*}
\Delta=2 \beta^{2} \sum_{k}\left(0 \lambda \left\lvert\,\left(L \cdot H^{0}\right) c\left(\frac{\mu \cdot 1_{k}}{r_{k}^{3}}\right) 0 \lambda\right.\right) \tag{5.2.13}
\end{equation*}
$$

 p standing for paramagnetic) with a traceless part

$$
\begin{equation*}
\underset{\sim}{{\underset{m}{m n}}_{\prime}^{\prime}}=2 \beta^{2} \sum_{k}\left(0 \lambda\left|L^{m} C \frac{\mathbf{1}_{k}^{n}}{r_{k}^{3}}-\frac{1}{3} \frac{L C \cdot 1_{k}}{\mathbf{r}_{k}^{3}}\right| 0 \lambda\right) \tag{5.2.14}
\end{equation*}
$$

and a scalar part $\frac{\stackrel{\mu}{p}_{\prime \prime \prime}^{\prime \prime}}{\mu_{n}}=\sigma_{p m n} \delta_{m n}$, where

$$
\begin{equation*}
\sigma_{p}=\frac{2 \beta^{2}}{3} \sum_{k}\left(0\left|\frac{\mathrm{~L}^{\mathrm{Cl}} \underline{l}_{s}+1_{\mathrm{k}^{\prime}} \mathrm{CL}}{\mathbf{r}_{\mathrm{l}}^{3}}\right| 0\right) \tag{5.2.15}
\end{equation*}
$$

The index $\lambda$ is omitted in (5.2.15) because the scalar

$$
\left[\left(\mathrm{L} . \mathrm{Cl}_{\mathrm{ls}}\right)+\left(1_{\mathrm{k}} \cdot \mathrm{CL}\right)\right] / \mathrm{r}_{\mathrm{k}}^{3}
$$

is independent of it. In the same way as for the cimagnetic correction, the contribution of the anisotropic part to the frequency shift vanishes in a liquid.

The calculation of the paramegnetic shielding constant $\sigma_{p}$ is far more difficult than that of $\sigma_{d}$ for it requires, through the operator C, the lnowiedge of the excited states of the molecule.

Both $\sigma_{d}$ and $\sigma_{p}$ depend upon the origin chosen for the vectors $r_{k}$ in the expression $\frac{1}{2}\left(H^{0} \wedge r_{k}\right)$ of the vector potential $A_{k}^{0}$, whilst their sum, $\sigma=\sigma_{d}+\sigma_{p}$, which is a measurable quantity, is naturally independent of it. The magnetic shielding constant is related to the chemical shift as described in chapter 1.

## Theory of The Spin-Spin Coupling Constant 5.3

The Eamiltonian (5.2.5) contains a term bilinear with respect to the nuclear moments of the molecule, namely the term $0_{3}$, the corresponding nuclear coupling being simply $\left\langle 0_{3}\right\rangle=\left(\sum_{0}\left|0_{3}\right| S_{0}\right)$, where $\sum_{2} S_{0}$ is the wavefunction of the ground state of the molecule. Although a first order term, $\left\langle 0_{3}\right\rangle$ is very small. This is essentially because $0_{3}$ is a sum of one electron operators:-

$$
\frac{\left(\mu_{A} \wedge \mathbf{r}_{A k}\right) \cdot\left(\mu_{\mathrm{E}} \wedge \mathbf{r}_{\mathrm{BB}}\right)}{\mathbf{r}_{\mathrm{Ak}}^{3} \mathbf{r}_{\mathrm{BL}}^{3}}
$$

so that when the first factor $\left(\mu_{A} \wedge r_{A k}\right) / r_{A k}^{3}$ is relatively large, the electron $s$ being near the nuclear moment $\mu_{A}$, the second one is necessarily small. Besides the first order term $\left\langle 0_{3}\right\rangle$, other contributions to the spin-spin coupling may be obtained from second order perturbation theory. There is only one second order term, $\left({ }_{2} S_{0}\left|0_{2} \mathrm{CO}_{2}\right|{ }_{2} S_{0}\right)$ where C is the operator (5.2.12). Just as was the case with $\sigma_{p}$, this term also depends upon a knowledge of the excited states of the molecule.

A mechanism of spin-spin coupling other than the orbital mechanism which we have just described has been put forward by Ramsey and Purcelll. This mechanism depends upon polarization of the electron spins of the diamagnetic molecule by the nuclear spin noments. Because of unequal polarization due to different orientations of the nuclear and electronic spins, a hyperfine magnetic field due to the electrons is thought to exist at the nuclear site. Contributions to nuclear spin-spin coupling arising from this mechanism are expected to be much greater than from the orbital coupling.

$$
\begin{aligned}
& \text { Calculation of Chemical Shifts } \\
& \text { and Spin-spin Coupling Constants } 5.4
\end{aligned}
$$

Although the theory underlying the calculation of chemical shift and spin-spin coupling constant parameters is well understood, the actual calculation of these parameters pre-supposes a lmowledge of both the ground state and excited state electronic wavefunctions of the molecule. In the majority of cases, our lnowledge of ground state electronic wavefunctions is somewhat scanty, and that of the excited state wavefunctions is almost non-existent, so that values calculated for chemical shifts and spin-spin coupling constants have, at best, a considerable degree of error.

The appearance in the theory of excited state electronic wavefunctions arises as a result of formulating the theory in terms of RayleighSchrodinger perturbation theory. This complex form of expression has been circumvented by employing variational perturbation theory although sometimes this amounts to little more than selecting one particular excited state wavefunction as the variational perturbation. This can only be justified if the perturbation takes a particularly simple form.

Although the direct calculation of chemical shifts and spin-spin coupling constants is, in all but the simplest cases, extremely difficult, the amount of lmowledge which has accumulated as a result of such calculations is extremely great. In particular, a good understanding of the relative importance of the various factors contributing to the chemical shift and coupling constant parameters has been developed. The present state of the methods of calculating chemical shifts and spin-spin coupling constants is clearly illustrated in two recent papers by Pople ${ }^{24}$ and by Pople and Santry. In the next chapter we shall be concerned with the calculation of the chemical shift parameter in the hydrogen and hydrofen deuteride molecules.

Effects of Isotopic Substitution on the Magnetic Shielding Constants of Nuclei:

Contribution of Nuclear Quadrupole Coupling.

Chapter 6

It has been shown ${ }^{26}$ that, when the group $-\mathrm{CH}_{2}$ - in certain organic molecules is replaced by $-C B D-$, then the chemical shift of the proton within the group is moved upfield by a few parts per million. This increase in chenical shift must result from a small increase in the mag.etic shielding constant of the proton. It has been suggested ${ }^{27}$ that the primary cause of this increase is the different vibrational amplituce of the $D$ and $H$ atous in the molecule.

Gutowslyy ${ }^{2 r_{7}}$ as also pointed out that the effects of the quadrupolar interaction of the deuteron might be partly responsible for the observed change in shielding constant. In this chapter we shall investigate, in a simple way, the contributions of various effects, including quadrupolar coupling, to the observed changes in magnetic shielding constants.

If quadrupolar coupling of the deuteron is important in causing the observed change in shielding constant, then it should have greatest effect in a molecule in which the deuteron is directly bonded to the hydrogen atom as in hydrogen deuteride, rather than in one in which it is one bond removed, as in the -CHD - group of an organic molecule. For simplicity and convenience, our attention will therefore be restricted to the molecules $\mathrm{H}_{2}$ and HD .

We shall relate the difference between the proton magnetic shielding constants in these nolecules to a change in the orbital exponent of the hydrogen atom electronic wavefunctions. From this change we shall compute, in an approximate way, the resulting change in the electronic energy of the molecule. The quadrupolar interaction of the deuteron will then be shown to contribute insignificantly to this change in electronic energy, contributions due to the different vibrational energies of $\mathrm{H}_{2}$ and सD bein ghown to be sufficient to cause the calculated change.

The conclusions drawn from these calculations will be extended to explain changes in the magnetic shielding constants of protons resulting from isotopic substitution in larger molecules.

Differences in Magnetic Shielding Constants of the Protons in $\mathrm{H}_{2}$ and $E D$

The nomenclature used to describe the hydrogen and hydrogen deuteride molecules can be understood by making reference to the following diagram:-

$A$ and $B$ are the sites of the nuclei.
$R$ represents the internuclear distance.
$r_{h_{i}}$ and $r_{E}$ are the position vectors of the electron with position $P$.
As described in chapter 5.2, the nagnetic shielding constant of nucleus $A$ or $B$ is given by

$$
\sigma=\sigma_{d}+\sigma_{p}
$$

Now, from equation (5.2.10), we see that $\sigma_{d}$ is proportional to $\left\langle\frac{1}{r}\right\rangle$ for the electrons, whereas $\sigma_{p}$ is proportional to $\left\langle\frac{1}{r} 3\right\rangle$. It follows that $\sigma_{d}$ for, say, nucleus $A$, must be much more susceptible to small changes in electronic environment which occur at some distance from nucleus $A$ than will $\sigma_{p}$.

In the hydrogen deuteride molecule, if nucleus $B$ is regarded as being the deuteron, then the nuclear quadrupole- electron interaction, which is dependent upon $\left\langle 1 / r_{B}^{3}\right\rangle$, will cause only a small perturbation. of the electrons in the vicinity of nucleus B. The effects of this perturbation upon $\left\langle 1 / r_{A}^{3}\right\rangle$ will be much smaller than upon $\left\langle 1 / r_{A}\right\rangle$.. To a good degree of approximation the quadrupolar interaction of the deuteron is therefore expected to cause a change primarily in the diamagnetic shielding constant, $\sigma_{d}$, of the proton. In what follows we shall restrict our calculations to those of $\sigma_{d}$.

Re-stating equation (5.2.10), we have:-

$$
\begin{equation*}
\sigma_{d}=\frac{e^{2}}{3 m c^{2}}\left(0\left|\sum \frac{1}{r_{A i}}\right| 0\right) \tag{6.2.1}
\end{equation*}
$$

Choosing as ground state electronic wavefunction the antisymmetrized Slater function:-

$$
\mid 0)=\frac{1}{(2)^{\frac{1}{2}}}\left\|\begin{array}{ll}
\varphi(1) \alpha(1) & \varphi(2) \alpha(2)  \tag{6.2.2}\\
\varphi(1) \beta(1) & \varphi(2) \beta(2)
\end{array}\right\|
$$

and regarding the two molecular electrons as being equivalent, $\sigma_{d}$ can be expressed:-

$$
\begin{equation*}
\sigma_{d}=\frac{2 e^{2}}{3 m c^{2}}\left(\varphi_{1}\left|\frac{1}{r_{A 1}}\right| \varphi_{1}\right)=3.55 \times 10^{-5}\left(\varphi_{1}\left|\frac{1}{r_{A l}}\right| \varphi_{1}\right) \tag{6.2.3}
\end{equation*}
$$

Choosing $\varphi_{1}$ to have the simple form:-

$$
\varphi_{1}=\mathrm{N}_{1}\left(\mathrm{e}^{-\mathrm{kr} \mathrm{Al}}+\mathrm{e}^{-\mathrm{kr}}\right)
$$

the natrix element ( $\varphi_{1}\left|1 / r_{A 1}\right| \varphi_{1}$ ) can be evaluated by use of spheroidel co-ordinates. Its value is given by:-

$$
\begin{equation*}
\left(\varphi_{1}\left|\frac{1}{r_{A 1}}\right| \varphi_{1}\right)=\frac{k(1+k R)\left[2 e^{-k R}-\frac{1}{k R}\left(1-e^{-2 k R}\right)\right]}{2\left[1+e^{-k R R}\left\{1+k R+\frac{\left(\frac{k R}{3}\right)^{2}}{3}\right\}\right]} \tag{6.2.4}
\end{equation*}
$$

A small increment $d$ in $d$ will give rise to a small increment in the matrix element, given by:-

$$
\begin{equation*}
\Delta\left(\varphi_{1}\left|\frac{1}{\mathbf{r}_{A 1}}\right| \varphi_{1}\right)=\frac{\Delta \sigma_{d}}{3.55 \times 10^{-5}} \tag{6.2.5}
\end{equation*}
$$

Viamett ${ }^{28}$ has measured the differences in shielding constant between the deuterium nolecule and the hydrogen molecule, and between the deuterium nolecule and hydrogen deuteride. The observed differences are as follows:-

$$
\begin{aligned}
\sigma D_{2}-\sigma H_{2} & =0.7 \times 10^{-7} \\
\sigma D_{2}-\sigma H D & =0.5 \times 10^{-7}
\end{aligned}
$$

From these measurements we obtain:-

$$
\Delta \sigma_{H_{2}} \longrightarrow \mathrm{HD}=\sigma \mathrm{HD}-\sigma \mathrm{H}_{2}=0.2 \times 10^{-7}
$$

Using this value for $\Delta \sigma_{d}$, it follows from equation (6.2.5) that

$$
\left(\varphi_{1}\left|\frac{1}{r_{\mathrm{Al}}}\right| \varphi_{1}\right)=0.00056\left(\mathrm{a} . \mathrm{u}_{0}\right)^{-1}
$$

We conclude from this calculation that the effect which causes the increase in magnetic shielding constant in going from $\mathrm{H}_{2}$ to HD must increase the matrix element by the amount calculated. From equation (6.2.4) we see that this increase in the matrix element could arise from a change in $R$ or a change in $k$. We shall examine each of these possibilities in turn.

## Effect of a Small Variation in $R$ upon $\left(\varphi_{1}\left|\frac{1}{r_{A l}}\right| \varphi_{1}\right) \quad 6.3$

The equilibrium internuclear distance in $\mathbb{H}_{2}$ and in $H D$ are given by:-

$$
\begin{array}{ll}
\mathrm{H}_{2} & \mathrm{R}_{\mathrm{e}}=0.7414 \AA=1.4015 \text { a.u. } \\
\mathrm{HD} & \mathrm{R}_{\mathrm{e}}=0.7415 \AA=1.4017 \text { a.u. }
\end{array}
$$

With the orbital exponent $k$ equal to $1.2350^{30}$, we calculate that:-

$$
\begin{aligned}
& \left(\varphi_{1}\left|\frac{1}{r_{A l}}\right| \varphi_{1}\right)_{\left(R_{e}=1.4015 \text { a.u. }\right)}=0.9280 \quad(\text { a.u. })^{-1} \\
& \left(\varphi_{1}\left|\frac{1}{r_{A l}}\right| \varphi_{1}\right)\left(R_{e}=1.4017 \text { a.u. }\right)=0.9280 \quad(\text { a.u. })^{-1}
\end{aligned}
$$

It can be seen that the small difference in internuclear distance between $\mathbb{E}_{2}$ and $H D$ cannot be responsible for the observed difference in proton racnetic shielding constant. Marshall and Pople come to the same conclusion regarding the variation of $\sigma$ with internuclear distance.

Effect of a Small Variation in $k$ upon $\left(\varphi_{1}\left|\frac{1}{\mathbf{r}_{\mathrm{Al}}}\right| \varphi_{1}\right) \quad 6.4$

Assuming $R_{e}=1.4015$ a. u., a small increase in $k$ results in the following increase in the matrix element:k
$\left(\varphi_{1}\left|\frac{1}{r_{A 1}}\right| \varphi_{1}\right)$
1.23500
0.92802
1.23550
0.92830

For the required increase in the matrix element of $0.00056(\text { a.u. })^{-1}$, $t$ must increase by 0.001 .

An increase in $k$ by this amount will cause a change in the electronic energy of the molecule. Neglecting electron-electron repulsion terms, the increase in the electronic energy of the molecule resulting from an increase in $k$ of 0.001 is calculated to be $-4 \times 10^{-4}$ a.u.

From these very simple calculations we conclude that the effect which leads to the observed dipference in magnetic shielding constant between $H_{2}$ and HD must perturb the electronic energy by about $10^{-4}$ a.u.

## Perturbation of the Electronic Energy

Caused by Nuclear Quadrupole Coupling.

The theory of the interaction between the nuclear quadrupole moment and the molecular electric field will be discussed in section 2.

For a nucleus with spin $I=1$, such as the deuteron, interaction between the quadrupole moment of the deuteron and the molecular electric field leads to two nuclear quadrupolar energy levels given by

$$
\mathrm{E}_{1}=\frac{\mathrm{e}^{2} \mathrm{qQ}}{4} \quad \mathrm{E}_{0}=-\frac{\mathrm{e}^{2} q Q}{2}
$$

Ramsey et al. have measured the quadrupolar coupling constant of the deuteron in $H D$ and report the value:-

$$
\frac{\mathrm{e}^{2} \mathrm{qQ}}{2 \mathrm{~h}}=-22,454 \pm 6 \mathrm{c} / \mathrm{s}
$$

It follows that

$$
\begin{aligned}
& \mathrm{E}_{0}=3.34 \times 10^{-15} \text { a.u. } \\
& \mathrm{E}_{1}=-1.67 \times 10^{-15} \text { a.u. }
\end{aligned}
$$

The magnitude of the nucleus-electron electrostatic interaction energy must therefore be perturbed by approximately $10^{-15} \mathrm{a}$.u. by quadrupolar coupling of the deuteron. This is much smaller than the $10^{-4} \mathrm{a} . \mathrm{u}$. perturbation which we calculated necessary to account for the observed difference between the magnetic shielding constant of the proton in $H_{2}$ and that in FD .

Although this result seems to constitute the answer to the problem which we set out to solve, it is of interest to examine the validity of our approach by calculating the difference in the vibrational perturbation of the electronic energy of the hydrogen and hydrogen deuteride molecules.

## The Vibrational Ground State Energy Levels of $H_{2}$ and $\mathrm{HD} \quad 6.6$

According to Herzberg ${ }^{33}$, the ground state vibrational energy levels of the hydrogen and hydrogen deuteride molecules are given by:-

$$
\begin{aligned}
& \mathrm{G}\left(\frac{1}{2}\right)_{\mathrm{H}_{2}}=2170 \mathrm{~cm}^{-1} \\
& \mathrm{G}\left(\frac{1}{2}\right)_{\mathrm{Hi}}=1884 \mathrm{~cm}^{-1}
\end{aligned}
$$

The energy difference between these levels is

$$
\mathrm{E}=\mathrm{G}\left(\frac{1}{2}\right)_{\mathrm{ZD}}-\mathrm{G}\left(\frac{1}{2}\right)_{\mathrm{H}_{2}}=-286 \mathrm{~cm}^{-1}=-13 \times 10^{-4} \mathrm{a} \cdot \mathrm{u}
$$

which is of the same order of magnitude as the $-4 \times 10^{-4} \mathrm{a}$.u. difference in electronic energy which we calculated necessary to account for the difference in the magnetic shielding constant of the proton. It follows that the difference in the vibrational perturbation energy of the hydrogen and hydrogen deuteride molecules is sufficient to account for the difference in the magnetic shielding constant. ${ }^{34}$

In accounting for the difference in the proton chemical shift in the hydrogen and hydrogen deuteride molecules, we have shown that the contribution to this difference arising from nuclear quadrupolar coupling is insignificant with respect to that arising from vibrational perturbation of the electronic energy.

In organic molecules in which the perturbing influence of the deuteron upon the electronic environment of the proton is less than than in hydrogen deuteride, isotopic displacement of the proton chemical shift due to deuteron quadrupolar coupling must certainly be insignificant with respect to that caused by vibrational perturbation of the electrons.

Most of the research which we have so far described was carried out during the author's first fifteen months of research. Towards the end of this initial period, the seriousness of the difficulties encountered in the non-empirical interpretation of chemical shifts and spin-spin coupling constants had been fully realized. As the author's interests were centred mainly around the interpretation of the experimental paraneters in terms of electronic structure, there seemed little to be gained by continuing a study N.M.R. spectra. In adcition, the related field of N.Q.R. spectroscopy appeareci to have greater potential as a tool for studying electronic enviroment. Of particular interest to us, was the possible application of the technique to problems in transition metal chemistry. The results of Mossbauer, microwave, electron spin resonance, and N.Q.R. measurements supported the idea.

With the help of a grant fron the Royal Society and with the aid of departmental funds, it became possible to initiate research in N.Q.R. spectroscopy by building a spectrometer to observe resonances. The material presented in the second section of this thesis cescribes the progress which we have made in both practical and theoretical aspects of this subject.

Nuclear Quadrupole Resonance Spectroscopy
$\qquad$

## Section B

Nuclear quadrupole resonance, like nuclear magnetic resonance, is a branch of spectroscopy which provides information concerning electronic distribution in atoms and molecules. Unlike nuclear magnetic resonance spectroscopy, in which primary splitting of the nuclear spin levels is due to interaction of the nucleus with the externally applied magnetic field, the primary splitting of the nuclear levels due to nuclear quadrupolar interaction is due to the electrostatic field gradient set up by the electrons of the molecule. Splitting of the nuclear spin levels due to nuclear quadrupolar interaction is therefore much more sensitive to the electronic environment of the nucleus than is splitting due to nuclear magnetic interaction. By performing suitable experiments; three parameters related to the electronic environment of the nucleus may be derived fron nuclear quadrupole resonance spectra. These are:-
(a) The directions of the principal axes of the electrostatic field gradient tensor at the nuclear site.
(b) The magnitude of the greatest component of this tensor.
(c) The degree of asymatry of the electrostatic field gradient at the nuclear site.

The interest of the chemist in nuclear quadrupole resonance spectroscopy is very much centred around the interpretation of these parameters in terms of molecular and electronic structure。

Before discussing the detection of nuclear quadrupole resonance and the interpretation of spectra we shall outline the theory of the interaction of the nuclear quadrupole monent with the atomic and molecular electric field in order to illustrate the experimental requirements of nuclear quadrupole resonance spectroscopy and the type of information we might expect to derive from such spectra.

## Theory of The Nuclear Quadrupole-

Electron Interaction in Atoms.

If we describe the nucleus and electron cloud distribution in an atom as two charge distributions $\rho_{n}\left(r_{n}\right)$ and $\rho_{e}\left(r_{e}\right)$, their mutual electrostatic energy is given by

$$
\begin{equation*}
W_{E}=\iint \frac{\rho_{n}\left(r_{n}\right) \rho_{e}\left(r_{e}\right)}{\left|r_{n}-r_{e}\right|} d r_{n} d r_{e} \tag{2.1.1}
\end{equation*}
$$

which can be expanded by means of the formula

$$
\begin{equation*}
\frac{1}{\left|r_{n}-r_{e}\right|}=4 \pi \sum_{i=0}^{\infty} \sum_{m=-i}^{+l} \frac{1}{2 l+1} \cdot \frac{r_{l}^{2}}{r_{>}^{2+1}} Y_{2}^{m_{2}^{*}}\left(\theta_{n} \varphi_{n}\right) Y_{l}^{m}\left(\theta_{e} \varphi_{e}\right) \tag{2.1.2}
\end{equation*}
$$

to give the following expansion of (2.1.1):-
in which the symbols $r_{<}$and $r_{>}$mean that the larger of the two numbers $r_{e}$ and $r_{n}$ is in the denominator, and the smaller in the numerator. If the small penetration of the electron inside the nucleus is neglected, this contribution having negligible effect upon the interaction in any case, we may assume $r_{e}>r_{n}$ and write

$$
\begin{align*}
& W_{E}=\sum_{i=0}^{\infty} \sum_{m=1}^{+l} \frac{4 \pi}{2 l+1} \int \rho_{n}\left(r_{n}\right) r_{n}^{\eta} Y_{2}^{m *}\left(\theta_{n} \varphi_{n}\right) d r_{n} \int \rho_{e}\left(r_{e}\right) r_{e}^{-(\eta+1)} Y_{2}^{m}\left(\theta_{e} \varphi_{e}\right) d r_{e} \\
& \text { Putting:- } \quad A_{Z}^{m^{*}}=\sqrt{\frac{4 \pi}{2 l+1}} \int \rho_{n}\left(r_{n}\right) r_{n} Y_{2}^{m^{*}}\left(\theta_{n_{n}} \varphi_{n}\right) d r_{n} \\
& B_{\imath}^{m}=\sqrt{\frac{4 \pi}{2 l+1}} \int \rho e^{\left.\left.\left(r_{e}\right) r_{e}^{-(l+1)} Y_{\imath}^{m}\left(\theta_{e} \varphi_{e}\right) d r_{e}\right] .\right] . ~} \tag{2.1.3}
\end{align*}
$$

we have:-

$$
W_{\mathbb{Z}}=\sum_{l=0}^{\infty} \sum_{m=-l}^{+l} A_{l}^{m^{*}} B_{l}^{m}
$$

We may transform to quantum mechanics simply by specifying $\rho_{n}\left(\mathbf{r}_{\mathbf{n}}\right)$ and $\rho_{e}\left(r_{e}\right)$ quantum mechanically. If the state of the nucleus is described by a wavefunction $\operatorname{sen}_{S_{n}}\left(R_{1}, R_{2}, \ldots R_{A}\right)$ of the coordinates of its A nucleons, the nuclear charge density can be written as the expectation value of the density of charge operator at the point $r_{n}$ :-

$$
\begin{equation*}
\rho_{n}\left(r_{n}\right)=\left(\sum_{n}\left|\sum_{i=1}^{A} e_{i} \delta\left(r_{n}-R_{i}\right)\right| \frac{2 S}{n}\right) \tag{2.1.4}
\end{equation*}
$$

where $e_{i}=e$ for a proton and zero for a neutron. From (2.1.3) and (2.1.4), $\mathbb{A}_{2}^{m}$ can be written as the expectation value $\mathbb{A}_{l}^{m}=\left\langle\mathcal{A}_{2}^{m}\right\rangle$, in which the nuclear operator $\mathcal{A}_{2}^{m}$ is defined by

$$
\begin{equation*}
=\sqrt{\frac{4 \pi}{2 l+1}} \sum_{i=1}^{A} e_{i} R_{i} Y_{l}^{m}\left(\theta_{i} \varphi_{i}\right) \tag{2.1.5}
\end{equation*}
$$

$R_{i}, \theta_{i}, \varphi_{i}$ being the polar coordinates of the A nucleons. Similarly $B$ is the expectation value of the electron operator :-

$$
\begin{equation*}
B_{2}^{m a}=-e \sqrt{\frac{4 \pi}{2 l+1}} \sum_{i=1}^{N} r_{i}^{-(l+1)} Y_{2}^{m}\left(\theta_{i} \varphi_{i}\right) \tag{2.1.6}
\end{equation*}
$$

where $r_{i}, \theta_{i}, \varphi_{i}$ are the coordinates of the $N$ electrons. The energy of electrostatic interaction between the electrons and the nucleus is then the expectation value of a Haniltonian

$$
\begin{equation*}
\mathscr{H}_{E}=\sum_{l=0}^{\infty} \sum_{m=i}^{+\tau} \mathcal{A}_{2}^{\mathrm{m}^{*}} B_{l}^{m} \tag{2.1.7}
\end{equation*}
$$

From the definitions (2.1.5) and (2.1.6), it is clear that the operators $\mathcal{A}_{2}^{m}$ and $\beta_{2}^{m}$ transform under rotation of the coordinate axes in the sane way as spherical harmonics of order $l$. The tensor operator $\mathcal{A}$ with $2 \mathcal{l}+1$ components $\mathcal{A}_{l}^{\text {II }}$ is called the multipole moment of order $l$ of the nucleus. The quadrupole moment of a nucleus depends only upon the expectation value $A_{i}^{m}=\left\langle\mathcal{H}_{2}^{m}\right\rangle$ of the nuclear multipole operator over the wavefunction of the nuclear ground state, that is, $\mathcal{I}$ is a constant. Concerning the matrix elements of $\mathcal{A}_{i}^{\mathcal{M}}$, odd values of 2 are forbidden if we assume, as seems well established experimentally, that stationary nuclear states have well defined parities.

Further information and limitation on the values of the matrix elements of the nuclear multipole operators results from their tensor character and is largely based upon the figner-Eckart theorem ${ }^{l}$; which states that the set of matrix elements for any tensor operator differs from the set for any other tensor operator $\mathcal{A}_{2}^{\prime}$ only by a constant factor represented by the reduced matrix element ( $\left.\alpha J\left\|\mathcal{A}_{\imath}\right\| \alpha^{\prime} J^{\prime}\right)$. More precisely, it can be shown that a matrix element such as ( $\alpha^{\prime} J^{\prime} M^{\prime}{ }^{\mathrm{m}} \alpha J M$ ), where $M=J_{Z}, M^{\prime}=J_{z}^{\prime}$, is equal to
$\left(\alpha^{\prime} J^{\prime} M^{\prime}\left|A_{2}^{m}\right| \alpha J M\right)=\left(J\left\lceil M m \mid J J^{\prime} M^{\prime}\right)\left(\alpha^{\prime} J^{\prime}\left\|\mathcal{A}_{2}\right\| \alpha J\right)\right.$
on R.H.S.
where the first factor is the Clebsh-Gordan coefficient for the coupling of angular momenta. It follows from the well known properties of this coupling that for the matrix element (2.1.8) to be different from zero, it is necessary that

$$
\left|J-J^{\prime}\right| \leqslant l \measuredangle\left|J+J^{\prime}\right|
$$

It follows that for a nucleus of spin $I(0 \leqslant \ell \leqslant 2 I)$, $A_{Z}^{m}$ will only be different from zero if $\ell \leqslant 2 I$. Thus nuclei of spin $I \geqslant 1$ will have quadrupole moments, nuclei with $I \neq 2$ will have moments of order 4 , etc.. The term $\mathcal{Z}=0$ of the electrostatic interaction between electron and nucleus corresponds to coupling with a point charge Ze. Since the nuclear radius $R$ is much smaller than the electronic radius $a$, the various terms of $W_{E}$, as given by equation (2.1.3), decrease rapidly, roughly as $(\mathrm{R} / \mathrm{a})^{2}$.

Only quadrupolar interactions will be considered from now on. The components $\mathscr{R}_{2}^{m}$ of the nuclear quacrupole moment operator can be rewritten as:-

$$
\left.\begin{array}{l}
\mathcal{A}_{2}^{ \pm 2}=\frac{(6)^{\frac{1}{2}}}{4} \sum_{i} e_{i}\left(x_{i} \pm i y_{i}\right)^{2} \\
\mathcal{A}_{6}^{ \pm 1}=\frac{(6)^{\frac{1}{2}}}{2} \sum_{i} e_{i} z_{i}\left(x_{i} \pm i y_{i}\right)  \tag{2.1.9}\\
\mathcal{A}_{2}^{0}=\frac{1}{2} \sum_{i} e_{i}\left(3 z_{i}^{2}-R_{i}^{2}\right)
\end{array}\right]
$$

According to the Wigner-Eckart theorem, the of have, for a nuclear state of spin $I$, within the manifold of the $2 I+1$ substates, $I_{z}=m$, the same matrix elements as the Hermitian tensor operator formed from the components of the vector I:-

$$
\begin{aligned}
& Q_{2}^{ \pm 2}=\frac{(6)^{\frac{1}{2}}}{4} \sum_{i} e_{i} I_{i \pm}^{2} \\
& Q_{2}^{ \pm 1}=\frac{(6)^{\frac{1}{2}}}{4} \sum_{i} e_{i}\left[I_{z_{i}} I_{ \pm}+I_{ \pm} I_{z_{i}}\right] \\
& Q_{2}^{0}=\frac{1}{2} \sum_{i} e_{i}\left[3 I_{z_{i}}^{2}-I_{i}\left(I_{i}+1\right)\right]
\end{aligned}
$$

Since details of nuclear structure are not sufficiently well known to make use of $\mathcal{A}_{2}^{m}$ in this form, these relations are nomally expressed in the following way:-

$$
\begin{aligned}
& Q_{2}^{ \pm 2}=\alpha \frac{(6)^{\frac{1}{2}}}{4}\left(I_{ \pm}\right)^{2} \\
& Q_{2}^{ \pm 1}=\alpha \frac{(6)^{\frac{1}{2}}}{4}\left(I_{z} I_{ \pm}+I_{ \pm} I_{z}\right) \\
& Q_{2}^{0}=\alpha \frac{1}{2}\left(3 I_{z}^{2}-I(I+1)\right)
\end{aligned}
$$

The constant $\alpha$ is determined, for instance, from the condition that $Q_{2}^{0}$ and $\mathbb{A}_{2}^{0}$ have the same expectation value in the substate $I_{z}=I$, denoted as|I I). The usual convention is to represent by the symbol $e Q$, the quantity

$$
e Q=\left(I I\left|\sum_{i=1}^{A} e_{i}\left(3 z_{i}^{2}-R_{i}^{2}\right)\right| I I\right)
$$

We therefore have:-

$$
\begin{equation*}
e Q=2\left(I I\left|A_{2}^{0}\right| I I\right)=2\left(I I\left|Q_{2}^{0}\right| I I\right)=\alpha I(2 I-1) \tag{2.1.10}
\end{equation*}
$$

whence

$$
\alpha=\frac{e Q}{I(2 I-1)}
$$

We can therefore write:-

$$
\left.\begin{array}{l}
Q_{2}^{ \pm 2}=\frac{e Q}{I(2 I-1)} \frac{(6)^{\frac{1}{2}}}{4} I_{ \pm}^{2} \\
Q_{2}^{ \pm 1}=\frac{e Q}{I(2 I-1)} \frac{(6)^{\frac{1}{2}}}{4}\left(I_{z} I_{ \pm}+I_{ \pm} I_{z}\right)  \tag{2.1.11}\\
Q_{2}^{0}=\frac{e Q}{I(2 I-1)} \frac{1}{2}\left(3 I_{z}^{2}-I(I+1)\right)
\end{array}\right]
$$

The quadrupolar interaction Hamiltonian can now be written

$$
\mathscr{H}_{E}=\sum_{m=-2}^{+2} Q_{2}^{m} \mathbb{B}_{2}^{-m}
$$

where $Q_{2}^{m}$ involves only nuclear spin operators and $B_{2}^{-m}$ involves only electron coordinates. From (2.1.6) $\mathcal{B}_{2}^{m}$ can be written

$$
\begin{equation*}
\mathcal{B}_{2}^{m}=-e \sqrt{\frac{4 \pi}{5}} \sum_{i=1}^{N} r_{i}^{-3} \mathrm{Y}_{2}^{\mathrm{m}}\left(\theta_{i} \varphi_{i}\right) \tag{2.1.12}
\end{equation*}
$$

The five components of this operator constitute the spherical components of the tensor operator

$$
T=-e \sum_{j=1}^{N} \sum_{k, j} \frac{x_{k i} \mathbf{x}_{j i}}{r_{i}^{3}}
$$

which we can write conveniently in matrix form

$$
T=-e \sum_{i=1}^{N} \frac{1}{r_{i}^{3}}\left[\begin{array}{lll}
x_{i}^{2} & x_{y} y_{i} & x_{3} z_{1}  \tag{2.1.13}\\
y_{i} x_{i} & y_{i}^{2} & y_{i} z_{i} \\
z_{i} x_{i} & z_{i} y_{i} & z_{i}^{2}
\end{array}\right]
$$

$T$ is known as the electric field gradient tensor. The components of this tensor are closely related to the following combinations of $B_{2}^{m}$ components:-

$$
\begin{align*}
B_{2}^{0} & =-\frac{1}{2} e \sum_{i=1}^{N} r_{i}^{-5}\left(-x_{i}^{2}-y_{i}^{2}+2 z_{i}^{2}\right)  \tag{2.1.14}\\
B_{2}^{1}+B_{2}^{-1} & =\left(\frac{3}{2}\right)^{\frac{1}{2}} \mathrm{e} \sum_{i=1}^{N} r_{i}^{-5}\left(2 i z_{i} y_{i}\right)  \tag{2.1.15}\\
B_{2}^{1}-B_{2}^{-1} & =\left(\frac{3}{2}\right)^{\frac{1}{2}} \mathrm{e} \sum_{i=1}^{N} r_{i}^{-5}\left(2 z_{i} x_{i}\right)  \tag{2.1.16}\\
B_{2}^{2}+B_{2}^{-2} & =\left(\frac{3}{8}\right)^{\frac{1}{2}} \mathrm{e} \sum_{i=1}^{N} r_{i}^{-5}\left(x_{i}^{2}-y_{i}^{2}\right)  \tag{2.1.17}\\
B_{2}^{2}-B_{2}^{-2} & =\left(\frac{3}{8}\right)^{\frac{1}{2}} \mathrm{e} \sum_{i=1}^{N} r_{i}^{-5}\left(4 i x_{i} y_{i}\right) \tag{2.1.18}
\end{align*}
$$

The tensor $T$ is greatly simplified if the axes are transformed in such a way as to diagonalize the matrix of the tensor. The tensor is then said to be described in the"principal axis system". In this case the matrix takes the form

$$
T=-e \sum_{i=1}^{N} \frac{1}{r_{i}^{3}}\left[\begin{array}{lll}
\mathrm{X}_{\mathrm{i}}^{2} & 0 & 0  \tag{2.1.19}\\
0 & \mathrm{Y}_{\mathrm{i}}^{2} & 0 \\
0 & 0 & \mathrm{z}_{\mathrm{i}}^{2}
\end{array}\right]
$$

The only non zero terms of this tensor are derived from expressions (2.1.14) and (2.1.17). From these terms, it is possible to define three new operators which are symmetrical in the principal axes:-

$$
\left.\begin{array}{l}
e \sum_{i=1}^{N}\left(3 Z_{i}^{2}-r_{i}^{2}\right) r_{i}^{-5}=-2 B_{2}^{0} \\
e \sum_{i=1}^{N}\left(3 X_{i}^{2}-r_{i}^{2}\right) r_{i}^{-5}=-\frac{3^{2}}{}{ }^{\frac{1}{2}}\left(B_{2}^{2}+B_{2}^{-2}\right)+Q_{2}^{0}  \tag{2.1.20}\\
e \sum_{1=1}^{M}\left(3 Y_{i}^{2}-r_{i}^{2}\right) r_{i}^{-5}=\frac{3}{2}^{\frac{1}{2}}\left(B_{2}^{2}+B_{2}^{-2}\right)+B_{2}^{0}
\end{array}\right]
$$

We shall define the expectation value of these operators by:-
where

$$
\begin{align*}
& q_{z z}=\left\langle e \sum_{i=1}^{N}\left(3 z_{i}^{2}-r_{i}^{2}\right) r_{i}^{-5}\right\rangle=-2 A \\
& q_{x x}=\left\langle e \sum_{i=1}^{\sum_{i=1}^{i=1}}\left(3 x_{i}^{2}-r_{i}^{2}\right) r_{i}^{-5}\right\rangle=-B+A  \tag{2.1.21}\\
& \left.q_{y y}=\left\langle e \sum_{\sum_{B=1}^{i=1}}^{i_{n}}\left(3 Y_{i}^{2}-r_{i}^{2}\right) r_{i}^{-5}\right\rangle=B+A\right]
\end{align*}
$$

The disappearance of expressions (2.1.15) and (2.1.16) in the principal axis system causes two terms in the Hamiltonian to drop out, the resulting expression being

$$
\mathrm{E}=Q_{2}^{2} B_{2}^{-2}+Q_{2}^{-2} B_{2}^{2}+Q_{2}^{0} B_{2}^{0}
$$

The zero value of expression (2.1.18) implies that

$$
B_{2}^{-2}=B_{2}^{2}
$$

leading to the further simplification

$$
\mathscr{H}_{E}=Q_{2}^{0} B_{2}^{0}+\left(Q_{2}^{2}+Q_{2}^{-2}\right) B_{2}^{2}
$$

Using this expression, the interaction energy becomes:-

$$
\begin{aligned}
W_{E} & =\left\langle Q_{2}^{0}\right\rangle\left\langle B_{2}^{0}\right\rangle+\left\langle\left(Q_{2}^{2}+Q_{2}^{-2}\right)\right\rangle\left\langle B_{2}^{2}\right\rangle \\
& =\left\langle Q_{2}^{0}\right\rangle A
\end{aligned}
$$

which, upon substituting for the nuclear operators, becomes:-

$$
W_{E}=\frac{e Q}{4 I(2 I-1)}\left[\left\langle\left(3 I_{z}^{2}-I(I+1)\right)\right\rangle \cdot 2 A+\left\langle\left(I_{+}^{2}+I_{-}^{2}\right)\right\rangle \cdot B\right]
$$

The corresponding Hamiltonian is usually written

$$
\begin{equation*}
E=-\frac{e^{2} q Q}{4 I(2 I-1)}\left[3 I_{z}^{2}-I(I+1)+\eta\left(I_{+}^{2}+I_{-}^{2}\right)\right] \tag{2.1.22}
\end{equation*}
$$

in which

$$
A=-\frac{e q}{2}
$$

$$
B=\eta \cdot 2 A=-\eta \cdot e q
$$

where $\eta$ is a scalar coefficient.
If, for all the electrons of the atom, $X_{i}^{2}=Y_{i}^{2}$, then $\eta=0$ and the Hamiltonian (2.1.22) becomes:-

$$
\begin{equation*}
\mathscr{H}_{E}=-\frac{e^{2} g Q}{4 I(2 I-1)}\left[3 I_{z}^{2}-I(I+1)\right] \tag{2.1.23}
\end{equation*}
$$

In this chapter we have drawn considerable attention to the tensor character of the nuclear quadrupole-electron interaction. This first appeared with the expression of the coupling in terms of spherical harmonics via the expansion (2.1.2). Not only is the tensorial form of expression more elegant than the usual Taylor series expansion ${ }^{35}$, but, in addition, it has great advantages if we wish to calculate the electric field gradient due to the electrons of the atom or molecule. This will become obvious in subsequent chapters.

Theory of the Nuclear QuadrupoleElectric Field Interaction in Molecules.

If the quadrupolar nucleus $A$ forms part of a molecule rather than part of an atom, the electric field gradient operator $\mathbb{Q}_{2}^{0}$, as given by equation (2.1.12), must be replaced by

$$
\begin{equation*}
B_{2}^{0}=\left(\frac{4 \pi}{5}\right)^{\frac{1}{2}} \sum_{k=1}^{M} e_{k} r_{A k}^{-3} Y_{2}^{0}\left(\theta_{A k} \varphi_{A k}\right) \tag{2.2.1}
\end{equation*}
$$

in which the summation is over all $M$ charged particles of the molecule, excluding the charge of the quadrupolar nucleus itself. This operator is seperable into terms involving the nuclear charges of the molecule and those involving the electronic charges:-

$$
\begin{equation*}
B_{2}^{0}=\left(\frac{4 \pi}{5}\right)^{\frac{1}{2}} e \sum_{j=1}^{N} Z_{j} r_{j A}^{-3} Y_{2}^{0}\left(\theta_{j A} \varphi_{j A}\right)-\left(\frac{4 \pi}{5}\right)^{\frac{1}{2}} e \sum_{i=1}^{n} r_{i}^{-3} Y_{2}^{0}\left(\theta_{A i} \varphi_{A i}\right) \tag{2.2.2}
\end{equation*}
$$

where A refers to the quadrupolar nucleus and the summations are over the $N$ nuclear charges excluding the quadrupolar nucleus, and the n electrons of the molecule. The electric field gradient due to a nuclear charge is simply:-

$$
\begin{equation*}
\frac{\mathrm{Ze}}{\mathrm{R}_{j}^{3}}\left(3 \cos ^{2} \theta_{j}-1\right) \tag{2.2.3}
\end{equation*}
$$

in which nucleus $A$ has been chosen as origin of coordinates, Ze is the nuclear charge of nucleus $j, R_{j}$ and $\theta_{j}$ are the polar co-ordinates of nucleus $j$.

The electric field gradient operator for the electrons is identical to that for the atom, although, in the case of a molecule, it operates upon nolecular electronic wavefunctions rather than upon atomic wavefunctions.

As a result of the nuclear quadrupole-electric field gradient interaction, the nuclear spin states, which are degenerate in the absence of perturbation by electric or magnetic fields, have energies given by the expectation value of the Familtonian (2.1.22) for a non symmetric electric field and (2.1.23) for a cylindrically symmetric electric field. As $\eta$ is usually fairly small, we shall concentrate our attention upon the nuclear spin energy levels resulting from the interaction of the nuclear quadrupole monent with a cylindrically symmetric electric field. These energy levels are given by:-

$$
\begin{equation*}
E_{Q}=-\frac{e^{2} a Q}{4 I(2 I-1)}\left[3|m|^{2}-I(I+1)\right] \tag{2.2.4}
\end{equation*}
$$

For a nucleus such as $\mathrm{N}^{14}$ with $I$ equal to one, the nuclear spin levels are split as follows:-


As was the case with nuclear magnetic resonance spectroscopy, this set of energy levels can be detected by radiofrequency spectroscopy, although in this case a sample with its field gradient axes fixed in space must be used rather than one in which the axes rotate rapidly, because rotation of the axes causes the interaction to average to zero. For this reason, crystalline samples are required for nuclear quadrupole resonance spectroscopy.

Experimental Requirements ${ }^{35}$ of<br>Nuclear Quadrupole Resonance (H.Q.R.) Spectroscopy

The magnitude of the splitting of the nuclear spin energy levels due to interaction of the nuclear quadrupole with the molecular electric field can range from zero to several hundreds or even thousands of megacycles. ${ }^{36}$ Bven for the lighter nuclei which have relatively small quadrupole moments, the resonance frequency may vary over a very considerable range as illustrated in figure 4.1. It is therefore a requirement of a spectrometer that it should operate over a relatively large frequency range. As N.Q.R. absorption signals are very weak, spectrometers nust also be extremely sensitive. These requirements tend to be mutually exclusive and in practice a compromise must be reached. Detectors are therefore normally designed to operate over a limited frequency range, there being at present three such ranges:-

$$
\begin{aligned}
& \text { (i) } 0-20 \mathrm{Mc} / \mathrm{s} . \\
& \text { (ii) } 15-100 \mathrm{Nic} / \mathrm{s} . \\
& \text { (iii) }>100 \mathrm{Mc} / \mathrm{s} .
\end{aligned}
$$

N.Q.R. absorption of suitable isotowes of first row elements in the periodic table, such as $\mathrm{N}^{14}$, usually occurs in range (i), whereas second row elements may resonate anywhere between zero and one hundred negacycles.

To enable full use to be made of the technique, it is necessary to locate the principal axes of the field gradient tensor and to relate these axes to the crystallographic axes. Ey doing so, a direction to the quantity $q$ can be given which corresponds to a known direction within the individual nolecules of the crystal. Location of the principal axes is best carried out by subjecting the single crystal sample to a small stetic magnetic field when recording the I.R.R. spectrum. The perturbing field causes Zeenan splitting of the spectrum which depends upon the orientation of the crystal with respect to the field. Maximus splitting results when the Zeeman field is along the
direction of the principal axis. It is therefore another requirement of a spectrometer that it should provide a magnetic field and facilities for orientating the sample with respect to the field.

Because the N.Q.R. frequency depends upon the average value of the largest component of the field gradient tensor, it is dependent upon molecular motions, hence upon temperature. As 0 result, it is oi interest to study the variation of the N.Q.R. spectrum with sample temperature. Facilities for varying sample temperature should therefore be included in the spectroneter design.
filthough, as chemists, our main interest in N.Q.E. is that of interpretation of experimental data, we cannot avoid the experimental problem of detecting N.Q.R. absorption signals for the simple reason that spectrometers are not commercially available and must be constructed by the researcher. In the next chapter we shall describe the design and construction of a spectrometer which fulfills many of the requirements outlined in this chapter and which operates in the frequency range $20-70 \mathrm{Mc} / \mathrm{s}$.
A. Nuclear Quadrupole Resonance Spectrometer Construction and Operation.

## Chapter 4

The design and construction of the nuclear quadrupole resonance spectrometer which we shall presently describe has constituted the first research in the field of N.Q.R. spectroscopy to be carried out in the Chemistry department of the University of Glasgow.

Our aim in designing a spectrometer has been that it should be suitable for the study of N.f.R. spectra of nuclei with small electric quadrupole moment and large electric field gradient or with large quadrupole moment and small field gradient. In particular, we have had in mind the possible application of the technique to the study of the electronic environment of transition metal nuclei in complexes. From the survey of N.Q.R. absorption frequencies which is presented in figure 4.1 , we concluded that a spectrometer operating in the frequency range $0-100 \mathrm{Mc} / \mathrm{s}$. would be suitable for initial investigations. Eecause of the weakness of N.?.f. signals and our lack of experience in the field, we desired also that the spectrometer should be highly sensitive.

These requirements, together with the wish to study Zeeman splitting of the resonances, led us to adopt a spectrometer design similar to that proposed by Dean ${ }^{37}$. As construction progressed and experience was gained in the field of electronics, departures from this design were made. The spectrometer which we shall now describe is therefore of the same type as that proposed by Dean but has its own particular characteristics.


Functional Design of the Spectrometer 4.2

A schematic representation of the mechanism by which II.Q.R. signals are detected by the spectroneter is shown in diagram 4.2 A.

The crystalline sample is placed in the resonant magnetic field contained in the tank coil of the radiofrequency oscillator, the frequency of which is slowly varied so that it passes through the resonance frequency of the sample. The output from the oscillator contains the $N . C_{i}$. if . signal which is at audio frequency, due to the method of audio-modulation of the oscillator frequency employed in signal detection. Ls well as this signal, output from the oscillator contains also radiofrequency, quench frequency of about $30 \mathrm{kc} / \mathrm{s}$., and random noise at all frequencies. Before this complex output is passed to the pre-amplifier, the radiofrequency component is removed by passing the oscillator output through a radiofrequency filtering network. The pre-amplifier amplifies audio signal and noise by about fifty tines while amplifying the quench frequency component by a smaller amount. The pre-amplifier output is passed to the narrow band amplifier which is tuned to the audio signal frequency, this being the first harmonic of the oscillator modulation frequency. The selectivity of the narrow band amplifier is sharply peaked at $300 \mathrm{c} / \mathrm{s}$., so that only audio signal plus random noise in the imnediate vicinity of this frequency are amplified, the amplification factor being about 200. Signal voltages at all other frequencies are suppressed by this network. It remains only to remove as much of the resultant noise as possible before displaying the signal on the potentiometric recorder. This is accomplished by passing the output from the narrow-band amplifier through a phase-sensitive detector circuit which converts the $300 \mathrm{c} / \mathrm{s}$. signal to a d.c. signal voltage, random fluctuation of the $300 \mathrm{c} / \mathrm{s}$. noise level tending to make the d.c. noise level very small indeed.

The function of the other parts of the instrument requires little understanding and will be dealt with in the description of the parts themselves.

## DETECTION AND OEVELDDMENT OF THE NQR SIGNAL. DIAGRAM A.



## RECORDER

## Constructional Design of the Spectrometer 4.3

The complete spectrometer, which is shown in photograph l, is composed of three seperate units, all of which are trolley mounted. These are:-
(1) The signal detection unit. (2) The console.
(3) The auxiliary apparatus.

We shall deal with the description of each of these units in turn.


Apart from the electronic circuitry directly connected with detection of the N.Q.R. signal, this unit also contains other parts of the spectrometer which must be situated in close proximity to the sample. The Delmholtz coils for generating the magnetic field and the low temperature apparatus therefore form part of this assembly.

The electronic circuits contained in this section are the radiofrequency oscillator and preamplifier, which have been built into the same housing, and the narrow-band amplifier which is situated closeby. A cut-away drawing of the complete unit is shown in diagram E.

As the raciofrequency oscillator is by far the most important part of the spectrometer, we shall describe the advantages and disadvantages of the various types of oscillator used for observing N.Q.R. signals, and our reasons for choosing to build a particular type.


## (i) Radiofrequency Oscillator Design: Conditions for Signal Detection. ${ }^{35}$

The detection of nuclear quadrupole resonance absorption requires application to the sample of a radiofrequency magnetic field at a fixed frequency and at a suitable intensity. The radiofrequency field should not be so large as to saturate the signal, or so small that the siegnal cannot be detected. In generai, quadrupole resomance experiments, because the spin-lattice relaxation times are smalier, require larger r.f. power than magnetic resonance experiments. The r.f. voltage required for a given magnetic field does of course depend on the geometry of the r.f. coil. The oscillator must also have sufficient sensitivity to provide a nuclear signal which measurably exceeds noise level. To search for resonance absorption over a limited frequency range, the aplied frequency must be changed continuously, and yet the apparatus nust maintain reasonable stability and sensitivity.

Two types of oscillator which measure up to these requirements to different extents heve been used to detect I.Q.R. absorption in the frequency range $0-100 \mathrm{ic} / \mathrm{s}$. These are:-
(a) Regenerative continuous wave detectors.
(b) Super-regenerative detectors.

Continuous wave detectors provide a simple signal output suitable for the measurement of line shape or the observation of close lying multiplets. Such detectors do, however, suffer from the disadvantage that only a relatively small r.f. power level is required to saturate the spin system. Sensitivity of the detector is necessarily sacrificed by operation at low power levels. An acditional disadvantage of this type of detector is that the maintainance of conditions of high sensitivitio over a long period and at variable frecuency is rather difficult.

Super regenerative detectors cause the spin system to be submitted to bursts of high r.f. power. This type of detector therefore has high sensitivity without much danger of saturating the spin system,
and is particularly suitable, on account of its high power level, for observing resonances witk large line-widths. In addition, reasonable sensitivity can be maintained for long periods without serious readjustment. The super-regenerative detector does suffer frow the serious disadvantage that the output is complex, hence it is not suitable for weasurenent of line shape or the observation of close lying multiplets.

It would appear that the high sensitivity of the super-regenerative oscillator, coupled with its ability to detect resonances with lerge line-widths, renders it more suitable for initial investigations in the field of N.G.R. than the continuous wave type of oscillator. For these reasons we have employed a super-regenerative detector in our spectrometer.

Before describing the oscillator actually eaployed, we shall first outline the operating fundamentals of the self-quenched superregenerative oscillator.

Theory of The Self-quenched Super Regenerative
Oscillator

## (a) Self-quenching Eleceivers

The self-quenched super regenerative detector is really a squegeing oscillator, the waveform generated by its squegging action being lnown as the quench waverorm. The squegging action of this oscillator originates in relaxation oscillations in the circuit itself. The arrangement of the oscillator is such that the time constant in the grid circuit due to the grid leak and associated condenser causes the oscillator to squegg.

In such an oscillator, the oscillations build up from the level of the oscillatory voltage existing in the quiescent circuit. Usually this voltage is provided by thermal and shot noise. The effects upon the circuit of the application of a signal will now be discussed.


## Basic Self-quenched Super Regen. Oscillator Circuit.

(b) The Self-quenching Cycle

After the oscillator has been switched on for a short time, the relaxation process settles down so that the mean grid voltage is always negative and fluctuates approximately in the manner shown in fig.4.3.1a. It is in this steady state that we are interested. Let us follow the events in a squegging cycle and observe the effects of introducing a signal voltage into the oscillatory circuit. We shall begin our examination of the self-quench cycle when the oscillatory circuit is quiescent and the grid voltage is recovering on the time constant in the grid circuit. Tine $t=0$ is some arbitrary tine after which the oscillations from the preceding cycle have died away. As the grid voltage decreases towards zero, a time $t=t_{1}$ is reached at which the effective circuit conductance is zero corresponding to a grid voltage $V_{o g}$. Fron this point, oscillations build
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SECUUEIE OF OPERATIONS $\mathbb{N}$ THE SELF-QUENCHMG CYCLE.
up from the level of circuit noise (solid lines). Initially, the oscillation amolitude is small and has no influence on the continued rise of the grid voltage. The corresponding conductance variation is slow, because it is governed by the slow recovery of the grid potential. As the oscillations grow, grid current begins to flow on the positive peaks. At this stage, it is necessary to inagine an oscillatory voltage superimposed upon the mean grid voltage (this has been omitted from the diagram for clarity). The grid current charges the grid capacitor and causes the mean negative grid voltage to increase in an attempt to follow the oscillation envelope. Bventually the oscillations reach a limiting anplitude at which the valve can only just supply sufficient energy to maintain oscillations. The grid voltage due to persisting grid current continues its negative trend. This reduces the duration of the synchronous bursts of anode current which maintain the oscillations. The effect is cumulative and the oscillations die away. Grid current no longer flows and it only remains for the charge on the grid to leak away in readiness for the next cycle.

When a signal voltage exists in the circuit about time $t=t_{1}$, the oscillations build up from this new level. Build up starts from exactly the sane grid voltage, namely $V_{o g}$. Eowever, the oscillations reach a given amplitude at an earlier time, as shown by the dotted line. The point at which grid current begins to flow is correspondingly advanced, and the grid voltage starts its negative excursion before it has recovered quite so far as it did in the absence of a signal. Fig. 4.3.1c shows the oscillation pulse in relation to the grid voltage waveform. All the succeeding events are advanced by a corresponding amount. The oscillations reach their peak earlier and the sensitive period in the next quench cycle consequently occurs at an earlier time. The effect of applying a steady continuous wave signal, therefore, is to decrease the interval between successive oscillation peaks, thus increasing the quench frequency. This is illustrated by the dotted line in the figure. The variation of mean anode current during the cycle is also shown in the figure. At $t=0$, it has a value
detemined by the grid voltage at that tine. It increases gradually as the negative value of the grid voltage is reduced. During the oscillations, however, the mean anode current is greatly increased because it represents the average of bursts at the oscillation frequency. It falls with the oscillation amplitude. By this time, however, the grid potential is more negative, and the anode current drops to a lower value than it had before the oscillations began. On the receipt of a signal, the pulses of anode current become more frequent, and the value of the current, averaged over a number of quench periods, increases with the signal amplitude. If the signal is modulated, this means that the anode current varies at the modulation frequency. The receiver is therefore self detecting.
(iii) The Super-regenerative Oscillator:

Practical Design.

The electronic circuitry of the super-regenerative oscillator which we have employed is exactly the same as that proposed by Dean. The oscillator and preamplifier have been built into a single housing shown in photograph 2 and diagram C. Electronic circuits are shown in circuit diagram 1.

The frequency of the oscillator is set roughly by the 50 pf tuning capacitor. Frequency sweep over a small range is carried out electronicaliy by imposing a slowly varying d.c. bias upon the Eughes EC 7001 voltage variable capacitor. Modulation of the oscillator frequency is carried out by superimposing a small a.c. voltage upon this bias. The quench frequency of the oscillator is set by the $1 M$ potentiometer in the grid circuit. Using 18 gauge copper wire coils of dimensions 1 " $x \frac{1}{2}$ ", with from six to twelve turns, the frequency range $20-70 \mathrm{Mc} / \mathrm{s}$ can be covered. On the average, one coil will cover a rance in îrequency of $7-10 \mathrm{Mc} / \mathrm{s}$.

As can be seen from diagran $C$, the oscillator coil is mounted inside a cylindrical brass housine, at one enc of which is a small rotatable brass plate held in place by grub screws. The sample tube is glued to this plate in such a way that, by rotating the plate, the sample can be rotatedi inside the r.f. coil. When using single crystal samples, this provides one axis about which the sample may be rotated in the magnetic field. The earthy end of the oscillator coil is soldered to the wall of the sample cavity opposite to the brass plate.

The sample cavity is attached to the oscillator housing by means of a cylindrical brass extension tube. This tube is necessary in order that the sample may be located in the region of homogeneous magnetic field at the centre of the Felmholtz coil assembly. The tube is embedded in a 1 " thick polythene spacer which therwally insulates the sample cavity fron the remainder of the oscillator. Dlectronic contact is made by 18 gauge copper pins which have been pushed through the polythene spacer.
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THE OSCLILLATOR - PREAMPLIFER HOUSING. DIAGRAM C

PLATE ON WHICH SAMDLE TUBE
IS MOUNTED

CIRCUIT DIAGRAM I :OSCILLATOR-PREAMPLIFIER CIRCUIT

The oscillator circuit itself has been built inside a heavy brass box, the edges of which have been milled to improve r.f. shielding, this being a most important consideration as oscillator sensitivity is extremely high. The oscillator valve base is situated close to the leads from the sample coil in order that the components of the circuit can be installed with leads of minizum length, thus minimizing the eifects of stray capacitance and inductance originating in the physical configuration of the circuit elements. The oscillator circuit is shielded fron the preanplifier in order to mininize pickup and noise.

The preaplifier, which is also represented in circuit diagran 1, is simply a one stage audio amplifier followed by a cathode follower. Input and output to the oscillator-preamplifier housing is by a single Plessey plug mounted on the lid of the housing. The complete housing is mounted on top of a large brass gear-wheel which can be made to rotate by a small motor. This provides a second axis of rotation of the sample in the magnetic field.

The leads to the housing are contained in a short shielded cable, the other end of which goes to the junction box (diagram B). Eigh and low tension power supplies are decoupled inside the junction box in order to minimize pickup. The signal output lead to the narrowband amplifier has also been made as short as possible as pichup in the cable may be large compared to nuclear signal output.
(iv) The Harrow-band Amplifier.

The purpose of the narrow-band amplifier is to select from the random noise input from the oscillator and preamplifier only that component corresponding to the audio signal frequency. As the modulation signal is provided by a stabilized audio frequency generator, the band width of the signal can, at the most, vary over about $3-4 \mathrm{c} / \mathrm{s}$. Consequently the band width of the narrow-band araplifier should ideally be no nore than $5 \mathrm{c} / \mathrm{s}$. The single stage twin-T amplifier employed by Dean was found to fall very much short of this requirement. Es a replaceuent for the single stage unit, a pair of stagger-tuned twin-T amplifiers was employed (circuit diagram 2). This circuit was based on a design due to White Instrument Laboratories. The resulting narrow-band amplifier was found to have sharp frequency response . . . : characteristics, and a gain of about two hundred at the frequency to which it was tuned, compared to a gain of about fifty for the single stage amplifier. The twin-T networks were built as plug-in units so that the detection frequency could be changed with ease.
CIRCUIT DAGGRAM2: NARROWBAND AMPIFIER.

(v) The Helraholtz Coil Assembly.

The assembly is seen most clearly in photograph 3 and figuratively in diagram B. Each coil former is made from $3 / 16$ " bress sheet, inside surfaces being lined with thin sheet Tufnol which acts as an electrical insulator. The dimensions of each coil former are:-

$$
\begin{aligned}
\text { external diameter } & =14^{\prime \prime} \\
\text { internal diameter } & =6^{\prime \prime} \\
\text { internal width } & =2 \frac{3}{4}
\end{aligned}
$$

Each coil former has been wound with double cotton covered 18 gauge copper wire, two coatings of I.C.I. Tensol polystyrene cement being applied after each second layer of wire. The final layer of wire has been protected by a sheet of plastic material.

The coils have been mounted inside an aluminium Handy Ancle frame which also serves as a support for the large gear-wheel on which the oscillator housing is mounted. Power supply input to the coils, which are in series, is by means of a Belling-Lee socket mounted on the aluminium frame which is grounded as a safeguard against shocir.


The sample cavity is cooled by being placed in a long Dewar tube, the top anc Dotton of which fit snugly on to polythene spacers as shown in diagran E. The top spacer fits tightly round the extension tube from the oscillator, the small gap between this spacer and the polythene spacer immediately below the oscillator being packed with cotton wool. The botton spacer fits snugly round a glass gas inlet and annular outlet tube which passes directly into a Dewar flasir containing licquid nitrogen. The inlet to the Dewar tube is connected to a copper cooling coil.

A flow of nitrogen is made to enter the systers via the gas inlet, is cooled by the liquid nitrogen bath, then circulates round the Dewar tube, passing eventually to the atmosphere via the gas outlet tube. At present, no mechanism of controling the temperature has been included in the systen.

The function of the console is to house the majority of the electronic circuitry of the spectrometer. The power supplies for the electronic circuits, magnet power supply circuits, and apparatus for detection and display of N.Q.R. absorption signals are located in this unit. As well as these iters, there is also an oscilloscope and general purpose radio receiver. The layout of the console is shown in diagram D. In the foliowing pages the circuits contained in each chassis of the console will be described.
(1) Zigh tension and low tension power supplies.
(a) 300 v.d.c./ 6.3 v.a.c. power supply
(b) 250 v.d.c./ 6.3 v.a.c. power supply

These are proviced by stock International Electronics Ltd. power supplies.
(c) 6 v.d.c.

A large six volt car battery is installed in a shielded box behind the 300 v.e.c. power supply. This battery provides power for the valve heaters of the oscillator preamplifier valves in preference to a.c. heaters in order to minimize noise and pickup.
(2) Circuits concerned with signal detection
(a) Modulation and frequency sweep unit:

The purpose of this unit is to provide a continuously varying d.c. bias and an a.c. waveforn to be applied to the Eughes diode in the oscillator circuit in orcer to effect frequency sweep and modulation. The electronic circuit of this unit is extremely simple and is shown along with the oscillator preamplifier circuit in circuit diagram 1. The slowly varying d.c. bias is provided by driving the 20k helipot by means of an electric motor which has been geared down so that fifteen rotations of the shaft of the

## TILE CONSOLE : DAGGRAM D.


helipot are completed in a seven hour period. In order to provide a continuous sweep and to prevent the helipot shaft from being overrun, a mechanism has been installed which causes the motor driving the helipot to reverse its direction of travel autonatically at the end of each sweep. Care has been taken to minimize pickup as slight modulation of the oscillator frequency could arise from a.c. pickup at this stage. The d.c. bias range is from about $0-60$ volts, giving a frequency sweep range of some $300 \mathrm{kc} / \mathrm{s}$.
(b) The:: phase sensitive detector.

Circuit diagram 3h shows the layout of the phase-sensitive detector, this being exactly the same as that eraployed by Dean. The circuit shown at the top of the page is the phase sensitive detector itself, that at the bottom being the reference generator for switching grids $A$ and $B$. The integrating time of the detector is from about two to ten seconds.

This circuit has been found to function fairly well, although the rather crude square wave reference signal has caused us to redesign the reference generator. Circuit diagran 3B illustrates the new reference circuit which generates square waves with a very short rise and fall time. Small variations in the d.c. level of grids A and $B$ have little effect upon the on-off times of these grids when the redesigned reference circuit is used hence baseline drift is minimized.

CIRCUIT DAGgAM 38 : SOUAAE WAVE REEFRENEE GENERATOR.

Chapter 4.3

(c) The magnet power supply and modulation unit.

In chapter 3 the technique for locating the principal axes of the electrostatic field gradient tensor was discussed. This is usually carried out by subjecting the crystalline sample to a small static magnetic field ${ }^{35}$ while recording the N.Q.R. spectrum, the orientation of the sample for maximum Zeeman splitting being determined. An alternative and sometimes more convenient method ${ }^{37}$ is to locate what is known as the "zero splitting locus". This is done by arranging the experizental conditions so that only the unsplit components of the Zeeman spectrum are recorded, and is most simply carried out by slowly modulating the Zeeman field, Zeeman split components not being recorded under these conditions. The nagnet power supply and field modulation circuits are shown in circuit diagram 4. The $100-140 \mathrm{~V}$. D.C. power supply is of standard design. Leads to a relay circuit controlling the automatic operation of the spectrometer have been included although the relay circuit itself has not yet been completed. Output to the magnet consists of a D.C. current upon which can be superimposed a sawtooth current waveform with a period of one tenth to ten seconds. Magnetic field modulation caused by this sawtooth waveform renders the Zeeman split components unobservable.
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## Auxiliary Apparatus 4.3.(C).

The following three pices of equipment constitute the auxiliary apparatus:-
(A) hn Lidvance Components L. J. Sicnal Generator Type 81 A which is used to provide the modulation signal waveform and reference signal for'the phase-sensitive detectcr.
(B) A Marconi Counter Frequency Meter Type TF $1345 / 2$ which is used to measure the oscillator radiofrequency, quench frequency, and is employed in general as an accurate frequency meter.
(C) fn Advance Components Type $\mathbb{E}$ Fodel 2 radiofrequency signal generator which is used as a piece of test equipment for the radiofrequency sections of the apparatus, and, along with the frequency meter, is used to measure the frequency of the r.f. oscillator.

The Detection of N.Q.R. Absorption 4.4

## (1) Method of Detection

Although we have explained at length the theory and construction of the super regenerative detector, we have not yet described how the signal which is detected originates from audio modulation of the oscillator frequency. This process is represented in Diagram 4.4.F. Frequency sweep of the oscillator is illustrated in part (a) of this diagram, which contains also a schematic representation of modulation of the oscillator frequency. As the frequency approaches the region of resonance absorption, the crests of the r.f. waves begin to sweep into the resonance. This stage is illustrated more clearly in part (b) of the diagram. The signal which is generated corresponds in frequency to the frequency of modulation hence it is not detected. As the oscillator frequency increases, the r.f. waves begin to sweep back and forth through through the resonance as illustrated in part (c) of the diafram. For each cycle of modulation, the resonance condition is satisfied twice over so that the signal generated has twice the frequency of the modulation signal. It is this frequency, the first harmonic of the modulation frequency, that the spectrometer is tuned to receive.

The frequency of audio modulation is somewhat arbitrary, though it must be small compared to the quench frequency. To minimize the effects of mains pickup, a modulation frequency of $150 \mathrm{c} / \mathrm{s}$ and corresponding detection frequency of $300 \mathrm{c} / \mathrm{s}$ have been employed in the spectrometer. The twin-T networks in the narrow band amplifier are therefore tuned to $300 \mathrm{c} / \mathrm{s}$.

## Operation of the Spectrometer.

Neglecting the operation of the magnetic field circuits for the moment, operation of the spectrometer is best considered in two stages, the first being concerned with the oscillator-preamplifier and the second with all detection stages subsequent to this.

Eefore attempting to detect a resonance there are four instrunental

parameters to be set which govern the operation of the oscillator. These are:-
(1) The oscillator frequency which is set roughly by the tuning capacitor in the grid circuit of the oscillator.
(2) The quench frequency of the oscillator which is determined by the erid-leak potentiometer in the oscillator circuit.
(3) The frequency scanning width which is governed by the setting of the potentiometers in the modulation and frequency sweep unit.
(4) The modulation amplitude which is also controlled by $a$ potentiometer in the modulation and frequency sweep unit. In the operation of all the other detector stages put together, there are really only three controls which require to be set. These are:-
(1) The input attenuation to the narrow band amplifier : In practice it has been found that the gain of the narrow band amplifier is sufficiently great that the input must be fully attenuated to avoid overloading the circuit.
(2) Input attenuetion to the phase sensitive detector. This is simply determined by the intensity of the detected signal.
(3) Tine constant of the phase sensitive detector: This control is largely responsible for determining the signal to noise ratio of the recorded signal. For naximum sensitivity it is best to use a slow frequency sweep rate and a large time constant.

Of the seven parameters which we have just described, the frequency scanning width, the imput attenuation to the narrow band amplifier and to the phase sensitive detector, can be regarded as characteristics of the instrument alone. The time constant of the phase sensitive detector depends both upon the characteristics of the instrument and those of the resonance. The setting of the three romaining parameters depends entirely upon the characteristics of the resonance. Difficulties in locating resonences are therefore centred around the selection of the correct value for the following parameters:-
(a) The oscillator frequency
(b) The quench frequency
(c) the nodulation amplitude.

## (3) Testing spectrometer sensitivity

The sensitivity of the spectrometer may easily be tested by recording a resonance of known frequency and linewidth. The nuclear quadrupole resonance absorption of the $\mathrm{Cl}^{35}$ isotope in polycrystalline sodium chlorate is well suited to this purpose. A reproduction of this spectrun, obtained on the spectroneter operating at a frequency sweep rate of $0.75 \mathrm{kc} /$ minute, is shown in Diagram E. . Noise level in this spectrua is very small indeed.

As a test of comparative sensitivity, the C1 ${ }^{35}$ resonance of $\mathrm{K}_{2} \mathrm{PtCl}_{6}$ was recorded using three grams of polycrystalline material. The observed signal to noise ratio was approxinately fifteen to one. Under similar experimental conditions, and using nine grams of material, Nakamura et al ${ }^{40}$, in a recent paper, have been unable to report a signal to noise ratio higher than three to one for this compound. The sensitivity of the spectrometer which we have built would therefore seem to compare favourably with those of other groups engaged in this field of research.
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```
Searches for Y.Q.R. Spectra of Transition Metal Nuclei. 5.1
Problem of Signal Detection Renewed.
```

As soon as the spectroweter became operational, we decided to try to obtain N.G̨.R. absorption signals from some transition metal containinG compounds. A study of the nuclear quadrupole moments and isotopic abundances of the elements of the first, second, and third transition series showed the following nuclei to be potentially suitable for study:-

isotopic nuclear spin being indicated in parentheses.
Of these elements, N.Q.R. absorption in $\mathrm{Co}, \mathrm{Cu}, \mathrm{No}$, and Hg compounds has already been detected:-

| Nucleus | Compound <br> Co | Range of frequencies <br> $\mathrm{Cu}\left(\mathrm{C}_{5} \mathrm{H}_{5}\right)_{2} \mathrm{ClO}_{4}$ |
| :---: | :---: | :---: |
|  | $\mathrm{XCu}(\mathrm{CN})_{2}$ | $24-36 \mathrm{Mc} / \mathrm{s}$. |
| Nb | $\mathrm{Cu}_{2} \mathrm{O}^{2}$ |  |
| Hg | $\mathrm{Y} \mathrm{NbO}_{3}$ | $26-33 \mathrm{Mc} / \mathrm{s}$. |
|  | $\mathrm{HgCl}_{2}$ | $2-3 \mathrm{Mc} / \mathrm{s}$. |
|  |  | $362 \mathrm{Mc} / \mathrm{s}$. |

Of these five compounds, only the cobalt complex exists in the form of molecular ions, the others having macromolecular structures. A second point to note is that all of these compounds are diamagnetic, difficulties in detecting N.Q.R. absorption in paramagnetic materials having been pointed out by various workers. ${ }^{39-40}$

For an initial study of transition metal nuclei in complexes, the compound which we select for study should ideally satisfy the following requirements:-
(1) The nucleus should have a relatively small quadrupole quadrupole moment, hence nuclei of the first transition series are, in general, most suitable.
(2) The electric field gradient at the nucleus should be small, and, in addition, cylindrically symetric.
(3) The compound should be diamagnetic.
(4) The crystal structure should be simple.

In addition to these requirements, it is an added adyantage if a nucleus with a high spin quantum number is chosen, there being for such nuclei two or three widely spaced transitions which facilitate detection of the resonance.

The compound, di-manganese decacarbonyl, would appear to satisfy the above requirements rather well, and is, in addition, rather interesting on account of abnormally long Mn-Min bond which occurs in the molecule:-


Each lin atom is surrounded by five carbonyl groups and one other Mn atom, hence the electric field gradient at the nucleus would be expected to be fairly smail and should also be cylindrically symetric. The crystals which these molecules form are extremely simple, the axis of each molecule in the crystal pointing in the same direction.

Diagram G shows the N.Q.R. frequencies of the $\mathrm{Mn}^{55}$ nucleus plotted against the electric field gradient at the nucleus. From the diagram we see that, by scanning the oscillator frequency from 22Nic/s to : $45 \mathrm{Mc} / \mathrm{s}$,it should be possible to cover a range in field gradient from 0.6 (a.u.) ${ }^{-3}$ to 2.6 (a.u.) $)^{-3}$. A search for this resonance over the Erequency range $22-45 \mathrm{Mc} / \mathrm{s}$ was carried out but with no success. The conclusion drawn from this rather arduous four week search employing continuous operation of the spectrometer was that the
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spectrometer, though quite suitable for the study of resonances at known frequencies, is quite inefficient in searching for resonances. The same conclusion has subsequently been drawn froma number of searches for resonances over limited frequency ranges.

The inefficiency of the oscillator system in searching for resonances is entirely due to the low rate of frequency sweep employed, this being about $1 \mathrm{Mc} / \mathrm{s}$ per day. Any reasonable increase in the rate of frequency sweep would not really solve the problem, as this would inevitably be accompanied by a decrease in spectrometer sensitivity. As many resonances have a signal to noise ratio of no more than ten to one even after optiaization of the circuit parameters, a decrease in sensitivity would probably mean that the resonance would not be detected ot all. This probler seems to be comon to most types of N.Q.E. spectrometer and is undoubtedly responsible for the delay in applying the technique to problems of chemical interest. In chapter 5.2 we shall consider a "working solution" to this problem.

## Design of a "Search Detector". 5.2

From the practical experience we have gained of the self-quenched super-regenerative oscillator, the following characteristics have become obvious:-
(1) It is reliable,
(2) It is inexpensive,
(3) It is simple to construct.
(4) It can be operated for a month or more without serious attention.
On account of these characteristics, it has occurred to the author that it might be possible to operate a battery of such oscillators simultaneously but at different frequencies. Furthermore, this battery could be accomodated in the present spectrometer system merely by replacing the single oscillator-preamplifier by twenty similar oscillators operating in parallel. Jach of these oscillators would be designed to operate over a three megacycle frequency range, frequencies from twenty to sixty megacycles being covered. The successful operation of an asserably of this type would of course depend upon how well each oscillator could be r.f. decoupled from all of the others. The oscillator-preamplifier housings would be built as plug-in units in a large chassis, leads to each housing being r.f. decoupled. Output from the twenty detectors would be fed into the narrow band amplifier. This output could be expressed as follows:-

$$
0=\sum_{n=1}^{20}\left[\begin{array}{l}
\text { random } \\
\text { noise }
\end{array}\right]_{n}+\left[\begin{array}{c}
\text { audio mod } \\
\text { signal }
\end{array}\right]_{n}+\left[\begin{array}{c}
\text { N.Q.R. } \\
\text { signal }
\end{array}\right]_{i}
$$

The sum of random noise voltages from from twenty detectors should be less than that from one detector so that a decrease in noise level might be expected. As all the audio modulation signals are derived from the same source, the sua of such signals will be at the same frequency and at a greater intensity then for one oscillator. The selectivity of the narrow band amplifier should, however, be able to cope with this larger modulation signal. This leaves the N.Q.R.
signal which is present only in the $i^{\text {th }}$ detector, the other detectors operating at different frequencies. At the present frequency sweep rate of $1 \mathrm{Mc} / \mathrm{s}$ per oscillator per day, $20 \mathrm{Mc} / \mathrm{s}$ per day could be covered. This would be a vast improvement upon the present system.

The search detector which has just been proposed has not yet been constructed. The nearest approach to it has been the simultaneous operation of two detectors. The N.Q.E. spectrum of $\mathrm{Cl}{ }^{35}$ in sodium chlorate was successfully recorded at $29.8 \mathrm{Mc} / \mathrm{s}$ while operating the second oscillator at between 32 and $33 \mathrm{Mc} / \mathrm{s}$.

Our proposed solution to the detection problen, though by no means elegant, may be the only solution until such times as highly sensitive and versatile detectors are developed.

The Contribution of the Electron Distribution in Molecules to the Electric Field Gradient at the Nuclear Site.

## Chapter 7

When discussing the theory of nuclear quadrupolar interactions, we derived operators whose expectation values were neen to describe the electric field gradient at the nuc. ear site. Dy development of that theory, it turns out that rero field gradient would be expected at the nuclei of $S-$ state atoms and ions. In other atoms, ions, or in molecules, those electrons having s-character with respect to the quadrupolar nucleus are expected to make no contribution to the field gradient at the nuclear site. It would therefore be expected that the core electrons of the atom containing the quadrupolar nucleus would make zero contribution to the field gradient.

In ionic molecules, such as gaseous KCl, the field gradient at the Cl nucleus would be expected, from the preceding theory, to be very small. In fact, the field gradient observed in such molecules is nearly always ten to one hundred times greater than calculated. Even if the approximate nature of the wavefunctions used in such calculations is taken into account, it is obvious that some mechanism of enhancement of the electric field gradient is operating. This mechanism has become known as the Sternheimer anti-shielding effect and has been investigated by a number of workers. This enhancement is in fact due to a quadrupole moment being induced in the core electrons in the vicinity of the nucleus by the nuclear quadrupole moment itself. The quadrupole moment experienced by charges external to the core is not simply the nuclear quadrupole moment, but, in addition, the induced electronic quadrupole moment.

Calculation of the induced moment involves second order perturbation theory and is, at best, rather approximate. It turns out that, for first row atoms and molecules, core polarization by the nuclear quadrupole moment can account for about $20-30 \%$ of the field gradient due to charges external to the core, this field gradient now being called the direct field gradient. For nuclei with large quadrupole moments, such as Cl , Cu , the induced field gradient may be one or two powers of ten greater than the direct field gradient. For the $\mathrm{Cl}^{-}$ion, it has been
estimated ${ }^{47}$ that there is almost a fifty fold enhancement of the direct field gradient due to an external charge. An additional reason can now be seen for the difficulty in detecting N.Q.R. absorption in transition metal complexes. If we reconsider di-manganese decacarbonyl and assume that the induced field gradient can amplify the direct field gradient by, say, a factor of ten, then if we plot, not as in Diagram G, frequency versus field gradient, but as in Diagram $H$, frequency versus direct field gradient, it can be seen that an oscillator coverage of $22-45 \mathrm{Mc} / \mathrm{s}$ will only cover a direct field gradient range of from 0.1 to $0.3(\text { a.u. })^{-3}$, which is very small indeed. N.Q.R. spectra of transition metal nuclei are therefore likely to occur over a very wide frequency range.

Although the magnitude of the induced field gradient is inmany cases enormous with respect to the direct field gradient, it is necessary, in order to interpret the observed spectra in terms of electronic and molecular structure, to have some method of calculating the direct field gradient. We have previously shown how the field gradient operator can be partitioned into a nuclear and an electronic operator, and the method of calculating the nuclear contribution to the field gradient has been described. In the following chapters we shall concern ourselves with the development of methods for evaluating the direct field gradient due to the electrons in molecules.


## Importance of Molecular Calculations 7.2

As chemists, our main interest in physical techniques such as N.M.R. and N.Q.R., is not centred around the technique itself, but is concerned with those results of experiments which relate molecular properties. The measurement of chemical shifts, for example, provides us with no more than a set of numbers to which certain dimensions may be attached. To make a more fundamental interpretation of these numbers than results by expirical comparison of one number with another, this latter procedure being well illustrated by the organic chemist's usage of the chemical shift, it is necessary to interpret the measurements in terms of what are regarded as more fundamental properties of the molecule. The basic theory of such an interpretation has been given for the chemical shift and spin-spin coupling constant in chapter 5 of section $A$, and in chapter 2 of this section for the nuclear quadrupole coupling constant. Unfortunately, electronic wavefunctions cannot be derived from experimental results by present day quantum theory, the best we can do being to compare the theoretical magnitude of the observable, calculated on the basis of some approximate electronic wavefunction, with the value measured experimentally. The importance of this comparison of theory with experiment can hardly be overemphasized as much of our present conceptual knowledge of the electronic structure of molecules has been derived by this approach.

In the period during which the research reported in this thesis was carried out, no computational methods for calculating chemical shifts, nuclear quadrupole coupling constants, etc., were available within the group or within the department. A few matrix elements of an operator similar to the nuclear quadrupole interaction Hamiltonian had been reported in the literature ${ }^{48}$, but certain of these had been shown to be erroneous.

To provide a basis for the calculation by computer of properties such as chemical shifts and nuclear quadrupole coupling constants, the author decided to study existing methods of calculating such properties analytically. In this chapter we shall consider only the
calculation of the electronic contribution to the electric field gradient at the nuclear site, though the methods used could equally well be applied to the calculation of any electronic property dependent upon the first order density matrix ${ }^{49,50}$ for the electrons.

The methods used for the evaluation of most of the matrix elements are essentially those of Barnett and Coulson ${ }^{51,52}$, and of Pitzer, Kern, and Lipscomb, although both these methods have been modified by the author by the inclusion of quantities known as "3-j symbols". The 3-j symbols and the advantages accompanying their use will be subsequentiy demonstrated.

In this chapter we have attempted to present sufficient mathematical detail to make the use of the methods of calculation clear. At the same time we have been forced to omit many algebraic manipulations. The important results concerning the electronic contribution to nuclear quadrupole coupline will be summarized at the end of the chapter.

Excellent background reading to the formulation of the quadrupolar interaction Hamiltonian and the evaluation of its expectation value in terms of electronic density matrices, deteminantal wavefunctions, and so on, has recently been presented by Scrocco. ${ }^{49}$

The operator representing the electronic contribution to the electric field $\mathfrak{G r a d i e n t}$ at $a$ given nucleus $\mathbb{A}$ in a molecule has already been introduced in equation 2.2.2. which we shall rewrite in the form:-

$$
\begin{equation*}
\mathcal{G}=\sum_{\dot{i}} B_{2}^{0}(e)_{A i}=-e\left(\frac{4 \pi}{5}\right)^{\frac{1}{2}} \sum_{i} r_{A i}^{-3} \mathrm{Y}_{2}^{0}\left(\theta_{A i} \varphi_{A i}\right) \tag{7.2,1}
\end{equation*}
$$

in which $B_{2}^{0}(e)_{A i}$ is the contribution of electron $i$ to the electric field gradient at nucleus $A$, the other terms being exactly the same as for equation (2.2.2).

To evaluate the matrix elements of the operator (7.2.1), some form of electronic wavefunction for the molecule must be formulated. By choosing slater determinantal wavefunctions coraposed of antisymetrized products of one electron wavefunctions, the calculation of the electronic contribution to the field gradient amounts to the evaluation of a sum of one electron matrix elements of the form:-

$$
\begin{equation*}
\left(\chi_{i}\left|\beta_{2}^{0}(e)_{A i}\right| \chi_{i}\right) \tag{7.2.2}
\end{equation*}
$$

in which the $\chi_{i}$ are one electron wavefunctions.
These one electron functions are usually written as a binear combination of atomic orbitals:-

$$
\begin{equation*}
X_{i}=\sum_{F} c_{i F} \Psi_{i F} \tag{7.2.3}
\end{equation*}
$$

centred upon the $F$ atoms of the molecule. As we shall now be concerned only with the evaluation of one electron matrix elements, the subscript i will be dropped for sinplicity. By virtue of expansion (7.2.3), each matrix element is split into a sum of one electron multicentre natrix elements of the type:-

$$
\left(\sum_{F}\left|\mathbb{B}_{2}^{0}(e)_{A}\right|\left\langle S_{R}\right)\right.
$$

involving centres $F, A$, and $R$ in the molecule. The one and two centre ratrix elements are the only ones which contribute significantly to the electron field gradient and so the evaluation of these alone will be described. In molecular calculations, the one centre orbitals most extensively employed are the Slater orbitals which are defined in the following way:-

$$
S(n l a)=N_{n} \cdot R_{n}(r) \cdot Y_{l}^{m}(\theta \varphi)
$$

where
$W_{n}$ is a normalization constant,
$R_{n}(r)$ describes the radial distribution of the wavefunction, $\mathbf{Y}_{2}^{\frac{\mathrm{n}}{\mathrm{m}}}(\theta \varphi)$ describes the angular distribution of the wavefunction. A list of Slater orbitals with principal quantum number $n \leqslant 3$ is given in Table 7.2.1. The natrix elements which require to be evaluated are of three types:-
(A) One centre $\left(Z_{X_{A}}\left|B_{2}^{0}(e)_{A}\right|\left\langle S_{A}\right)\right.$
(B) Two centre (i) $\left(X_{X_{B}}\left|\beta_{2}^{0}(e)_{A}\right|\left\langle S_{B}\right)\right.$
(ii) $\left(X_{A}\left|B_{2}^{0}(e)_{A}\right| \sum_{I_{B}}\right)$

Each type of matrix element must be evaluated in a different way and we shall consider each in turn. Hefore doing so, however, we shall introduce the 3 -j symbols.

Expressions for Slater Orbitals $X(n l m)=N_{n} R_{n}(r) Y_{1}^{m}(\theta \varphi)$

$$
\begin{aligned}
& \underline{L}(100)=N_{1} \quad e^{-c r} \quad Y_{0}^{0}(\theta \varphi) . \\
& N_{1}^{2}=4 c^{3} \\
& \text { 2 } S(200)=N_{2} r e^{-c r / 2} Y_{0}^{0}(\theta \varphi) \\
& K(210)=H_{2} r \quad e^{-c r / 2}{ }_{Y}{ }_{-}^{0}(\theta \varphi) \\
& \underset{S}{ }(211)=N_{2} r \quad e^{-c r / 2} Y_{1}^{1}(\theta \varphi) \\
& N_{2}^{2}=c^{5} / 24 \\
& 2 S(21-1)=H_{2} r \quad e^{-c r / 2} Y_{1}^{-1}(\theta \varphi) \\
& \underline{2 S}(300)=H_{3} r^{2} e^{-c r / 3} Y_{0}^{0}(\theta \varphi) \\
& \mathcal{L S}(310)=N_{3} r^{2} e^{-c r / 3} Y_{1}^{0}(\theta \varphi) \\
& { }_{2} S(311)={ }_{H} r^{2} e^{-c r / 3} Y_{1}^{1}(\theta \varphi) \\
& L_{S}(31-1)=N_{3} r^{2} e^{-c r / 3} Y_{1}^{-1}(\theta \varphi) \\
& \mathcal{L}(320)=N_{3} r^{2} e^{-c r / 3} Y_{2}^{0}(\theta \varphi) \quad N_{3}^{2}=8 c^{7} / 5 \times 3^{9} \\
& \Psi(321)=N_{3} \mathbf{r}^{2} e^{-c r / 3} \mathbf{Y}_{2}^{1}(\theta \varphi) \\
& \underline{U}(32-1)=H_{3} r^{2} e^{-c r / 3} Y_{2}^{-1}(\theta \varphi) \\
& { }_{4} S(322)=N_{3} r^{2} e^{-c r / 3} Y_{2}^{2}(\theta \varphi) \\
& { }_{2} S(32-2)=N_{3} r^{2} e^{-c r / 3} Y_{2}^{-2}(\theta \varphi)
\end{aligned}
$$

The Wigner 3-j Symbols 7.4

All of the integrals which require to be evaluated are seperable into integrals over the radial coordinate $r_{A}$ and integrals over angular coordinates $\theta_{A}, \varphi_{A}$ which have the form:-

If one of the orbitals has centre $B$ as origin, then its expansion about centre $A$ involves a doubly infinite sum of integrals such as that above (see pace 163 ). The number of non zero integrals and their evaluation can be derived most rapidly by use of quantities known as 3 -j symbols. As these are not particularly well known, we shall define the 3 -j symbols and briefly discuss their properties. Our discussion closely follows that of Edmonds. ${ }^{55}$

The concept of contragredient quantities.

Consider the coupling of two angular momentum eigenvectors with the same j to form a state with zero angular momentum. This gives

$$
u_{1}(j, m) u_{2}(j,-m)(-1)^{j-m}=(2 j+1)^{\frac{1}{2}} v(j, j, 0,0)
$$

Since the right hand side is invariant under rotations, we may say that the quantities $(-1)^{j-m} u(j,-m)$ transform under rotations contragrediently to the $u(j, m)$. We may also introduce a quantity which behaves like a metric tensor, namely

$$
\left(\begin{array}{cc}
j & \\
m & m^{\prime}
\end{array}\right)=(-1)^{j+m} \delta_{m,-m^{\prime}}
$$

that is, we have

$$
u(j, m) u\left(j, m^{\prime}\right)\left(\begin{array}{l}
j \\
m^{\prime} \\
m^{\prime}
\end{array}\right)=\text { invariant }
$$

The concept of contragredient quantities leads to the conclusion that the vector coupling coefficients are components of mixed tensors, this giving some explanation of their unsymetric properties. The concept of contragredience is clearly illustrated by Fano and Racah. A nore symmetric quantity may be found by carrying out an operation corresponding to raising or lowering of indices in tensor algebra. Such a result is obtained by considering not the coefficient associated with coupling of $j_{1}$ and $j_{2}$ to give $j_{3}$, but with the coupling of three angular momenta $j_{1}, j_{2}$, and $j_{3}$ to give a resultant zero.

The " $3-j$ symbol of Wigner is defined by

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=(-1)^{j_{1}-j_{2}-m_{3}}\left(2 j_{3}+1\right)^{-\frac{1}{2}}\left(j_{1} m_{1} j_{2} m_{2} \mid j_{1} j_{2} j_{3}-m_{3}\right)
$$

Its symetry properties are easily derived fron those of the vector coupling coefficient. fn even permutation of the colums leaves the numerical value unchanged:-

$$
\left(\begin{array}{lll}
\mathrm{j}_{1} & j_{2} & j_{3} \\
\mathrm{~m}_{1} & \mathrm{~m}_{2} & \mathrm{~m}_{3}
\end{array}\right)=\left(\begin{array}{lll}
\mathrm{j}_{2} & j_{3} & \mathrm{j}_{1} \\
\mathrm{~m}_{2} & \mathrm{~m}_{3} & m_{1}
\end{array}\right)=\left(\begin{array}{lll}
\mathrm{j}_{3} & \mathrm{j}_{1} & \mathrm{j}_{2} \\
\mathrm{~m}_{3} & \mathrm{~m}_{1} & \mathrm{~m}_{2}
\end{array}\right)
$$

While an odd permutation is equivalent to multiplication by $(-1)^{\mathbf{j}+\mathbf{j}+\mathbf{j}}$

$$
(-1)^{j_{1}+j_{2}+j_{3}}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=\left(\begin{array}{ccc}
j_{2} & j_{1} & j_{3} \\
m_{2} & m_{1} & m_{3}
\end{array}\right)
$$

We also have

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=(-1)^{j_{1}+j_{2}+j_{3}}\left(\begin{array}{rrr}
j_{1} & j_{2} & j_{3} \\
-m_{1} & -m_{2} & -m_{3}
\end{array}\right)
$$

It may be seen from symmetry properties that certain 3-j symbols must be identically zero. In this class, for example, is any symbol with $m_{1}=m_{2}=m_{3}=0$ and $j_{1}+j_{2}+j_{3}$ odd. Symbols of the type:-

$$
\left(\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
m_{1} & 0 & m_{3}
\end{array}\right)
$$

are identically zero unless $m_{1}=-i_{3}$. The numerical value of a $3-j$ symbol is seldom found from the general definition, but from some specialized formula. Numerical values for 3 -j symbols have been tabulated by Rotenberg, Bivins, Metropolis, and Wooten. ${ }^{57}$
Formulae which we shall find useful in the evaluation of matrix elements are the following:-
$\int_{0}^{\pi} \int_{0}^{\pi} \int_{\tau_{1}}^{m_{1}}(\theta, \varphi) Y_{\tau_{2}}^{m_{2}}(\theta \varphi) Y_{\tau_{3}}^{m_{3}}(\theta \varphi) \sin \theta \cdot d \theta \cdot d \varphi$

$$
=\left[\frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)\left(2 l_{3}+1\right)}{4 \pi}\right]^{\frac{1}{2}}\left(\begin{array}{lll}
l_{1} & l_{2} & l_{3} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l_{1} & l_{2} & l_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)
$$

$$
\begin{align*}
& \mathrm{Y}_{\eta_{1}}^{\mathrm{m}_{1}}(\theta \varphi) \mathrm{Y}_{\eta_{2}}^{\mathrm{m}_{2}}(\theta \varphi)=\sum_{l=0}^{\infty} \sum_{m_{n-2}}^{+2}\left[\frac{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)(2 \imath+1)}{4 \pi}\right]^{\frac{1}{2}} \mathrm{Y}_{\imath}^{\mathrm{m}_{2}^{*}}(\theta \varphi) \\
& x\left(\begin{array}{lll}
\eta_{1} & \imath_{2} & \imath \\
m_{1} & m_{2} & m
\end{array}\right)\left(\begin{array}{lll}
\eta_{1} & \eta_{2} & \imath \\
0 & 0 & 0
\end{array}\right) \tag{7.4.8}
\end{align*}
$$

$\mathrm{Y}_{\eta_{1}}^{\mathrm{m}_{1}}(\theta \varphi)$ and $\mathrm{Y}_{\mathrm{I}_{2}}^{\mathrm{m}_{2}}(\theta \varphi)$ in the latter formula being spherical harmonics with the same angles for argument.
$X_{l}^{n_{1}^{*}}(\theta \varphi)$ is defined in the following manner:-

$$
\mathbf{Y}_{Z}^{m^{*}}(\theta \varphi)=(-1)^{m} Y_{Z}^{-m}(\theta \varphi)
$$

$$
\begin{aligned}
& \text { Evaluation of One-centre Matrix Elements } 7.5 \\
& \left(\sum_{S}\left|B_{R}^{0}(e)_{A}\right| \Psi_{S}\right)
\end{aligned}
$$

Substituting expression (7.3.5) for ${ }_{2} \int$ in the expression for the matrix elenaent, we get:-

$$
\begin{align*}
& \left(\sum_{A}\left|B_{2}^{0}(e)_{E}\right| \sum_{X_{A}}^{1}\right)= \\
& \quad\left\langle I\left(n_{5}\right) E_{n_{5}}\left(r_{A}\right) Y_{Z_{5}}^{\mathrm{m}_{5}}\left(\theta_{A_{A}} \varphi_{A}\right)\right|-\sqrt{\frac{4 \pi}{5}} r_{A}^{-3} Y_{2}^{0}\left(\theta_{A} \varphi_{A}\right)\left|N\left(n_{1}\right) R_{n_{1}}\left(r_{A}\right) Y_{\eta_{1}}^{n_{1}}\left(\theta_{A} \varphi_{A}\right)\right\rangle \tag{7.5.9}
\end{align*}
$$

which is seperable into a product of matrix elements involving radial and angular coordinates:-

$$
\begin{aligned}
& \left(\sum_{S_{A}}\left|Q_{2}^{0}(e)_{A}\right|\left\langle S_{A}^{\prime}\right)=\right. \\
& -e \sqrt{\frac{4 \pi}{5}}\left[\mathbb{N}\left(n_{5}\right) N\left(n_{1}\right)\right]\left\langle R_{n_{5}}\left(r_{A}\right)\right| r_{A}^{-3}\left|r_{n_{1}}\left(r_{A}\right)\right\rangle\left\langle Y_{r_{5}}^{m_{5}}\left(\theta_{A} \varphi_{A}\right)\right| Y_{2}^{0}\left(\theta_{A} \varphi_{A}\right)\left|\Psi_{\eta_{1}}^{m_{1}}\left(\theta_{A} \varphi_{A}\right)\right\rangle
\end{aligned}
$$

The matrix element involving angular coordinates can be solved with the aid of expression (7.4.7), giving:-

$$
\begin{aligned}
& \left(2 S_{A}\left|\mathbb{B}_{2}^{0}(e)_{A}\right|\left\langle S_{A}^{1}\right)--e \sqrt{\frac{4 \pi}{5}}\left[N\left(n_{5}\right) N\left(n_{1}\right)\right]\left\langle R_{n_{5}}\left(\mathbf{r}_{A}\right)\right| \mathbf{r}_{A}^{-3}\left|\mathbb{R}_{n_{1}}\left(\mathbf{r}_{A}\right)\right\rangle\right. \\
& \pm \sqrt{\frac{5\left(2 l_{1}+1\right)\left(2 l_{5}+1\right)}{4 \pi}}\left(\begin{array}{lll}
\eta_{5} & 2 & \eta_{1} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\eta_{5} & 2 & \eta_{1} \\
-m_{5} & 0 & m_{1}
\end{array}\right)(-1)^{\frac{m_{5}}{5}}
\end{aligned}
$$

It follows from the properties of the 3 -j symbols that the matrix element is zero unless $m_{1}=m_{5}$. The non zero matrix elements for $l_{5} \geqslant l_{1}$ are listed in table 7.5.1, the remaining matrix elements for $l_{1}<l_{5}$ having values identical with the corresponding matrix elements for $\eta_{5}>l_{1}$. The wavefunctions connected by the operator $B_{2}^{0}(e)_{A}$ are the following:-


The evaluation of the radial integrals is simply carried out by using the integrals tabulated in appendix III. The integrals are defined by

$$
\left\langle R_{n_{5}}\left(r_{A}\right)\right| r_{A}^{-3}\left|R_{n_{1}}\left(r_{A}\right)\right\rangle=\int_{0}^{\infty} r_{n_{5}}\left(r_{A}\right) \cdot R_{n_{1}}\left(r_{A}\right) \cdot r_{A}^{-1} \cdot d r_{A}
$$

$$
\begin{aligned}
& \left.\left.\begin{array}{ll}
\left\langle\left\{_ { A } \left( n_{5} l_{5} m_{5}\right.\right.\right.
\end{array}\right)\left|-e \frac{4 \pi}{5} r_{A}^{-3} y_{2}^{0}\left(\theta_{A} \varphi_{A}\right)\right| \oint_{A}\left(n_{1} l_{1 m_{1}}\right)\right\rangle \begin{array}{l}
\text { Table } \\
7.5 .1 \\
\hline
\end{array}
\end{aligned}
$$

Evaluation of $\left\langle\sum_{A}^{*}\left(n_{5} \eta_{5} m_{5}\right)\right|\left(B_{2}^{0}(e)\right)_{A}\left\{_{A}\left(n_{1} \eta_{1} m_{1}\right)\right\rangle$ for $n_{5}, n_{1}=1,2.7 .6$

In molecules made up of first row atoms, e.g. CO, $N_{2}$, etc., the electrons occupy $1 \mathrm{~s}, 2 \mathrm{~s}$, and 2 p atomic orbitals (neglecting configuration interaction, etc。). It is therefore of great interest to have explicit expressions for the matrix elements corresponding to the electronic contribution to the field gradient at nuclei in such molecules. In fact there are only two non zero one centre matrix elements, these having the value

$$
\begin{aligned}
& \left(2 p_{A}^{0}\left|B_{2}^{0}(e)_{A}\right| 2 p_{A}^{0}\right)=-\frac{64}{15} c^{3} e \\
& \left(2 p^{ \pm 1}\left|B{ }_{2}^{0}(e)_{A}\right| 2 p^{ \pm 1}\right)=+\frac{32}{15} c^{3} e
\end{aligned}
$$

The Evaluation of Two Centre Matrix Elements of the Type

$$
\left\langle{ }_{2 S}^{*}\left(n_{5} Z_{5} m_{5}\right)\right| B_{2}^{0}(e)_{A}\left|{ }_{2} S_{B}\left(n_{1} \eta_{1} m_{1}\right)\right\rangle
$$

Watrix elements of this type are conveniently evaluated by expanding the operator centred upon nucleus $\mathbb{A}$ about a new origin centred at nucleus $E$. The necessary expansion formulae have recently been derived by Fitzer, Thern, and Lipscomb and it is essentially their method which we shall use.

The coordinate system employed will be as follows:-


In this figure, $\left(r_{A}, \theta_{A}, \varphi_{A}\right)$ and $\left(r_{B}, \theta_{B}, \varphi_{R}\right)$ are the polar coordinates of a point, referred to the two nuclei $A$ and $B$ as origins, and the lines $A B$ and $B A$ respectively are polar axes. From the figure we note that $\varphi_{A}=\varphi_{B}=\varphi$.

The expansion of a solid spherical harmonic on one centre in terms of solid spherical harmonics on another centre is given by Fiobson. For solid spherical harmonics of degree $-n-1$, it is

$$
\begin{align*}
& \frac{\mathbf{P}_{n}^{m}\left(\cos \theta_{A}\right)}{r_{A}^{n+1}}=\frac{1}{R} \sum_{\imath=m}^{\infty}\binom{\imath_{n-n}}{n-m} \frac{r_{B}^{\imath}}{R^{\imath}+1} P_{\eta}^{m}\left(\cos \theta_{B}\right) \quad \text { if } r_{B}<R  \tag{7.7.1a}\\
& \frac{P_{n}^{m}\left(\cos \theta_{A}\right)}{r_{A}^{n+1}}=\frac{(-1)^{n-m}}{R^{n}} \sum_{\eta=n}^{\infty}\binom{\eta-m}{n-m} \frac{R^{2}}{r_{B}^{q}+1} \quad P_{2}^{m}\left(\cos \theta_{B}\right) \quad \text { if } r_{B}>R \tag{7.7.1b}
\end{align*}
$$

where the $\binom{i}{j}$ are the binomial coefficients, defined by the equation:-

$$
\binom{i}{j}=i!(j!)^{-1}(i-j)!^{-1}
$$

The integration involved in the evaluation of the matrix element is done in spherical coordinates about centre $B$ by dividing the range of integration of $r_{B}$ into three parts, 0 to $R-\epsilon, R-\in$ to $R+\epsilon$,
and $R+\epsilon$ to $\infty \quad(\epsilon>0)$. Using the appropriate series for inner and outer parts, the integration is performed and then $\epsilon$ is allowed to go to zero. Since the radial functions in (7.7.1) are well behaved at $r_{B}=H, \in$ can be set equal to zero initially in these two parts.

Using equation (7.7.1), the operator $\beta \frac{2}{2}_{0}^{0}(\mathrm{e})_{A}$ can be expanded:-
$\frac{-e \sqrt{\frac{4 \pi}{5}} Y_{2}^{0}\left(\theta_{A} \varphi_{A}\right)}{\mathbf{r}_{\mathbf{A}}^{3}}=-\frac{e}{R^{2}} \sum_{i=0}^{\infty}\binom{\eta+2}{2} \frac{r_{\mathrm{E}}^{2}}{\mathbf{R}^{2}+1} \sqrt{\frac{4 \pi}{2 \eta+1}} \quad Y_{2}^{0}\left(\theta_{B} \varphi_{B}\right) \quad$ if $\mathbf{r}_{\mathbf{B}}<\mathbf{R}$


In the following sections, the integrals occuring in each range of integration will be evaluated.
(i) Evaluation of Katrix Elements in the Range $r_{B}<\boldsymbol{R}$

By expressing the operator $B_{2}^{0}(e)_{A}$ in terms of expansion (7.7.2a) and by using $3-j$ symbols, we obtain the following expression:-

$$
\begin{aligned}
& \left\langle\left\langle\sum_{B}\left(n_{5} l_{5} m_{5}\right)\right| B_{2}^{0}(e)_{A} \mid \sum_{B}\left(n_{1} l_{1} m_{1}\right)\right\rangle=-e\left[N\left(n_{5}\right) N\left(n_{1}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& \left.x\left(\begin{array}{lll}
\tau_{5} & 2 & \tau_{1} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\tau_{1} & \tau_{1} & \tau_{5} \\
m_{2} & 0 & -m_{5}
\end{array}\right)\right) \tag{7.7.3}
\end{align*}
$$

The first simplification of this expression results from the properties of the $3-j$ symbols, for the matrix element is non zero only for $m_{1}=m_{5}$. Further simplification results only by specification of $l_{1}$ or $l_{5}$. All necessary matrix elements can be evaluated by calculating merely those for which $l_{5} \geqslant l_{1}$. The expression derived for each case of interest is shown in Table 7.7.2 on the next page. In this table the following shorthand notation is used:-
$\left\langle\sum_{B}\left(n_{5} l_{5} m_{5}\right)\right| Q_{2}^{0}(e)_{A}\left|\sum_{B}\left(n_{1} \tau_{1} m_{1}\right)\right\rangle=\left\langle\sum_{E}\right| B_{2}^{0}(e)_{A} \mid\left\langle S_{B}\right\rangle$
The radial integrals which occur are evaluated by means of the integrals tabulated in Appendix $\mathbb{V}$.

(ii )Evaluation of Matrix Elements in the Range $r_{B}>R$

Using equation (7.7.2b), we derive the following expression:-

$$
\begin{align*}
& \left\langle 2 s_{B}\left(n_{5} l_{5} m_{5}\right)\right| B_{2}^{0}(e)_{A} \left\lvert\, \frac{\left.2 S_{B}\left(n_{1} l_{1} m_{1}\right)\right\rangle=-\mathrm{e}\left[N\left(n_{5}\right) N\left(n_{1}\right)\right]}{\left(\frac{R_{n_{5}}\left(r_{B}\right) R_{n_{1}}\left(r_{B}\right)}{R^{2}}\right)(-1)^{m_{5}} \sum_{l=2}^{\infty}\binom{\eta}{2} \frac{R^{2}}{r_{8}^{2+1}} \sqrt{\frac{4 \pi}{2 l+1}}\left[\frac{\left(2 l_{s}+1\right)(2 l+1)\left(2 l_{1}+1\right)}{4 \pi}\right]^{1 / 2}\left(\begin{array}{lll}
l_{5} & 2 & l_{1} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
l_{5} & l_{1} & l_{1} \\
-m_{5} & 0 & m_{1}
\end{array}\right)}\right.
\end{align*}
$$

Again there is the simplification that the matrix element is non zero only if $m_{1}=m_{5}$.

As in the previous section, we need only evaluate matrix elements for $l_{5}>l_{1}$. The expression derived for each case of interest is shown in table 2. The radial integrals can be evaluated by use of the integrals shown in Appendix $V$.
(iii) Evaluation of Matrix Elements in the Range $R-\epsilon<r_{B}<R+\epsilon$.

Evaluation of matrix elements in this range is fully discussed in the appendix of tie article by Pitzer, Kern, and Lipscomb. Here we shall state only the value of the integral for the operator $\mathbb{B}_{2}^{0}(e)_{\mathcal{A}^{\prime}}$. This value is given by:-

$$
\begin{align*}
& \left\langle s_{5}\left(n_{5} l_{5} n_{5}\right)\right| Q_{2}^{0}(e)_{A}\left|\sum_{3}\left(n_{5} l_{5} m_{5}\right)\right\rangle \\
& \left.\quad \sqrt{\frac{\left(2 l_{5}+1\right)\left(2 l_{1}+1\right)\left(l_{5}+m_{5}\right)!\left(l_{1}-m_{1}\right)!}{\left(l_{5}-m_{5}!\left(l_{1}+m_{1}\right)!\right.}}(-1)^{m} R_{n_{5}}\left(r_{s}\right) R_{n_{1}}\left(r_{1}\right) \delta\left(r_{8}-R\right) N\left(n_{1}\right)\right] \tag{7.7.5}
\end{align*}
$$

The delta function implies that the product of the radial functions is zero unless $r_{B}=R$.

|  |
| :---: |
| $\left\langle 4_{a_{1}}^{m_{3}}\right\| B_{2}^{0}(e)_{A}\left\|\psi_{B_{1}}^{m_{1}}\right\rangle_{\substack{ \\ u \in \rightarrow 0}}^{\infty}=-\mathrm{e}\left[N\left(n_{5}\right) N\left(n_{1}\right)\right] \sqrt{\frac{6}{5}}\left(\begin{array}{ccc} 1 & 2 & 1 \\ -m_{5} & 0 & m_{1} \end{array}\right)(-1)^{m_{5}} \int_{\substack{R_{t \in E} \\ \Delta t \in \rightarrow 0}}^{\infty} \frac{R_{n_{5}}\left(r_{B}\right) R_{n_{1}}\left(r_{B}\right)}{r_{B}} d r_{B}$ |
|  |
|  |

> Evaluation of latrix Elements in the Range $r_{B}=0 \rightarrow \infty$

In the previous three sub-sections we have evaluated matrix elements in the ranges $\quad r_{B}=0$ to $R-\epsilon, R-\epsilon$, to $R+\epsilon$, and $R+\epsilon$ to $\infty$. By adding appropriate expressions we can therefore derive formulae for the integrals evaluated over the range $r_{B}=0$ to $\infty$. Such expressions are rather coaplicated and in practice it is simpler to evaluate the integrals in each range seperately then add the resulting expressions. latrix elei.erts have been evaluated in this way for $1 \mathrm{~s}, 2 \mathrm{~s}$, and $2 p$ atomic orbitals. The resultine expressions are shown on the next page. The following orbitals situated on nucleus $B$ are connected by the operator:-


Evaluation of $\left\{\begin{array}{l}\left\langle\left(\int_{B}(100)\left|0_{A}\right| \int_{B}(100)\right)\right\rangle \\ \left\langle\left(\int_{B}\left(21_{5} m_{5}\right)\left|0_{A}\right| \sum_{B}\left(2 \sum_{1} m_{1}\right)\right\rangle\right\rangle \text { in the range } r_{B}=0 \rightarrow \infty\end{array}\right.$

By addition of the partial integrals for each range of evaluation, we derive the following expressions:-

$$
\begin{aligned}
& \left(1 s_{B}\left|0_{A}\right| l_{s_{B}}\right)=-\frac{e}{R^{3}}\left[1-\exp (-a)\left(\frac{a^{3}}{6}+\frac{a^{2}}{2}+a+1\right)\right] \quad a=2 c \pi \\
& \left(2 s_{B}\left|0_{A}\right| 2 s_{B}\right)=-\frac{e}{R^{3}}\left[1-\exp (-2 b)\left(\frac{4 b^{5}}{9}+\frac{2 b^{4}}{3}+\frac{4 b^{3}}{3}+2 b^{2}+1\right)\right] \quad b=\frac{c R}{2} \\
& \begin{array}{r}
\left(2 \mathrm{p}_{\mathrm{B}}^{0}\left|0_{\mathrm{A}}\right| 2 \mathrm{p}_{\mathrm{B}}^{0}\right)=-\frac{\mathrm{e}}{\mathrm{R}^{3}}\left[1+\frac{18}{\mathrm{~b}^{2}}-\exp (-2 \mathrm{~b})\left(\frac{4 \mathrm{~b}^{5}}{3}+2 \mathrm{~b}^{4}+6 \mathrm{~b}^{3}+14 \mathrm{~b}^{2}+26 \mathrm{~b}\right.\right. \\
\left.\left.+37+\frac{36}{b}+\frac{18}{b^{2}}\right)\right]
\end{array} \\
& \left(2 p_{B}^{0}\left|0_{A}\right| 2 s_{B}\right)=-\frac{e}{\sqrt{3 A^{3}}}\left[\frac{15}{2 b}-\exp (-2 b)\left(\frac{4 b^{5}}{3}+2 b^{4}+5 b^{3}+10 b^{2}+15 b+15+\frac{15}{2 b}\right)\right] \\
& \begin{aligned}
\left(2 p_{B}^{ \pm 1} 0_{A} \mid 2 p_{B}^{ \pm 1}\right)=-\frac{e}{R^{3}}\left[1-\frac{9}{b^{2}}+\exp (-2 b)\left(\frac{4 b^{5}}{3}+b^{3}\right.\right. & +4 b^{2}+10 b+17 \\
+ & \left.\left.\frac{18}{b}+\frac{9}{b^{2}}\right)\right]
\end{aligned} \\
& \left(2 s_{B}\left|0_{A}\right| 1 s_{B}\right)=-\frac{e}{R^{3}}\left(\frac{\mathbf{k}^{3} c^{5}}{6}\right)^{\frac{1}{2}}\left[\frac{3}{8 h^{4}}-\exp (-2 h R)\left(\frac{R^{4}}{3}+\frac{R^{3}}{2 h}+\frac{3 R^{2}}{4 h^{2}}+\frac{3 R}{4 h^{3}}+\frac{3}{8 h^{4}}\right)\right] \\
& \left(2 \mathrm{p}_{\mathrm{B}}^{0}\left|0_{\mathrm{A}}\right| 1 \mathrm{~s}_{\mathrm{B}}\right)=-\frac{\mathrm{e}}{\mathrm{R}^{4}}\left(\frac{\mathrm{k}^{3} \mathrm{c}^{5}}{2}\right)^{\frac{1}{2}}\left[\frac{3}{4 \mathrm{~h}^{5}}-\exp (-2 \mathrm{hR})\left(\frac{\mathrm{R}^{5}}{3}+\frac{\mathrm{R}^{4}}{2 \mathrm{~h}}+\frac{\mathrm{R}^{3}}{\mathrm{~h}^{2}}+\frac{3 \mathrm{R}^{2}}{2 \mathrm{~h}^{3}}+\frac{3 \mathrm{R}}{2 h^{4}}\right.\right. \\
& \left.\left.+\frac{3}{4 h^{5}}\right)\right] \\
& h=(k+c / 2) . \quad k=\text { is orbital EXPONENT. } \\
& \text { on this page } O_{A}=\mathbb{B}_{2}^{0}(e)_{A} \text {. }
\end{aligned}
$$

Evaluation of Two Centre Miatrix Elements of the Type

$$
\left\langle S_{A}\right| B_{2}^{0}(e)_{A}\left|I S_{B}\right\rangle
$$

These antrix elements are more difficult to evaluate than the others which we have previously described. The most obvious metiod of evaluation is to expand the wavefunction $\left\{_{B}\right.$ about a new origin of coordinates situnted at centre $A$. The resulting series of one centre matrix elements can be expressed analytically in teras of certain Z functions of a standard mathematical type. This method of evaluating the catrix elements is essentially that of Barnett and Coulson. By modifying this method by the introduction of $3-j$ symbols, the doubly infinite sum of one centre matrix elements which results from the expansion of $2_{B}$ about centre $A$ is seen to be reduced to a few terms in a clear and simple manner.

We shall first derive the expansion of $\frac{S_{5}}{}$ about a new origin of coordinates situated at centre A. Following this, a general expression will be derived for the complete matrix element. Finally, the value for particular matrix elements will be calculated.

Expansion of a Slater wavefunction about a new centre.

Using the same coordinate system as in chapter 7.7, we obtain from equations (5) and (6) of reference the following expansion formulae:-

$$
\begin{equation*}
s_{B}^{2} Y_{l}^{m}\left(\theta_{B} \varphi_{A}\right)-(-1)^{2 m} \sqrt{\frac{(2 l+1)(l-m)!}{(l+m)!}} \sum_{j=1 m!}^{\imath}(-1)^{j+m}\binom{m+l}{m+j} x_{A}^{j} R^{2-j} \sqrt{\frac{(j+m)!}{(2 j+1)(j-m)!}} Y_{j}^{m}\left(\theta_{A} \varphi_{A}\right) \tag{7.8.1}
\end{equation*}
$$

$$
\begin{equation*}
I_{0}^{s-1} e^{-\beta J_{0}}-\beta^{-s+1} \sum_{k=0}^{\infty} \frac{2 k+1}{\sqrt{t r}} \sqrt{\frac{4 \pi}{2 k+1}} Y_{k}^{0}\left(\theta_{A} \varphi_{A}\right) \zeta_{s, k}(1, t ; \tau) \tag{7.8.2}
\end{equation*}
$$

in which $t=\beta r_{A}, \quad \tau=\beta R$, and the $\zeta_{S, k}(1, t ; \gamma)_{\text {are }}$ functions of the variables
$t$ and which are related to other functions of standard mathematical form which we shall call $Z$ functions. Equations (7.8.1) and (7.8.2) have been expressed in terms of spherical harmonics $Y_{2}^{m}(\theta \varphi)$ which are related to the Associated Legendre Functions, $\mathrm{F}_{2}(\cos \theta)$, used by Barnett and Coulson by the formula:-

$$
\begin{equation*}
\mathbf{P}_{\imath}^{m}(\cos \theta) \exp (i m \varphi)=(-1)^{m}\left[\frac{4 \pi(\imath+m)!}{\left(2 q_{+}\right)(\imath-m)!}\right]^{\frac{1}{2}} \quad Y_{\imath}^{m}(\theta \varphi) \tag{7.8.3}
\end{equation*}
$$

A Slater type orbital situated on centre $B$ can be expressed as follows:-

$$
\begin{align*}
\mathcal{E}_{B}\left(n_{1} \eta_{1} m_{1}\right) & =N\left(n_{1}\right) r_{B}^{n_{1}-1} \exp \left(-\beta r_{B}\right) Y_{Z_{1}}^{m_{1}}\left(\theta_{B} \varphi_{B}\right) & \beta=c / n \\
& =N\left(n_{1}\right)\left[r_{B}^{n_{1}-l_{1}-1} \cdot \exp \left(-\beta r_{B}\right)\right]\left[r_{B}^{\tau_{1}} Y_{Z_{1}}^{m_{1}}\left(\theta_{B} \varphi_{B}\right)\right] & (7.8 .4) \tag{7.8.4}
\end{align*}
$$

Substituting equations (7.8.1) and (7.8.2) for the quantities in square brackets in this expression, and using equation (7.4.8), we obtain the expansion of $\mathcal{S}_{B}\left(n_{1} Z_{1} m_{1}\right)$ shown in equation (7.8.5) on the next page. On substituting this expression in the formula for the complete matrix element, and using equation (7.4.7) for the integral over three spherical harmonics, we obtain a general expression for the matrix element which is given by equation (7.3.6). Simplification of this rather cumbersome expression results from the properties of the $3-j$ symbols. We note first that the $3-j$ symbols have a nor zero value only if $m_{1}=-m_{4}=m_{5}$. This condition removes the sum over $m_{4}$ from the general expression. Putting $m_{1}=m_{5}=m$, we obtain expression (7.8.7) for the non zero matrix elements.

$\left\langle\psi_{A}\left(n_{s}, l_{s} m_{3}\right)\right| Q_{B}^{0}\left(e_{\mu}\left|\psi_{d}\left(m_{2}, m_{m}\right)\right\rangle\right.$



## Simplification of the general integral

Equation (7.8.7) can be simplified further only by specification of $Z_{1}, Z_{5}$, or $m$. If $m$ is specified first, we can derive expressions for the three matrix elements of interest, namely:-

$$
\begin{aligned}
& \text { (a) }\left\langle\sum_{A}\left(n_{5} \eta_{5}^{0}\right)\right| B_{2}^{0}(e)_{A}\left|\Psi_{B}\left(n_{1} \eta_{1} 0\right)\right\rangle \\
& \text { (b) }\left\langle\sum_{A}\left(n_{5} \eta_{5} \pm 1\right)\right| Q_{2}^{0}(e)_{A} \mid\left\langle S_{E}\left(n_{1} \eta_{1} \pm 1\right)\right\rangle \\
& \text { (c) }\left\langle\sum_{A}\left(n_{5} \pm 2\right)\right| B_{2}^{0}(e) \mid\left\langle S_{B}\left(n_{1} \eta_{1} \pm 2\right)\right\rangle
\end{aligned}
$$

It is next convenient to specify $\eta_{5}$ so that each of the different types of matrix element is split into three sub-types, those for type (a) becoming:-

$$
\begin{aligned}
& \text { (ai) }\left\langle Z_{S_{A}}\left(\begin{array}{ll}
n_{5} & 0
\end{array}\right)\right| B_{2}^{0}(e){ }_{A}\left|Z_{I_{B}}\left(n_{1} l_{1} 0\right)\right\rangle \\
& \text { (aii) }\left\langle\sum_{A}\left(n_{5} 10\right)\right| B_{2}^{0}(e)_{A}\left|\mathcal{P}_{B}\left(\begin{array}{ll}
n_{1} & 1 \\
1 & 0
\end{array}\right)\right\rangle \\
& \text { (aiii) } \left.\left.\left\langle\int_{A}\left(n_{5} 20\right)\right| B_{2}^{0}(e) A\right\}_{B}\left(n_{1} 2 r i\right)\right\rangle
\end{aligned}
$$

Finally $Z_{1}$ is specified. Because of the equality:-

$$
\left\langle\sum_{A}\left(n_{5} \eta_{5}^{m_{5}}\right)\right| B_{2}^{0}\left(e j_{A} \mid\left\langle\sum_{B}\left(n_{1} Z_{1} m_{1}\right)\right\rangle=\left\langle\sum_{B}\left(n_{1} q_{1} m_{1}\right)\right| \mathcal{S}_{2}^{0}(e)\left|\Psi_{A}\left(n_{5} Z_{5} m_{5}\right)\right\rangle\right.
$$

only those matrix elements for ${\eta_{5}}_{5} \zeta_{1}$ need be evaluated. All of the integrals occuring can be reduced in a manner which we shall shortly demonstrate to a sum of $Z$ functions which are defined by:-

$$
Z_{m, n,}(k r)+\frac{1}{2}=\int_{0}^{\infty} \exp (-k t) \cdot \widetilde{C}_{m, n}(1, t ; r) t^{2+\frac{1}{2}} d t
$$

The evaluation of the matrix elements in terms of the $Z$ functions is straightforward. The method of evaluation will be illustrated for the matrix element $\left\langle\left\{_{A}\left(n_{5} 00\right)\left|B_{2}^{0}(e)_{A}\right| \psi_{B}\left(n_{1} 00\right)\right\rangle\right.$, the result alone being stated for the other matrix elements.

Stage 1; In equation (7.8.7) put $m=0$

$$
\left.\left.\begin{array}{l}
\left\langle s_{A}\left(n_{5} l_{5} \quad 0\right)\right| Q_{2}^{0}(e)_{A} \left\lvert\, \frac{s_{S}}{R}\left(n_{1} l_{1}\right.\right. \\
0
\end{array}\right)\right\rangle=-e\left[N\left(n_{5}\right) N\left(n_{1}\right)\right] \sqrt{\frac{2 l_{1}+1}{\tau}} \beta^{-n_{1}-n_{5}+l_{1}+3} x .
$$

Stage 2; Fut $l_{5}=0$

$$
\left.\left.\begin{array}{l}
\left\langle\sum _ { A } \left( n_{5}\right.\right.
\end{array} 000\right)\left|\Theta_{2}^{0}(e)_{A}\right| \sum_{B}\left(n_{1} l_{1} \quad 0\right)\right\rangle=-e\left[N\left(n_{5}\right) N\left(n_{1}\right)\right] \sqrt{\frac{2 l_{1}+1}{\tau}} \beta^{-n_{1}-n_{5}+l_{1}+3} x .
$$

Now the 3-j symbol :-

$$
\left(\begin{array}{lll}
0 & 2 & \eta_{4} \\
0 & 0 & 0
\end{array}\right)
$$

is zero unless $\mathcal{Z}_{4}=2$. Then $\mathcal{Z}_{4}=2$, it has the value $(1 / 5)^{\frac{1}{2}}$. The expression therefore simplifies to:-

$$
\begin{aligned}
& \left\langle\sum_{A}\left(n_{5} \quad 0 \quad 0\right)\right| \theta_{2}^{0}(e)_{A}\left|\xi_{B}\left(n_{1} q_{1} 0\right)\right\rangle=-e\left[N\left(n_{5}\right) N\left(n_{1}\right)\right] \sqrt{\frac{2 l_{1}+1}{\tau}} \beta^{-n_{1}-n_{5}+l_{1}+3} x \\
& \int_{0}^{\infty} t^{\pi_{3}-q_{2}} \exp (-R t) \sum_{z_{3}=0}^{\infty} \sum_{l_{2}=0}^{l_{1}}(-1)^{l_{2}} \beta^{-l_{2}}\binom{l_{1}}{l_{2}} t^{l_{2}} R^{l_{1}-l_{2}} \underset{\eta_{1}}{\underset{n_{1}, l_{1}, l_{3}}{(1, t, r)}\left(2 l_{3}+1\right)}\left(\begin{array}{lll}
l_{3} & l_{2} & 2 \\
0 & 0 & 0
\end{array}\right)^{2} d t
\end{aligned}
$$

Stage (iii) Putting $\eta_{1}=0, \tau_{2}$ can have only one value for which the matrix element is non zero, this value being $l_{2}=0$. The matrix element reduces to:-

$$
\left\langle\sum_{A}\left(n_{5} \quad 0 \quad 0\right)\right| \theta_{2}^{0}(e)_{A}\left|\frac{S_{E}}{S_{E}}\left(n_{1} \quad 0 \quad 0\right)\right\rangle=-e\left[N\left(n_{5}\right) N\left(n_{1}\right)\right] \cdot \frac{\beta^{-n_{1}-n_{5}+3}}{\sqrt{\tau}} x
$$

In this expression, the $3-j$ symbol is zero unless $Z_{3}=2$, so that the sum over $l_{3}$ reduces to a single term, the expression becoming:-

In a similar manner, all the matrix elements can be evaluated in terms of the $Z$ functions. The resulting expressions are listed on the following two pages.

$$
\begin{aligned}
& \left\langle\frac{\sum_{A}}{A}\left(\begin{array}{lll}
n_{5} & 0 & 0
\end{array}\right)\right| B_{2}^{0}(e)_{A}\left|\Psi_{B}\left(\begin{array}{lll}
n_{1} & 0 & 0
\end{array}\right)\right\rangle=-e\left[N\left(n_{5}\right) N\left(n_{1}\right)\right] \beta^{-p_{j}-n_{5}+3} \int_{\gamma}^{\infty} \int_{0}^{t_{5}-5 / 2} \exp (-K t) \underset{n_{1}, 2}{\sim}(1, t ; \tau) d t \\
& =-e\left[N\left(n_{5}\right) N\left(n_{1}\right)\right]^{\beta^{-n_{-}-n_{s}+3} / \sqrt{\tau}} Z_{(1, t ; \tau)}^{\left(1,2, n_{5}-5 / 2\right.}
\end{aligned}
$$
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Summary of Calculation Methods Bvaluation of the Z Functions.

The analytical and numerical evaluation of the $Z$ functions has been fully described by Barnett and Coulson. It would be a relatively simple matter to programe an electronic computer to calculate the $Z$ functions numerically.

By the methods which we have described, it is possible to evaluate all the important matrix elements of the nuclear quadrupole interaction Hamiltonian for molecules. In fact it would not be difficult to programe the computer to calculate the quantities $q$ and from some trial wavefunction. If this was done, simple and rapid correlations could be made between experimental observations and theoretical predictions.

Conclusions RegardinE the Development of N.Q.R. Research. 8.

After a mere eighteen nonths of research in the field of N.Q.R. spectroscopy, alnost all of which has been taken up by the construction of apparatus, it is too soon to say whether or not our Lopes will be realized. It is certainly true that a satisfactory solution to the detection probleri will have to be found before the technique can really be exploited. This problem is undoubtedly the greatest single factor hampering research at the moment.

The interpretation of N.Q.R. in tems of electronic structure is complicated to a large extent at the moment by lack of detailed knowledge concerning the magnitude of the Sternheimer effect. Although the inportance of this effect is difficult to estimate, it is liable to become much less formidable as more extensive measurenents of nuclear quadrupole coupling constants are made.

In the three year period during which this research has been carried out, a great deal of extremely useful experience in chemistry, physics, computing, and electronics has been gained, as well as confidence ir how to go about constructing new and complex apparatus. This sort of experience is, in the author's view, rauch nore desirable than thet which would have resulted from the study of some specialized chemical topic. Largely as a result of the wide variety of fields covered, the author's interests have moved away from the simple correlation of observations with electronic structure, and have become more directed towards developing new methods for studying " chemically interesting observables at a molecular level".
R.W. 1A Input: 1) Frogramme except last two cards.
2) Einary normalized vectors, i.e. output from normalization prog. in order, and with parameter cards.
3) Last two cards.

Output: 1) T matrix.
R.W. 1B Input: 1) Frogramme
2) T matrix, i.e. output from R.W. LA.
3) Binary $\#$ matrix.

4 ) Binary B (obs) matrix.
5) Einary C matrix.

Output: 1) P(calc) matrix.
2) Refined H matrix.
3) The parameter $R$

Output is decimalized using Larob

## Additional Facilities:

R.W. IA : Inputs (2) and (3) may be read in continuously.
R. W. 1B : Data can be read in continuously.

APPENDIX 2: Operating Instructions for programme R.W. 2
(Four Spin Programpes)
R.W. 2A: As for R.W. la
R.W. 28 : Inputs (1) to (4) identical to those of R.W. 1B. Input (5), C matrix, now put in as two $28 \times 28$ "mesh matrices".

Appendix III. The Integrals
$\int_{0}^{\infty} r^{n} e^{-c r} d r$

$$
\begin{array}{ll}
\int_{0}^{\infty} r^{0} e^{-c r} d r=\frac{1}{c} & \int_{0}^{\infty} r^{6} e^{-c r} d r=\frac{5 \times 3^{2} \times 2^{4}}{c^{7}} \\
\int_{0}^{\infty} r^{1} e^{-c r} d r=\frac{1}{c^{2}} & \int_{0}^{\infty} r^{7} e^{-c r} d r=\frac{35 \times 3^{2} \times 2^{4}}{c^{8}} \\
\int_{0}^{\infty} r^{2} e^{-c r} d r=\frac{2}{c^{3}} & \int_{0}^{\infty} r^{8} e^{-c r} d r=\frac{35 \times 3^{4} \times 2^{7}}{c^{9}} \\
\int_{0}^{\infty} r^{3} e^{-c r} d r=\frac{6}{c^{4}} & \int_{0}^{\infty} r^{9} e^{-c r} d r=\frac{35 \times 3^{4} \times 2^{7}}{c^{10}} \\
\int_{0}^{\infty} r^{4} e^{-c r} d r=\frac{24}{c^{5}} & \int_{0}^{\infty} r^{10} e^{-c r} d r=\frac{5^{2} \times 7 \times 3^{4} \times 2^{8}}{c^{11}} \\
\int_{0}^{\infty} r^{5} e^{-c r} d r=\frac{15 \times 2^{3}}{c^{6}} & \int_{0}^{\infty} r^{n} e^{-c r} d r=\frac{n}{c} \int_{0}^{\infty} r^{n-1} e^{-c r} d r
\end{array}
$$

Appendix IV. The Integrals $\int_{\substack{k \pm \\ \epsilon \rightarrow 0}}^{R-\epsilon} r^{n} e^{-2 c r} d r$

$$
\begin{aligned}
& \int_{{\underset{c}{c}}^{R \epsilon} r^{0} e^{-2 c r} d r}=\frac{1}{2 c}-e^{-2 c R} \frac{1}{2 c} \\
& \int_{0_{t \rightarrow 0}}^{R \epsilon} \mathbf{r}^{1} e^{-2 c r} d r=\frac{1}{4 c^{2}}-e^{-2 c R R}\left[\frac{1}{4 c^{2}}+\frac{R E}{2 c}\right] \\
& \begin{array}{l}
\int_{0_{\epsilon \rightarrow 0}}^{2-\epsilon} r^{2} e^{-2 c r} d r=\frac{1}{4 c^{3}}-e^{-2 c R}\left[\frac{1}{4 c^{3}}+\frac{R}{2 c^{2}}+\frac{R^{2}}{2 c}\right] \\
\int_{\mathrm{c} \rightarrow 0}^{R \in \epsilon} r^{3} e^{-2 c r} d r=\frac{3}{3 c^{4}}-e^{-2 c R}\left[\frac{3}{8 c^{4}}+\frac{3 R}{4 c^{3}}+\frac{3 e^{2}}{4 c^{2}}+\frac{R^{3}}{2 c}\right]
\end{array} \\
& \int_{c \rightarrow 0}^{R-6} r^{4} e^{-2 c r} d r=\frac{3}{4 c^{5}}-e^{-2 c R}\left[\frac{3}{4 c^{5}}+\frac{3 R}{2 c^{4}}+\frac{3 R^{2}}{2 c^{3}}+\frac{R^{3}}{c^{2}}+\frac{R^{4}}{2 c}\right] \\
& \int_{0^{R} \rightarrow 0}^{R \epsilon} r^{5} e^{-2 c r} d r=\frac{15}{8 c^{6}}-e^{-2 c R}\left[\frac{15}{8 c^{6}}+\frac{15 R}{4 c^{5}}+\frac{15 R^{2}}{4 c^{4}}+\frac{5 R^{3}}{2 c^{3}}+\frac{5 R^{4}}{4 c^{2}}+\frac{R^{5}}{2 c}\right] \\
& \int_{\mathrm{c} \rightarrow 0}^{R-\epsilon} \mathbf{r}^{6} e^{-2 c r} d r=\frac{45}{8 c^{7}}-e^{-2 c R}\left[\frac{45}{8 c^{7}}+\frac{45 R}{4 c^{6}}+\frac{45 R^{2}}{4 c^{5}}+\frac{15 R^{3}}{2 c^{4}}+\frac{15 R^{4}}{4 c^{3}}+\frac{3 R^{5}}{2 c^{2}}+\frac{R^{6}}{2 c}\right]
\end{aligned}
$$

$$
\text { Appendix V. The Integrals } \int_{L \in}^{\infty} r_{R+\epsilon}^{n} e^{-2 c r} d r
$$

$$
\begin{aligned}
& \int_{R+\epsilon}^{\infty} \mathbf{r}^{0} e^{-2 c r} d r=\frac{1}{2 c} e^{-2 c \mathbb{}} \\
& \int_{\substack{R+\epsilon \\
\epsilon \rightarrow 0}}^{\infty} \mathbf{r}^{1} e^{-2 c r} d r=\frac{1}{2 c} e^{-2 c \overline{r i t}}\left(\eta t+\frac{1}{2 c}\right)
\end{aligned}
$$
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