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The phase problem of X -ray crystallography is stated, some of the methods available for its solution are surveyed and their theoretical background is outlined.'

Three computer programs written by the author, are described. These are a program for scanning threedimensional density maps, which automatically produces interpolated coordinates for every peak in the map; a program for sorting crystallographic reflexion data into order by the fifiller indices; and a program which supplies a suitable weighting-scheme for structure-factor-leastsquares refinement. The "ASS" system of crystallographic computer programs is then described with special reference to the method of storing the crystallographic data, and the features which enable it, in some cases, to obtain the positions of all the light atoms automatically, given the position of only the heavy-atom.

The crystal structure analysis of tris (ethyl sulphonyl) methane is described, and the structure obtained is compared to that of tris (methyl sulphonyl) methane. A description is given of the course of the structure analyses of three acid salts, potassium hydrogen dianisate, potassium hydrogen dicrotonate and rubidiun hydrogen dicrotonate, and their structures, which all contain short hydrogen bonds, are discussed.
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### 1.1. Introduction

The central problem in X-ray crystallography is to determine the relative phases of the waves of radiation diffracted by the crystal. Both the phases and the amplitudes must be available in order to combine the waves and to obtain an image of the diffracting crystal structure. While the amplitudes are readily obtained experimentally by measuring the intensities of the diffracted beams, the phases cannot be measured. In many small compounds the atom positions are determined entirely by the requirements of the space group symmetry. In others, only some, or none, of the atom positions are symmetry-determined. The positions of atoms not found by symmetry must be determined from intensity measurements, and the phase problem appears. The earliest structure solutions were by trial-anderror, but, except for the smallest structures, the number of trial structures required is astronomical. There are two approaches to the phase problem; one is to use more of the information contained in the experimentally measured amplitudes, the other is to change any difficult problem into one which is simpler to solve. Although both these approaches have produced powerful
methods of structure solution, up till now those of the second kind have been the most successful. These are essentially chemical methods which reduce the many atom problem to a one or two atom problem, followed by an iterative structure improvement and refinement. They are the heavy atom and isomorphous replacement methods, and their extensions, the vector superposition and the anomalous scattering method, Of all these the most widely applied is the heavy-atom method.
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For this method to be applicable the chemical compound must contain at least one atom which is considerably heavier than the rest, or a heavy atom or group of atoms containing a heavy-atom must be incorporated in the structure by some chemical means. The positions of these heavy atoms in the unit cell of the crystal can then be determined by considering the vector peaks in the Patterson map. From the known positions of the heavy atoms structure factors can be calculated for a hypothetical structure of the heavy atoms alone.

For any one reflexion this calculation gives the contribution of the heavy atoms to the observed structure amplitude. The limitations on the phase of the structure factor of a non -centrosymmetric structure imposed by the size of the heavy atom contributions are shown in Fig. I (Robertson, 1963). F is the contribution of the unknown portion of the structure, $f_{H}$ is the known contribution of the heavy atom, $F_{H}$ is the resultant structure factor of the heavy atom derivative.

The phase of $f_{H}$ is known, while that of $F$ is completely unknown. The phase of the resultant structure factor of the whole structure $F_{H}$ is constrained so that the end of the vector $F_{H}$ must lie on the right hand circle.

The diagrams show that where $f_{H}$ is large, compared to $F$, the phase angle of the actual structure factor $F_{H}$ must be similar to that of the heavy-atom scattering vector. As $f_{H}$ becomes smaller, the probability tends to $1 / 2$ that the structure factor will have a phase within $\pm \pi / 2$ of the heavy-atom phase. Considering the range of possible phase angles of a typical structure factor, it is surprising that the solution of a non-centrosymmetric structure does not present even more difficulty in practice.

The larger the heavy-atom contribution, the more likely is the phase of the structure factor to be close to that of the heavy-atom contribution. By examining a list of the structure factors, a crystallographer can decide which are safe to be included in the electrondensity synthesis. (A small computer program can do this equally well.) $\operatorname{Sim}(1960)$ has pointed out that this arbitrary procedure is not completely satisfactory. Either too few unreliable terms may be omitted, or else, if too many are eliminated, the electron-density maps may actually be made worse in spite of the phase errors in these terms.

A more objective procedure is to weight the terms according to the reliability of their phases, as suggested
by Woolfson (1958) and Sim (1960). Even so, except where the heavy-atom is barely heavy enough, unweighted electron-density maps are remarkably successful at revealing the structure.

### 1.3. The Isomorphous-Replacement Rethod

This is not so widely applicable as the heavy-atom method. At least one heavy-atom derivative, isomorphous with the parent compound, is required. In the noncentrosymmetric case, three isomorphous compounds must be used to obtain a complete solution of the phase problem. The requirement of isomorphism is the chief limitation on the method, since, with small or medium-sized chemical molecules, the addition of a heavy-atom frequently forces the compound to crystallise in a different space group. Compounds such as the phthalocyanines (Robertson, 1936) are rare. Sometimes a series of solvates can be used with great effect, (Cheung, 1966), but solvates frequently form crystals of unsatisfactory composition (Islam, 1966). With exceedingly large molecules such as proteins, however, the addition of heavy-atoms may leave the structure relatively undisturbed. The isomorphous replacement has been brilliantly used by Kendrew (1961 ) in solving the structure of the protein myoglobin, and by Philips (1965) in the structure determination of lysozyme.

Double Isomorphous Substitution
In the case where three isomorphous crystals are available, compound, compound + Heavy-atom l, compound + Heavy-atom 2, $\mathrm{F}, \mathrm{FH}_{1}, \mathrm{FH}_{2}$ are the structure factors for
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Fig 2c
one reflexion in the three compounds, and $\mathrm{fH}_{1}, \mathrm{fH}_{2}$ are the scattering vectors for the heavy-atoms 1 and 2 respectively.

Only the magnitude of $\mathrm{F}, \mathrm{FH}_{1}$ and $\mathrm{FH}_{2}$ are known, and not their phases. Using vector notation we have:-

$$
\begin{equation*}
\mathrm{FH}_{1}=\mathrm{F}+f \mathrm{H}_{1} \tag{I}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{FH}_{2}=\mathrm{F}+\mathrm{fH}_{2} \tag{2}
\end{equation*}
$$

These can be re-arranged as shown below:-

$$
\begin{align*}
& \mathrm{FH}_{1}-\mathrm{fH}_{1}=\mathrm{F}  \tag{3}\\
& \mathrm{FH}_{2}-\mathrm{fH}_{2}=\mathrm{F} \tag{4}
\end{align*}
$$

Since we know both the phase and amplitude of $\mathrm{fH}_{1}$ and $\mathrm{fH}_{2}$, these equations can be solved graphically (Fig. 2) by a procedure introduced by Harker (1956).

From Fig. 2 it can be seen that each isomorphous pair gives rise to two possible solutions. Thus the vector $F$ must be along either $O B$ or $O C$, and the vector $\mathrm{FH}_{1}$ must be along either $A B$ or $A C$. In Fig. 2.b. the vector $F$ must be along $O B^{l}$ or $O C^{l}$ and the vector $F$ must be along either $A^{l} B^{l}$ or $A^{l} C^{l}$. When we combine these in a single drawing, Fig. 2c. we can see that there is only one possible solution and the phases of $\mathrm{F}, \mathrm{FH}_{1}, \mathrm{FH}_{2}$ can be determined unambiguously.

In practice the three circles rarely meet at one
point, and a statistical technique must be used. The "best" intersection-point is usually taken as the centre of gravity of the probability distribution.

This method can be used to obtain more accurate phaseangles, to assist the solution of general non-centrosymmetric structures by the heavy-atom method, to determine absolute molecular configurations directly, and, in some cases, to resolve the problem of "pseudo-symmetry" in the initial heavy-atom-phased electron-density maps.

Pseido-symmetry occurs whenever the arrangement of the heavy-atoms alone corresponds to a space group more symmetrical than that of the actual crystal. In this case the first electron-density map, phased from the heavyratom position, is a multiple image of the structure. The weighting procedures discussed earlier do not alter this, and only improve the quality of the multiple image. Usually, structures of this type are solved by selecting some chemically recognisable group of atoms from the initial maps and, after structure factors have been calculated, an improved map is obtained.

Systematic methods are available for non-centrosymmetric structures which make use of the fact that certain atoms scatter X-rays anomalously. They are the direct-phase method of Ramachandran and Raman (1956) and the sinePatterson method proposed by Okaya, Saito and Pepinsky (1955). Geurtz, Peerdeman and Byvoet (1963) compared the
two methods and concluded that the direct phase method gave the more satisfactory results.

The only disadvantage is that the intensities of both the Fh̄̄I and the Fhkl reflexions have to be measured. At present this is laborious, and the method is seldom used. With the coming of computer-controlled diffractometers, data collection will become much more flexible. Since small or accidentally absent amplitudes have little effect on an electron-density map, it would be necessary to phase only the larger terms accurately.

Therefore it would be necessary to measure only the second reflexion $\bar{h} \bar{k} \bar{l}$ if its twin the hkl reflexion were larger than some specified minimum.

The departure from Friedel's Law (1913) is caused by an atom in the structure being excited by the incident radiation. This results in the diffracted wave's having both a real and an imaginary component. The effect is at its maximum if the wavelength of the incident radiation is just longer than the wavelength at which the atom has an absorption-edge, but comparatively small effects can be utilized by the method (Raman, 1958).
$\mathrm{F}_{\mathrm{R}}, \overline{\mathrm{F}}_{\mathrm{R}}$ are the components of the unknown, normallyscattering atoms;
$F_{A}, \bar{F}_{A}$ are the real components of the diffracted beam
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scattered by the anomalously-scattering
atom;
$\mathrm{F}_{\mathrm{A}}^{\prime \prime}, \overline{\mathrm{F}}_{\mathrm{A}}^{\prime \prime}$ are the imaginary components of the wave scattered by the anomalously-scattering
atom;
$\mathrm{F}, \overline{\mathrm{F}}$ are the structure factor vectors;
$F^{\prime}, \bar{F}^{\prime}$ are the mean structure factor vectors which are to be used in the electron-density map;
$\alpha \quad$ is the required phase angle;
$\alpha_{A}$ is the known phase angle of the normal component of the heavy atom scattering vector;
$\theta \quad$ is the angle between $F_{i} A^{\prime \prime}$ and $F^{\prime}$.
From the figure it is seen that the phase of $F_{A}$ is $\pi / 2+\alpha_{A}$.
Therefore we have

$$
\alpha+\theta=\pi / 2+\alpha_{A}
$$

and so:

$$
\begin{equation*}
\alpha=\pi / 2+\alpha_{A}-\theta \tag{1}
\end{equation*}
$$

From the Cosine we have:

$$
\begin{equation*}
|F|^{2}=\left|F^{\prime}\right|^{2}+\left|F_{A}^{\prime \prime}\right|^{2}-2\left|F^{\prime}\right|\left|F_{A}^{\prime \prime}\right| \cos (180-\theta) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
|\bar{F}|^{2}=\left|F^{\prime}\right|^{2}+\left|F_{A}^{\prime \prime}\right|^{2}-2\left|F^{\prime}\right|\left|F_{A}^{\prime \prime}\right| \cos (\theta) \tag{3}
\end{equation*}
$$

If

$$
\begin{equation*}
\Delta|F|^{2}=|F|^{2}-|\bar{F}|^{2} \tag{4}
\end{equation*}
$$

we have $\cos (\theta)=\Delta|F|^{2} /\left(4\left|F^{\prime} \| F_{A}^{\prime \prime}\right|\right)$
and $\left|F^{\prime}\right|=\sqrt{\frac{1}{2}\left(|F|^{2}+|\bar{F}|^{2}\right)-\left|F_{A}^{\prime \prime}\right|^{2}}$

The ambiguity in the value of $\theta$ obtained from equation (4) is resolved by taking the value of $\alpha$ close to $\alpha_{A}$, the phase of the heavy-atom scattering vector. Although the data must be placed on an absolute scale, this may be done adequately (Harris and Mills, 1966) by finding the batch scale factor $K$ from the following expression:

$$
\begin{equation*}
K=\sum^{\text {batch }}\left|F_{c}\right| / \sum^{\text {batch }}\left|F_{0}\right| \tag{6}
\end{equation*}
$$

where $|F c|$ is the amplitude of the heavy-atom contribution to the structure factor and $\mid$ Fo| is the experimentallydetermined structure amplitude on the relative scale.

Some limitation must be imposed on the values of the shifts from the heavy-atom phase obtained by applying this method. Hall and inaslen (1965) suggest that, if $\cos (\theta)>1 \cdot 0$ then $\alpha=\alpha^{\prime}+\pi / 2$, and if $2|F A|\rangle|F|^{2}+|F|^{2}$, then $\alpha=\alpha^{\prime}$,
and if $F^{\prime}=0$ or $F_{A}^{\prime \prime}=0$, then $\alpha=\alpha^{\prime}$.

This method therefore seems assured of more frequent use in future.

### 1.5. Vector Space Methods

### 1.5.1. The Patterson Punction

The first and most important method of displaying the information in the observed structure amplitudes is the Patterson function. This is a Fourier synthesis as shown below:

$$
A(u v w)=\frac{1}{V} \sum_{h} \sum_{k} \sum_{l}|F(h k l)|^{2} \cos (2 \pi(h u+k v+l w)) \ldots(1)
$$

Patterson derived this synthesis by considering the convolution of the electron-density with itself. Its important property is that the peaks in the Patterson function occur at the ends of the interatomic vectors, for every pair of atoms in the crystal a peak occurs in the Patterson function. Thus there are in a unit cell containing $N$ atoms, $N^{2}$ peaks in the Patterson map and $N$ of these are at the origin.

There are two problems in interpreting the Patterson map:
(i) Obtaining the actual structure from a set of vector peaks of the structure;
(ii) Dealing with the lack of resolution of the Patterson which is far from a set of point vectors.

In the matter of obtaining the structure from the Patterson function, the presence of one atom slightly
heavier than the others greatly increases the chances of success.
1.5.2. Heavy-Atom Superposition Methods

One of the first was the vector superposition method of Beevers and Robertson (1950), which utilised the socalled sum function, and was carried out by placing the origin of the Patterson on each heavy-atom position in turn. The positions of the light atoms were then revealed in the sum function. A more popular image-seeking function is the Buerger Ninimum Function (Buerger, 1959). In this the value recorded on the resulting map is the lower of the two values at any grid-point, on two displaced Patterson maps.

As carried out by hand, the Minimum Function map does not compare well with a normal heavy-atom phased electrondensity map. This may be due partly to the limited accuracy of superposition. In the heavy-atom method it is important that the heavy-atom co-ordinates should be accurate to much better than $0.2 \mathrm{~A}^{\circ}$ and interpolation is used to achieve this. By analogy, one would expect that for good results the minimum function must be carried out with interpolated Patterson values. A second point is that the simple minimum-function can be improved if, on choosing one heavy-atom position, other minimum-functions
are obtained for the other heavy-atom positions related by the space group symmetry, and if these minimumfunctions are combined, again by the minimum-function. The advantages of the superposition method are that the accuracy of the image produced does not depend on the weight of the atom, only on its positional accuracy, and on the general accuracy of the observational measurements. Only when the random fluctuations caused by experimental error in the measurements become of comparable size to the image of the structure which is being sought will the result become unreliable.

The disadvantage of the method is that it is much more complicated than the heavy-atom method, and in cases where the heavy-atom is insufficiently heavy to give reliable phasing, it is sometimes difficult to locate the heavy-atom itself.

### 1.5.3. Equal Atom Structures

Here the problem is to locate one or two atoms, so that the Patterson superposition methods can be used. The most promising approach here is through the S-map, Wanderlich and Lipscomb
Jacobson, $\lambda(1959)$, Simpson, Dobrott and Lipscomb: (1965). The S-Miap

This is a special map obtained from the Patterson function by the use of the minimum-function. When an
atom occurs at some position in the unit cell of a crystal, identical atoms must also occur at other positions in the unit cell in accordance with the space-group symmetry. Thus these atoms must give rise to interatomic vectors in the Patterson. The procedure is as follows:a position in the real space unit cell is selected and, from the space group equivalent positions, the positions in vector space which correspond to these are generated and examined in the Patterson map. The value of $S(x, y, z)$ is the lowest value that occurs at any of the vector positions.

The S-map has the property that it must have density at every point where the structure has electron-density. It is easier to compute than the superposition minimum map, because interpolation is not required, and the map displays all the information that can be obtained directly from the intensities. This is a very powerful function. It has been used to obtain accurate trial atom positions for the superposition method, mainly by Lipscomb and his co-workers. It can also be used to obtain an "M-function" (Woolfson and Main, 1963) from which phases can be determined.

Conclusion
The vector space methods are simpler to understand
than the reciprocal space direct methods, but the large size of the three-dimensional maps makes them difficult to program successfully. They are not rendered powerless by the lack of a centre of symmetry, and some moderately complicated structures have been solved, e.g. Cellobiose, (Jacobson, Wunderlich and Lipscomb, 1959).

Although the solution of any unknown structure by the heavy-atom method, or any of the methods so far discussed, is a direct solution, the term "direct method" has been restricted by usage to methods which attempt to obtain phase information froin the measured amplitudes. The Patterson function displays all the information in the measured amplitudes, but though its form is more understandable, it cannot contain any more "information" than the amplitudes themselves. It is worth noting that, for a thirty-atom problem, a three-dimensional Patterson may contain 50,000 grid-points, whereas there may be only 2,000 intensity measurements, of which perhaps half are reasonably large. Thus the volume of data to be handled is much less for direct methods than for vector methods. 1.6.2. Inequalities

Historically this was the first method. Inequalities arising from different symmetry elements were derived by Harker and Kasper (1949) in their definitive paper.

The theory is based on the application of two wellknown inequalities, the Schwary Inequality and the Cauchy Inequality, to the structure factor equation:

$$
\begin{equation*}
F(h k l)=V \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} \rho(x, y, z) e^{2 \pi i(h x+k y+l z)} d x d y d z \tag{1}
\end{equation*}
$$

Schwartz's inequality is

$$
\begin{equation*}
\left|\int f g d r\right|^{2} \leqslant\left(\int|f|^{2} d r\right)\left(\int|g|^{2} d r\right) \tag{2}
\end{equation*}
$$

Let us consider a centrosymmetric crystal. If the origin is taken at the centre of symmetry, equation (1)

$$
\begin{equation*}
F(h k l)=V \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} \rho(x, y, z) \cdot \cos (2 \pi(h x+k y+l z) d x d y d z \tag{3}
\end{equation*}
$$

In equation (2) let

$$
\begin{aligned}
\left|\int f g d t\right|^{2} & \equiv|F(h k l)|^{2} \\
f & \equiv(V \rho(x, y, z))^{1 / 2} \\
g & \equiv(V \rho(x, y, z))^{1 / 2} \cos (2 \pi(h x+k y+l z)) \\
d \tau & \equiv d x d y d z
\end{aligned}
$$

then

$$
\begin{align*}
& |F(h k l)|^{2} \leqslant \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} V_{\rho}(x, y, z) d x d y d z \\
& \quad x \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} V_{\rho}(x, y, z)[\cos (2 \pi(h x+k y+l z))]^{2} d x d y d z \tag{4}
\end{align*}
$$

Since $\cos ^{2} \theta=1 / 2(1+\cos 2 \theta)$, equation (4) can be simplified. The number of scattering electrons $(Z)$ in the unit cell is given by

$$
\begin{equation*}
Z \equiv V \iint_{0}^{1} \int_{0}^{1} p(x, y, z) d x d y d z \tag{5}
\end{equation*}
$$

Applying these to (4) we get

$$
\begin{equation*}
|F(h k l)|^{2} \leqslant z / 2(Z+F(2 h, 2 k, 2 l)) \tag{6}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|\frac{F(h b l)}{z}\right| \leqslant 1 / 2+1 / 2 \frac{F(2 h, 2 k, 2 l)}{z} \tag{7}
\end{equation*}
$$

By the use of the Cauchyinequality it is possible to produce a stronger inequality, which utilises the fact that atomic scattering decreases in a similar manner for all atoms as the angle of diffraction increases. The inequality obtained is analogous to (7) for the case of a centrosymmetric crystal:

$$
|u(h, k, l)|^{2} \equiv\left|\frac{F(h, k, \ell)}{\sum_{j=1}^{N} f_{j}}\right| \leq 1 / 2+1 / 2\left(\frac{F(2 h, 2 k, 2 l}{\sum_{j=1}^{N} f_{j}}\right)
$$

$\mathrm{U}(\mathrm{hkl})$ is known as the unitary structure factor, a quantity much used in direct methods.

## Conclusion

It is interesting to read that Marker and Kasper saw that the inequalities could be still further strengthened by the use of statistical methods.
"In the case of crystals with large unit cells, it may be possible to divide the values of $F h k l / Z$ by numbers which decrease much more rapidly with increasing $\sin \theta / \lambda$ than do the values of $\hat{f}$."

$$
\left(\hat{f} \equiv 1 / z \sum_{j=1}^{N} f_{j}\right)
$$

In practice the method has solved very few structures. Its importance is in the impetus it, gave to the search for methods of obtaining phases directly from measured
amplitudes.
1.6.3. Phase-Determining Equations

Sayre's Equation
The next advance was made by Sayre (1952) who considered a hypothetical crystal with an electron-density which was everywhere the square of the electron-density in the actual crystal. For the real crystal

$$
\begin{equation*}
\rho(x)=\frac{1}{V} \sum_{H} F_{H} e^{-2 \pi i H x} \tag{1}
\end{equation*}
$$

while for the "squared crystal",

$$
\begin{equation*}
{ }^{s q} p(x)=p(x) \times p(x)=\frac{1}{V} \sum_{H}^{s q} F_{H} e^{-2 \pi i H x} \tag{2}
\end{equation*}
$$

The structure factors for the squared crystal differ from those of the real crystal. The difference between the structures is that the squared atoms are much "sharper" than the real atoms. Thus the $s q F_{H}$ structure factors are "sharpened" (in the Patterson sense) compared to the $F_{H}$ series. That is, $F_{H}$ and $s q F_{H}$ are related by a factor which takes account of this change of shape of the atoms. In general, this factor is different for different values of H ,

$$
\begin{equation*}
s q_{F_{H}}=g_{H} F_{H} \tag{3}
\end{equation*}
$$

Thus

$$
\begin{align*}
\rho(x)^{2} & =\rho(x) \times \rho(x)=\left[\frac{1}{V} \sum_{H} F_{H} e^{-2 \pi i H x]^{2}}\right.  \tag{4}\\
& =\frac{1}{V} \sum_{H_{1}}\left[\frac{1}{V} \sum_{H_{2}} F_{-22-} F_{H_{2}}\right] e^{-2 \pi i\left(H_{1}+H_{2}\right) x} \tag{5}
\end{align*}
$$

$$
\begin{equation*}
\text { i.e. } p(x)^{2}=\frac{1}{V} \sum_{H_{1}}\left[\frac{1}{V} \sum_{H_{2}} F_{H_{1}} F_{H_{2}}\right] e^{-2 \pi i\left(H_{1}+H_{2}\right) x} \tag{5}
\end{equation*}
$$

Let $\mathrm{H}_{1}+\mathrm{H}_{2}=\mathrm{H}$, and $\mathrm{H}_{2}=\mathrm{H}^{\mathrm{l}}$. Then since the summations in (5) run over all integers, the range of $H$ is the same as the range of $\mathrm{H}^{1}$.

Thus

$$
\begin{equation*}
\rho(x)^{2}=\frac{1}{V} \sum_{H^{\prime}}\left[\frac{1}{V} \sum_{H^{\prime}} F_{H^{\prime}} F_{H-H^{\prime}}\right]_{e}-2 \pi i H x \tag{6}
\end{equation*}
$$

and comparing (2), (3) and (6), we get

$$
\begin{equation*}
s q F_{H}=\frac{1}{V} \sum_{H^{\prime}} F_{H^{\prime}} F_{H-H^{\prime}} \tag{7}
\end{equation*}
$$

or

$$
\begin{equation*}
\underset{\text { hence }}{ } F_{H}=\frac{1}{V} \sum_{H^{\prime}} F_{H} F_{H-H^{\prime}} \tag{8}
\end{equation*}
$$

whence

$$
\begin{equation*}
F_{H}=\frac{1}{g H V} \sum_{H^{\prime}} F_{H^{\prime}} F_{H-H^{\prime}} \tag{9}
\end{equation*}
$$

This final equation must hold for crystals composed of equal resolved atoms. The equation will hold for any structure factors, including unitary or normalised structure factors. It is also applicable directly to non-centrosymmetric crystals. In this last case $\mathrm{F}_{\mathrm{i}}$ is complex.

Then $A_{H}=\frac{1}{g H V} \sum_{H^{\prime}}\left(A_{H^{\prime}} A_{H-H^{\prime}}-B_{H} B_{H-H^{\prime}}\right)$,

$$
\begin{equation*}
\text { Let } \left.F_{H}=\left(A_{H}+i B_{H}\right)=\frac{1}{g_{H} V} \sum_{H^{\prime}}\left(A_{H}{ }^{\prime}+i B_{H}\right)\right)\left(A_{H-H^{\prime}}+i B_{H-H^{\prime}}\right)(10) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{H}=\frac{1}{g H V} \sum_{H^{\prime}}^{n}\left(A_{H}^{\prime} B_{H-H^{\prime}}-B_{H^{\prime}} A_{H-}-H^{\prime}\right) \tag{12}
\end{equation*}
$$

Now

$$
\begin{equation*}
\tan \phi_{H}=B_{H} / A_{H} \tag{13}
\end{equation*}
$$

so

$$
\begin{equation*}
\tan \phi_{H}=\frac{\sum_{H^{\prime}}\left(A_{H^{\prime}} B_{H-H^{\prime}}+B_{H^{\prime}} A_{H-H^{\prime}}\right)}{\sum_{H^{\prime}}\left(A_{H^{\prime}} A_{H-H^{\prime}}-B_{H^{\prime}} B_{H-H^{\prime}}\right)} \tag{14}
\end{equation*}
$$

It can be seen from the form of equations (9) and (14) that they are iteration formulae. They give the values of the structure factor or phase in terms of all the other structure factors. They cannot be applied directly until at least some signs or phases have been determined. They have, however, been used to improve sets of signs to make them self-consistent. Equation (9) has been used by Cochran and Douglas (1957) to evaluate various sets of signs obtained by another method. This was done by calculating the value of an index $k$ for each set of signs, where

$$
\begin{equation*}
k=\sum_{H} \frac{\left|F_{H}-\frac{1}{g_{H} V} \sum_{H^{\prime}} F_{H^{\prime}} F_{H-H^{\prime}}\right|}{\sum_{d i H}\left|F_{H}\right|} \text {. } \tag{15}
\end{equation*}
$$

This has a value close to zero for the correct set of signs.

The initial sign determination is often accomplished by means of a degenerate form of Sayre's equaion. If, in equation (9), one of the terms in the summation is very large, the sign of the total may be taken as the sign of this largest term,

$$
\begin{equation*}
S_{H} \curvearrowright \int_{H^{\prime}} \int_{H-H^{\prime}} \tag{16}
\end{equation*}
$$

and if two or more terms in the summation are large, and the structure factor on the left hand side is also large, it is taken that the large terms all have the same sign.
1.6.4. Statistical Methods

This method stems from the work by Hauptman and Earle (1952) (1953). These workers developed mathematical relationships involving normalised structure factors. This is defined as

$$
E=\frac{1}{\left(\left\langle\bar{F}^{2}\right\rangle\right)} 1 / 2 F
$$

where $E$ is the normalised structure factor and is the "local average" value of $\mathrm{F}^{2}$.

The magnitudes of the $E$ values are thus independent of the number of electrons in the structure.

Even so; their undoubted success seems to stem mainly from their meticulous attention to practical details rather than from any of the special formulae used.

Practical points which must not be overlooked are:1. The collection of data for as much of reciprocal space as possible.
2. The data must be scaled, to obtain a single relative scale.
3. Great care must be taken in obtaining the value of
$\left\langle\overline{F^{2}}\right\rangle$ to transform the structure amplitudes to normalised amplitudes.
4. The use of a method, the "Symbolic Addition Method", which assigns letter phases to various large $E$ values. The technique is based entirely on the Karle and Hauptman $\Sigma_{2}$ relationship, which is very similar to Sayre's equation.
5. The initial set of signs is made self-consistent, and is expanded by the use of the $\Sigma_{2}$ equation.
6. If any signs are still in doubt, electron-density maps are calculated for all possible sets of signs. The co-efficients used in this Fourier synthesis are the normalised structure factors, and the resulting map is a kind of "sharpened" electron-density map. By using this method the Karles have solved many crystal structures (1957) (1961) ( 1963) (1966A, B, C), including a non-centrosymmetric crystal structure of some complexity

### 1.7. Conclusion

It seems certain that in the future crystal structures of compounds containing only light atoms will be solved more frequently, especially if the substance studied is precious, or the attachment of a suitable heavy-atom
proves difficult. Direct methods, vector methods and anomalous dispersion methods may also be used to supplement the basic heavy-atom and isomorphous replacement techniques.
"It may be better to spend a few days in the calculating room than six months in the laboratory".
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## CRYSTALLOGRAFHIC COMIFURER FROGRAHING

2.1. Introduction

While the work for this thesis was being done an English Electric KDF 9 computer was installed at Glasgow University. This replaced the older DEUCE computer which had been used for all the crystallographic calculations, and the changeover necessitated the re-writing of all the computer programs.

When a fast modern computer became available, it was apparent that the bottleneck of a crystal structure analysis was the stage at which the crystallographer plotted out his maps, examined the results of his labours and decided what to do next. It therefore seemed desirable to shift some of the burden of the interpretative work from the crystallographer to the computer.

The programs described in this chapter are the author's contributions to this.

### 2.2. The Fourier Search Program

## Description

In structure anglysis the interpretation of large, three-dimensional maps of all kinds is a very important job. The program described below can help the crystallographer in this.

The program scans any three-dimensional map and picks up the approximate positions of all the maxima above a given threshold value. From these approximate positions and the density values surrounding them the program then calculates the interpolated co-ordinates of the maximum, the maximum density value (or peak height) and the integrated density (or peak weight). The program then sorts the peaks into order of decreasing density and outputs them.

The map to be searched must be input to the program in an agreed format from a magnetic tape. It has been used successfully to search Patterson maps and "difference" maps as well as the more usual electrondensity maps. A second version is available which searches for minima, and this has been used successfully to search for hydrogen peaks in the maps produced in structure analysis by neutron diffraction.

The program requires as input a magnetic tape on which the map to be scanned is stored in a binary form. This is usually calculated by the Glasgow Fourier program (Dr. J. G. Sime).

The map is searched, one section at a time, and a list is obtained of all the maxima greater than the threshold value which the user has specified. This list of peaks in any one section is then examined to determine whether a higher maximum for any peak occurs in another section. A second check is made on whether it is possible that the maximum of any peak lies outside the computed section of the map. If either of these occurs, then the peak is ignored. In this way, the approximate co-ordinates of each distinct maximum are obtained.

A second search through the map is then made, and the density values of the 27 grid points containing each maximum are picked from the map.

The interpolation follows that of Shoemaker, Donohue, Schomaker and Corey(1950). An expression

$$
\begin{aligned}
\rho(x y, z)= & \Delta x^{2}+B y^{2}+C z^{2} \\
& +D x+E y+F z \\
& +G x y+H y z+I x z \\
& +J \ldots \ldots \ldots \ldots(I)
\end{aligned}
$$

is used, and the coefficients are fitted to the density values by the Least-Squares Method. Originally the logarithm of the density was fitted. Since atomic electron-density is Gaussian, this was expected to be the best method. When an electron-density map is not well-phased, or if it suffers from severe termination--of-series-error, the peaks are often truncated or misshapen. It was found by experience that (I) gave a much better fit to the interpolated maximum peak height. No doubt the logarithmic formula could have been made to fit better by using a suitable weighting scheme in the Least-Squares calculation, but (I) has been found to give excellent results in practice.

The co-ordinates of the maximum are then found by evaluating the partial derivatives of (I) with respect to $\mathrm{x}, \mathrm{y}$ and z , equating these to zero and solving for the co-ordinates $x, y$ and $z$. Two difficulties may arise. The first is that the expression for the density fitted to the maximum may not tend to zero in all directions. This results in a failure of the solving procedure. The second is the related difficulty that the "interpolated" maximum may appear to be outside the block of 27 grid-points. This is physically unreasonable. Should either of these difficulties arise the
program outputs the approximate co-ordinates of the peak, with a marker, at the end of the main list of maxima.

The program does a simple numerical integration over the block of 27 grid-points surrounding each peak. Since this volume is less than the total volume of a typical peak, the result is always considerably smaller than the cheraically expected number of electrons. The volume of integration is kept small because density maps often lack resolution and, on integration over a large volume, would include density from neighbouring peaks. The integrated density is a better criterion of the reliability of a peak than the maximum height, because this height also depends on the vibration amplitude of the atom concerned. The list of peaks is therefore sorted into descending order by peak-density.

## Results

The program has been in regular use in Glasgow and at several other universities for over a year. It has been found to be very reliable and to produce accurate co-ordinates. It is used for searching all types of maps and several structures have been solved without a single map being plotted out.

### 2.3. The Sorting Program <br> Introduction

Since the actual operation of sorting is easy to understand, and mechanical card sorters work very efficiently, the difficulty of sorting large quantities of crystallographic data, stored on paper tape or magnetic tape is not, at first, obvious. The problem becomes serious only when the information to be sorted exceeds the fast-storage capacity of the computer.

## Sorting Methods

Two methods suggest themselves. The first is the sort-and-merge technique. From information theory this can be shown to be, in general, the most efficient technique. It requires at least three magnetic tapes, one for input and output of data and two for temporary storage of partially sorted data. As much information as possible is read into the core-store of the computer, where it is sorted, and output to one of the two "work" tapes. Another core-full of data is then read in, sorted and output to the other of the two "work" tapes. In this way all the data are given a preliminary sorting. The partially sorted data are then compared, term by term, one term from each of the two batches, to produce ordered sequences of double the size of the original
batches, and this is repeated until finally the sorting is complete.

The second method is to select batches for sorting from the original data. Thus, if the core could hold 1,000 items, the largest (or smallest) thousand would first be selected and sorted. This second method was adopted for this program as it is simpler and requires fewer magnetic tapes.

## Description

The program accepts data from a magnetic tape. The format is the one used in the ASS system, but it is inefficient if many passes have to be made through the data. The data are therefore read into the computer and stored on a "work" tape in batches of fifty reflexions. The program also requires the information defining the required order of the data, - which index is going to change most slowly, which most quickly, which at a medium rate and whether the order is to be ascending or descending. For each reflexion plane, therefore, an index number is generated from the crystallographic indices. It is this composite index which will be sorted into order. Its value is given by:

$$
\text { Index }=10,000 \times s+100 \times m+f
$$

where $s$ is the value of the slowest-changing index; $m$ is the value of the medium-changing index; $f$ is the value of the fastest-changing index.

A histogram of the number of data with each of the values of the slowest changing index is also constructed. From the histogram maximum and minimum values of the slowest changing index are then chosen so as to define the biggest possible batch which can be stored, complete, in the core store of the computer.

These batches are then selected, sorted and output. The actual sorting is done in two stages:

1. The sorting index and only the address of each reflexion are sorted. The method follows that of Hibbard's program C, (1963), This takes advantage of order in the data, and for unbiased data the time taken is approximately dependent on $n \log _{2} n$ where $n$ is the number of items to be sorted.
2. The second stage is to transfer the reflexions to their new addresses.

Finally, the sorted data are output, again in the standard ASS format, on to the output magnetic tape.
Results

The program has been in use in Glasgow for some
time. Typical times requireà are shown below, (using the unoptimised Kalgol translator):-

| No. of <br> Planes | No. of <br> items per <br> Plane | Time |
| :---: | :---: | :---: |
| 4,400 | 12 | 4 minutes |
| 800 | 14 | 49 seconds |

### 2.4. Weichting Scheme Program

## Introduction

This program will calculate a satisfactory weighting function and will output a paper tape giving an individual weight to each reflexion. The resultant distribution of $\bar{W} \Delta^{2}$ as a bivariate function of $\mid F O l$ and $\sin ^{2} \theta / \lambda^{2}$ is also calculated. (The symbols have their usual significance.)

## Theory

In a Least-Squares Refinement the weight given to any observation should be ${ }^{2} / \sigma^{2}$, (Cruickshank, 1964) where $\sigma^{2}$ is the variance of the observation.

In crystal structure analysis, however, it is customary to have only one observation for the majority of the reflexions, thus naking a direct estimate of $\sigma^{2}$ impossible. A second difficulty is that a direct estimate of $\sigma^{2}$ from the observations will not include the variance due to systematic errors which may be present in certain classes of observations. The direct estimate of $\sigma^{2}$ may, therefore, be much too small for such classes of reflexions.

Cruickshank shows that a better method of estimating $\sigma^{2}$, which includes random errors, systematic errors present in the data but not paralleled in the model, and
systematic errors present in the model, but not present in the data, is to take:

$$
\begin{aligned}
\sigma^{2} & =\Delta^{2} \\
\text { where } \Delta & =\left|F_{0}\right|-\left|F_{c}\right|
\end{aligned}
$$

Of course, for any individual observation $\Delta^{2}$ may be a very bad estimate of the variance, but in crystal structure analysis the number of observations is always large. Thus the Cruickshank procedure is to divide the data into batches by $|F O|$ and $\sin ^{2} \theta / \lambda^{2}$ and to use the average value of $\Delta^{2}$ for the batch as a measure of the variance.

## Method

The present program divides all the reflexions into batches depending on $|F O|$ and $\sin ^{2} \theta / \lambda^{2}$, and the average $|\overline{F O}|$ and $\sin ^{2} \theta / \lambda^{2}$ and $\overline{\Delta^{2}}$ are calculated for each batch. An expression of the form:

$$
\begin{align*}
\log _{e}\left(\overline{\Delta^{2}}\right)= & \left\{A+B \overline{F_{0}}+C \bar{F}_{0}^{2}\left(+\ldots D \bar{F}_{0}^{3} \ldots\right)\right. \\
& \left.+E \lambda^{2} / \sin ^{2} \theta+F \lambda^{4} / \sin ^{4} \theta+G \sin ^{2} \theta / \lambda^{2}\right\} \ldots \tag{1}
\end{align*}
$$

is used. The coefficients are fitted by the LeastSquares Method. The observational equations are weighted in proportion to the numbers in each batch. Very small batches are ignored and slightly larger batches are tested to ensure that the value of $\bar{\Delta}^{2}$ is not dispropor-
tionately small. Isolated reflexions with large unrepresentative values of $\Delta^{2}$ are also omitted from the calculation of the weighting expression.

From the expression:

$$
\begin{aligned}
w=\exp & -\left\{A+B\left|F_{0}\right|+C \mid F_{0}^{2}\right\}\left(+\ldots D\left|F_{0}^{3}\right| \ldots\right) \\
& \left.+E \lambda^{2} / \sin ^{2} \theta+F \lambda^{4} / \sin ^{4} \theta+G \sin ^{2} \theta / \lambda^{2}\right\} \ldots(2)
\end{aligned}
$$

weights are now calculated for every reflexion. Provision is also made for scaling the weights to a suitable relative scale, if this is desired. The output tape is in the format required for the Cruickshank Structure Factor Least-Squares Program.

## Results

This is one of the most recent programs so there has not yet been wide general usage, but the structures described in this thesis were all weighted by it. The distribution of $W \Delta^{2}$ which it produces are generally satisfactory and the time taken is only a few seconds for the average structure.

### 2.5.1. Introduction

This was set up shortly after the completion of the Fourier Search program had shown that the computer interpretation of electron-density maps was possible. Its name meant Automatic Structure Solution but it was also intended to convey that this was to be a simple approach and that it should not be left to do too much unattended!

The main feature is that ASS can carry out cycles of calculations, - structure factor calculation, Fourier sumation, Fourier search, structure factor calculation, Fourier summation etc. - with very little attention from the crystallographer.

A second important feature is that the system of storing crystallographic data on magnetic tape can be used easily by inexperienced programmers. In fact, the system was deliberately kept simple, at the cost of complete generality, for this reason.

A third feature is that the handing of data and intermediate results on magnetic tape has largely eliminated the punching of very large quantities of paper tape, which was time consuming and much less reliable than has been the case with magnetic tape. The work was carried out in collaboration with

Vir. K. W. Wuir and Mr. R. Zoilarà, who discussed the design with the author and who nave both written programs for the system.

Several other programs have been adapted, principally J. G. Sime's Fourier Program, ana various other people have contributed programs.
2.5.2. Description

Data Handing
In crystal structure analysis, there are two types of information to be stored.

Type 1
This may be thought of as "permanent" information. It is already possessed by the crystallographer at the start of the attempt to solve the structure, and is seldom changed in the course of the refinement. Examples are:unit cell dimensions, space group symmetry, chemical elements present and their atomic scattering factors, and experimental reflexion data.

## Type 2

This information relates to the model proposed for the structure, and changes as the solution and refinement proceed. Examples are:

$$
\begin{aligned}
& \text { atomic co-crdinates and other parameters, } \\
& \text { structure factors, } \\
& \text { modified structure factors, } \\
& \text { maps, and } \\
& \text { peak co-ordinates. }
\end{aligned}
$$

All this information is stored on magnetic tape which acts as a "file".

Since this is a simplified data-storage system, only one set of "temporary" type 2 data is kept in the file. The temporary data are over-written when the next iteration commences.

The permanent data are loaded from paper tape. This is done only once per structure when computation for the structure analysis is started. The current atomic parameters, also on paper tape, are added to the file once per cycle, to replace the previous atomic parameters. Peak co-ordinates from maps are stored directly on the magnetic tape by the Fourier Search Program, which also prints them, and punches them out on paper tape.

Should an accident happen to the magnetic tape file, failures are fortunately a rare occurrence, all the information to load a new magnetic file tape is thus available on paper tape, although structure factors may have to be re-calculated.

Cryetallofradhic infomation has a very varied format. One approach to this problem is to use a system of "keys", as in the "Index of Iists" compiled by Cruickshank, Freeman, Rollett, Sime, Swith, Truter and Wells (1964). The approach in the ASS systen is to define rigorously the format of the information which is stored. For example, it was decided that every structure factor array would be named "SFS" and that its first three items would always be the crystallographic miller indices of the structure factor; the fourth and fifth items would be $\mid$ Fo| and $|F c|$ respectively, and so on for all the other items (ficGregor, 1966). This is not such a general method as the "keys" method, but since the programmers were all working together, lack of generality was not a serious disadvantage and, moreover, it simplified the programs considerably.

The variable sizes of the blocks of information are dealt with in two ways:
(A) For reflexion data, structure factors and modified structure factors the tape has one block per reflexion. The last block contains a "last block marker". No check is kept on the number of individual blocks which can therefore easily be altered at will by adding or deleting individual reflexions.
(B) In Pront of indiviaual biocks of veriable size are small "key" biocks of fixed size. Nach small block gives the size of the variable blocks following it. Programs for ASS

Since this is basically a data-handing system, many ASS prograns have no connection with "Automatic Structure Solution", e.g. R. Pollard's Isotropic StructureFactor - Least-Squares Erogram. These will not be discussed here.

### 2.5.3. Automatic Structure Solution

When the Fourier Search Progran became available it was seen that automatic Fourier refinement and structure solution were at least possibilities. There are two difficulties.

Not all the peaks on an electron-density map correspond to genuine atoms. They may be diffraction ripples or peaks caused by incorrect phasing of the structure amplitudes. When the map is phased by structure factors calculated from a heavy atom in a special position the peaks may, in fact, be multiple images of the light atoms in the structure. The second difficulty is that, once an incorrect peak is accepted as an atom and is included in the phasing calculation, it will appear in the next
electron-cersity map. This is particularly true of noncentrosymmetric refinements. An automatic Fourier refinement system must therefore apply a series of tests to eliminate the spurious peaks picked up by the Fourier Search Program.

A crystallographer can look at a three-dimensional plot of electron-density or peak positions and decide intuitively which peaks agree with what is known of the chemical structure and whether the packing of the molecules is feasible. A program to do this would need to be fairly sophisticated. Kitaigorodskii (1965) has suggested that the criterion of packing may be sufficient to determine orğanic structures.

Another method, which has been applied by J. S. Rollett (1965) is to carry out one or two cycles of Least-Squares Refinement, refining the occupation number of the "unknown" peaks.

The ASS testing scheme for peaks is somewhat simpler than either of the other methods, and it is incorporated in the Structure-Factor-with-Testing Program. This was written in collagoration with irr. K. W. Muir. The peaks are fed, one at a time, into a structure factor calculation over a randomly-selected sub-set of the data. The contributions of the tentative atom are combined with the
contributions of the morm atoms. Those tentative atoins which produce a specified drop in the R-factor are accepted. Where pseudo-symmetry is present the peak is tested in all the possible positions and the position giving the lowest R-factor is adopted. After this preliminary test the tentative atoms which were rejected are re-tested to determine whether, in the company of the other newly accepted atoms, they now lower the R-factor. The iterative process is continued until no more tentative atoms are accepted.

The newly accepted atoms are now subjected to a second test. They are re-tested to determine whether they still lower the R-factor, and, in the cases where pseudosymmetry was present, whether the atom is in the best position. This second test is re-cycled until no further changes occur.
2.5.4. Results

The system has now been in operation at Glasgow for about ten months. During this period it has been used for the refinement of almost all the crystal structures, up to the point at which a transition has to be made to refinement by an Anisotropic Least-Squares Program.

In spite of this, few attempts have been made to solve structures automatically. Most crystallographers
sec.. to have an instinctive ìstrust of the automatic procedure. They prefer to make a model, or plot the peak positions. Havirs decided how the molecule lies, they often check that the peaks which they have chosen do lower the R-factor. Altogether, about twenty-five structures have been solved using the system in this way. Nevertheless, some examples of automatic structure solution can be cited. Potassium Fyärosen Di-Crotonate

This structure had already been solved by conventional methods and is descrioed elsewhere in this thesis. The space group is $P I$ and the formula is $\mathrm{KC}_{8} \mathrm{O}_{4} \mathrm{H}_{11}$. Starting with oniy the potassiun atom, after two cycles, eleven out of the thirteen ators, excluaing hydrogen, had been picked out correctly. The two missing atoms were carboxyl carbon atoms which had been dropped by the Fourier Search Program because the interpolation matrix was singular. NTo incorrect peak was acceptea as an atom although the lowest correct atom was twenty-second on the peak list. (This structure gave electron-density maps with many diffraction ripples because only three layers of reflexion data were collected up the b-axis.)

Thus the gross structure of this compound was obtainea after an expenditure of iess than 60 minutes' computer time.

## In-itro-Enomo fluorenone-Irithracene complex

(Solved by Mr. R. Pollara and Dr. G. Perguson)
The space oroup is $P 2_{1} / C$ and the chemical formila is $C_{34}\left(\mathrm{NO}_{2}\right)_{3} \mathrm{Br}$. The R-factor for the bromine atom alone was 58\%. After two cycles the expected number of atoms had been picked out and the R-factor had been reduced to $36 \%$. On examining the list of peak heights it was deciaed that disorder was present and that the tri-nitro-bromofiuorenone molecule could pack in alternative ways. This meant that the bromine atom and one of the nitro-groups were disordered. Without altering the structure in any way except to adjust the scattering factors of the bromine and nitrogen atoms involved, the R-factor fell immediately to $29 \%$. The refinement has since been continued to a terminal R-factor of $8 \%$.

Tris-Ethyl Sulphonyl Methane
The solution and refinement of this compound will be dealt with elsewhere in this thesis.

## ME SRRUCTURE DERERTIGTION OF TRIS-ETHYI-SULPEONY <br> Contentis

3.1. Introduction
3.2. Experimental
3.3. Course of Structure Analysis
3.4. Least-Squares Refinement
3.5. Difference Liap and Location of Hydrogen Atoms
3.6. Polar Coorainate Shift caused by uncorrected anomalous Dispersion.
3.7. Description and Discussion of Structure of MESLI
3.8. TESN and THSH
3.9. Appendix: Detailed Comparison of TESM and Wisti
3.1. Introauction

Mris-sulphonyl-rethane compounds, end their
unusual surongly-acidic jroperties have been known for a long time (From, 1899; Samen, 1941, 1942, 1947). Rignt from their discovery, speculation has existed as to whether the cenbial caroon atom of the methane molecule lies in the plane of the three sulphur atoms, or vhether the molecule has a tetrahedral conficuration. If different alkyl groups could be attached to each sulphur atom, the molecule, if non-planar, would rotate the plane of polarised light. Attempts to prepare unsymmetrical tris-alkyl-sulphonyl-methanes and resolve the mixture into its optically-active components all failed. (Gibson, 1931; Kippine, 1935; Bohme and Marx, 1949). In 2955, Doering and Levy suséested that the acidic proton woula be lost more readily from a planar than from a nonplanar molecule.

Initial X-ray diffraction work on tris-methyl-sulphonyl-methane (Minif) (Speaman and Abrahams, 1956) revealed a most unusual difiraction effect. In addition to sharply-defined normal X-ray reflexions from which a
mombonedral spece groun was deauceá remamable aifouse reflexions were observed (See Fic. I). These occurred at reciprocal lattice positions of the hexagonal cell forbidder to the riomboheciral space group. Since the aiffuse refiexions remained unaltereç in zhotographs taken at $78^{\circ} \mathrm{F}$, they deciced that the rhenomenon was caused by disorder of the crystal lattice, and not by any molecular vibration effect. Further support was lent to this con. clusion by a study of the thermal capacity of TMinim (Staveley and Davies, 1956) in which no phase transitions were observed between $14^{\circ} \mathrm{K}$ and room temperature.

The crystal structure of the ammonium salt of Tillim was determined by Hoogsteen (1957). Its structure was found to be planar.

Silverton, Gibson and Abranams (1966) investigated TNSin by three-ciamensional X-ray methods. They were unable to refine an orcered structure and found that, to explain anomalous features of their Fatterson and difference maps, they had to postulate a aisorajered structure containing two crystallographically-different molecules, type $A$ and type $B$, in the ratio of 61:39 respectively. The molecules which are non-planar are stacked in columns, each column having 3-fold symmetry and lying along the 3-fold axes of the space group. Each column contains only one type of

## FIG. 1

Weissenberg photograph of hkio reciprocal lattice net of TMSM, showing diffuse reflexions.


## FIG. 2

Weissenoerg photograph of hrio reciprocal lattice net of TESN.
ividivin litidututn "Y!!! ! ! ! ! " " ! ! ! ! ?
 arranded so that the ovenail ratio of a molecules is maintained. Phe bond lenetns in both type A and type $B$ molecules are cherically-reasonsible, with normal interHOLECular contacts between stacks of type $A$ and stecks of type $E$, or between stacks of type $A$ and type $A$, or between staciss of type $B$ and type $B$.

Tris-ethyl-sulphonyl methane (MESM) is very similar chemically to mask. It belones to the same rhombohearal space group, but no diffuse $X$-ray reflexions are observed experimentally (See Pig. 2).

It was therefore thought that this structure would provide a useful comparison with the disordered mism. The complete crystal structure has been determined, and the molecular bond lengths have been measured accurately. The crystals used in this determination were prepared by Dr. D. T. Gibson.

### 3.2. Experimentel

Curstel Date

$$
\text { Mris-ethyl-sulanonyl-IIthane }\left(\mathrm{OH}_{3} \mathrm{CH}_{2} \mathrm{SO}_{2}\right)_{3} \mathrm{CH} \text {; }
$$

molecular weicht $=292.40$; Laue group 3 m ;
systen rhonionociral;
hexafonal latice constants $a=j=14.965, c=9.81 \AA$, $\gamma=120.0^{\circ} ;$ volume $=1904 \AA^{\circ}$; six molecules per unit ceII; $\mathrm{Im}=I .55 \mathrm{~g} \mathrm{cn}^{-3} ; \quad \mathrm{DX}=1.565 \mathrm{~g} \mathrm{~cm}^{-3}$;

FOOO = 942 elections;
absorption coefficient for $\operatorname{HoK} \alpha=5.83 \mathrm{~cm}^{-1}$.
Choice of Space Groun
From the Laue Group the space group is either R3c or R B c . Since there are six molecules in the unit cell, and the molecule can have a $3-f \circ l \hat{a}$ axis, the more obvious choice is R3c. The alternative is that the molecule would statistically halfoccupy the twelve-fold positions in $\mathrm{R} \overline{3} \mathrm{c}$, although no diffuse reflexions of the type found in mishin were observed.

The initial choice of.Rjc has been justified by the successful solution and refinement of the crystal structure.

Collection of Data
The crystals were fine hexagonal needles, grown by the slow cooling of aqueous solutions of TESir. Since the
absorption coefficient is smail for nord raciation, a fairly lance cmostal was selected for use with the Hilger añ Watts Linear Diffrectoneter (Arnat and Phillins, 1961) in order to obtain fairly laree counts. The crystal dimensions were approximately $0.4 \times 0.4 \times 0.8 \mathrm{~mm}$. Weissenberg photographs of the reciprocal lattice layers were taken about the needle ( $\underline{c}$ ) axis using CuF $\alpha$ radiation. These were taken in order to check the space group absences and to facilitate setting the crystal on the diffractometer. The a axial lencth was measured on a zero-layer Weissenberg photograph, ana hoth a and $c$ axes were measured from Precession photographs of the holnet. These cell dimensions agreed wall with the cell dimensions obtained from the diffractometer.

It was decided to use the hexagonal representation of the space group instead of the rhombohedral representation. Two-thirds of the general hexagonal reflexions are systematically absent (h ki lis only present for $-h+k+l=3 n ; h \bar{h} \circ 1$ oniy for $I=2 n$ ). Thus to collect the data on the hexasonal reciprocal lattice would have meant that two-thirds of the time would be spent measurins the intensities of systematically-absent refilexions. For this reason another reciprocal cell was chosen with which all the reciprocal lattice points were

Byこちゃんaticalaj－rresent．
Ghe matrices required to transform the＂diffracto－ metcr＂inäices to the ecreesponäing＂hexasonal＂inuices are eiven below：

$$
\left[\begin{array}{l}
r_{1} \\
k \\
I
\end{array}\right]=\left[\begin{array}{lll}
2 & 1 & 0 \\
I & 1 & 0 \\
0 & 0 & 1
\end{array}\right] X\left[\begin{array}{l}
n \\
n \\
1
\end{array}\right]+\left[\begin{array}{l}
a \\
0 \\
0
\end{array}\right]
$$

＂Hexagonal＂
＂diffrractometer＂
where $a=0$ for layers 0，3，6， 9 and 12；
$=1$ for layers 1，4，7， 10 and 13；
$=2$ for layers 2，5， 8 and 11 ．
In the Linear Diffractometer there is an analogue of the reciprocal lattice in two machined slides which are positioned by lead screws in order to set the counter to the correct ancle for any reflexion in any net up to approximately $2 \theta=60^{\circ}$ ．The layer line or net is set by a third slide which is at rizht encles to the plane of the other two．If the recimocal axes are oblique，the first two slides can be set at the appropriate（ $\gamma *$ ） andle．If the other two ansles（ $\alpha^{*}$ and $\beta^{*}$ ）are also oblique，this is met by movinç the orisin of the analocue recirocal ret away from the rotation axis by the apropriate reciprocal aistance．The diffractometer provides not only a print－out of the reflexion indices

End ail the counts obtsinea but also a punched paper-tape conteining tifis infomation which can be processed Cirectiy $\mathrm{D}_{\mathrm{J}}$ compuber.

Cryotel Setting on the Diferectoreter
The crystal was mounted ana adjusted on a Precession camera, the needie-axis of the crystal being co-axial witit the rotation-axis. The crystal and goniometer head were then mountea on the aifinactometer, and the crystal adjusted to rotate on the rotation axis. The c* vertical slide was then raised to the (006) position with both a* and $0^{*}$ sidies in the zero position. Rajiation from the axial reflexions reaches the counter independently of the rotation angle oif the crystal. The output from the scintillation counter was fed to the count-rate meter, and the gonioneter axes were açjusted slightly until it was seen Irom the count-rate meter that the count-rate was independent of the rotation ansle. (This is similar to adjusting a wheel until it runs true). The vertical slicie position was then altered slightly to obtain maximura count-rate. pie vertical slide was then returned to the zero position.

From the zero Layer Weissenbery photograph a large axial reflex. (000) was chosen. The a* axis was set to the appropriate recirrocal distance, and the crystal
and doniometer head rotated slomy until the reflexion was located. The size of reciprocal cell unit was then checirea, by comparita the caicuiatea position of the ( 600 ) reflexion with the position of peal intensity. The $\mathrm{a}^{*}$ and $0^{*}$ siides were then set at $60^{\circ}$, and the positions of axial reflexions on the $b^{*}$ axis were checked.

Ald reflexions are measured on the inear Diffractometer by havine the counter stationary, and rotating the crystal about its rotation axis until the reciprocal lattice point cuts the reflecting circle. Subsequent measuremerts are made by repeating a small aneuiar rotation of the crystal. The ansular ranse of rotation through which the ( 600 )refiexion was observable was about $0.5^{\circ}$. This rane increases as the distance of the reflexion from tre point of rotation of the reciprocal net decreases. The oscillation range was set at $3.5^{\circ}$.

Whenever the diffractometer was set to collect the next layer, the setting of the rotation axis was checked on the (006) reilexion, and the intensity of the (600) reflexion was nonitored to shard as̉ainst unnoticed decomposition of the crystal in the continual intense X-ray radiation. No deterioration of the TPSM crystal was observed throughout the data collection. Very large intensities were re-measured at low power.

Whe dita processing proceeded in fovr stages:

1. The intensities were corrected for backerouna and for white radiation oy the Ross filter technique (1926) by a computer proeram written by j. G. Sime (1966). This also detected punchins errors in the paper tape obtained from the diffractometer. heasurements which failea to pass the prozrairls tests were scrutinised, and compared with the paper print-out from the aiffractometer. Those which coula de correcteả, and the re-scaled intensities which had been reasured at low power were then adaed to the intensities which haci aireac̃y passed the tests. 2. The reflexions of the primitive "diffractometer" reciprocal cell were now re-indexed in terms of the space group's hexagonal cell. This entailed a rotation of the axes and a different translation of the orisin for each net of reflexions. Furtier equivalent reflexions measured in different parts of reciprocal space had different indices. These were re-indexed in terms of their equivalent reflexions in the chosen asymnetric position of reciprocal space. They were then sorted into order, by indices, and the intensities with the same index were averaged. If agreement between the intensities was bad, and there were more than two estimates of the
intensity of the reflexion, the value farthest from the averace was eliminatec. The remaining intensities were averafed and the agreement of the remaining intensities was checkeā. The inãiviđ̂ual intensity measurements were always printed out, as well as the averaged intensity values, so that the processine could be checked by hand. Two Algol computer programs were written to carry out the data processing described above.
2. The intensities were reauced to $|F O|$ structure amplitudes, a straisht-forwara operation since the reflexion geometry of the Linear Difiractometer is the same as that of the equi-incination Weissenberg camera.

### 3.3. Course of the Structure Analysis

## Calculation of Fourier Maps

At the time when the structure was solved, the Fourier Program available could not be used directly to calculated any Fourier map in the rhombohedral or hexagonal space groups. It was decided to treat the summation as though the space eroup were P I (II for the Patterson map). To do this it is necessary to senerate all the structure factors throughout a hemisphere of reciprocal space. This was done by generating all the equivalent structure amplitudes of the Laue Group $\overline{3} \mathrm{~m}$, and the phases for these amplitudes, required for electron-density
calculations, were obtained by calculating structure factors for all the generated amplitudes. The generation of the set of equivalent structure-amplitudes was carried out by a computer program written for this purpose. Structure Solution

The main feature of interest in the solution of this structure was the extent to which it was carried out automatically on the ASS system.

A sharpened three-dimensional Patterson map was calculated, and was searched for peaks by means of the "Fourier Search" program described in Chapter 2. The 3DPatterson function was calculated because it was desired to check that the equivalent reflexions generated by the special computer program were correct, and to see if there was any possibility of a disordered structure (c.f. THSIM). The map woula also indicate whether the index transformations had been carried out correctly. There are two Harker Sections at $w=0$ and $w=\frac{1}{2}$.

Since R3c is a polar space group the origin of the co-ordinate axis is arbitrary in the $z$ direction, and therefore the sulphur atom z-coordinate was set at zero. The $x$ - and $y$-coordinates of the heavy-atom were easily obtained from the peak coordinates of the largest nonorigin peaks on the Harker sections.

Structure factors calculated for the sulphur atom alone gave an R-factor of $28 \%$ A 3 D electron-density map was then calculated and was searched for peaks by the Fourier Search proyram. Since the Fourier program could accomnodate only rectangular or square sections, considerably more than the asymmetric portion of the Fourier was calculated. The list of peaks obtained from the searching progran was examined, and those outside the asymmetric part of the Fourier were discarded. Instead of drawing up the map, the "atom testing" program of the ASS system was used. Althoush the z-coordinate of the heavy-atom is arbitrary, the map phased by the heavy-atom alone does not have pseudo-symmetry, because the arrangement of the atoms does not exhibit any symmetry above that of the space group R3c. This made the map relatively simple to interpret, and the program quickly selected 5 peaks out of a list of 7 peaks which were presented to it.

Structure factors calculated for these 5 atoms, plus the sulphur atom, gave an R-factor of $16 \%$ over all the reflexions, and the structure has subsequently been refined successfully. No atoms, other than hydrogen atoms, were found on the difference map.
R. Pollard's Least-Squares program (1966) was used for a preliminary refinement. Each reciprocal lattice layer was given an individual scale factor, and each atom a single isotropic temperature parameter. The observations were all given unit weight. After 3 cycles (full matrix) the R -factor was reduced to $10 \%$.

Cruickshank's (1965) Least-Squares program was then used to continue the refinement. Templeton (1965) has shown that if the observations are taken with the crystal rotating about only one axis, and the data from each of the individual reciprocal lattice layers have different scale factors which must be refined, then there is insufficient information to refine all the atoms fully anisotropically. The Ujj temperature parameters corresponding to the rotation axis are indeterminate. Since the monitoring of the intensity of one of the strong zerolayer reflexions had disclosed no apparent fall-off of intensity caused by radiation damage, and since the same counting-times had been used for all the data, the different layers were assumed to be on the same relative scale. Only one overall scale factor was employed. The arbitrary origin in the z-direction was constrained, (Templeton, 1960) by taking the sulphur atom,
z-coordinate as zero. This coordinate was not refined. If the origin is not constrained, the molecule may "walk" through the unit cell. Cruickshank (1965) sugcested that the above procedure gives more rapid convergence than the alternative one of refining all the atomic coordinates and altering the sulphur atom z-coordinate back to zero while applying the opposite of this shift to all the other atoms. No convergence difficulties were experienced at any stage of the refinement.

The anisotropic refinement was commenced with unit weights. The R-factor did not drop below $12.6 \%$, however, and the $U_{33}$ temperature parameters all became unreasonably large. It was found on re-examining the scale-factor for the individual layers which had been obtained by the isotropic refinement that there was no smooth trend in the values. Two of the higher layers had irregularly large values.

After considerable thought it was decided not to refine the $U_{33}$ temperature parameters, but to fix these at their isotropic values, and to refine the individual scale-factors. Refinement was then commenced. The weighting scheme employed was:-

$$
\begin{aligned}
W= & K \exp -\left(A+B F o+C F o^{2}+D\left(\lambda^{2} / \sin ^{2} \theta\right)\right. \\
& \left.+E\left(\lambda^{4} / \sin ^{4} \theta\right)+F\left(\sin ^{2} \theta / \lambda^{2}\right)\right)
\end{aligned}
$$

where $K$ is an arbitrary scale-factor, and the constants A, B, C, D, E and F are fitted by Least-Squares by the program described in Chapter 2. This produced a weighting scheme in which different batches of $\overline{W \Delta^{2}}$ by $|F o|$ and by $\sin ^{2} \theta / \lambda^{2}$ did not differ by more than $\pm 10 \%$. Three consecutive cycles of refinement were then carried out. The estimated standard deviations of the parameters improved greatly, and the two chemically-equivalent sulphur-oxygen bonds which had differed by $\sim 0.1 \AA$ now differed by only $\sim 0.01 \AA$. 3.5. Difference Hap and Location of Hydrogen Atoms

Anisotropic structure-factors were calculated using R. Pollard's structure-factor program, and a differencemap was calculated. All the hydrogen atoms were located without difficulty; this also implies that the thermal vibration parameters could not be large in the direction of the c-axis. No large positive or negative peaks were observed, although the fluctuating background was usually in the region of $\pm 0.2$ electrons $/ A^{3}$.

Positions for the two methylene hydrogen atoms were then calculated using $G$. Ferguson's hydrogen-placing program. The calculated coordinates for these atoms were used in the subsequent refinement. The coordinates of the hydrogen atom of the central carbon atom and those
of the methyl group were those obtained from the difference map.
3.6. Polar coordinate shift caused by uncorrected

Anomalous Dispersion
It has been pointed out (Templeton, 1966; Cruickshank and MacDonald, 1966) that the neglect of the anomalous dispersion correction in structure-factor-least-squares refinement can lead to a serious error in the polar coordinates of the anomalously scattering atoms. This occurs in cases where the data have been collected from only one reciprocal hemisphere. Cruickshank has estimated that the correction in the direction of the polar axis would be of the order of $0.01 \AA$ for a sulphur atom scattering lioK $\alpha$ radiation. This is approximately three to four times the estimated standard deviation of the sulphur atom in TESM, so that the anomalous dispersion correction was required. The data had been collected only from the upper half of the reciprocal lattice, and the equivalent intensities had been averaged. All these equivalent reflexions are, however, of the same "hand" with regard to the anomalous dispersion correction. In the space group R3c either the molecule or its enantiomer are present although the TESM chemical molecule is not optically active, and the activity cannot be
resolved since one enantiomer can easily be changed into the other by rotation about the sulphur-central carbon single bonds.

In Fig., 5a, $F, \bar{F}$ are structure factors which would ordinarily be related by Friedel's law.
$F_{A}^{\prime},{\overline{F_{A}}}^{\prime}$ are the real components of the scattering vector caused by the anomalously scattering atom.
$F_{A}^{\prime \prime}, \overline{F_{A}^{\prime \prime}}$ are the imaginary components of the scattering vector caused by the anomalously scattering atom.
$F_{R}, \overline{F_{R}}$ are the real scattering components of the other ordinary atoms.

Fig. 5 b shows the modulus of $\overline{\mathrm{F}}$ drawn in the first quadrant for comparison with $F$.

In structures where only one reflexively dissymetric enantiomer is present, and data from only one half of reciprocal space has been collected, models of both enantiomers will give equally good agreement in the absence of anomalous dispersion, and with either of these the data collected may have been either Fhkl or $\bar{F} \bar{K} \bar{K}$. Thus four possibilities arise:-

FIG. 3
Projection of structure down $z$-axis onto xy plane. The molecules shown are sited between $z=0.5$ and $z=0$. The molecules with the largest z-coordinates are shown with three circles; those with the smallest z-coordinates are given only one circle.


FIG. 4
Projection of structure perpendicular to yz plane. The molecules shown are all sited between $\mathrm{x}=0.5$ and $x=1$. Those molecules nearer $x=1.0$ are drawn as double circles.


## FIG. 5

The effect of anomalous dispersion on the observed structure factors.


Fig 50


Fig 5b

## FIG. 6

Important bond-lengths and bond-angles


| I | II |
| :---: | :---: |
| Molecule | Molecule |
| Fhkl | Fh̄̄I |
| III | IV |
| Enantiomer | Enantiomer |
| Fhkl | FhKI |

When anomalous dispersion occurs, a choice can be made as to whether the data are |Fhkl| or |Fh̄̄I|, but the absolute configuration cannot be determined unless data are collected from both halves of reciprocal space.

In this case both enantiomers are present whenever the substance is dissolved by any solvent, so only the two possible ways of indexing the data have to be considered, because the absolute configuration of the molecule is of little interest.

The comparison between these was made by doing two separate refinements. The change in indexing to Fh̄̄I was simulated by changing the sign of $f$ " in the structurefactor least squares calculation, where $f^{\prime \prime}$ is the imaginary component of the anomalous atom's scatteringfactor.

The results of the refinements are shown below:-

| $\mathrm{R} \%$ | 8.52 | 8.72 |
| :--- | :--- | :--- |
| $\mathrm{~S}-\mathrm{iO}(1)$ | $1.440 \pm 7$ | $1.433 \pm 7$ |
| $\mathrm{~S}-0(2)$ | $1.444 \pm 8$ | $1.456 \pm 8$ |

The leneths of the two sulphur-oxygen bonds are given because they are sensitive to the polar shift correction, $S-O(1)$ being almost perpendicular to the c-axis, $S-O(2)$ being parallel to the c-axis. The polar shift correction will thus have maximum effect on S-O(2) length and much less effect on the $S-0(1)$ distance. The final coordinates and parameters given in this chapter are those which correspond to the data being indexed as |Fhkl|.
3.7. Description and Discussion of Structure of TESM

The molecular and crystal structure of TESM are shown in Fig. 3 and Fig. 4; the more important interatomic distances and angles are shown in Fig. 6. and Tables 8 and 9. For comparison, the interatomic distances of Minii (Silverton, 1966) are shown in Table 10. The interatomic distances and angles were calculated by K. W. Muir's (1965) program.

The configuration of the bonds of the central carbon atom is clearly tetrahedral. This is similar to the configuration of TiSM, and differs from the situation in the ammonium salt of TiSNi which is planar (Hoogsteen, 1957). The two chemically-equivalent sulphur-oxygen bonds are:

$$
\begin{array}{ll}
\mathrm{S}-0(1) & 1.440 \pm 7 \\
\mathrm{~S}-0(2) & 1.444 \pm 8
\end{array}
$$

These are virtually identical, and compare very well with average sulphur-oxygen distance of 1.435 A in TMSM, and in Dichlorodiphenyl sulphone (DCDPS) (Sime and Abrahams, 1960). In both TESM and TMSM the two sulphuroxygen bonds point in different directions, one bonddirection being almost parallel to the c-axis, the other being almost perpendicular to the c-axis. The anomalous dispersion correction affects the length of the bond parallel to the polar-axis much more than the other bond-length. The correction was applied to TESM but not to ThiSir.

The $0-S-0$ bond angle is $119.1^{\circ}$ which compares with $120.4 \pm .4^{\circ}$ in DCDES, $119.3 \pm .9^{\circ}$ in TMSM, and $118.4^{\circ}$ in $N$-methyl-2:2-dimethyl sulphonyl vinylidene amine (NNDSVA) (Wheatley, 1954).

There are two distinct carbon-sulphur bond lengths in TESM, sulphur-C central and sulphur-C ethyl. Sulphur-C central

This bond length is $1.834 \pm 4$. It compares with $1.83 \pm 18$ in TMSM, $1.726 \AA$ in NHDSVA and $1.70{ }^{\circ} \mathrm{A}$ in $\mathrm{NH}_{4}^{+} \mathrm{TMSHi}^{-}$. Partial double-bond character of the sulphurcarbon bond is entirely consistent with the chemical
formulae of these last two compounds.
Suluhur-C etryl
This bond length is $1.785 \pm 10 \%$ and compares with the correspondine sulphur-methyl bond in NiSH with a length of $1.73 \pm 2 \AA$, and with $1.71 \%$ in MMDSVA. Corrections for vibration have not been applied to any of these bond-leneths, and this correction would lengthen all the bonds slightly. It may be noted that the C-C bond of TESTi is slightly shorter than the accepted C-C single bond-distance. Nevertheless, there can be no suggestion of double-bond character in these C-S bonds in TESM and TinSM although both are shorter than the standard C-S single bond distance of $1.815 \AA$ proposed by Abrahams (1956). One substance having the standard $S-C$ single bond distance is DCDPS where the group attached to the carbon atom is powerfully electron-withdrawing. This may well lengthen the bond.

Molecular Packing
The packing of the molecules is shown in Fig. 3 and Fig. 4. As in NHSM the molecules are packed in "stacks" or columns, the axis of each stack being one of the 3-fold axes of the space group. As mentioned earlier, in the space group $R 3 c$ the columns consist of the molecule, then the molecule rotated to its other orientation, alternately
along the length of the stack. Although the molecules in the crystal are reflexively dissymmetric, with TESM and ThiSti. molecules the enantiomer is produced by a rotation of the $\mathrm{K}-\mathrm{SO}_{2}$ group about the $\mathrm{S}-\mathrm{C}$ central bonds, and there can be little, if any, energy barrier between the two enantiomers. Thus the enantiomers could never be resolved chemically. The molecules of the column are not bound together significantly by hydrogen bonding along the 3-fold axis. The distance between the central carbon atom and the three "axial" oxygen atoms of the next molecule in the stack (C....O(2)) is 3.2 .

Three stacks are grouped together about $3_{1}$ or $3_{2}$ screw axes. In Fig. 3, the projection of the lower half of the unit cell down the z-axis on to the xy plane, it can be seen that the molecules in different stacks intermesh like three-toothed gear wheels. Fig. 4 shows the projection normal to the yz plane. Here the molecules of the different columns interleave with each other.

### 3.8. TESM and TMSM

It was anticipated that the structures of TESM and TMSN would be isomorphous, or that TESM would be isostructural with either the "major" or "minor" TMSM structures. In spite of the similarity of the actual
coordinate values it can be seen from the Appendix that the structure of TESif differs from both TMSM structures. It can be seen that the relationship between the structures is that the RESN molecule is inverted with respect to the TMSi molecule. This corresponds to an interchance of $\underline{a}$ and $\underline{b}$-axes, or to the replacement of $\underline{c}$ by $\bar{c}-a x i s . ~ N o ~ s p a c e ~ g r o u p ~ t r a n s f o r m a t i o n ~ c a n ~ b e ~ a p p l i e d ~$ to TESSi coordinates to convert them into approximations to the TiaSM coordinates.

Further, when the $a^{*}$-axis has been chosen in the reciprocal lattice, the general absences and the symmetry of the Laue Group $\overline{3} m$ define the directions of the $b^{*}$-and $c^{*}$-axes. It is not possible to interchange $b^{*}$ and $c^{*}$ without changing $c^{*}$ to $\bar{c}^{*}$. The Patterson maps of both TESM and TMSli were calculated during the course of this investigation. Their features are different, and the positions of the sulphur atoms deduced from them are different. The electron-density maps phased from the sulphur-atom-structure-factors give essentially the known structures, the atomic coordinates of which are shown in Tables 12 and 13. Indeed, since the chemical molecules both have the same tetrahedral shape and the same 3-fold axis, and the molecuiar centres must each occupy a special position, the "similarity" of the coordinates is not surprising.

## TART,F 3.1

FRACTTMNAT, COORDTNATES AND E.S.D.

| ATOM | X |  | v |  | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $S(1)$ | $0.1329 \pm$ | 1 | $0.0796 \pm$ | $?$ | $0.0000 \pm 0$ |
| $\bigcirc(1)$ | $0.1832 \pm$ | 5 | $0.0206 \pm$ | 5 | $0.07 .53 \pm 7$ |
| $\square(?)$ | $0.1292 \pm$ | 5 | $0.1119 \pm$ | 6 | $-0.1375 \pm 7$ |
| $C(1)$ | $0.3012 \pm$ | 9 | $0.2382 \pm$ | 12 | $0.1206 \pm 13$ |
| $c(?)$ | $0.1864 \pm$ | 7 | $0.18 R 8 \pm$ | 7 | $0.1100 \pm 10$ |
| $C(3)$ | $0.0000 \pm \pm$ | 0 | $0.0000 \pm$ | 0 | $0.0610 \pm 10$ |
| H(1) | $0.0000 \pm$ | 0 | $0.0000 \pm$ | 0 | $0.187 \pm 21$ |
| H(2) | $0.175 \pm 16$ |  | $0.2 .48 \pm 17$ |  | $0.065 \pm 21$ |
| H(3) | $0.185 \pm ?$ |  | $0.195 \pm ? 2$ |  | $0.186 \pm 30$ |
| H(4) | 0.30)4 + ? |  | $0.244 \pm 20$ |  | $0.074 \pm 30$ |
| H(5) | $0.307 \pm ? 0$ |  | $0.296 \pm 20$ |  | $0.202 \pm 33$ |
| H(6) | $0.316 \pm 20$ |  | $0.175 \pm 19$ |  | $0.173 \pm 23$ |

## TARI, $2 . ?$

FRACTIONAT, CORRDTNATES AND F.S.D.

| ATOM | $X$ | $Y$ | $Z$ |
| :---: | :---: | :---: | :---: |
| $S(1)$ | $0.1329 \pm 1$ | $0.0796 \pm 2$ | $0.0000 \pm 0$ |
| $D(1)$ | $0.1832 \pm 5$ | $0.0206 \pm 5$ | $0.0253 \pm 7$ |
| $D(2)$ | $0.1292 \pm 5$ | $0.1119 \pm 6$ | $-0.1375 \pm 7$ |
| $C(1)$ | $0.3012 \pm 9$ | $0.2382 \pm 12$ | $0.1206 \pm 13$ |
| $C(2)$ | $0.1864 \pm 7$ | $0.1888 \pm 7$ | $0.1109 \pm 10$ |
| $C(3)$ | $0.0000 \pm 0$ | $0.0000 \pm 0$ | $0.0610 \pm 10$ |

## TARTE 3.3

COMRDTNATES AND F.S.S. TN ANGSTROMS WITH RESPECT TO THE CRYSTAL AXES

| ATOM | $X$ | $Y$ | $Z$ |
| :---: | :---: | :---: | :---: |
| $S(1)$ | $1.9887 \pm 21$ | $1.1914 \pm 30$ | $0.0000 \pm \pm$ |
| $O(1)$ | $2.7416 \pm 73$ | $0.3084 \pm 81$ | $0.2483 \pm 68$ |
| $O(2)$ | $1.9327 \pm 81$ | $1.6743 \pm 87$ | $-1.3492 \pm 69$ |
| $C(1)$ | $4.5079 \pm 142$ | $3.5644 \pm 175$ | $1.1834 \pm 127$ |
| $C(2)$ | $2.7896 \pm 103$ | $2.8251 \pm 109$ | $1.0881 \pm 94$ |
| $C(3)$ | $0.0000 \pm 0$ | $0.0000 \pm 0$ | $0.5984 \pm 99$ |

## ORTHOGONAL COORDINATES

The orthogonal axes ( $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ ) are defined as follows:

X is parallel to $\mathrm{a}^{*}$
$Y$ is parallel to $b$
Z is parallel to c
RRTE 3.H

ORTHOGONAL COORDTNATES AND E.S.D.

| ATOM | $X$ | $V$ | $V$ |
| :---: | :---: | :---: | :---: |
| $S(1)$ | $1.7223 \pm 18$ | $0.1970 \pm 28$ | $0.0000 \pm 0$ |
| $O(1)$ | $2.3743 \pm 64$ | $-1.0624 \pm 70$ | $0.2483 \pm 68$ |
| $O(2)$ | $1.6738 \pm 70$ | $0.7079 \pm 73$ | $-1.3492 \pm 60$ |
| $C(1)$ | $3.9040 \pm 123$ | $1.3104 \pm 167$ | $1.1834 \pm 127$ |
| $C(2)$ | $2.4159 \pm 89$ | $1.4303 \pm 106$ | $1.0881 \pm 94$ |
| $C(3)$ | $0.0000 \pm 0$ | $0.0000 \pm 0$ | $0.5984 \pm 99$ |

## TABTP 3.5

FRACTTMNAJ COMRDTNATPS AND TFMPERATURE FACTORS FOR HVDPחGFN ATOMS

| ATMM | X | V | Z | U |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}(1)$ | 0.000 | 0.000 | 0.187 | 0.0152 |
| $\mathrm{H}(2)$ | 0.175 | 0.248 | 0.065 | 0.0487 |
| $\mathrm{H}(3)$ | 0.185 | 0.195 | 0.186 | 0.0209 |
| $\mathrm{H}(4)$ | 0.304 | 0.2414 | 0.074 | 0.0150 |
| $\mathrm{H}(5)$ | 0.306 | 0.206 | 0.202 | 0.0799 |
| $\mathrm{H}(6)$ | 0.316 | 0.174 | 0.173 | 0.0715 |

## TABTE 3.6

ANISOTROPIC TEMPERATURE FACTORS AND E.S.D.

| ATOM | U11 | U22 | U33 | $2 U 23$ | $2 U 31$ | $2 U 12$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| S(1) | 0.0302 | 0.0339 | 0.0215 | 0.0041 | 0.0090 | 0.0288 |
|  | 9 | 10 | 0 | 15 | 11 | 14 |
| $0(1)$ | 0.0426 | 0.0569 | 0.0333 | 0.0086 | 0.0078 | 0.0570 |
|  | 29 | 37 | 0 | 48 | 44 | 55 |
| $0(2)$ | 0.0545 | 0.0434 | 0.0271 | 0.0176 | 0.0218 | 0.0426 |
|  | 40 | 36 | 0 | 52 | 46 | 72 |
|  | 0.0493 | 0.0806 | 0.0431 | -0.0169 | -0.0208 | 0.0348 |
| $C(1)$ | 54 | 89 | 0 | 102 | 83 | 114 |
|  | 0.0384 | 0.0352 | 0.0345 | -0.0028 | -0.0059 | 0.0183 |
| $C(2)$ | 41 | 43 | 0 | 61 | 60 | 66 |
|  | 0.0261 | 0.0261 | 0.0174 | 0.0000 | 0.0000 | 0.0261 |
| $C(3)$ | 28 | 8 | 0 | 0 | 0 | 28 |

PRINCIPAL VALUES AND DTRECTIONS OF VIBRATION TENSORS WITH RESPECT TO ORTHOGONAL AXES

| 02 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ATOM | U A | D1 | D2 | D3 |
| S(1) | 0.0196 | -0.3909 | -0.0063 | 0.9204 |
|  | 0.0362 | 0.1848 | -0.9802 | 0.0718 |
|  | 0.0319 | 0.9017 | 0.1981 | 0.3843 |
| $0(1)$ | 0.0577 | 0.5100 | 0.8421 | 0.1754 |
|  | 0.0319 | -0.3560 | 0.0210 | 0.9342 |
|  | 0.0384 | 0.7830 | -0.5389 | 0.3105 |
| $0(2)$ | 0.0219 | -0.3518 | -0.2302 | 0.9073 |
|  | 0.0606 | 0.8850 | -0.3976 | 0.2423 |
|  | 0.0468 | 0.3049 | 0.8882 | 0.3436 |
| $C(1)$ | 0.1021 | 0.1495 | -0.9881 | 0.0365 |
|  | 0.0344 | 0.6122 | 0.1215 | 0.7813 |
|  | 0.0566 | -0.770́4 | -0.0944 | 0.6231 |
| $C(2)$ | 0.0556 | -0.5675 | 0.8192 | 0.0828 |
|  | 0.0294 | 0.7522 | 0.4346 | 0.4292 |
|  | 0.0355 | 0.3115 | 0.3067 | -0.8994 |
| C(3) | 0.0261 | 1.0000 | 0.0000 | 0.0000 |
|  | 0.0261 | 0.0000 | 1.0000 | 0.0000 |
|  | 0.0174 | 0.0000 | 0.0000 | 1.0000 |

## TABLE 3.8

BOND-LETGTES VITR E.S.D.

| $S(1)-O(1)$ | $1.440 \pm 7$ |
| :--- | :--- |
| $S(1)-O(2)$ | $1.444 \pm 7$ |
| $S(1)-C(2)$ | $1.785 \pm 10$ |
| $S(1)-C(3)$ | $1.834 \pm 4$ |
| $C(2)-C(1)$ | $1.496 \pm 15$ |
| $C(3)-H(1)$ | $1.24 \pm 21$ |

## PEBLE 3.9

## BORD-ARGLES WITH E.S.D.

$$
\begin{array}{ll}
O(1)-S(1)-O(2) & 119.1 \pm 4 \\
O(1)-S(1)-C(2) & 108.9 \pm 4 \\
O(1)-S(1)-C(3) & 106.0 \pm 3 \\
C(1)-C(2)-S(1) & 111.7 \pm 8 \\
C(2)-S(1)-C(3) & 103.9 \pm 4 \\
S(1)-C(3)-S(1) & 109.9 \pm 2 \\
S(1)-C(3)-H(1) & 109.0 \pm 2
\end{array}
$$

## TABLE 3.10

BOND-LENGTHS WITH E.S.D.
(TM:SHi)

$$
\begin{array}{ll}
S(1)-0(1) & 1.427 \pm 17 \\
S(1)-0(2) & 1.442 \pm 12 \\
S(1)-C(1) & 1.729 \pm 17 \\
S(1)-C(2) & 1.830 \pm 10
\end{array}
$$

TABLE 3.11
Final observed and calculated structure factors.
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## TABLE $\quad 3.12$

Tiisin major Structure, with $S$ at $z=0.0000$

|  | x | y | z |
| :--- | :---: | :---: | ---: |
| S | 0.1525 | 0.1040 | 0.0000 |
| $O(1)$ | 0.2217 | 0.0469 | -0.0219 |
| $O(2)$ | 0.1415 | 0.1401 | 0.1399 |
| $C(1)$ | 0.2061 | 0.2230 | -0.1159 |
| C(2) | 0.0000 | 0.0000 | -0.0597 |

Thishi minor Structure with $S$ at $z=0.0000$

|  | x | y | z |
| :--- | :---: | :---: | :---: |
| S | 0.1040 | 0.1525 | 0.0000 |
| $O(1)$ | 0.0469 | 0.2217 | 0.0219 |
| $O(2)$ | 0.1401 | 0.1415 | -0.1399 |
| $C(1)$ | 0.2230 | 0.2061 | 0.1159 |
| $C(2)$ | 0.0000 | 0.0000 | 0.0597 |

COMPRISOH OF TESH with TiSN (major) and TiSh (minor

## STRUCTURES

The fractional coordinates of TESH, TiSN (major) and Tinsi (minor) are siven in Tables 1,12 and 13 respectively. These tables give the molecular coordinates adjusted so that the (arioitrary) z-coordinate of the sulphur atom is zero in all three cases. Tables 12 and 13 therefore do not snow the correct z-values of Tindi (major) relative to Mrini (minor), but the purpose here is to compare both these structures independently with that of TESN. In making this comparison, any of the equivalent positions of the molecules in the unit cell may be taken, the origin of the coordinate system may be moved in the $z$ direction, and, since the absolute configuration of the molecules is unknown, a centre of symmetry may be applied, in the attempt to convert the TESM coordinates into others analogous with one or both of the TESLi coordinates.

Let the TESii fractional coordinates be $x, y, z$. The following approximate relationships then occur:

FIG. 7
Comparison of TESM structures with TMSM (Major) and TMSM (Minor) structures.

(TMSM MINOR STRUCTURE)


Listed below are all the "equivalent" TESTis coordinates:-
Actual
Coordinates
Space Group Equivalent
z-origin shift
hel to $\overline{\mathrm{hkl}}(\overline{1})$
$\mathrm{x}, \mathrm{y}, \mathrm{z} \quad \mathrm{x}, \mathrm{y}, \mathrm{z}$
$\bar{y}, x-y, z$
$y-x, \bar{x}, z$
$\therefore$

$$
\bar{v} \bar{x}+
$$

$x, x-y, \frac{1}{3}+z$
$y-x, y, \frac{1}{2}+z$

## CHiFTER 4

THE STRUCTURE DETDLITMATIOA OF POTASSIURI HYDROGENDIAIISATEContents4.1. Introduction4.2. Experimental4.3. Course of the Analysis4.4. Least-Squares Refixement
4.5. Discussion of Structure

# Chapter 4 

THE SMRUCTURT DEMERI:INATION

## OF

## POTASSIUM HYDROGEN DIANISATE

### 4.1. Introduction

Acid salts of carboxyl acids are very common substances. The potassium and rubidium acid salts of anisic acid are readily prepared by mixing alcohol-water solutions of the acid with potassium hydroxide or rubidium carbonate, in the ratio of one equivalent of acid to half an equivalent of the metal hydroxide or carbonate. The crystals are produced when the solutions are allowed to evaporate slowiy.

Crystal structures of acid salts have frequently been studied by X-ray diffraction techniques (Mills and Speakman, 1961; Bryan, Niills and Speakman, 1963A; Mills and Speakman, 1963B; Golič and Speakman, 1965A; Golič and Speakman, 1965B). They have also been examined by neutron diffraction (Currie, Curry and Speakman, 1967) and their infra-red spectra have been classified by Blinc, Hadži and Novak (1960), Shrivastava and Speakman (1961). The chemical interest is centred on the short hydrogen bonds which occur in some of these compounds.

The inffa-red spectra of these two acid salts of anisic acid show the anomaly characteristic of "Type A" acid salts (Shrivastava and Speaman, 1961). That the structures are, in fact, "Type A", has been confirmed by the solution of botin structures. In the case of the potassium salt the length of the $0 . .$. . 0 distance in the effectively symmetrical hydrogen bond has been determined with considerable accuracy.

### 4.2. Experimental

## Crystal Data

The following values were established by photographic methods with CuK $\alpha$ - radiation ( $\lambda=1.5418 \mathrm{~A}$ ). Potassiun h.Jd̀rogen dianisate, $\mathrm{KH}\left(\mathrm{C}_{8} \mathrm{H}_{7} \mathrm{O}_{3}\right)_{2}$, orthorhombic; $\mathrm{II}=342.4 ; a=35.77 ; \quad 0=7.05 ; c=6.16 \AA ; V=1553 \AA$; Dm $=1.43$ (by flotation in bromoform-carbon tetrachloride); $Z=4 ; D c=1.46 ; F 000=712 ;$ space group Pben; absorption coefficient for $C u K_{\alpha}$ radiation $=33.2 \mathrm{~cm}^{-1}$; crystal shape, lath-like crystals (cut for intensity determination).

Rubidiun hydrogen dianisate $\mathrm{RbH}\left(\mathrm{C}_{8} \mathrm{H}_{7} \mathrm{O}_{3}\right)_{2}$; $\mathrm{N}=388.8$; Orthorhombic; $a=35.3 \pm 0.2 \mathrm{~A} ; \mathrm{b}=7.00 \pm 0.10 \mathrm{~A} ;$ $c=6.40 \pm 0.10 \AA ; V=1581 \mathrm{~A}^{3} ; D \mathrm{Dm}=1.63 \pm .01$ (by flotation in $\left.\mathrm{CHBr}_{3}-\mathrm{CCI}_{4}\right) ; Z=4 ; \mathrm{Dc}=1.62 ; \mathrm{FOOO}=784$; space group Pben; aosorption coefficient $\mathrm{Cu} \mathrm{K}_{\alpha}=47.6 \mathrm{~cm}^{-1}$.

### 4.3. Course of the Analysis

From tine similarity of space group, cell dimensions and the number oi formula units per unit cell, it was inferred that the potassium compound was isomorphous with the rubidium one. The space group implies that the metal ion and the acidic hydrogen atom occupy 4-fold positions while the two anisate residues of the chemical formula occupy 8-fold symmetry positions and are therefore



The structure of rubiaiou hyarogen átansate had deen solvé in tomp projections (Fongie, 19ó4) (Shinner, 1950). Since the two crystal structures were believed to be isomorphous, it was deciaea to work only on the potassium compound mioin has a much smaller absorption coefficient. Intensity āata were measurea visually from multiple film Heissenvers photographs, which were taken ajout jotin $\underline{b}$ ana $\underline{c}$ axes, although the crystal shape causea the o-axis photographs to be subject to much freater absorption errors.

The potassius ion was assumed to occupy a 4-fold position of the type $0, y$, This was checked by calculatins a Earker section of the 3D Patterson at $w=\frac{1}{2}$, from which the $y$-coomanate of the potassium ion was deduced.

Structure factors calculated for the potassium ion alone gave a h -factor of $42 \%$. The position of the heavy-atom is such that the three-dimensional eloctrondensity map caloulated using the heavy-atom phased structure amplitude has mirroi planes at $z=\frac{1}{4}$ and $z=\frac{8}{4}$ Mhis pseudo-symetry was aestioyed by choosing one of the inages of the carooxyl group of the acia residue. A
set of structure factors and an electron-density map were then calculated, and this time it was possible to locate the beazene ring and the methoxyl group. A third structure-factor-electron-density map calculation was carried out, and coordinates obtained from this map gave an R-factor of $24 \%$.

The initial Least Squares Refinement was carried out with an early version of the Cruicksinanir and Smith Least Squares program. This early version could not refine batch scale parameters for the different reciprocal lattice layers. Thus layer scaling was done by calculating:

$$
k=\sum_{\text {layer }}\left|F_{c}\right| / \sum_{\text {layer }}\left|F_{0}\right|
$$

with a scale and agreement-factor program written by the author. In the first three cycles unit weights and individual atomic isotropic temperature parameters were employed. The weighting scheme was adjusted to make the value of $\left\langle\overline{W \Delta^{2}}{ }^{2}\right\rangle$ (averaze)constant for batches of observations within different ranges by $|F O|$. This adjustment was made by altering the parameters pl, ph, p3 in the expression for $\sqrt{w}$ :-

$$
\sqrt{W}=\frac{1}{\left(p 1+F o+p 2 F o^{2}+p 3 F o^{3}\right)^{1 / 2}}
$$

until, by trial and error, an approximately "flat" distribution of $\left\langle\bar{W} \Delta^{2}\right\rangle$ was obtained.
"Unobserved" reflexions were given an intensity equal to half the ininimum observed intensity, ie.

$$
\mid \text { Fo| unobserved } \left.=\frac{1}{4} \right\rvert\, \text { Fo| local minimum. }
$$

Mhis initial refinement was somewhat unsatisfactory; the estimated standard deviations were insufficient to account for the anoralous bond-lenoths of the benzene ring ( $C(2)-C(3) 1.32 \mathrm{~A}, C(2)-C(7) 1.44 \AA$; the scale paraneter values had been obtainea by a somewhat rough-and-ready method, and the distribution of $\left\langle\bar{W} \Delta^{2}\right\rangle$ by singhwas not particularly "flat".

A difierence map was calculated, from which it was possible to locate the four hydrogen atom peaks of the benzene ring, but not those of the methoxyl group. (Subsequent analysis has shown that this group has high thermal vibration parameters). When layer-scale-parameter refinement became possible with a later version of the Least-Squares Program, it was decided to continue the refinerent, and to apply a different weighting scheme. The weighting scheme applied was of the form:

$$
\begin{aligned}
w= & K \exp -\left\{A+B F O+C F O^{2}+D F O^{3}+E\left(\lambda^{2} / \sin ^{2} \theta\right)\right. \\
& \left.+F\left(\lambda^{4} / \sin ^{4} \theta\right)+G\left(\sin ^{2} \theta / \lambda^{2}\right)\right\},
\end{aligned}
$$

where $K$ is an arbitrary parameter for scaling the relative weights and the coefficients $A, B, C . . . . .$. G are fitted by the Ieast-Squares method by the program described in Chapter 2.

It was possible to obtain fully anisotropic atomic vibration parameters for this structure because data
had̀ been collected about both $b$ and $\subseteq$ axes, althouch, as mentioned earlier, the $\underline{b}$ axis ciata were supject to severe absorption errors because of the crystal shape. This refinement produced marked changes in the layer-scale paraneters. There was a considerable improvement in the coordinate estimated standard deviations, as would have been expected from the more comprenensive weightingscheme, but more important than this was the change in the bond-lengths of the benzene ring. Final values are given in Table 8.

A final difference map was calculated, but the missing hydrogen atoms of the methoxyl group could still not be locateá. There was a complex region of positive and negative density surrounding the heavy-atom position. The difference map, however, displays the transformation in real space of ( FO - FC ) whereas the least-squares procedure minimises a function of $W(F O-F C)^{2}$. The complex region is thus probably caused by the uncorrected absorption and extinction errors of the large low-ancle reflexions, which are down-weighted by the weighting scheme. The final R-factor is $15.1 \%$. This may seem high, but it is considered to be reasonable in view of the absorption errors of the hol and hil nets, and the large number of "unobserved" reflexions.

The atomic parameters of the structural model are given in Tables 1 to 5; the more important bond-lengths and ancles are given in Tablesbtolo,along with the more. important interatoric contacts. In addition, the molecular bond-lengths and angles are given in Fis. 1. The general packing of the molecules is shown in Fig. 2 and Fí. 3.

This structure is a "Mype i" acid salt, and the two acid resicues of the gross fomula $K F(A n) 2$ are crystallographically equivalent. They cannot be distinerished as fi-in (acid) ard $A \bar{n}$ (anion) and this is the structural criterion used to allocate an acid salt to one of the two classes. The mean of the bondlengths of the bonds in the benzene ring is
$1.393^{+}-12 \%$ and none of the individual bond-lengths differs significantly fron this value. The C(I) - C(2) bond-leneth is sonewhat shorter than the normal $\left(s p^{3}-s p^{3}\right) C-C$ single-bond leneth $1.54 \circ$, since the carboxyl carion atom is sp ${ }^{2}$ hybridised. The length acrees well with values found in other similar compounds (Table 12. The average length is 1.495 A which is in good agreement with the value found here.

Neither the oxyrgen of the methoxyl group nor the

## FIG. 1

Important bond-lengths and bond-angles.


FIG. 2
Projection down the z-axis onto the $x y$ plane of unit cell contents from $z=0$ to $z=1$. The atoms of the molecules in the upper half of the unit cell are drawn with double lines.


FIG. 3
Projection down the $y$-axis onto the $x z$ plane of the unit cell contents from $\mathrm{y}=0$ to $\mathrm{y}=1$.
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carbon atom of the carboxy aroup deviates significantiy from the plane of the benzene ring which is given by the parameters:-

$$
\begin{equation*}
0.1516 X+0.8592 Y-0.43862=1.063 \tag{I}
\end{equation*}
$$

where $X, Y, Z$ are given in $\AA$ with respect to the crystal axes.

The mean plane through the carboxyl group and C2 is given by:

$$
\begin{equation*}
0.2102 X+0.6987 Y-0.68382=.5361 \tag{2}
\end{equation*}
$$

The angle between planes (I) and (2) is $14.9^{\circ}$. Since the planar configuration would be expected to be stabilised by delocalisation of the anion's extra electron with the benzene ring, this large angular displacement is, at first, surprising. There are no larger substituents in the ortho position of the benzene ring, and the p-methoxy group cannot have any effect on the angle. The tilting must therefore de caused by molecular packing (i.e. crystal) forces. This twisting also occurs in the crystal structure of potassium hydrosen di-pchlorobenzoate (Kills and Speakman, 1963) where the angle of twist is $9^{\circ}$. As can be seen from Fig. 2 and Fig. 3 the benzene rings themselves are very tishtly packed, and this close packing of the benzene rings is in conflict with the dernand of the packing of the
oxjigen atoms about the potassium ion.

$$
\begin{align*}
& \text { Tne piane throusin } C(5), O(3) \text { and } C(8) \text { is: } \\
& 0.1899 X+0.8231 Y-0.5352 Z=1.0544 \tag{3}
\end{align*}
$$

and this makes an angle of $4^{\circ}$ with the plane of the benzene ring, and an anzle of $11.2^{\circ}$ with the plane of the carboxyl sroup.

An unusual, but not unique feature of this structure is that the "nydrogen" of the hydrogen bond is not located at a centre of inversion as is usual in "rype $A$ acid salts, but is situated on a diad axis. Another example of a symmetrical hydrogen bond in this situation is given by Hills and Speakman (1961) in the structure of sodium hydrogen diacetate. The hydrogen bond itself is of the short symmetricai type and has a length (0 ....0) of $2.476 \pm 7$ A. The low value of the estimated standard deviation is obtained though the hydrogen bond lies across a diad axis. The estimated standard deviation of the $x$-coordinate of the $O(1)$ atom is very low, and the standard deviation of the $y$-coordinate has no effect.

The packing of the oxygen atoms round the potassium ion is best described as a distorted octahedron. The potassium ion is situated on a diad axis, surrounded by six oxygen atoms, all at distances in the range 2.74 to 2.97 A, and the closest contacts are between the "doublebonded" oxygen atoms and the potassium ion.

## TABLE 4.1

FRACTIONAL COORDINATES AND E.S.D.

| ATOM | X | Y | Z |
| :---: | :---: | :---: | :---: |
| $\mathrm{K}(1)$ | $0.0000 \pm 0$ | $-0.2059 \pm 5$ | $0.250 \pm \pm 0$ |
| $O(1)$ | $0.0309 \pm 1$ | $0.3523 \pm 9$ | $0.3407 \pm 9$ |
| $O(2)$ | $0.0450 \pm 1$ | $0.1226 \pm 9$ | $0.0973 \pm 9$ |
| $0(3)$ | $0.2049 \pm 1$ | $0.2412 \pm 10$ | $0.5271 \pm 9$ |
| $C(1)$ | $0.0543 \pm 2$ | $0.2355 \pm 14$ | $0.2429 \pm 13$ |
| $C(2)$ | $0.0936 \pm 2$ | $0.2428 \pm 10$ | $0.3246 \pm 13$ |
| $C(3)$ | $0.1030 \pm 2$ | $0.3332 \pm 12$ | $0.5139 \pm 12$ |
| $C(4)$ | $0.1397 \pm 2$ | $0.3341 \pm 11$ | $0.5935 \pm 13$ |
| $C(5)$ | $0.1680 \pm 2$ | $0.2490 \pm 12$ | $0.4648 \pm 14$ |
| $C(6)$ | $0.1588 \pm 2$ | $0.1619 \pm 12$ | $0.2738 \pm 13$ |
| $C(7)$ | $0.1227 \pm 2$ | $0.1553 \pm 13$ | $0.1984 \pm 14$ |
| $C(8)$ | $0.2159 \pm 20$ | $0.3381 \pm 19$ | $0.7202 \pm 17$ |

## TABLE 4.2

## ATOMIC COORDINATES AND E。S.D. IN ANGSTROMS

| ATOM | $X$ | $Y$ | $Z$ |
| :--- | :--- | :--- | :---: |
| $K(1)$ | $0.000 \pm 0$ | $-1.452 \pm 3$ | $1.539 \pm 0$ |
| $O(1)$ | $1.105 \pm 4$ | $2.483 \pm 6$ | $2.098 \pm 6$ |
| $O(2)$ | $1.609 \pm 5$ | $0.864 \pm 7$ | $0.599 \pm 6$ |
| $O(3)$ | $7.330 \pm 4$ | $1.700 \pm 7$ | $3.246 \pm 6$ |
| $C(1)$ | $1.943 \pm 7$ | $1.660 \pm 10$ | $1.496 \pm 8$ |
| $C(2)$ | $3.350 \pm 6$ | $1.711 \pm 7$ | $1.999 \pm 8$ |
| $C(3)$ | $3.684 \pm 6$ | $2.349 \pm 9$ | $3.165 \pm 8$ |
| $C(4)$ | $4.996 \pm 6$ | $2.355 \pm 8$ | $3.655 \pm 8$ |
| $C(5)$ | $6.009 \pm 5$ | $1.755 \pm 9$ | $2.862 \pm 8$ |
| $C(6)$ | $5.681 \pm 6$ | $1.141 \pm 9$ | $1.686 \pm 8$ |
| $C(7)$ | $4.388 \pm 6$ | $1.095 \pm 9$ | $1.222 \pm 8$ |
| $C(8)$ | $7.723 \pm 72$ | $2.383 \pm 14$ | $4.435 \pm 11$ |

## TABLE 4.3

FRACTIONAL COORDINATES AND TEMPERATURE FACTORS FOR HYDROGEN ATOMS

| ATOM | $X$ | $Y$ | $Z$ | $U$ |
| :---: | :---: | :---: | :---: | :---: |
| $H(3)$ | 0.081 | 0.407 | 0.608 | 0.0658 |
| $H(4)$ | 0.148 | 0.403 | 0.743 | 0.0454 |
| $H(6)$ | 0.179 | 0.081 | 0.178 | 0.0714 |
| $H(7)$ | 0.116 | 0.076 | 0.033 | 0.0446 |

## TABLE 4.4

## ANISOTROPIC TEMPERATURE FACTORS AND THEIR E。S.D.

| ATOM | U11 | U22 | U33 | 2 U 23 | 2 U 1 | 2 U 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{K}(1)$ | $\begin{array}{r} 0.0447 \\ 11 \end{array}$ | $\begin{array}{r} 0.0570 \\ 17 \end{array}$ | $\begin{array}{r} 0.0404 \\ 17 \end{array}$ | $0.0000$ | $\begin{array}{r} =0.0116 \\ 18 \end{array}$ | $0.00$ |
| $0(1)$ | $\begin{array}{r} 0.0262 \\ 19 \end{array}$ | $\begin{array}{r} 0.0636 \\ 37 \end{array}$ | $\begin{array}{r} 0.0564 \\ 34 \end{array}$ | $\begin{array}{r} -0.0193 \\ 63 \end{array}$ | $\begin{array}{r} -0.0116 \\ 39 \end{array}$ | $-0.00 \cup 1$ 45 |
| $0(2)$ | $\begin{array}{r} 0.0415 \\ 22 \end{array}$ | $\begin{array}{r} 0.0661 \\ 41 \end{array}$ | $\begin{array}{r} 0.0532 \\ 36 \end{array}$ | $\begin{array}{r} -0.0143 \\ 68 \end{array}$ | $\begin{array}{r} -0.0104 \\ 43 \end{array}$ | $\begin{array}{r} -0.0063 \\ 54 \end{array}$ |
| $0(3)$ | $\begin{array}{r} 0.0262 \\ 19 \end{array}$ | $\begin{array}{r} 0.0674 \\ 41 \end{array}$ | $\begin{array}{r} 0.0642 \\ 37 \end{array}$ | $\begin{array}{r} -0.0073 \\ 67 \end{array}$ | $\begin{array}{r} 0.0010 \\ 40 \end{array}$ | $\begin{array}{r} 0.0091 \\ 47 \end{array}$ |
| $C(1)$ | $\begin{array}{r} 0.0387 \\ 33 \end{array}$ | $\begin{array}{r} 0.0568 \\ 55 \end{array}$ | $\begin{array}{r} 0.0415 \\ 52 \end{array}$ | $\begin{array}{r} -0.0 \cup 33 \\ 87 \end{array}$ | $\begin{array}{r} 0.0041 \\ 56 \end{array}$ | $\begin{array}{r} -0.0041 \\ 74 \end{array}$ |
| $C(2)$ | $\begin{array}{r} 0.0283 \\ 27 \end{array}$ | $\begin{array}{r} 0.0310 \\ 38 \end{array}$ | $\begin{array}{r} 0.0396 \\ 44 \end{array}$ | $\begin{array}{r} 0.0173 \\ 71 \end{array}$ | $\begin{array}{r} 0.0117 \\ 53 \end{array}$ | $\begin{array}{r} -0.0005 \\ 53 \end{array}$ |
| $C(3)$ | $\begin{array}{r} 0.0238 \\ 25 \end{array}$ | $\begin{array}{r} 0.0523 \\ 50 \end{array}$ | $\begin{array}{r} 0.0431 \\ 48 \end{array}$ | $\begin{array}{r} -0.0150 \\ 79 \end{array}$ | $\begin{array}{r} 0.0025 \\ 51 \end{array}$ | $\begin{array}{r} 0.0095 \\ 60 \end{array}$ |
| C(4) | $\begin{array}{r} 0.0304 \\ 27 \end{array}$ | $\begin{array}{r} 0.0436 \\ 45 \end{array}$ | $\begin{array}{r} 0.0398 \\ 46 \end{array}$ | $\begin{array}{r} -0.0001 \\ 75 \end{array}$ | $\begin{array}{r} 0.0088 \\ 53 \end{array}$ | $\begin{array}{r} 0.0061 \\ 61 \end{array}$ |
| C(5) | $\begin{array}{r} 0.0178 \\ 24 \end{array}$ | $\begin{array}{r} 0.0494 \\ 48 \end{array}$ | $\begin{array}{r} 0.0591 \\ 54 \end{array}$ | $\begin{array}{r} 0.0130 \\ 82 \end{array}$ | $\begin{array}{r} -0.0004 \\ 52 \end{array}$ | $\begin{array}{r} -0.0022 \\ 58 \end{array}$ |
| $c(6)$ | $\begin{array}{r} 0.0299 \\ 27 \end{array}$ | $\begin{array}{r} 0.0422 \\ 47 \end{array}$ | $\begin{array}{r} 0.0457 \\ 50 \end{array}$ | $\begin{array}{r} 0.0016 \\ 76 \end{array}$ | $\begin{array}{r} 0.0148 \\ 54 \end{array}$ | $\begin{array}{r} -0.0 \cup 90 \\ 63 \end{array}$ |
| C(7) | $\begin{array}{r} 0.0321 \\ 29 \end{array}$ | $\begin{array}{r} 0.0494 \\ 50 \end{array}$ | $\begin{array}{r} 0.0443 \\ 48 \end{array}$ | $\begin{array}{r} -0.0044 \\ 86 \end{array}$ | $\begin{array}{r} 0.0132 \\ 58 \end{array}$ | $\begin{array}{r} -0.0052 \\ 66 \end{array}$ |
| C(8) | $\begin{array}{r} 0.0278 \\ 29 \end{array}$ | $\begin{array}{r} 0.1053 \\ 90 \end{array}$ | $\begin{array}{r} 0.0822 \\ 73 \end{array}$ | $\begin{array}{r} -0.0410 \\ 134 \end{array}$ | $\begin{array}{r} -0.0436 \\ 70 \end{array}$ | $\begin{array}{r} 0.0068 \\ 91 \end{array}$ |

## TABLE 4.5

## PRINCIPAL VALUES AND DIRECTIONS OF VIBRATION TENSORS

| 02 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ATOM | U A | D1 | D2 | D3 |
| K(1) | 0.0364 | 0.5711 | 0.0000 | 0.8208 |
|  | 0.0570 | 1.0000 | 0.0000 | 0.0000 |
|  | 0.0487 | -0.8208 | 0.0000 | 0.5711 |
| $0(1)$ | 0.0250 | 0.9792 | 0.0505 | 0.1966 |
|  | 0.0705 | -0.0753 | -0.8091 | 0.5828 |
|  | 0.0506 | 0.1885 | -0.5855 | -0.7885 |
| $0(2)$ | 0.0693 | 0.0295 | -0.9171 | 0.3977 |
|  | 0.0384 | 0.8880 | 0.2067 | 0.4108 |
|  | 0.0531 | -0.4589 | 0.3410 | 0.8204 |
| O(3) | 0.0257 | -0.9936 | 0.1104 | 0.0234 |
|  | 0.0701 | -0.0822 | -0.8497 | 0.5208 |
|  | 0.0620 | 0.0774 | 0.5155 | 0.8534 |
| C(1) | 0.0573 | 0.1220 | -0.9854 | 0.1191 |
|  | 0.0376 | -0.8954 | -0.0575 | 0.4415 |
|  | 0.0422 | -0.4282 | -0.1605 | -0.8893 |
| C(2) | 0.0463 | 0.2667 | 0.4710 | 0.8408 |
|  | 0.0230 | -0.6129 | -0.5904 | 0.5251 |
|  | 0.0296 | 0.7438 | -0.6554 | 0.1312 |
| C(3) | 0.0569 | -0.1083 | -0.8773 | 0.4676 |
|  | 0.0227 | -0.9734 | 0.1890 | 0.1292 |
|  | 0.0396 | -0.2017 | -0.4411 | -0.8745 |
| C(4) | 0.0281 | -0.9197 | 0.1825 | 0.3476 |
|  | 0.0445 | 0.2787 | 0.9270 | 0.2509 |
|  | 0.0412 | -0.2764 | 0.3277 | -0.9034 |
| C(5) | 0.0178 | 0.9994 | -0.0007 | 0.0349 |
|  | 0.0624 | -0.0151 | 0.4490 | 0.8934 |
|  | 0.0462 | 0.0315 | -0.8928 | 0.4493 |
| C(6) | 0.0258 | -0.9010 | -0.2633 | 0.3448 |
|  | 0.0488 | 0.3930 | -0.1589 | 0.9057 |
|  | 0.0433 | -0.1037 | 0.9515 | 0.2467 |


| $C(7)$ | 0.0291 | -0.9186 | -0.0756 | 0.3879 |
| ---: | ---: | ---: | ---: | ---: |
|  | 0.0516 | 0.2779 | -0.8215 | 0.4979 |
|  | 0.0451 | 0.2810 | 0.5652 | 0.7756 |
| $C(8)$ | 0.0200 | 0.9381 | 0.0452 | 0.3435 |
|  | 0.1195 | -0.160 | -0.8229 | 0.5452 |
|  | 0.0758 | 0.3073 | -0.5664 | -0.7647 |

## MAELE 4.6

Bond-leneths and I.S.D.


## TABLE 4.7

Final observed and calculated structure factors.
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## Contacts

In the following tables, coordinates of atoms ( $x, y, z$ ) denoted only by a bracketed number are those given in Thin i 4.1. The others are related to this set as follows:

$$
\begin{array}{lll}
A & x,-y, & \frac{1}{2}+z \\
B & -x,-y, & -z \\
C & x,-y, & -\frac{1}{2}+z \\
D & -x,-y, & : 1-z \\
E & -x,+y, & \frac{1}{2}-z \\
F & -x,-1+y, & \frac{1}{2}-z \\
G & x,-1+y, & z
\end{array}
$$

## RAELE 4.8

Eotessium-Oxyzer Contacts

| $\underline{N}(1)$ | $0(2 \%)$ | 2.740 |
| :---: | :---: | :---: |
| K ( 1 ) | O(2B) | 2.740 |
| K(I) | O(10) | 2.939 |
| K(I) | O(ID) | 2.939 |
| K(I) | O(2) | 2.973 |
| K(I) | O(2F) | 2.973 |
| $K(1)$ | O(IF) | 3.351 |
| K(I) | $0(1 G)$ | 3.351 |

## Oxyzen-Oxycen Contact

$$
O(I) \ldots \ldots O(I E) \quad 2.476 \pm 15
$$

## TABIE 4.10

Eond-Ansles and E.S.D.

| $C(1)-C(1)-O(2)$ | $123.8 \pm 7$ |
| :--- | :--- |
| $O(1)-C(1)-C(2)$ | $115.0 \pm 7$ |
| $O(2)-C(1)-C(2)$ | $121.1 \pm 7$ |
| $C(1)-C(2)-C(3)$ | $122.1 \pm 6$ |
| $C(1)-C(2)-C(7)$ | $118.9 \pm 7$ |
| $C(2)-C(3)-C(4)$ | $118.1 \pm 7$ |
| $C(3)-C(4)-C(5)$ | $119.9 \pm 6$ |
| $C(4)-C(5)-C(6)$ | $122.1 \pm 7$ |
| $C(5)-C(6)-C(7)$ | $123.1 \pm 7$ |
| $C(6)-C(7)-C(2)$ | $116.9 \pm 6$ |
| $C(4)-C(5)-O(3)$ | $118.5 \pm 2.8$ |
| $C(6)-C(5)-O(3)$ |  |

## Waiv PIriteS

## Elage

$O(1)-O(2)-C(1)-C(2)$
$0.2102 \mathrm{X}+0.6987 \mathrm{Y}-0.6838 \mathrm{Z}=0.5361(\mathrm{~A})$
Foot Iiean Square Deviation From Plane $=0.0054$ ( i )
Niaximum Deviation (C(I)) $=0.009\left(\begin{array}{l}\text { A })\end{array}\right.$
Plane 2
$C(1)-C(2)-C(3)-C(4)-C(5)-C(6)-C(7)-O(3)$
$0.1516 \mathrm{X}+0.8592 \mathrm{Y}-0.4886 \mathrm{Z}=1.0063\left(\begin{array}{l}\mathrm{A}\end{array}\right)$
Root Niean Square Deviation Irom Plane $=0.0147$ ( $\AA$ )
IFaximum Deviation (C(3))
$=0.024$ ( A$)$
Plane 3
$0(3)-C(5)-C(8)$
$0.1899 X+0.8231 Y-0.5352 Y=1.0544(\AA)$
Plane 4
$C(2)-C(3)-C(4)-C(5)-C(5)-C(7)$
$0.1501 X+0.8594 Y-0.4887 Z$
$=1.0054(\AA)$
Root liean Square Deviation from Plane $=0.0117$ ( A )
Liaximum Deviation (C(3))
$=0.019\binom{Q}{\mathrm{i}}$
Deviations of atoms not in the Plane:

$$
\begin{aligned}
& 0(3)=-0.031\binom{Q}{\AA} \\
& C(1)=-0.018\binom{0}{\Omega} \\
& C(8)=0.034\binom{Q}{1}
\end{aligned}
$$

| Plane 1 - Plane 2 | $=14.90^{\circ}$ |
| :--- | :--- |
| Plane 1-Plane 3 | $=11.18^{\circ}$ |
| Plane 1-Plane 4 | $=14.92^{\circ}$ |
| Plane 2-Plane 3 | $=4.03^{\circ}$ |
| Plane 2-Plane 4 | $=0.09^{\circ}$ |
| Plane 3-Plane 4 | $=4.08^{\circ}$ |

$C(1)-C(2)(\AA)$
1.492
1.486
1.515
1.52
1.465

## COMPOUND

potassium hydrogen diacetate potassium hydrogen di (p-chloro-benzoate) potassium hydrogen di(tri-fluoro-acetate) caesium hydrogen di(tri-fluoro-acetate) potassium hydrogen di crotonate

$$
\text { Average }=1.495
$$

## References

Mills and Spearman (1961)
Mills and Speakman (1963)
Golič and Speakman (1965B)
(The structure of potassium hydrogen di crotonate is described in Chapter 5)
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## THE STRUCTCRE DETERIMATION

OF

## POTASSIUT: HYDROGEN DICROTOMATE

5.1. Introduction

The crystal structures of the acid salts of monocarboxylic aciàs have been intensively studied over the past 20 years by Speakman and his co-workers. Their interest has centred on the very short hydrogen bonds which occur in some of these compounds. The compounds have been assigned to two classes (See Chapter 4) on the basis of their crystal structure as revealed by infra-red spectroscopy, X-ray diffraction and neutron diffraction.

Prior to the present work, the crystal structure of crotonic acid itself $\mathrm{CH}_{3}-\mathrm{CH}: \mathrm{CH}-\mathrm{CO}_{2} \mathrm{H}$ was determined by S. A. Sutherland in 1961. Later, crystals of potassium hydrogen dicrotonate, rubidium hydrogen dicrotonate and ammonium hydrogen dicrotonate were prepared by I. McCrorie (B.Sc. Thesis, Glasgow, 1963) who measured the cell dimensions of the potassium compound, and derived the "reduced" cell from the morphological unit cell by application of the Delaunay reduction.

This chapter describes the structure analysis and the crystal structure of potassium hydrogen dicrotonate from three-dimensional X-ray diffraction data.

### 5.2. Experimental

Preparation of crystals: potassium hydrogen dicrotonate is readily prepared by dissolving crotonic acid with potassiun hydroxide (in the ratio of two equivalents to one equivalent) in a little $50 \%$ aqueous ethanol, and allowing the solution to cool. Crystal Data

Potassium hydrozen dicrotonate $\mathrm{KH}\left(\mathrm{C}_{4} \mathrm{H}_{5} \mathrm{O}_{2}\right)_{2}$;

$$
\begin{aligned}
\mathrm{M} & =210.3 ; \quad \text { triclinic } ; \quad a=12.46 ; \\
b & =6.02 ; \quad c=7.45 \AA ; \alpha=66^{\circ} 31^{\prime} ; \\
\beta & =103^{\circ} 39^{\prime} ; \quad \gamma=95^{\circ} 12^{\prime} .
\end{aligned}
$$

The reduced cell is given in the Appendix to this chapter, along with the matrix for transforming the above cell to the reduced cell.

The unit cell given above was used throughout these investigations. All atomic fractional co-ordinates and indexing of reflexions refer to it and its corresponding reciprocal cell, not to the reduced cell. $V=496.72 \mathrm{~A}_{\mathrm{A}}^{3} \quad \therefore Z=2 ; \quad \mathrm{Dm}=1.37 \mathrm{~g} / \mathrm{cc}$; Dc $=1.40 \mathrm{~g} / \mathrm{cc}$; space group PI (See below); $F 000=220 ;$
Absorption coefficient (CuK $\alpha$ radiation) $\mu=46 \mathrm{~cm}$.

The space groups El and EF. cannot be distinguished by sjatematic absences of classes of X-ray reflexions. Initially an attempt was made to distinguish between the two by applying the" $\mathrm{N}(2)$ " and "variance"statistical tests to tie distribution of intensities. Both these simple tests indicated that the space group was Pl. It has been shown by Sim (1959) and Foster and Hartreaves (1963) that the presence of heavy atoms can distort the intensity distribution. Indeed it was found that the $\mathrm{N}(\mathrm{Z})$ distribution was almost identical to one given by Cochran (1963) for a heavy-atom compound in the space group PI.

The Patterson map was interpreted in terms of a centrosymmetric structure and this has been confirmed by the successful refinement of the structure in $P \bar{A}$, and by comparing the results of the refinement with those of a parallel refinement in the space group P1.

### 5.4. Structure Solution

The intensities of 1225 independent $X$-ray reflexions were estinated visually fron multiple-film Weissenberg photooraphs of the hko, okl, hol, hll-and h2l reciprocal lattice nets. No absorption corrections were applied. The position of the potassium-potassium vector peak could not be located unambiguously from the two (uvo and vow) short-axial projections of the Patterson function. Two three-dimensional Patterson maps were therefore calculated, one "sharpened", the other unsharpened. An empirical sharpening function, which increased the magnitudes of the $F^{2}$ coefficients of reflexions as sine $\theta$ increased, was used.

It was then realised that the shortest distance between potassium ions in the crystal could not be less than $\sim 3 \AA$, and was probably in the ranee $3.1 \AA-3.4 \AA$. When looking for the potassium-potassium vector peak, therefore, only peaks at least 3 A from the origin were considered. This left only one major peak, from which the co-ordinates of the potassium atom were derived.

Structure factors for all the reflexions calculated for this one potassium atom alone gave an R-factor of $58 \%$. An electron-density map was then calculated using the observed structure amplitudes with the phases of the
structure-factors calculated for the potassium atom alone. This revealed an imperfect image of the structure from which it was possible to pick out the atomic positions of the four oxygen atoms.

After four cycles of structure-factors and electrondensity maps, the positions of all the atorns, except hydrogen, were known and the R-factor was now $31 \%$.

### 5.5. Least-Squares Refinement

The structure was now refined by the Least-Squares method. Only co-orāinate parameters and a single isotropic temperature-parameter were refined for each atom. A single over-all scale-paraneter was used, and the observations were given equal weights, but no "unobserved" reflexions were included in the refinement at this stage. Four cycles of refinement brought the R-factor to $18 \%$, with considerable shifts in atomic co-ordinates and temperature parameters.

Unobserved reflexions were included at $\frac{1}{2} I \min$ (i.e. $\left.\frac{7}{4} \right\rvert\,$ Fol local average ), and a weighting scheme was fitted by means of the program described in Chapter 2. The weighting scheme was:

$$
\begin{aligned}
W= & K \exp -\left(A+B F O+C F o^{2}\right. \\
& \left.+D \lambda^{2} / \sin ^{2} \theta+E \lambda^{4} / \sin ^{4} \theta+F \sin ^{2} \theta / \lambda^{2}\right)
\end{aligned}
$$

where $K$ is an arbitrary scale factor and $A, B, C, D, E$ and $F$ are fitted by the Least-Squares method, so that

$$
\begin{aligned}
& W=I /\left\langle\Delta^{2}\right\rangle \text { where }\left\langle\Delta^{2}\right\rangle \text { is the local average of } \\
& (F O-F c)^{2} \text {. }
\end{aligned}
$$

Each atom's isotropic temperature parameter was replaced by 6 anisotropic temperature parameters, and each reciprocal net was given its own scale factor. Three cycles of Least-Squares reduced the R-factor
to $\mathbf{1 5 . 5 \%}$. It was then apparent that the weighting scheme would have to be re-adjusted to maintain a "flat" distribution of $\mathbb{W}^{2}{ }^{2} \%$. Anisotronic structure factors were calculated, using R. Pollard's (1966) program. These were now used for the calculation of an ( $\mathrm{Fo}-\mathrm{Fc}$ ) map and to obtain re-adjusted weishting parameters.

The difference map revealed a complex depressed region surrounding the heavy-atom site, which was thought to have been caused by uncorrected absorption and extinction errors. Four paks were located near the positions where it was expected the hydrogen atoms of the doublebonded carbon atoms would lie, but no definite peaks were observed which could be assigned to the hydrogen atoms of the methyl groups. The acidic hydrogen atom could not be located.

Least-Squares Refinement was then continued for another three cycles. Although the final R-factor over all the reflexions is $15.2 \%$, it can be seen from the tables of the structure factors that the agreement between the observed and calculated values of individual structure factors is satisfactory. Approximately $30 \%$ of the reflexions were "unobserved" and these contribute significantly to the R-factor.

To check that the space-group was really $P I$ and was

# FIG. 1 <br> Bond-lengths 



FIG. 2
Bond-angles


## TABLE 5.1

FRACTIONAL COORDINATES AND E.S.D。

| ATOM | X | Y | Z |
| :---: | :---: | :---: | :---: |
| $\mathrm{K}(1)$ | $-0.0900 \pm 1$ | $-0.0390 \pm 4$ | $0.2143 \pm 3$ |
| $O(1)$ | $0.7356 \pm 5$ | $0.2002 \pm 15$ | $0.2054 \pm 11$ |
| $O(2)$ | $0.8198 \pm 4$ | $0.4924 \pm 13$ | $0.3107 \pm 10$ |
| $O(3)$ | $0.0001 \pm 4$ | $0.3243 \pm 12$ | $0.3464 \pm 8$ |
| $O(4)$ | $0.0476 \pm 4$ | $0.7052 \pm 13$ | $0.1510 \pm 8$ |
| $C(1)$ | $0.7326 \pm 5$ | $0.3775 \pm 19$ | $0.2498 \pm 11$ |
| $C(2)$ | $0.6240 \pm 6$ | $0.4774 \pm 23$ | $0.2276 \pm 13$ |
| $C(3)$ | $0.6115 \pm 6$ | $0.6527 \pm 23$ | $0.2741 \pm 14$ |
| $C(4)$ | $0.5038 \pm 8$ | $0.7462 \pm 27$ | $0.2503 \pm 19$ |
| $C(5)$ | $0.0662 \pm 5$ | $0.4780 \pm 20$ | $0.2439 \pm 11$ |
| $C(6)$ | $0.1665 \pm 6$ | $0.3879 \pm 21$ | $0.02290 \pm 13$ |
| $C(7)$ | $0.1929 \pm 5$ | $0.1561 \pm 20$ | $0.3044 \pm 12$ |
| $C(8)$ | $0.2912 \pm 8$ | $0.0540 \pm 27$ | $0.2842 \pm 17$ |

## TABLE 5.2

COORDINATES AND E.S.D。IN ANGSTROMS WITH RESPECT TO THE CRYSTAL AXES

| ATOM | X | Y | Z |
| :--- | :---: | :---: | :---: |
| $\mathrm{K}(1)$ | $-1.121 \pm 1$ | $-0.235 \pm 2$ | $1.597 \pm 2$ |
| $O(1)$ | $9.165 \pm 6$ | $1.205 \pm 9$ | $1.531 \pm 8$ |
| $O(2)$ | $10.215 \pm 5$ | $2.964 \pm 8$ | $2.315 \pm 8$ |
| $O(3)$ | $0.002 \pm 5$ | $1.953 \pm 7$ | $2.581 \pm 6$ |
| $O(4)$ | $0.593 \pm 5$ | $4.246 \pm 8$ | $1.125 \pm 6$ |
| $C(1)$ | $9.129 \pm 6$ | $2.272 \pm 12$ | $1.861 \pm 8$ |
| $C(2)$ | $7.775 \pm 8$ | $2.874 \pm 14$ | $1.696 \pm 9$ |
| $C(3)$ | $7.620 \pm 8$ | $3.929 \pm 14$ | $2.042 \pm 11$ |
| $C(4)$ | $6.277 \pm 10$ | $4.492 \pm 16$ | $1.865 \pm 14$ |
| $C(5)$ | $0.825 \pm 7$ | $2.877 \pm 12$ | $1.817 \pm 8$ |
| $C(6)$ | $2.074 \pm 7$ | $2.335 \pm 13$ | $1.706 \pm 10$ |
| $C(7)$ | $2.403 \pm 6$ | $0.940 \pm 12$ | $2.268 \pm 9$ |
| $C(8)$ | $3.629 \pm 9$ | $0.325 \pm 16$ | $2.118 \pm 13$ |

The orthoconal axes (X, Y, Z) are defined as follows:

$$
\begin{aligned}
& X \text { is parallel to } a^{*} \\
& Z \text { is parallel to } c \\
& Y \text { is normal to } X \text { and } Z \text {, so as to } \\
& \text { complete a right-handed set. }
\end{aligned}
$$

## TABLE 5.3

ORTHOGONAL COORDINATES AND E.S.D。

| ATOM | $X$ | $Y$ | $Z$ |
| :--- | :---: | :---: | :---: |
| $K(1)$ | $-1.089 \pm 1$ | $-0.220 \pm 2$ | $1.768 \pm 2$ |
| $O(1)$ | $8.906 \pm 6$ | $1.140 \pm 8$ | $-0.152 \pm 7$ |
| $O(2)$ | $9.926 \pm 5$ | $2.757 \pm 7$ | $1.085 \pm 7$ |
| $O(3)$ | $0.002 \pm 5$ | $1.791 \pm 7$ | $3.358 \pm 5$ |
| $O(4)$ | $0.576 \pm 5$ | $3.896 \pm 7$ | $2.677 \pm 6$ |
| $C(1)$ | $8.871 \pm 6$ | $2.118 \pm 11$ | $0.612 \pm 7$ |
| $C(2)$ | $7.556 \pm 8$ | $2.665 \pm 13$ | $1.006 \pm 8$ |
| $C(3)$ | $7.404 \pm 8$ | $3.632 \pm 13$ | $1.810 \pm 10$ |
| $C(4)$ | $6.100 \pm 10$ | $4.143 \pm 15$ | $2.173 \pm 13$ |
| $C(5)$ | $0.802 \pm 7$ | $2.642 \pm 11$ | $2.769 \pm 7$ |
| $C(6)$ | $2.016 \pm 7$ | $2.149 \pm 12$ | $2.147 \pm 9$ |
| $C(7)$ | $2.335 \pm 6$ | $0.871 \pm 11$ | $2.076 \pm 8$ |
| $C(8)$ | $3.526 \pm 9$ | $0.312 \pm 15$ | $1.391 \pm 11$ |

## TABLE 5.4

FRACTIONAL COORDINATES AND TEMPERATURE FACTORS FOR HYDROGEN ATOMS

| ATOM | $X$ | $Y$ | $Z$ | $U$ |
| :---: | :---: | :---: | :---: | :---: |
| $H(1)$ | 0.551 | 0.384 | 0.168 | 0.0500 |
| $H(2)$ | 0.684 | 0.755 | 0.323 | 0.0500 |
| $H(3)$ | 0.225 | 0.482 | 0.178 | 0.0500 |
| $H(4)$ | 0.134 | 0.071 | 0.363 | 0.0500 |

## TABLE 5.5

ORTHOGONAL COORDINATES FOR HYDROGEN ATOMS

| ATOM | X | Y | Z |
| :---: | :---: | :---: | :---: |
| $\mathrm{H}(1)$ | 6.67 | 2.14 | 0.55 |
| $\mathrm{H}(2)$ | 8.29 | 4.20 | 2.20 |
| $\mathrm{H}(3)$ | 2.73 | 2.67 | 1.82 |
| $H(4)$ | 1.63 | 0.40 | 2.48 |

## TABLE 5.6

ANISOTROPIC TEMPERATURE FACTORS AND E.S.D.

| ATOM | U11 | U22 | U33 | 2 U 23 | 2 U 1 | $2 \mathrm{U12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| K(1) | $\begin{array}{r} 0.0295 \\ 7 \end{array}$ | $\begin{array}{r} 0.0212 \\ 12 \end{array}$ | $\begin{array}{r} 0.0369 \\ 9 \end{array}$ | $\begin{array}{r} -0.0251 \\ 20 \end{array}$ | $\begin{array}{r} 0.0305 \\ 14 \end{array}$ | $\begin{array}{r} 0.0063 \\ 19 \end{array}$ |
| $0(1)$ | $\begin{array}{r} 0.0356 \\ 27 \end{array}$ | $\begin{array}{r} 0.0505 \\ 54 \end{array}$ | $\begin{array}{r} 0.0587 \\ 38 \end{array}$ | $\begin{array}{r} -0.0522 \\ 87 \end{array}$ | $\begin{array}{r} 0.0081 \\ 54 \end{array}$ | $\begin{array}{r} -0.0 \cup 20 \\ 71 \end{array}$ |
| $0(2)$ | $\begin{array}{r} 0.0263 \\ 22 \end{array}$ | $\begin{array}{r} 0.0278 \\ 38 \end{array}$ | $\begin{array}{r} 0.0672 \\ 40 \end{array}$ | $\begin{array}{r} -0.0696 \\ 73 \end{array}$ | $\begin{array}{r} 0.0297 \\ 50 \end{array}$ | $\begin{array}{r} -0.0035 \\ 57 \end{array}$ |
| $0(3)$ | $\begin{array}{r} 0.0249 \\ 20 \end{array}$ | $\begin{array}{r} 0.0187 \\ 32 \end{array}$ | $\begin{array}{r} 0.0340 \\ 26 \end{array}$ | $\begin{array}{r} -0.0127 \\ 59 \end{array}$ | $\begin{array}{r} 0.0123 \\ 39 \end{array}$ | $\begin{array}{r} 0.0107 \\ 50 \end{array}$ |
| 0 (4) | $\begin{array}{r} 0.0378 \\ 25 \end{array}$ | $\begin{array}{r} 0.0263 \\ 38 \end{array}$ | $\begin{array}{r} 0.0367 \\ 28 \end{array}$ | $\begin{array}{r} -0.0106 \\ 66 \end{array}$ | $\begin{array}{r} 0.0269 \\ 45 \end{array}$ | $\begin{array}{r} 0.0180 \\ 61 \end{array}$ |
| $C(1)$ | $\begin{array}{r} 0.0171 \\ 26 \end{array}$ | $\begin{array}{r} 0.0342 \\ 62 \end{array}$ | $\begin{array}{r} 0.0280 \\ 35 \end{array}$ | $\begin{array}{r} 0.0054 \\ 90 \end{array}$ | $\begin{array}{r} 0.0103 \\ 51 \end{array}$ | $\begin{array}{r} -0.0179 \\ 71 \end{array}$ |
| C(2) | $\begin{array}{r} 0.0310 \\ 35 \end{array}$ | $\begin{array}{r} 0.0531 \\ 79 \end{array}$ | $\begin{array}{r} 0.0343 \\ 41 \end{array}$ | $\begin{array}{r} -0.0355 \\ 107 \end{array}$ | $\begin{array}{r} 0.0263 \\ 63 \end{array}$ | $\begin{array}{r} 0.0165 \\ 98 \end{array}$ |
| C(3) | $\begin{array}{r} 0.0323 \\ 36 \end{array}$ | $\begin{array}{r} 0.0493 \\ 83 \end{array}$ | $\begin{array}{r} 0.0483 \\ 50 \end{array}$ | $\begin{array}{r} -0.0288 \\ 121 \end{array}$ | $\begin{array}{r} 0.0301 \\ 73 \end{array}$ | $\begin{array}{r} 0.0 .90 \\ 101 \end{array}$ |
| C(4) | $\begin{array}{r} 0.0430 \\ 45 \end{array}$ | $\begin{array}{r} 0.0583 \\ 95 \end{array}$ | $\begin{array}{r} 0.0826 \\ 81 \end{array}$ | $\begin{array}{r} -0.0486 \\ 172 \end{array}$ | $\begin{array}{r} 0.0526 \\ 103 \end{array}$ | $\begin{array}{r} 0.0453 \\ 128 \end{array}$ |
| C(5) | $\begin{array}{r} 0.0244 \\ 29 \end{array}$ | $\begin{array}{r} 0.0349 \\ 59 \end{array}$ | $\begin{array}{r} 0.0258 \\ 34 \end{array}$ | $\begin{array}{r} -0.0327 \\ \hline 7 \end{array}$ | $\begin{array}{r} 0.0228 \\ 53 \end{array}$ | $\begin{array}{r} 0.0135 \\ 83 \end{array}$ |
| C(6) | $\begin{array}{r} 0.0249 \\ 31 \end{array}$ | $\begin{array}{r} 0.0370 \\ 62 \end{array}$ | $\begin{array}{r} 0.0416 \\ 42 \end{array}$ | $\begin{array}{r} -0.0222 \\ 100 \end{array}$ | $\begin{array}{r} 0.0344 \\ 61 \end{array}$ | $\begin{array}{r} 0.0178 \\ 85 \end{array}$ |
| $C$ (7) | $\begin{array}{r} 0.0166 \\ 26 \end{array}$ | $\begin{array}{r} 0.0365 \\ 64 \end{array}$ | $\begin{array}{r} 0.0402 \\ 41 \end{array}$ | $\begin{array}{r} -0.0317 \\ 98 \end{array}$ | $\begin{array}{r} 0.0218 \\ 55 \end{array}$ | $\begin{array}{r} 0.0150 \\ 76 \end{array}$ |
| $C(8)$ | $\begin{array}{r} 0.0473 \\ 47 \end{array}$ | $\begin{array}{r} 0.0646 \\ 100 \end{array}$ | $\begin{array}{r} 0.0694 \\ 66 \end{array}$ | $\begin{array}{r} -0.0148 \\ 156 \end{array}$ | $\begin{array}{r} 0.0757 \\ 95 \end{array}$ | $\begin{array}{r} 0.0787 \\ 129 \end{array}$ |

## TABLE 5.7

PRINCIPAL VALUES AND DIRECTIONS OF
VIBRATION TENSORS
WITH RESPECT TO ORTHOGONAL AXES

|  | O2 | D1 |  | D2 |
| :--- | :---: | ---: | ---: | ---: | D3


| $C(5)$ | 0.0 .79 | -0.5705 | 0.2784 | 0.7727 |
| :--- | ---: | ---: | ---: | ---: |
|  | 0.0383 | 0.4441 | 0.8960 | 0.0051 |
|  | 0.0299 | -0.6909 | 0.3461 | -0.6348 |
| $C(6)$ | 0.0116 | -0.8223 | 0.2587 | 0.5069 |
|  | 0.0528 | 0.5689 | 0.3986 | 0.7194 |
|  | 0.0361 | -0.0160 | 0.8799 | -0.4750 |
| $c(7)$ | 0.0087 | -0.8648 | 0.2879 | 0.4114 |
|  | 0.0406 | 0.4244 | -0.0188 | 0.9053 |
|  | 0.0391 | 0.2684 | 0.9575 | -0.1059 |
| $C(8)$ | 0.1251 | 0.6236 | 0.5115 | 0.5912 |
|  | -0.0023 | -0.7814 | 0.3833 | 0.4925 |
|  | 0.0549 | 0.0253 | -0.7691 | 0.6387 |

Contacts

In the following tables, coorainates of atoms ( $x, y, z$ ) denoted only by a bracketed number are those given in TABLE 5.1. The others are related to this set as follows:

$$
\begin{aligned}
& A-1+x, y, z \\
& B-x, y-1, z \\
& C-x-1, y, z \\
& D-x, y+1, z \\
& E-x-1, y-1, z
\end{aligned}
$$

## TABIE 5.8

DNTERATOMIC DISTANGES IN ANGSTROMS

| $O(1)-C(1)$ | $1.242 \pm 13$ |
| :--- | :--- |
| $C(1)-O(2)$ | $1.321 \pm 10$ |
| $C(1)-C(2)$ | $1.478 \pm 11$ |
| $C(2)-C(3)$ | $1.267 \pm 16$ |
| $C(3)-C(4)$ | $1.447 \pm 14$ |
| $O(3)-C(5)$ | $1.308 \pm 10$ |
| $C(5)-O(4)$ | $1.277 \pm 13$ |
| $C(5)-C(6)$ | $1.450 \pm 11$ |
| $C(6)-C(7)$ | $1.320 \pm 16$ |
| $C(7)-C(8)$ | $1.483 \pm 13$ |
| $O(2) \ldots . O(3 A)$ | $2.462 \pm 10$ |
| $K(1) \ldots O(4 B)$ | $2.640 \pm 6$ |
| $K(1) \ldots O(1 C)$ | $2.690 \pm 7$ |
| $K(1) \ldots O(3)$ | $2.786 \pm 6$ |
| $K(1) \ldots O(4 D)$ | $2.802 \pm 6$ |
| $K(1) \ldots O(2 E)$ | $2.816 \pm 6$ |

## TABLE 5.9

BOND-ANGLES AND E。S.D。

| $O(1)-C(1)-C(2)$ | $125.3 \pm 7$ |
| :--- | :--- |
| $O(1)-C(1)-C(2)$ | $118.8 \pm 7$ |
| $O(2)-C(1)-C(2)$ | $115.9 \pm 8$ |
| $C(1)-C(2)-C(3)$ | $123.9 \pm 8$ |
| $C(2)-C(3)-C(4)$ | $1182.5 \pm 9$ |
| $O(3)-C(5)-C(6)$ | $116.8 \pm 8 \pm 9$ |
| $O(4)-C(5)-C(6)$ | $123.7 \pm 9$ |
| $C(5)-C(6)-C(7)$ | $125.8 \pm 9$ |

## TABLE 5.10

Final observed and calculated structure factors.
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## FIG. 3

Projection of the structure, from $z=-0.5$ to $z=1.0$, onto the xy plane. This projection is perpendicular to the plane, i.e. down the $c^{*}$ axis. Molecules represented by double circles have the largest z-coordinates, those represented by dotted circles have the smallest $z$-coordinates.


## FIG. 4

Projection of the structure from $z=-0.5$ to $z=0.5$ onto the $x y$ plane, down the $c^{*}$ axis.


### 29.3L2 5.11

## $\underline{I T A T E S}$

Plane 1
$O(1)-O(2)-O(1)-O(2)$
$0.0035 \mathrm{X}+0.6062 \mathrm{Y}-0.7953 \mathrm{Z}=0.8386$ (R)
Root lean Square Deviation from Plane $=0.006$ ( $\AA$ )
Maximum Deviation ( $C(1)$ ) $=0.011$ ( 0 (
Plane 2
$C(1)-C(2)-C(3)-C(4)$
$0.0382 X+0.0423 Y-0.7655 Z$
$=1.230$
Foot Lean Square Deviation Iron Plane $=0.00018\binom{( }{A}$
All Deviations
$=0.0002(8)$
Plane 3
$O(3)-O(4)-C(5)-C(6)$
$-0.4911 X-0.1442 Y-0.8591 Z=-3.1467(8)$
Root jean Square Deviation Iron Plane $=0.0041$ ( A )
Maximum Deviation ( $C(5)$ ) $=0.007\left(\begin{array}{l}\text { ( })\end{array}\right.$
Plane 4
$C(5)-C(6)-C(7)-C(8)$
$-0.5008 X-0.0754 Y-0.8623 Z=-3.0068(\AA)$
Root Mean Square Deviation from Plane $=0.018$ ( $\AA$ )
Maximum Deviation (C(7))
$=0.019$ ( $\AA$ )

## ANGLES

$$
\begin{aligned}
& \text { Plane } 1-\text { Plane } 2=3.34^{\circ} \\
& \text { Plane } 3-\text { Plane } 4=3.98^{\circ}
\end{aligned}
$$

not Fl , an attempt was made to repine a structure, equivalent to the finti structure, in the latter spacesroup. $\therefore$ fen two cucies of Least-Squares Refinement the R-factor há aropped from I5. 2\% to $25.08 \%$ No sisnificant change took place in any of the atomic coordinate parameters, but their standard deviations becane much laneer because the ratio of parameters to observations was greatiy increased. It was therefore concluded that the space group is indeed PI.

The more ingortant bond-iengtis, oond-angles and interatoraic distances are shown on Fig. 1 .

This atructure has a very short hydrogen bond ( $2.46 \pm .01 \%$ ). Eonds of this leneth are most often found in symetrical acid salts of Type a (cf. potassium hydrocen dianisate). Hydrogen bonds joining crystallooraphically aistinguishable acid resioues are usually considerabiy loneer (2.539).

From the molecular packing diagram it can be seen that there does, in fact, appear to be a pseudo-centre of symetry situated on the mid-point of the hydrogen bond between the oxycen atoms. From the present $X$-ray structure analysis the accuracy is, unfortunately, not high enough to distinguish between the anion-like residue and the acid-like residue. Nevertheless it can be seen that the residues are much more similar than most "unsymmetrical" Type $B$ acid salts.

As in the case of ammoniun hydrogen dicinnamate (Bryan, Nills and Speakman, 1963) some subtle form of disorder may be present in this structure. Crotonic and cinnamic acid have similan unsymnetrical "tails" attached to the cariooxyl group, ana these may possibly prevent efficient packing of the molecules. In all three compounds,
anmonime hyarocen dicinnemete, potassium hydrogen dicrotonate and rubiàiun hyarogen dicrotonate, disorder of tho "tails" has been suspected.

Reưuceã cell:

$$
\begin{array}{lll}
a=12.92 \therefore, & b=6.02 \Omega, & c=7.48 \Omega, \\
\alpha=114^{\circ} 5^{\prime}, & \beta=103^{\circ} 29^{\prime}, & \gamma=98^{\circ} 11^{\prime},
\end{array}
$$

Cell used in this analysis:
$a=12.46 \AA, \quad b=6.02 \AA, \quad c=7.45 \AA$,
$\alpha=66^{\circ} 32^{1}, \quad \beta=103^{\circ} 39^{\prime}, \quad \gamma=95^{\circ} 12^{\prime}$.

Transformation matrix for transforming the arbitrary cell to the reduced cell:

$$
\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 1 & 1
\end{array}\right]
$$
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# Chapter 6 <br> THE CEMSRAL STRUOURE DETORGINATON 

## OTS

## RUEIDIUA FMDROGEX DICRORONATE

### 6.1. Introdiction

The complex crystal structure of this chemically simple acid sait has been the main feature of interest throughout the structure determination by X-ray diffraction. This structure determination is not of high accuracy, mainly because on the poor quality of the crystals, the rapid fall-off of the Xrray diffracted intensities with sin $\theta$ and the large ratio of parameters to observations. There are Iour rubidiun atoms and eight associate ${ }^{\circ}$ acid residues in the asymmetric portion of the unit cell. These 52 atoms (excluding hydrogen) had to be positioned, making a total of 235 parameters (including thermal-vibration-parameters and layerr scale-factors) to be determinea. 1269 independent reflexions were measured, thus giving a ratio of parameters: Observations of approximately 1:5.4. It is. suspected that a certain amount of disorder occurs in the positions occupied by the hydrocarbon "tails" of the molecules, and this, combined with the relatively small number of observations, and the larse number of atomic
parameters to ie determined, has resulted in the low accuracy of the present determination. Nevertheless, it is consiajerea that the over-all structure is certainly connect, and is the most complex acid-salt structure which has so far been determined.

The orystais were of yoon quality. They had a soft texture, exnibited poor extinction between crossed Nicol prisias, and were so celiquescent that mall fragments would ofiten aissolve while oeing examined on the microscope staje. Selected crystals were mounted individually in thin-walled cavillary glass tubes, which were then sealed at both ends.

Some difficulty was experienced in selecting a small single crystai. About a dozen dipferent crystals were mounted, and set, only to be discarded when X-ray photographs revealed that the crystal was split, or that several "satellite" crystals were adhering to the main one. The crystal finally selected, although not perfect, had only a single small "satellite".

## Crystial Data

Weissenverg photographs were taken about both the shorter axes. The following parameters were obtained from photographs taken with $\mathrm{Cu} \mathrm{K}_{\alpha}$ radiation: Rubidium hydrogen dicrotonate $\mathrm{Rb} \mathrm{H}\left(\mathrm{C}_{4} \mathrm{H}_{5} \mathrm{O}_{2}\right)_{2} ; \mathbb{M}=259$; orthorhombic; $a=33.10 ; b=17.46 ; c=7.62 A$; $\mathrm{V}=4404 \AA^{\circ} ; \mathrm{Dm}=1.52 ; z=16 ; \mathrm{Dc}=1.52$; absorption co-efficient for (Cu) $X-r a y s \mu=63 \mathrm{~cm}^{-1}$.

This was made more difficult by the presence of "Systematic weaknesses" which, had they been true, would have indicated the space froup Pcon. A careful examination of the photographs enabled the crystal to be assigned to the space group $\mathrm{P}_{2} 2_{1} 2$ which is a subsroup of Pcen.

Two two-dimensional Patterson maps were calculated for the projections (u, v, o) and (u, o, w). Both were expected to have the symmetry of the plane group pmm. The plane group of the ( $u, v$, of projection, however, was found to approximate to cmm , while the ( $u, 0$, w) projection had a pseudo-mirror line at $w=\frac{1}{4}$. From the pseudo-symmetry, and the systematically weak reflexions noted above, it was inferred that the heavy-atoms, at least, were in a more symuetrical arrangement than that required by the true space sroup.
"Sharjeneá" and "unsharpened" three-dinensi.onal Patterson maps were then calculated, and the positions of four rubidium atoms were obtained, which accounted for all the major peaks of the maps. The initial structure-factors, calculated for the heavy-atoms alone, gave an R-factor of $48 \%$.

The electron-aensity map calculated from the observed structure-amplitudes with the heavy-atom phases, had pseudo-syminetry (pseudo centre-of-symmetry) and only two crotonate residues could be recognised. The structure solution proceeded slowly. After seven structure-factor-|Fo|-electron-density map cycles, a"Bunn Error Synthesis", and one $\mid$ Fc| electron-density map, only 32 atoms had
been Iocated, and the R-factor had only dropped to $30 \%$. Although the wositions of the unknown atoms were inciacated by complex regions of electron-density, it was invossible to aecide how the actual molecules were positioned. The |FO| map showed that part of the trouble was caused by diffraction-ripples from the heavyatoms. Another cause of difficulty was the continued pseudo-symmetry of the structure.

It was therefore decided to refine the partial structure by the Least-Squares Metnod. R. Pollard's (1966) Least-Squares Prograin was used, with individual isotropic atomic temperature parameters, individual batch scale factors for each reciprocal lattice net, and unit weights for every observation. After four cycles this refinement of the partial stricture convered to an R-factor of $22 \%$, but by now the atomic co-ordinates had been shifted considerably by the refinement.

An (Fo - Fc) map was now calculated. Its most easily interpretable features were large characteristic "clover-leaf" patterns at the site of each heavy atom.

It was therefore decided to continue the Least-Squares Refinement of the partial structure, with anisotropic temperature parameters for the heavy atoms.

Three cycles of refinment with Cruickshank's (1965)

Leest-Bquares Frogem then reaucea the E-factor to $18 \%$. The Deast-Squares Fefinement destroyed the pseudosymetry, and the observed and caloulated structure Guqituaes were now in much better acreement. The severe rimitag remained. Gus the problen was to differentiate the unknown atoms of the structure from the diffraction ripples.

At this stage, the neval counse would be to calculate an (FO-FC) mar. If the atoms of the known acid residues and carooxyl groupane included in the phasing calculation, they do not appear on the difference map, anä it becomes difficult to link-up the isolated peaks which do appear. If, however, the lisht atoms are excluded from the phasing calculation, the pseudosymmetry of the heavy-atom arrangement causes confusing psouco-symuetry in the resulting difference map.

It was aecided thet what was required was a map, effectively an electron-density map of the licht-atom regions of the unit cell, and a difference mai of the heavy-atom structure. Thus the heavy-atom diffraction ripules would also be removed irom the map. A map was calculated, using Fourier coefficients $A D$ and $B D$ such that:

$$
\text { and } \begin{aligned}
A D & =A O-A H \\
B D & =B O-B H \\
A O & =\frac{A C \times|F O|}{|F C|}, \\
B O & =\frac{B C \times|B O|}{|F C|}
\end{aligned}
$$

where $A c$ and $B c, A H$ and $B i=$ are the real and imaginary components of the calculated structure factors for all the known atoms, and only the heavy-atoms, respectively. Fol and $|F c|$ are the observed and calculated structure amplituaes.

The map deecnerates to a difference-map if the positions of only the heavy-atoms are known. The modified co-efficients $A D$ and $B D$ were calculated by a small Al col progran. The map produced irom these co-efficients was very clean in appearance. The lisht-aton structure showed up cleariy, and it was possible to locate the remainine atoms, bringing the total number of atoms in the asymmetric portion of the unit cell to fifty-two.

The whole structure was then given two cycles of Least-Squares refinement, as a result of which the R-factor fell to 16.5\%. Structure-factors were then calculated, using R. Pollard's (1966) program, and a weishtine scheme:

$$
\begin{aligned}
w= & \mathrm{exp}-\left\{\operatorname{Hon}+00^{2}\right. \\
& \left.+D \lambda^{2} / \sin ^{2} \theta+E \lambda^{4} / \sin ^{4} \theta+\sin ^{2} \theta / \lambda^{2}\right\}
\end{aligned}
$$

was fitted by the program described in Copter 2. Least-Squares Refinement was then continued for a further three cycles. The parameter standard deviations fell steadily, although they were still large compared With those normally encountered at this stage of a structure analysis.

Anisotropic structure-factors were again calculated, and a final (Fo - FC) map was obtained. This showed no major features, although the background fluctuated in the region $\pm 0.8 \mathrm{k} / \mathrm{s}^{3}$, and a complex region surrounded each heary-atom site. Since, during the course of the refinement, the distribution of $\bar{W} \Delta^{2}$ had again become uneven, the weighting scheme program was used to readjust the parameters of the weighting scheme. Two further cycles of least-squares concluded the refinement. The final Refactor was $13.5 \%$.

The Btomic parareters ane shown in Tables (6.1) to (6. 5 ) ; intranoleculer jond lengths . with their estimated standard aeviations are shown in Table (6.6) anc rubicium .... oxygen and oxygen .... oxygen contacts are given in Tabie (6.8). Average bond-lensths, (assumince all eight acid resicues in the asymnetric portion of the unit celi to be chemically equivalent) are given in Table (6.10) along with their root-meansquare deviations and averase standara deviations calculated from the Eeast-Squares Estimated Standard Deviations of the atomic parameters.

This crystal structure, space smoup $P 2_{1} 2_{1} 2$ approximates to the more symmetrical space group Pocn, Which car de derived from P2 $2_{1} 2$ by placing a centre of symmetry at ( $\frac{1}{4}, \frac{3}{6}, \frac{1}{6}$ ). Ro obtain the conventional representation of Pcen the origin of the crystel axes is then moved to the centre of symmetry.

If the origin of the axes is transferred to ( $\frac{1}{4}, \frac{1}{4}, \frac{1}{4}$ ) in the present structure, it can be seen from the resulting fractional atomic co-ordinates how closely the structure's symmetry approximates to Pcon. If the space group was, in fact, Pcon, there would be only two ruioidiun atons and foun acid residues in tine asymetric
portion of the unit cell, and these would be related by the centre of symetry to two other rubiaiun atoms and to snother four aciti residues.

The majority of acid saits with very short hydroGer bowns Gave been found to have a symetrical structure in which the two acia residues inked by the hydrocen bond are crystallographicaliy equivalent. The bond lies across a centre of symetry, or a diad axis, and the acid residues canot de astinguished as "acià molecule" and "anion". These are knomn as "Class A" acià selts. Where the two resiaues linked by the hyarogen bond are not themselves symmetry-melated, the hyarogen bond is Usually Longer than in "symmetrical" acid salts and the residues can be aistineuished as "acid nolecule" and "anion" respectively. These are known as "Class B" acid salts.

In rubidium hydiogen dicrotonate, the hydrogen bonds, thoufin short, do not concet crystallographically equivalent residues, nor do they lie across the pseudo-centre of-symmetry of the pseudo Pocn space group. The criterion for a residue being an anion is:Symmetry of the carioxyl group (equal C-O bonds and equal c-c-0 angles).

The criteria for recognising a residue as an acid
molecule are:
I. Distinguishabie unequal $C=0$ and C-0... F bonas.
2. The bond-anizles in the carboxyl groups are unequal $C-C-O \ldots H<C-C=0$.

Unfortunately this stinucture aetemination is not sufficiently accurate to observe the distinction. It must be noted, however, that while in not one of the eight acid resiaues are the carbon-oxygen bonas of the carboxyl group equal, in every case the hydrogen bond is attached through the oxygen with the longer bond. In adaition the averase O ... O distance for the hyàrocen bonded atoms is $2.47 \pm .06 \AA$ which compares with $2.462 \AA$ in potassium hydrogen dicrotonate where, in spite of greater accuracy than in the present aeteraination, again no distinction can be made between molecule and anion.

Thus, although these bonds are as short as many hydrogen bonce found in symetrical "Class A" structures, it is interesting to observe that in neither the potassiun hydrogen dicrotonate nor the rubidivin hydrogen dicrotonate have the molecules packed so that the indrozen bond could occupy a symmetrical environment, although in the potassium compound the space group is $P I$, with a centre of symmetry available, and in the rubidium compound the pseudo-centre of symmetry is ignored.
 hydrosen aicrotonate, although simple chemical compounds, have entirely different crystal structures and pack in different ways. This contrasts with the behaviour of many oreanic acids which form series of isomorphous acid salts with differeat cations. This change of structure, and the extremely deliquescent behaviour of the rubidiun compound, inaicate that neither of these structures has good packing stability. This must be due to the nature of the carbon chain attached to the cariboxyl group. It is less symmetrical than any of the derivatives of benzoic acia or acetic acid.

It is interesting to note that the structure analysis of amoniun hycirocen dicinnarate ( (Ph.CH.CH.CO $\left.{ }_{2}\right)_{2} \mathrm{HH}_{4}$, Bryan, Lills and Speakman, 2963), was hampered by the rapid fall-ofi of intensity with sin $\theta$, and that the corresponäng molecular dimensions are anomalous. Here, too, the authors suspected "some subtie disorder" of the carbon chain.

The cimamic acid resiaue has exactly the same "kinik" in the "tail" as the crotonate residue. It-is felt that in the rubidiun hydrogen diorotonate structure disorder may be present, particulanly with reseran to the olitermost carbon atoms of the acid residue "tails". As can be seen froin Table 6.3, these all have large vibration zarameters,
and these large vános may be caused by a partial disorcer in the "tail" portions.

The co-ordination of the rubidim ions is also anomalous. The contacts are listed in Table 6.8.

## TABIE 6.1

FRACTIONAL CCORDINATES AND E.S.D.

| ATOM | $X$ | $Y$ | $Z$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{RO}(1)$ | $0.2900 \pm 2$ | $0.4245 \pm 3$ | $0.8210 \pm 9$ |
| $\mathrm{FD}(2)$ | $0.3197 \pm 2$ | $0.3258 \pm 3$ | $0.3203 \pm 10$ |
| $\mathrm{RO}(3)$ | $0.2135 \pm 2$ | $0.0615 \pm 3$ | $0.6800 \pm 9$ |
| $\mathrm{RO}(4)$ | $0.1806 \pm 2$ | $0.1609 \pm 3$ | $0.1836 \pm 10$ |
| $O(1)$ | $0.1586 \pm 11$ | $0.0351 \pm 21$ | $0.9874 \pm 49$ |
| $O(2)$ | $0.1390 \pm 13$ | $-0.0854 \pm 23$ | $0.9758 \pm 57$ |
| $C(1)$ | $0.1297 \pm 13$ | $-0.0070 \pm 26$ | $0.9646 \pm 66$ |
| $C(2)$ | $0.0902 \pm 20$ | $0.0151 \pm 39$ | $0.9389 \pm 96$ |
| $C(3)$ | $0.0734 \pm 26$ | $0.0890 \pm 46$ | $0.9455 \pm 115$ |
| $C(4)$ | $0.0289 \pm 31$ | $0.1136 \pm 54$ | $0.9070 \pm 138$ |
| $O(3)$ | $0.2785 \pm 12$ | $0.2736 \pm 21$ | $0.9951 \pm 52$ |
| $O(4)$ | $0.2405 \pm 16$ | $0.1656 \pm 28$ | $0.9255 \pm 70$ |
| $C(5)$ | $0.2777 \pm 23$ | $0.1971 \pm 42$ | $0.9170 \pm 103$ |
| $C(6)$ | $0.3156 \pm 30$ | $0.1788 \pm 51$ | $0.8049 \pm 150$ |
| $C(7)$ | $0.3476 \pm 25$ | $0.2258 \pm 44$ | $0.8355 \pm 122$ |
| $C(8)$ | $0.3776 \pm 27$ | $0.2067 \pm 50$ | $0.6602 \pm 135$ |
| $C(5)$ | $0.2458 \pm 13$ | $0.3251 \pm 23$ | $0.5690 \pm 58$ |
| $O(6)$ | $0.2260 \pm 12$ | $0.2102 \pm 22$ | $0.5059 \pm 55$ |
| $C(9)$ | $0.2204 \pm 16$ | $0.2737 \pm 30$ | $0.5938 \pm 71$ |
| $C(10)$ | $0.1840 \pm 28$ | $0.3071 \pm 49$ | $0.6413 \pm 131$ |


| $C(11)$ | $0.1552 \pm 22$ | $0.2652 \pm 39$ | $0.7235 \pm 96$ |
| :--- | :--- | :--- | :--- |
| $C(12)$ | $0.1138 \pm 24$ | $0.2918 \pm 43$ | $0.7702 \pm 104$ |
| $O(7)$ | $0.2489 \pm 13$ | $0.4226 \pm 24$ | $0.1521 \pm 64$ |
| $O(8)$ | $0.2138 \pm 18$ | $0.3155 \pm 32$ | $0.1200 \pm 78$ |
| $C(13)$ | $0.2133 \pm 26$ | $0.4029 \pm 43$ | $0.1931 \pm 120$ |
| $C(14)$ | $0.1820 \pm 27$ | $0.4422 \pm 47$ | $0.3307 \pm 135$ |
| $C(15)$ | $0.1467 \pm 27$ | $0.4049 \pm 48$ | $0.3258 \pm 133$ |
| $C(16)$ | $0.1185 \pm 35$ | $0.4501 \pm 68$ | $0.4167 \pm 172$ |
| $O(9)$ | $0.2850 \pm 12$ | $0.1627 \pm 21$ | $0.3651 \pm 51$ |
| $O(10)$ | $0.2524 \pm 13$ | $0.0640 \pm 24$ | $0.2991 \pm 65$ |
| $C(17)$ | $0.2808 \pm 20$ | $0.0994 \pm 35$ | $0.2750 \pm 82$ |
| $C(18)$ | $0.3214 \pm 25$ | $0.0581 \pm 43$ | $0.2299 \pm 111$ |
| $C(19)$ | $0.3487 \pm 26$ | $0.0895 \pm 47$ | $0.2002 \pm 131$ |
| $C(20)$ | $0.3881 \pm 26$ | $0.0402 \pm 52$ | $0.1014 \pm 126$ |
| $O(11)$ | $0.3702 \pm 13$ | $0.5812 \pm 25$ | $0.5633 \pm 64$ |
| $O(12)$ | $0.3397 \pm 17$ | $0.4671 \pm 32$ | $0.5440 \pm 80$ |
| $C(21)$ | $0.3714 \pm 24$ | $0.5064 \pm 46$ | $0.5684 \pm 117$ |
| $C(22)$ | $0.4109 \pm 27$ | $0.4812 \pm 52$ | $0.5947 \pm 124$ |
| $C(23)$ | $0.4216 \pm 25$ | $0.4132 \pm 44$ | $0.6316 \pm 108$ |
| $C(24)$ | $0.4665 \pm 26$ | $0.4127 \pm 46$ | $0.6764 \pm 136$ |
| $O(13)$ | $0.0955 \pm 13$ | $0.2249 \pm 24$ | $0.2440 \pm 55$ |
| $O(14)$ | $0.0736 \pm 14$ | $0.1690 \pm 25$ | $0.4183 \pm 62$ |
| $C(25)$ | $0.0671 \pm 26$ | $0.2200 \pm 46$ | $0.3329 \pm 131$ |
| $C(26)$ | $0.0322 \pm 25$ | $0.2780 \pm 47$ | $0.3371 \pm 7$ |
| $C(102$ |  |  |  |


| $C(27)$ | $0.0412 \pm 35$ | $0.3378 \pm 57$ | $0.2028 \pm 168$ |
| :--- | :--- | :--- | :--- |
| $C(28)$ | $0.0003 \pm 43$ | $0.3615 \pm 64$ | $0.2919 \pm 172$ |
| $0(15)$ | $0.3910 \pm 14$ | $0.2581 \pm 25$ | $0.2588 \pm 57$ |
| $0(16)$ | $0.4240 \pm 15$ | $0.3246 \pm 27$ | $0.0023 \pm 66$ |
| $C(29)$ | $0.4204 \pm 21$ | $0.2679 \pm 40$ | $0.1476 \pm 101$ |
| $C(30)$ | $0.4618 \pm 24$ | $0.2267 \pm 43$ | $0.1274 \pm 105$ |
| $C(31)$ | $0.4599 \pm 32$ | $0.1721 \pm 54$ | $0.2548 \pm 136$ |
| $C(32)$ | $0.5022 \pm 35$ | $0.1194 \pm 56$ | $0.3116 \pm 151$ |

## TABLE 6.2

ATOMIC COORDINATES AND E.S.D.
IN ANGSTROMS



| $C(27)$ | $1.36 \pm 12$ | $5.90 \pm 10$ | $1.55 \pm 13$ |
| :--- | ---: | :--- | :--- |
| $C(28)$ | $0.01 \pm 14$ | $6.31 \pm 11$ | $2.22 \pm 13$ |
| $O(15)$ | $12.94 \pm 5$ | $4.51 \pm 4$ | $1.97 \pm 4$ |
| $O(16)$ | $14.03 \pm 5$ | $5.67 \pm 5$ | $0.02 \pm 5$ |
| $C(29)$ | $13.92 \pm 7$ | $4.68 \pm 7$ | $1.12 \pm 8$ |
| $C(30)$ | $15.28 \pm 8$ | $3.96 \pm 7$ | $0.97 \pm 8$ |
| $C(31)$ | $15.22 \pm 11$ | $3.00 \pm 9$ | $1.94 \pm 10$ |
| $C(32)$ | $16.62 \pm 12$ | $2.08 \pm 10$ | $2.37 \pm 12$ |

## TABLE 6.3

FRACTIONAL COORDINATES
AND TEMPERATURE FACTORS FOR CARBON AND OXYGEN ATOMS

| ATOM | X | Y | Z | U |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{O}(1)$ | 0.1586 | 0.0351 | 0.9874 | 0.0508 |
| $O(2)$ | 0.1390 | -0.0854 | 0.9758 | 0.0670 |
| $C(1)$ | 0.1297 | -0.0070 | 0.9646 | 0.0250 |
| $C(2)$ | 0.0902 | 0.0151 | 0.9389 | 0.0732 |
| $C(3)$ | 0.0734 | 0.0890 | 0.9455 | 0.0962 |
| $C(4)$ | 0.0289 | 0.1136 | 0.9070 | 0.1212 |
| $O(3)$ | 0.2785 | 0.2736 | 0.9951 | 0.0607 |
| $O(4)$ | 0.2405 | 0.1656 | 0.9255 | 0.0967 |
| $C(5)$ | 0.2777 | 0.1971 | 0.9170 | 0.0818 |
| $C(6)$ | 0.3156 | 0.1788 | 0.8049 | 0.1221 |
| $C(7)$ | 0.3476 | 0.2258 | 0.8355 | 0.0951 |
| $C(8)$ | 0.3776 | 0.2067 | 0.6602 | 0.1094 |
| $O(5)$ | 0.2458 | 0.3251 | 0.5690 | 0.0699 |
| $O(6)$ | 0.2260 | 0.2102 | 0.5059 | 0.0648 |
| $C(9)$ | 0.2204 | 0.2737 | 0.5938 | 0.0422 |
| $C(10)$ | 0.1840 | 0.3071 | 0.6413 | 0.1084 |
| $C(11)$ | 0.1552 | 0.2652 | 0.7235 | 0.0734 |
| $C(12)$ | 0.1138 | 0.2918 | 0.7702 | 0.0841 |
| $O(7)$ | 0.2489 | 0.4226 | 0.1521 | 0.0775 |


| O(2) | 0.2138 | 0.3155 | 0.1200 | 0.1133 |
| :--- | :--- | :--- | :--- | :--- |
| $C(13)$ | 0.2133 | 0.4029 | 0.1931 | 0.0974 |
| $C(14)$ | 0.1820 | 0.4422 | 0.3307 | 0.1099 |
| $C(15)$ | 0.1467 | 0.4049 | 0.3258 | 0.1087 |
| $C(16)$ | 0.1185 | 0.4501 | 0.4167 | 0.1311 |
| $0(9)$ | 0.2850 | 0.1627 | 0.3651 | 0.0606 |
| $0(10)$ | 0.2524 | 0.0640 | 0.2991 | 0.0822 |
| $C(17)$ | 0.2808 | 0.0994 | 0.2750 | 0.0618 |
| $C(18)$ | 0.3214 | 0.0581 | 0.2299 | 0.0915 |
| $C(19)$ | 0.3487 | 0.0895 | 0.2002 | 0.1050 |
| $C(20)$ | 0.3881 | 0.0402 | 0.1014 | 0.1082 |
| $C(27)$ | 0.0442 | 0.003 | 0.3615 | 0.2979 |
| $C(15)$ | 0.3910 | 0.3702 | 0.5812 | 0.5633 |


| $O(16)$ | 0.4240 | 0.3246 | 0.0023 | 0.0835 |
| :--- | :--- | :--- | :--- | :--- |
| $C(29)$ | 0.4204 | 0.2679 | 0.1476 | 0.0787 |
| $C(30)$ | 0.4618 | 0.2267 | 0.1274 | 0.0839 |
| $C(31)$ | 0.4599 | 0.1721 | 0.2548 | 0.1224 |
| $C(32)$ | 0.5022 | 0.1194 | 0.3116 | 0.1338 |

## TABLE 6.4

ANISOTROPIC TPEMPERATURE FACTORS AND E.S.D. FOR RUBIDIUM ATOMS

| ATOM | U11 | U22 | U33 | $2 U 23$ | $2 U 31$ | $2 U 12$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{Rb}(1)$ | 0.1066 | 0.0427 | 0.0474 | 0.0059 | -0.0094 | -0.0287 |
|  | 49 | 31 | 39 | 63 | 90 | 74 |
| $\mathrm{Rb}(2)$ | 0.0786 | 0.0443 | 0.0702 | 0.0009 | -0.0020 | -0.0272 |
|  | 40 | 33 | 45 | 75 | 87 | 69 |
| $\mathrm{Rb}(3)$ | 0.0864 | 0.0357 | 0.0565 | 0.0102 | 0.0068 | -0.0135 |
|  | 40 | 30 | 40 | 64 | 87 | 65 |
| $\mathrm{Rb}(4)$ | 0.0712 | 0.0498 | 0.0700 | -0.0059 | -0.0219 | -0.0311 |
|  | 38 | 33 | 44 | 76 | 86 | 70 |

## TABIE 6.5

## PRINCIPAL VAIUES AND DIRECTIONS OF VIBRATION TENSORS

| 02 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| ATOM | U A | D1 | D2 | D3 |
| $\mathrm{Rb}(1)$ | 0.1101 | -0.9740 | 0.2110 | 0.0829 |
|  | 0.0392 | -0.1866 | -0.9539 | 0.2352 |
|  | 0.0474 | 0.1287 | 0.2136 | 0.9684 |
| $R \mathrm{~B}$ (2) | 0.0396 | -0.3289 | -0.9444 | 0.0031 |
|  | 0.0834 | -0.9411 | 0.3280 | 0.0823 |
|  | 0.0701 | -0.0787 | 0.0241 | -0.9966 |
| $\operatorname{Ro}(3)$ | 0.0875 | 0.9838 | -0.1201 | 0.0886 |
|  | 0.0335 | -0.1378 | -0.9625 | 0.2337 |
|  | 0.0576 | 0.0572 | -0.2433 | -0.9683 |
| $R \mathrm{~B}(4)$ | 0.0396 | 0.4967 | 0.8284 | 0.2589 |
|  | 0.0846 | -0.7901 | 0.3080 | 0.5300 |
|  | 0.0668 | 0.3593 | -0.4678 | 0.8075 |

## BOIND-LENGTHS WITH E.S.D.

$O(1)-C(1) \quad 1.22 \pm 6$
$O(2)-C(1) \quad 1.41 \pm 6$
$C(1)-C(2) \quad 1.38 \pm 8$
$C(2)-C(3) \quad 1.40 \pm 11$
$C(3)-C(4) \quad 1.56 \pm 13$
$0(3)-C(5) \quad 1.46 \pm 8$
$0(4)-C(5) \quad 1.35 \pm .9$
$C(5)-C(6) \quad 1.55 \pm 13$
$C(6)-C(7) \quad 1.36 \pm 12$
$C(7)-C(8) \quad 1.69 \pm 13$
$0(5)-C(9) \quad 1.24 \pm 7$
$0(6)-C(9) \quad 1.31 \pm 7$
$C(9)-C(10) \quad 1.39 \pm 11$
$C(10)-C(11) \quad 1.35 \pm 12$
$C(11)-C(12) \quad 1.49 \pm 11$
$0(7)-C(13) \quad 1.27 \pm 10$
$0(8)-C(13) \quad 1.62 \pm 10$
$C(13)-C(14) \quad 1.63 \pm 13$
$C(14)-C(15) \quad 1.34 \pm 12$
$C(15)-C(16) \quad 1.40 \pm 15$
$0(9)-C(17) \quad 1.31 \pm 7$
$O(10)-C(17) \quad 1.14 \pm 8$

$$
\begin{array}{ll}
C(17)-C(18) & 1.56 \pm 10 \\
C(18)-C(19) & 1.08 \pm 12 \\
C(19)-C(20) & 1.74 \pm 13 \\
O(11)-C(21) & 1.31 \pm 9 \\
O(12)-C(21) & 1.27 \pm 10 \\
C(21)-C(22) & 1.40 \pm 12 \\
C(22)-C(23) & 1.27 \pm 12 \\
C(23)-C(24) & 1.52 \pm 12 \\
O(13)-C(25) & 1.16 \pm 10 \\
O(14)-C(25) & 1.12 \pm 10 \\
C(25)-C(26) & 1.55 \pm 12 \\
C(26)-C(27) & 1.48 \pm 15 \\
C(27)-C(28) & 1.57 \pm 18 \\
O(15)-C(29) & 1.30 \pm 9 \\
O(16)-C(29) & 1.49 \pm 9 \\
C(29)-C(30) & 1.55 \pm 10 \\
C(30)-C(31)- & 1.36 \pm 13 \\
C(31)-C(32) & 1.73 \pm 15
\end{array}
$$

TABLE 6.7
INTERIMOLECULAR $0 \ldots 0$ COMTACTS

$$
\begin{array}{ll}
\hline O(2) \ldots O(16 A) & 2.62 \pm 7 \\
O(3) \ldots O(8 B) & 2.46 \pm 7 \\
O(6) \ldots O(9) & 2.38 \pm 6 \\
O(11) \cdots O(14 C) & 2.41 \pm 6
\end{array}
$$

Atoms with coordinates given in Table 6.1 have no extra designation; other symmetry related atoms are distinguished as follows:-

A $\quad \mathrm{x}+\frac{1}{2}, \mathrm{y}-\frac{1}{2}, 1-2$
B $x, y, \quad z+1$
C $x+\frac{1}{2}, y+\frac{1}{3}, 1-z$
D. $x, y, z-1$

| RUBIDIU | ... OXYGEN | CONTACTS |
| :---: | :---: | :---: |
| $\mathrm{Rb}(1)$ | O(12) | 2.78 |
| $\mathrm{Rb}(1)$ | O(73) | 2.87 |
| $\mathrm{Rb}(1)$ | O(100) | 2.96 |
| $\mathrm{Rb}(1)$ | O(5) | 2.97 |
| $\mathrm{Rb}(1)$ | O(3) | 2.98 |
| $\mathrm{Rb}(2)$ | O(15) | 2.68 |
| $\mathrm{Rb}(2)$. | O(3D) | 2.97 |
| $\mathrm{Rb}(2)$ | O(2C) | 3.06 |
| $\mathrm{Rb}(2)$ | O(12) | 3.07 |
| $\mathrm{Rb}(2)$ | O(9) | 3.09 |
| $\mathrm{Rb}(2)$ | 0(5) | 3.09 |
| $\mathrm{Rb}(2)$. | $0(7)$ | 3.16 |
| $\mathrm{Rb}(3)$. | O(4) | 2.76 |
| $\mathrm{Rb}(3)$. | O(6) | 2.94 |
| $\mathrm{Rb}(3)$. | $0(12 A)$ | 2.95 |
| $\mathrm{Rb}(3)$. | O(1) | 3.00 |
| $\mathrm{Rb}(3)$. | O(7A) | 3.01 |
| $\mathrm{Rb}(3) \ldots$ | O(10) | 3.18 |
| $\mathrm{Rb}(4)$. | O(ID) | 2.75 |
| $\mathrm{Rb}(4)$. | O(4D) | 2.79 |
| $\mathrm{Rb}(4)$. | O(11A) | 2.91 |
| $\mathrm{Rb}(4) \ldots$ | O(8) | 2.95 |


| $\mathrm{Rb}(4) \ldots O(6)$ | 3.00 |  |
| :--- | :--- | :--- |
| $\mathrm{Rb}(4)$ | $\ldots O(10)$ | 3.05 |
| $\mathrm{Rb}(4)$ | $\ldots 0(13)$ | 3.07 |

TABLE 6.9
Final observed and calculated structure factors.
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| Atoms | Hean ( A ) | $\begin{aligned} & \text { S.D. of } \\ & \text { Diean }(\mathbb{C}) \end{aligned}$ | S.D. (\%) | $\begin{aligned} & \text { E.S.D. } \\ & (\mathrm{av} .)(\mathrm{A}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $0(1)-C(1)$ | 1.24 | 0.02 | 0.0 .7 | 0.09 |
| $0(2)-C(1)$ | 1. 38 | 0.0 .5 | 0.14 | 0.08 |
| $C(1)-C(2)$ | 1.51 | 0.04 | 0.10 | 0.11 |
| $C(2)-C(3)$ | 1.33 | 0.04 | 0.12 | 0.12 |
| $C(3)-C(4)$ | 1.59 | 0.04 | 0.12 | 0.14 |
| O(2)...H...O(3) | 2.47 | 0.06 | 0.12 | 0.07 |

## FIG. 1

Projection of the asymmetric portion of the structure onto the $x y$ plane, down the c-axis (from $x=0.0$ to $x=0.25$, from $y=0.0$ to $y=0.25$, from $z=0.0$ to $z=1.0$ )



FIG. 2
Projection of the asymmetric portion of the structure onto the $x z$ plane, down the $b$-axis (from $x=0.0$ to $x=0.25$, from $y=0.0$ to $y=0.25$, from $z=0.0$ to $z=1.0$ )


$\begin{array}{llllll}0 & 1 & 2 & 3 & 4\end{array}(\AA)$
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AFDHIK 1
A.I.I. The Fourier Search Erogram
A.1.2. The Sorting Program
A.1.3. The Weighting-Schene Program

## FUUHISR SEARCH PPGGFMM $\rightarrow$

begin
1torery $A(), A 6, A 7, A 8, A 9, A 12, A 14$;
procedure $\operatorname{SORT}(\mathrm{n}, \mathrm{t}, \mathrm{p}$, in); value $\mathrm{n}, \mathrm{t}, \mathrm{p}$;
integer $n, t, p ; r e a l$ array in;
begin.
$\frac{\text { Integer }}{\text { read }} \mathrm{C}, \mathrm{i}, j, i l a \xi ;$
$\frac{r e q I}{\text { for }}:=1$ step 1 until enticer ( $n / 2$ ) do
begin
flag: =0;

$$
\text { for } i:=j+1 \text { step } 1 \text { until } n-j+1 \text { do }
$$

$$
\begin{aligned}
& \frac{\text { begin }}{\text { i in }}[1, p]>\text { in }[i-1, p] \text { then } \\
& \text { flag: } \\
& \text { for } h:=1 \text { step } 1 \text { until t do }
\end{aligned}
$$

$$
\begin{aligned}
& \frac{b \sin }{C:=i n}[i, h] ; \text { in }[i, h]:=\text { in }[i-1, h] ; \\
& \text { in }[i-1, h]:=C ;
\end{aligned}
$$

enid;

1. 1: if in $[n-i+1, p]<$ in $[n-1+2, p]$ then soto $L 2$; flat: =1;
for $h:=1$ step 1 until $t$ do
$\frac{\text { begin }}{C:=i n}[n-i+1, h] ;$ in $[n-1+1, h]:=$ in $[n-i+2, h]$; in $[n-i+2, n]:=C ;$
end;
Le:
end:
if flag =0 then goto finish;

## eric;

## finish:

end procedure SORT;
procedure $\operatorname{SOLVE}(n, N, c o n s i t, c o e f f t s, s i n g)$;
value $n$; integer singe; real array $N$, cont, coeffts;
bevin
real array $L, U[1: n, 1: n]$;
procedure jECOMP ( $A, i, U, n, s i n g$ ); value $A, n$; integer singe; real array $A, I, U$;
begin integer io, k; for i:= 1 step 1 until $n$ do for $k:=1$ step 1 until $n$ do begin
$\frac{i f}{1 f} k=1$ then $L[i, k]:=1$;
$1 i k<1$ then
$\frac{\text { begin }}{\text { 11 }} \operatorname{abs}(U[k, k])<10-15$ then
end;
L4:
end procedure DECOMP;
procedure INVEFT (, ,han) ; value $\mathrm{L}, \mathrm{n}$;
integer $n$; real cray L, M;
begin.
integer ig.j.j;
for $i:=1$ step 1 until $n$ do
for $k:=1$ step 1 until $n$ do
begin
$\frac{1 f}{1 \rho} 1=k$ then $M[i, k]:=1 / L[i, k]$;
if $i<k$ then $M[i, k]:=0$;
if i>k then
begin

$$
\mathrm{M}[i, k]:=0 ;
$$

$$
\text { for } j:=k \text { step } 1 \text { until } i-1 \text { do }
$$

$M[i, k]:=M[i, k]-(L[i, j] \times M[j, k]) / L[i, i] ;$
end:
end;
end procedure INTVERT;
$\frac{\text { procedure }}{\text { integer }} \mathrm{n}$; regin $(A, B, n) ; \frac{\text { value }}{} A, n$; begin
integer in;
for $1:=1$ stop 1 until $n$ do

end procedure TRANS:
procedure MM MUST ( $A, B, n, Y$ ); value $A, B, n$;
integer $n$; real array $A, B, Y$;
begin
integer io ok;
for $1:=1$ step 1 until $n$ do
for $k:=1$ step 1 until $n$ do

$$
\begin{aligned}
& \text { begin } \\
& \text { sine: }=0 ; \text { soto } 24 ; \\
& \text { end; } \\
& \mathrm{L}\left[\mathrm{i}, \mathrm{k}_{\mathrm{l}}\right]:=\mathrm{A}[\mathrm{i}, \mathrm{k}], \mathrm{U}[\mathrm{k}, \mathrm{k}] \text {; } \\
& \left.\frac{\operatorname{Ior}}{j} j:=1 \mathrm{i}, k\right]:=\frac{\operatorname{tep}}{i[i, k]-j[1, j] \times U[j, k] / U[k, k] ;} \\
& U[1, k]:=0 \text {; } \\
& \text { end; } \\
& \text { 11 } k>i \text { then }[i, i]:=0 \text {; } \\
& \text { if } k \geq i \text { then } \\
& \text { begin } \\
& \mathrm{U}[i, k]:=\mathrm{A}[i, k] ;
\end{aligned}
$$

$$
\begin{aligned}
& \text { end; }
\end{aligned}
$$

$$
\begin{aligned}
& \because[i, k]:=0 ; \\
& \left.\frac{\operatorname{cor}}{\underline{Y}}[i, k]:=1 \frac{\operatorname{step}}{i}[i, k] \frac{u r t i}{+A[i}, j\right] \times \operatorname{di}[j, k] ;
\end{aligned}
$$

erici:
end orocedure MMMAS
procedure MV MUlT ( $A, x, n, b)$; Value $A, x, n$;
inteser $n$; real emray $A, x, b$;
besin
integer i,j;
for $i:=1$ step 1 until $n$ do
$\frac{\text { begin }}{0[1]}:=0$;
$\frac{\text { for }}{b} j:=1 \frac{\operatorname{step}}{b[i]}+\frac{u n t i l}{A[i, j] \times x[j] ;}$
Enc:
end procedure iv Mus?
$\operatorname{sing}:=1 ; \quad$ DECOMP $(\pi, \pi, U g, \sin \sigma)$;
11 sing=0 then EOto $5 ;$
$\operatorname{IMVRR}(J, N, n)!\operatorname{INRAS}(U, \pm, n) ; \operatorname{INERE}(L, U, n) ;$
$\operatorname{TRANS}(U, T, n) ;$ MN MULD $(\bar{L}, N, n, U)$ :
Mi MuL? (U, const, rio coeffts);
L5:
ond procedure SuLre;
integer $1, j, k, x, y, z, x$ min, $x$ max, $y \min$, $y$ max, z min, z max, cinesp, ilx, Ny, $N z, l, o, n, y ;$ renl V, as, b, c, s, alpha, beta, ganma, threshoid;
open (10); oper (20): open (30);
find (100, LDGO300031); find(101,[201);
copy text. (20, 30, L; ;1);
begin

cilpha:

```
=unit cell[4] x.0174532;
beta:=unit cell[5] < .0174532;
Eamma:=unit cell[0]\times.0174532;
for i:= 1 sitep 1 wntil 3 do
    if abs(s[26+1]-1)<0.00, then 0:=1;
    if o=2 then
```

    begin
        \(0:=3 ;\) goto fixed;
    erd:
in $0=3$ then $0:=2$; 1 120 :

最隹;
thresroid:
$=$ réd $(20) ; \quad$; $:=2 \times a \times 0 \times c /(12 \times 1 y \times i \pi) ;$
$\mathrm{j}:=(\mathrm{a} 1 \mathrm{pra}+\mathrm{ce}$ ta + gamma)/2:
$\because=$ Kourt $(\sin (s) \times \sin (s-a l p h a) \times \sin (s-b e t a) \times$
eir (s-gamma));
ii $0=2$ then
degir
i:=z min; j:=zmax; $\quad z$ min: $=y$ min; zmax: $=y \max ;$
$y$ min:=xmin; $y$ max: $=x$ max; $\quad x$ min: $=i ; \quad x$ max: $=j ;$
erci;
it $0=3$ then
vesin
$i:=z m i n ; \quad j:=z$ max; zmin:=xmin; z max:=xmax:
z min:=y min; zmax:=y max; $\quad$ mint:=i; y max:=j;
erci;
$p:=y:=n:=0$;
Denin
res] array list[1: 20, 1: 4];
besin
reaj cray ciensity $[x$ min:amex, y mir: y for $z:=2$ min sten 1 until $2 m a x$ do begir

I: = ();
read binary (100, density, [Electrondensity]); for $x:=$ xmin step 1 until ymax do

Ior $j:=j \min$ step 1 until mak do berin
if density $[x, y]<$ inreshold then coto continue;
if $x+1>x \operatorname{liciz}$ or $\mathrm{J}+1>\max$ or $x-1<x \ln$

for i: $=-1$ stev 1 until 1 do
for $j:=-1$ step 1 until 1 do
1if density $[x+i, y+j]>$ Clensity $[x, y]$ then goto continue;
$I:=1+1 ; \quad s[1,1]:=\mathrm{x} ; \quad \mathrm{s}[1,2]:=\mathrm{y}$;
$s[1,3]:=$ dersitur $[x, y]$;
continue:
end;
if $I=0$ ther coto next section; ii $n=0$ then
besin
for $1:=1$ step 1 until 1 do begin

Iist $[1,3]:=z ; \quad$ Inst $[1,4]:=s[1,3]$;
$\frac{\text { for }}{} j:=1$ step $1, \frac{u n t i l}{\text { is } t[i, j]:=s}[i, j] ;$
end
$\mathrm{n}:=1$; goto next section;
end;
for $1:=1$ step 1 until 1 do begin
 abs $(s[1,2]-1 i s t[j, 2])<1.001$ and
abs $(z-1 i s t[j, 3])<1.001$ then begin
if $s[i, 3]>$ Iist $[5,4]$ then
begin

list $[j, 3]:=z$; list $[j, 4]:=s[i, 3]$;
goto rext peak;
end;
$\mathrm{p}:=\mathrm{p}+1 ;$ Iistt[p,1]:=s[1,1];
listt $[p, 2]:=z[1,2] ;$ listt $[p, 3]:=z ;$
listt[p,4]:=s[i,3];
if $\mathrm{p}\langle 40$ then goto next peak;
repack: $k:=0$;
$\frac{\text { for }}{\text { if }} \mathrm{x}:={ }^{i} \operatorname{abs}\left(\mathrm{step} 1\right.$ until $p \frac{d o}{}$ then
begin
$k:=k+1$;

end;
p:=k; goto next peak;
end;
if $\mathrm{p}=0$ then goto new;

if $a b s(s, i j, 1]-1 i s t t[j, 1]<1.001$ and
abs $(s[1,2]-1 i s t t[j, 2])<1.001$ and
abs $(z-1$ ist $\ddagger j$ j,3])<1.001 then
begin
 listt[j,3]:=z; Iistt[j,4]:=s[i,3];
goto next peak;
new: $\frac{\text { end }}{\mathrm{n}:=\mathrm{n}+1 ;}$ IIst[n,1]:=s[1,1];
$n:=n+1 ;$
list $[n, 2]:=s[1,2] ; \quad$ list $[n, 3]:=z ;$
next peak:

$$
\begin{aligned}
& \text { end; } \\
& \overline{\operatorname{SORT}}(\mathrm{n}, 4,3, \text { Iist) ; } \quad 1:=0 \text {; } \\
& \text { for } 1:=1 \text { step } 1 \text { until } n \text { do } \\
& \text { begin }
\end{aligned}
$$

$$
\begin{aligned}
& \text { begin } \\
& \text { 1: }=1+1 \text {; } \\
& \text { for } j:=1 \text { step } 1 \text { until } 3 \text { do } \\
& \text { Iist[1,j]:=1ist[i,j]; } \\
& \text { end; }
\end{aligned}
$$

end;
rewind(100);
end density and s loop; begin
$\frac{\text { real }}{}$ array values $[1: 1,-1: 1,-1: 1,-1: 1]$;
begin
real array density[xmin:xmax,ymin:ymax];
for $z:=\mathrm{zmin}$ step 1 until zmax do

## begin

read binary (100,density, [Electrondensity]); for $i:=1$ step 1 until 1 do begin

If Iist $[i, 3]-z+1<-.999$ then goto NEXT PEAK; If 11st[i,3]-z-1>.999 then
goto NEXT SECTION;
for $k:=-1$ step 1 until 1 do begin

```
                if abs(list[1,3]+k-z)<.001 then
```

                begin
                    for \(x:=-1\) step 1 until 1 do
    $\frac{\text { for }}{\text { on }} y:=-1$ step 1 until 1 do
$\frac{b e \frac{g i n}{v a n}}{\operatorname{van}}[1, x, y, k]:=$
density[iist $[1,1]+x$, Iist $[1,2]+y]$;
list[i,4]:=list[1,4]+values [1, $x, y, k] \times V$;
end;
goto NEXT PEAK;
end;
end;

NEXT PEAK:
end;
NEXT SECTION:
end;
end second dersity block;
interchange(100);
begin

```
real array \(A[1: 27,1: 10]\), const[1:27]
    , coeffts [1:10], coords[1:3], C[1:3]
    ,LIST[1:8],N[1:10,1:10], vect[1:10], \(B[1: 3,1: 3]\);
for \(i:=1\) step 1 until 1 do
    begin
    \(\mathrm{n}:=0\);
    for \(z:=-1\) step 1 until 1 do
        \(\begin{aligned} & \text { for } x=-1 \text { step } 1 \text { until } \\ & \text { for } y:=-i \operatorname{step} 1 \text { do } \\ & 1 \text { do }\end{aligned}\)
    begin
```

        \(n:=n+1\);
    co: \(A[n, 1]:=1\);
    X: \(A[n, 5]:=1\) ist \([i, 1]+x\);
    \(Y: \quad A[n, 6]:=1\) is \(\uparrow[i, 2]+y\);
    \(\mathrm{Z}: \quad \mathrm{A}[\mathrm{n}, 7]:=\) ist \([1,3]+\mathrm{z}\);
    xsq: $A[n, 2]:=A[n, 5] \uparrow 2 ;$
ysq: $A[n, 3]:=A[n, 6] \uparrow 2$;
zsq: $A[n, 4]:=A[n, 7] \uparrow 2 ;$
xy: $A[n, 8]:=A[n, 5] \times A[n, 6]$;
$x z: \quad A[n, 9]:=A[n, 5] \times A[n, 7]$;
yz: $A[n, 10]:=A[n, 6] \times A[n, 7]$;
RHS: const[ $n$ ]:=values[ $1, x, y, z]$;
end;
for $j:=1$ step 1 until 10 do
begin
for $k:=1$ step 1 until 10 do $N[j, k]:=0$;
$\overline{\mathrm{vect}}[j]:=0 ;$
end;
for $j:=1$ step 1 until 27 do
for $k:=1$ step 1 until 10 do
begin

$\operatorname{vect}[k]:=\operatorname{vect}[k]+A[j, k] \times \operatorname{const}[j]$;
end;
SOIVE(10,N, vect, coeffts,sing);
if sing $=0$ then goto I6;

$\frac{\text { if }}{n:=0 ;} \sin =0$ then goto L6;

if $n=0$ then goto L7;
L6: for $k:=1$ step 1 until 3 do
coords[k]:=inst[i,k];
list[i,4]:=-930;
L7: if $0=1$ then
for $j:=1$ step 1 until 3 do
$\overline{\operatorname{LIST}[J]:=c o o r i s}[j] ;$
if $0=2$ then

## begin

IIST[ 1]:=coords[2]; $\operatorname{LIST[2]:=coords[3];~}$
LIST[3]:=coords[1];
end;
if $\mathrm{o}=3$ then
begin
IIST[1]:=coords[3]; LIST[2]:=coords[1]; $\operatorname{LIST}[3]:=$ coords[2];
end;
$\operatorname{LIST}[4]:=\operatorname{LIST}[1] / \mathrm{Nx} ; \quad \operatorname{LIST}[5]:=\operatorname{LIST}[2] / \mathrm{Ny} ;$ LIST[6]:=LIST[3]/Nz; LIST[7]:=1ist[1,4];
peak density:
LIST[8]:=coeffts[1]+coeffts[2]×coords[1] $[2$ +coeffts[3]×coords[2]个2+coeffts[4]
xcoords[3] 2 +coeffets[5] $\times$ coords[1]
+coefits[5] $\times$ coords[2]+coeffts[7]
xcoords[3]+coeffts[8]×coords[1]
xcoords[2]+coeffts[9]×coords[1]
xcoords[3]+coeffts[10]xcoords[2]×coords[3];
store: $\mathrm{q}:=\mathrm{q}+1$; write binary (100,IIST,[LIST]);
another peak:
end extrapolation loop;
end normal equations block;
end values block;
end list block;
interchange (100); dataskip(100); $\operatorname{skip}(100,-q) ;-$ begin
rea] array list[1:q,1:8],IIST[1:8];
for $1:=1$ step 1 until q do
begin
read binary ( 100, IIST, [IIST]);
for $j:=1$ step 1 untiI 8 do Iist $[i, j]:=\operatorname{LIST}[j] ;$
end;
rewind (100); interchange (101);
write text (30, [12c7s]GRID[10s]COORDINATES[9s]
FRACTIONAL[2SICOORDINATES[6S]

PEAK*WT. ***PEAK*HEIGHT [4c]]); $\operatorname{SORT}(q, 8,7,1$ ist);
for $i:=q$ step -1 until $i$ do
begin

 if abs (iist $[1,7]+9 \overline{9} 9)<.001$ then write text (30, [12s]FALSE*PEAK[2c]]) else begin write (30,format ([2s-nddd.dd]), list [i,7]); write (30, format([2s-nddd.ddcc]),list[i,8]); end;
end;
write text (10
$0:=r e a d ~(h e n ~$
if $0=0$ then
write

if $0=3$ then write text (10, [DIFPERENCE*MAP[4c]]);
if $0<0 \overline{\text { Or }} 0>3$ then write text(10,[MAP[4c]I);
gap (10, 250 );
for $i:=\mathrm{q}$ step -1 until 1 do
begin
if $\mathrm{Ibs}(1 \mathrm{ist}[i, 7]+999)<.001$ then goto last;
for $j:=4$ step 1 until 5 do
write(10,format([2s-nd. dodda; ]), Iist[1,j]);
write (10, format([2s-nd.ddddd;c]), 1 ist $[1,6]$ );
$\operatorname{gap}(10,15)$;
end;
last:
$\operatorname{gap}(10,300)$;
begin

## real array LI[1:6];

LIL[1]:=q;
LL[2]:=
$\operatorname{LI[5]:=Ny;~LI[6]:=Nz;~}$
write binary $(101, I L,[L I]) ; \quad$ interchange(101); write binary
rewind (101);
end mark block;


## DEX018400KP4

CRYSTALICGRAPHIC DATA INDEX SORTING PROGRAM $\rightarrow$ berin

```
library \(A O, A 6, A 7, A 8, A 9 ;\)
integer t,f, 1 min, 1 max, \(n, m, s, n p, d v, l, 1, j, q, c o r e\),
    order, nbl, next, spare, empty;
    integer array ind [-100:100];
```

    real array LS[1:6];
    open \((20)\); find (101, [20]); find(100,[DGO30003]);
    dv: \(=101\); interchange(100); order: \(=\) read (20);
    corment order \(=1\) ascending, \(=2\) descending;
    for $1:=-100$ step 1 until 100 do ind [1]:=0;
read binary (101,LS, [IS]]; $f: \equiv r e a d(20) ; ~ m:=r e a d(20) ;$
$s:=$ read (20); $\quad t:=\frac{L S}{}[1] ; \quad 1:=t+1 ;$
core: $=(6500-52 \times 1) /(t+3) ; \quad 2 \max :=-100 ; \quad I \min :=100$;
begin
real array block[1:50,1:1],SFS,hold[1:t];
nbl: $=n \mathrm{p}:=0$;
start:
np: $=$ rip +1 ;
if $n p>50$ then
begin
$\mathrm{np}:=0 ; \quad \mathrm{nbl}:=\mathrm{nbl}+1 ;$
write binary (100, block, [block]); goto start;
end;
read binary ( $101, \mathrm{SFS},[\mathrm{SFS}]$ );
1 if SFS[1]<-998 then
begin
block[np,1]:=-999; nbl:=nbl+1;
block[np,2]:=nbl; np:=0;
write binary (100,block,[block]);
interchange (100); rewind (100); rewind (101);
interchange (dv); write binary (dv,LS,[LS]);
goto select;
end;
for $i:=1$ step 1 until $t$ do block[np,i]:=SFS[1];
block[np, $]=:=b l o c k[n p, s] \times 10000+b l o c k[n p, m]$ $\times 100+b 10 c k[\mathrm{np}, \mathrm{f}]$;
ind[block[np,s]]:=ind[block[np,s]]+1; goto start; select:

```
If order=2 then goto descending order;
n:=0; Imin:=lmax;
for 1:=-100 step 1 until 100 do
If ind[1]>0 then
becin
    m:=ind[i]+n;
    If m>core then goto batch;
    begin
        n:=m; Imax:=1; ind[i]:=0;
```

                                    -125-
    end:
if $n=0$ then goto finish;
$\frac{\text { begin }}{\frac{\text { re: }}{n p:=51 ;}}$ array $\operatorname{in}[1: n, 1: 1], \operatorname{add}[1: n, 1: 2] ;$
L1: np: $=n p+1$;
if $n p>50$ then
begin
nhl: $=$ nbl-1; read binary ( 100 ,block, [block]); np: $=0$; soto L1;
end;
if $\mathrm{nbl}>0$ then soto $\mathrm{L} 2 ;$
if block[np,1]<-998 then
begin
nїl:=block[np,2]; rewind (100); goto sorting; end;
LL: $j:=b l o c k[n \mathrm{n}, \mathrm{s}] ;$
if $j>1 \max$ or $j \leq l m i n$ then goto $L 1$;
$q:=q+1 ;$
for $j:=1$ step 1 until 1 do in $[q, j]:=$ block[np, $j] ;$
sorting:
begin
integer $d, k$ array yT 1:2]; d:=2个entier $(\ln (n) / \ln (2))-1$;
$\mathrm{Cl}: \frac{\text { if }}{\mathrm{i}:=1} \mathrm{~d} \leq 0$ then goto exit;
C2: j:=1;
C3: for $k:=1$ step 1 until 2 do $y[k]:=a d d[1+d, k]$;
C5: for $k:=1$ step 1 until 2 do $\operatorname{add}[j+d, k]:=y[k]$; $\overline{i:=1+1 ;}$

C4: for $k:=1$ step 1 until 2 do $\operatorname{add}[j+d, k]:=\operatorname{add}[j, k] ;$ j:=j-d;
if- $j>0$ then soto C3;
soto C5;
exit:
end;
rearrange:


L3: $\frac{\text { for } j:=1 \text { step } 1 \text { until } t \frac{d o}{\text { empty }}:=\text { next }[j]:=\operatorname{in}[\text { spare, } j] ; ~}{\text { next: }=\text { acd }}$
add [empty, 2]: $=0$;
if next=0 then goto next cycle;
If next=spare then
begin

$$
\text { for } j:=1 \text { step } 1 \text { until } t \text { do }
$$ in [empty,j]:=hold[j];

goto next cycle;
end;
$\frac{\text { for }}{} j:=1$ step 1 until $t$ do
goto L3;
next cycle:

$$
\text { for } j:=1 \text { step } i \frac{u n t i l}{t} \text { do } \operatorname{SFS}[j]:=\ln [i, j] ;
$$

write binary(div, SFS, [SFS]);
end rearrange block;

## goto select;

end ascending order block;
descending order:
$\mathrm{n}:=0$; $\quad$ max: $=1 \mathrm{~min} ;$
for $i:=100$ step -1 until -100 do
if ind[i]>0 then
begin
$m:=$ ind $[1]+n$;
if $m>c o r e$ then goto batch down;
$\mathrm{n}:=\mathrm{m} ; \quad \mathrm{lmin}:=1 ; \quad$ ind $[i]:=0$;
end;
if $n=0$ then goto finish;
batch down:
begin
$\frac{\text { real }}{n p:=1]}$ array $\operatorname{in}[1: n, 1: 1], \operatorname{add}[1: n, 1: 2] ;$
L10: np: $=n p+1$;
if $n p>50$ then
begin
nbI: $=n b l-1$; read binary ( 100, block, [block]);
np:=0; goto L1O;
end;
If nbl>0 then goto $120 ;$
If block[ $\overline{n p, 1]<-998}$ then
begin

$$
\frac{\operatorname{egin}}{\mathrm{nbI}}:=\operatorname{block}[n p, 2] ; \quad \text { rewind }(100) ;
$$

goto sorting down;
end;
L20: $\frac{j:=b l o c k[n p, s] ; ~}{\text { s }}$
$\frac{\text { if }}{\mathrm{q}:=\mathrm{q}+1 \mathrm{lmin}}$ or $\mathrm{j} \geq 1 \max$ then goto L10;
$\frac{\text { for }}{\operatorname{add}[q,=1]:=\frac{\text { step }}{} 1 \text { untill }[n p, I] ;}$ do in $[q, j]:=\operatorname{block}[n p, j] ;$
sorting down:
begin
integer d,k;
array y[1:2];
$\mathrm{d}:=2 \uparrow \operatorname{entier}(\ln (\mathrm{n}) / \ln (2))-1$;
C10: $\frac{\text { if }}{i:=1} \frac{d}{j}$ then goto exit down;
C20: j:=i;
for $k:=1$ step 1 until 2 do $y[k]:=a d d[1+d, k]$;
C30: if y[1]>addij,1] then goto C40;
C50: for $k:=1$ step 1 until 2 do $\operatorname{add}[j+d, k]:=y[k] ;$ i:=1+1;
$\frac{\text { if }}{\mathrm{d}:}:=(\mathrm{d}-\mathrm{d} \leq \mathrm{n})$ then goto $\mathrm{C20}$; $\frac{\text { goto }}{\text { C10; }}$
C40: for $k:=1$ step 1 until 2 do $\operatorname{add}[j+d, k]:=a d d[j, k] ;$ $\overline{j:=j-d ; ~}$
if $j>0$ then goto C30;
goto C50;
exit down:
rearrange down:
for $i:=1$ step 1 until $n$ do
if $a d d[i, 2]=0$ then goto next cycle down;
next:=1; spare:=1;
for $j:=1$ step 1 until $t$ do hold[j]:=in[spare,j];
L30: empty:=next; next:=add[empty,2];
add[empty , 2]:=0;
If next=0 then goto next cycle down;
if next=spare then
begin
$\left.\frac{f o r}{\text { in }} \mathfrak{[ e m p t y}, j\right]:=$ step ${ }^{1} \frac{\text { unti] }}{1 d[j] ;}{ }^{t}$ do
goto next cycle down;
end;
$\frac{\hat{\text { for }}}{\text { in }} \mathfrak{j}:=1$ stepty,$\left.j\right]:=$ in $[$ next,$j] ;$
goto L30;
next cycle down:
for $j:=1$ step 1 until $t$ do $\operatorname{SFS}[j]:=i n[i, j] ;$ write binary(dv,SFS,ISFS]);
end rearrange down block;
goto descending order;
end descending order block;
finish:
SFS[1]:=-999; write binary (dv,SFS,[SFS]);
interchange(dv); close(101); close(100); close(20); $\xrightarrow[\text { end }]{\text { end }}$

## WEIGHTING LEAST SQUARES DATA PROGRAM $\rightarrow$

 beginlibrary AO, Ab, A7,A8,A12,A14;
procedure $\operatorname{SOLVE}(n, N, c$ inst, $c$ efts, sing);
Value $n$; integer singe; real array $N, c$ onst, coffees; begin
real array $L, U[1: n, 1: n]$;
Procedure DECOMP (A, L, TU, in, sing); value $A, n$;
integer singe; real array $A, L, U ;$
begin
integer i,j,k;
for $i:=1$ step 1 until $n$ do
be for $k:=1$ step 1 until n $n$ do
if $k=1$ then $I[i, k]:=1$;
$\frac{1 f}{\text { if }} k<i$ then
$\frac{1 f}{2} a b s(U[k, k])<: 0-15$ then begin $\operatorname{sing}:=0 ;$ soto I4;
end;
$\bar{L}[\dot{L}, k]:=A[i, k] / U[k, k] ;$
$\frac{\text { for }}{I L} j:=1$ step $\left.1 \quad=\frac{\text { ult } i 1}{} k-1, k\right]-\frac{d o}{L[i, j] \times U[j, k] / U[k, k] ;}$
$U[i, k]:=0 ;$
end;
if $k>i$ then $L[i, k]:=0$;
if k $k i$ then
$\frac{\text { begin }}{U[i, k]:=A[i, k] ;}$

$\frac{\text { end }}{\text {; } ;}$
IA:
end;
end procedure DECOMP;
procedure INVERT ( $I, M, n$ ); value $L, n$;
be pin
integer i, $j, k ;$
$\frac{\text { for } i:=1}{} \frac{\text { step }}{} 1$ until n do bevin
if $i=k$ then $N[i, k]:=1 / L[i, k]$;
if $i<k$ then $M 1, k]:=0 ;$
if $i>k$ then
begin
$M[i, k]:=0 ;$

```
        for i:= 1 step 1 untiln
        V[i,k]:=0;
```


end;
end procedure MMIT:
procedure $\mathbb{N}$ MULI ( $A, x, n, b$ ); value $A, x, n$;
integer $n$; real array $A, x, b$;
berin
interer i,j;
for i:= 1 step 1 untiln do
$\frac{\text { begin }}{b[i]}:=0$;
$\frac{\text { for }}{b} j:=1$ step ${ }^{1} \frac{\text { unt } i]}{b[i]}+\frac{d o}{A[i, j]} \times \times[j] ;$
end;
end procedure MN MUIT;
Sing: $=1 ; \quad \operatorname{DECOMP}(N, I, U, n, s i n g) ;$

TRANS (U, L, $n$ ) ; MM MUST $(L, N, n, U)$;
MN MUIT (U,const, $n, c$ ceffis $)$;

L5:
end prosedure SOLVE;
integer $\bar{i}, j, I, \operatorname{sing}, p, k, n, n o, f c, d c, b c, n o b s, p u t$,
I, $\mathfrak{j}, h, s c, q, r, s ;$
real fo, del, de Imax, scale, const,rsinth, sinth;
real array LS [1:6];
I:=f ormat $([-d . d d 10+$ nd $]) ; \quad g:=f$ orrat $([-n d d d d . d d]) ;$
$q:=f$ or mat $([-n d ;]) ; r:=\hat{1}$ ormat ([ndd. $\overline{d d} ;])$;
$n:=f$ or $\operatorname{mat}([4 s-n d d d]) \quad s:=f$ ormat $([d . d d a t n d ; c]) ;$ open (10); open (20) find (100, [20]);
copy text $(20,10,[;:]) ;$ read binary ( 100, IS, [LS]); de $\operatorname{lrax}:=\mathrm{read}(20) ;$ put $:=$ read (20); nobs $:=1$ $\left.\begin{array}{ll}f c:=r e a d \\ b c & =\text { read }\end{array}\right\}(20) ; \quad$ dc $:=r e a d(20) ; \quad$ scale $:=r e a d(20) ; \quad$ pead (20); $=r e a d(20)+4 ;$ no:=read (20);
besin
 rsins,rsinsq, to $[1: n 0,1: 11], N[1: p, 1: p]$ , val[1:no],SFS[1:LS[1]], valu[1:11];
for i:= 1 step 1 until p do begin
vect[i]: $=0$;
for $j:=1$ step 1 until $p$ do $N[i, j]:=0 ;$
end;
for i:= 1 step 1 until no do
Vall i]: =read (20);
for $j:=1$ step 1 until 11 do beqin
$\begin{array}{ll}f \cos [i, j]:=0 ; & \operatorname{sins}[i, j]:=0 ; \\ \cot [i, j]:=0 ; & \operatorname{nos}[i, j]:=0 ;\end{array} \quad$ rsins $[1, j]:=0 ;$ end;
end;

valu[10]:=0.90; vaiu[11]:=1.5;
start:
read binary ( $100, S B S,[S F S]$ );
if SFS[1]<-998 then goto exit;


bepin
write text (10, [[c]]); for $i:=1$ ster 1 ntil 3 do write ( $10, \mathrm{a}, \mathrm{SF}$ [i]); Write (10, g, SFSTRCJ; write (10, g, SFS[dc]); write text(10,[[c]]); goto start;
end;
sinth $:=\operatorname{SFS}[s c] ; \quad$ const:=deIT2;
for $1:=1$ step 1 until no do if $f \propto v a l[i]$ then
begin
$\mathrm{k}:=1 ;$ goto S1;
end;
S1: $\frac{\text { for }_{\text {if }}}{} i:=1$ step ${ }^{1}$ until $^{\text {unth }} 11$ do be oin
$\mathrm{n}:=\mathrm{i} ;$ goto S 2 ;

S2: tot $[k, n]:=t \cot [1, n]+c o n s t ; n o s[k, n]:=n o s[k, n]+1$;
fos $[k, n]:=f$ os $[k, n]+10 ; \quad$ rsinth $:=1 /$ sinth;
rsins $[k, n]:=r \operatorname{ins}[k, n]+r s i n t h$;
rsinsq $[k, n]:=r s i n s q[k, n]$ tesinth $T 2$;
sins $[k, n]:=\operatorname{sins}[k, n]+s i n t h ; \quad$ goto start;
exit:
rewind (100);
for $I:=1$ step 1 until no do
 nos $[I, j]>0.001)$ then
begin
deI: $=\operatorname{nos}[I, j] ; \quad$ const $:=\ln (t$ ot $[I, j] /$ de $I) ;$
fo: $=f$ os $[I, j] / d e I ;$

$\mathrm{A}[\mathrm{p}-2]:=\mathrm{rsins}[\mathrm{I}, j] / \mathrm{del}$;

$\operatorname{vect}[k]:=\operatorname{vect}[k]+$ ie $1 \times A[k] \times c$ onst $;$
end;
end;

SOLVE ( $p, N$, vect, coerfts, sing);
if $\operatorname{sing}=0$ then
$\frac{\text { begin }}{\text { writ }}$
$\frac{\text { end }}{\operatorname{gap}(10,250) ;}$
for $i:=1$ step 1 until no do
for $j:=\frac{\text { step }}{1 \text { until }} 11$ do $t o t[i, j]:=0 ; ~$
loop:
read binary ( $100, \operatorname{SFS},[S F S])$;

if $a b s(d e l)>d e l m a x ~ t h e n ~ g o t o ~ l o o p ; ~$
Sinth $:=S F S[S C] ;$ rsinth $:=1 /$ inth $;$
const: $=\mathrm{c}$ oerfts [1] $+c$ oeffts[p-2]
Xrsinthtc offits [p-1]×rsinthr2tc offts [p]xsinth;

const: $=$ scalexexp $(-$ const $) ;$ del: $=($ del $1 \uparrow 2) \times \mathrm{const} ;$
if put=0 then goto noput;

virite $(10, q, n o b s) ;$ write $(10, q, \operatorname{SFS}[b c]) ;$
write $(10, r, f 0) ;$ write(i0,s,squt (const));
noput:
for i: $=1$ step 1 unti] no do if $f \alpha \operatorname{val}[i]$ then j:=i; goto S3;
end;

$\frac{\text { besin }}{k:=i} ;$ goto 54 ;
end; $\mathrm{tc}[j, k]:=$ tot $[j, k]+d e I ; \quad$ goto loop; finish:
gap $(10,250) ;$
Write text ( 10 , [ [ © ] Colurn *oatching*by *Fo,

- "ron *oatching*by in theta-by-la mbda-allsquared. [c]rirst mor*is *average *w *de lta* squared. [cTSec ond \%an *isaverage *Fo. [c]
Third *ratis *averace *sin-theta-by-lamoda-a11-squared. [c] Trourth *row *is *number *in* each *batch. [ $\overline{2 c}]]$;
for $k:=1$ steo 1 until no do
begin
Write text (10, [[20] 1 );
for $j:=1$ step ${ }^{T}$ until 11 do $\frac{\text { if }}{\text { write }}(10, j, j, t o t[k, j] /$ nos $[k, j])$ else
write (10,, , tot $\left[k_{2}, j\right]$ );
write text (10,[[c]]);
for $j:=1$ step T intil 11 do
write $(10,0, \hat{i}$ os $[k, j]$ nos $k, j])$ e]se
write ( $10, \mathrm{~g}, \mathrm{f}$ os $[\mathrm{k}, \mathrm{j}])$;
write text (10, [[c]]);
- for $j:=1$ step until 11 do
if $\operatorname{nos}[k, j]>0.0001$ then
write $(10, i, \operatorname{sins}[k, j 1 / n o s[k, j])$ else
write $(10, f, \operatorname{sins}[k, j]) ;$
write text (10,[[0]]);
$\frac{f o r}{d j} j:=1$ step $^{1}$ unti] 11 do write ( $10, h, \operatorname{nos}[k, j]$ );
begin
real array foav, fono[1:no],sinav, sino[1:11];
for $i:=1$ step 1 until no do
begin
end;

end

$\frac{\text { becin }}{f 0 a v}[i]:=\hat{i}$ avv $[i]+t$ ot $[i, j] ;$ $f$ ono $[i]:=$ ono $[i] \operatorname{tnos}[i, j] ;$ $\operatorname{sinav}[j]:=\operatorname{sinav}[j]+\cot [i, j] ;$ $\sin 0[j]:=\sin [j] \operatorname{tnos}[i, j]$;
end:
Write text (10, [ [ $x$ IATERAGES *BY*FO*AND* INUMERS *IN *BACETS[c]]);

Write (10,f, icav[i]/rono[i]) else
Write (10, for oav[i]):
write text (10, [ [c
for $i:=1$ step t intil no do write (10,h, ino[i]);
Write text (10, [2c]AVEAGES*BY *SINTHETA*
AND *UNBERS *IN BATOES[c]]);
for i: $=1$ step 1 until 11 do
if $\sin [\overline{i 1]} 0.007$ then
write $(10, \hat{i}$, sinav $[i] / \sin [i])$ else
write $(10, f, s i n a v[i]) ;$
write text (10,[[c]]);
for $i:=1$ step $\overline{1}$ whtil 11 do write (10,h,sino[i]); end;
write text (10, [[2c]Cofficients *of *
polynomial*used *on tweighting*
obs ervations. Fo *
The *three *s ine *theta *terms *are *iast. [c]
They *are *c officients *of *(1ambda/s intheta)
T2, *( 1 mbda/s inthsta) 14 , *and*
(sintheta/la moda) 个2. [ c] ]);
L1:
for $j:=1$ step 1 untilp do write (10,f,coeffts[j]);
end;
close (100); close(10): close (20);
end $\rightarrow$
A.2. Errors and the Accuracy of Crystal Structure Structure Determination by X-ray Diffraction


## Appendix 2

## ACCURACY OF STRUCTURES

At the completion of a crystal structure analysis it is usual to calculate a final difference map. This map has features caused by:

1. Random errors in the data,
2. Systematic errors in the data which cannot be accounted for by the adjustment of the model. If the model can account for a systematic trend in the data then refinement will make it do so, even if this trend is caused by a systematic error. io sign of these errors will appear in a difference map, in the standard deviations or in the R-factor; they will manifest themselves as chemically unsatisfactory models.

Examples of these errors are well known to crystallography:

1. Uncorrected absorption errors will be taken up by adjustments to the temperature factors.
2. Uncorrected anomalous dispersion - in polar space groups - can lead to incorrect atomic positions.
3. Partial site occupancy and structural disorder may be hidden by anisotropic temperature factors.
4. When data have been collected up one axis only, the scale factors and temperature factor components cannot both be refined.

Thus we can see that all our usual criteria, E.S.D., Difference maps and R-factors are powerless to detect this type of error.

As stated previously there are two types of error which are shown up by difference map technique, - random errors and systematic errors which cannot be accounted for by the model.

The magnitude of features on the difference map, that is, the scale of the topography, - will depend on the average size of the Fourier coefficients used to calculate that map. Thus we can see that it is the absolute size of these coefficients which is important. That is, in a difference map it is the absolute value of $\Delta$ which is important, not the relative ratio of $\Delta$ to (Fo).

With diffractometer data collected here in Glasgow both the expected errors from counting statistics, and the actual averace value of $\langle\bar{\Delta}\rangle$ are smallest for the smallest reflexions (K. W. Huir, 1967). There is absolutely no case for removing then, - in fact they are the most accurate measurements and should in least-squares be given the highest weights.

The R-factor is basically unsuitable therefore as a final criterion of the accuracy of a structure because
the class of small reflexions which have smaller absolute errors, as a class have a very high R-factor.

## THE IEAST-SQUARES ITRTHOD

Observations should be given a weight such that the most accurate observations ane given the largest weights. Cruickshark has suggested that the average $\Delta^{2}$ is taken as a measure of the accuracy for reflexions in the same batch by $\sin ^{2} \theta$ or $\operatorname{lid}$ magnitude and weights are introduced so that $\left\langle{\bar{W} \Delta^{2}}^{2}\right\rangle$ is constant over 211 the $F o$ and $\sin ^{2} \theta$ ranges.

When Estimate a Standard Deviations (E.S.D's) are calculated this technique thus makes allowances both for different accuracies of observation for different sizes of reflexions, and for any systematic errors present in the data which cannot be accommodated by adjustment off the model.

The formula for parameter Estimated Standard Deviations is. given below:

$$
\sigma_{i}^{2}=\left(c^{-1}\right)_{i i}-\sum_{j=1}^{m} \frac{w_{j} \Delta_{j}^{2}}{m-n},
$$

$$
\sigma_{i}=\text { E.S.D. of } i^{\text {th }} \text { parameter, }
$$

$\left(C^{-1}\right)_{i i}=$ Element of the inverse matrix of the normal, equations
$m=$ Number of observations,
$n=$ Number of parameters.

With the coming of the difiractometer two things have happened:

1. m is now much larger since many more observations are taken.
2. The absolute size of $\Delta$ has decreased because many of the small reflexions are measured very accurately. Thus the E.S.D. has become much smaller. In fact it now has reached the point when the uncorrected systematic trends in the data are larger than the uncertainty of measurement.

COMCLUSION
We can no longer expect the calculated E.S.D. to explain away anomalous bond-lengths. The best model may in fact be significantly different from the true structure. Further improvement in accuracy can be obtained only by paying stricter attention to the systematic errors.

