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SUMMARY

Part A introduces the origin of proton chemical shifts and
coupling constants, and discusses the significance of theso
quantities for studies of conformation and configuration in
organic molecules. The general theories of chemical shifts
and coupling constants are then appliod to pyranosidos and in
particular to the high resolution proton magnetic resonance
spectra of saturated deuterochloroform solutions of the four
compounds :

A: methyl 2-acetoZymercuri-2-deoxy—"3 -D-gluoopyranosicie triacetate
Bs methyl 2-chiororaercuri-2-deo:xy-" -D-glucopyranoside triacetate
C: methyl 2~chloromercuri-2-deoxy—-aM) ~mannapyranoside triacetate
D: methyl 2-chlorcmierouri-2-deoxy-oC-D-talcopvranoside triacetate.

Compounds containing pyranoside rings exist usually in one
of the two possible chair conformations, designated by Reeves
as Cl and 1C: other thing3 being equal, the Cl conformation is
preferred for most D-hexoses and their derivatives.

The spectra of the four oompounds have been analysed, fully
for the ring proton absorptions, using programs written for the
DEUCE and KDF 9 computers in Glasgow University. The chemical
shifts and coupling constants resulting from the analyses are given.

Interpretation of these chemical shifts and coupling const-
ants has confirmed that the compounds do have the structures

and configurations described by A, B, C and D above. This is
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Ospecially important for compound C, about whose configuration
there has been some controversy.

The ring proton coupling constants in particular show that
compounds A, B, and C in saturated deutorochloroform solution
have essentially Cl chair forms, with some distortion, and that
compound D exists as a very distorted Cl chair conform r, almost
in a half-boat conformation: some of those conclusions aro
supported by X-ray analyses.

Apart from the analysis of the ring proton absorption peaks,
tho methoxy proton chemical shifts agree well with previous
findings concerning this substituent, and the acetoxy proton
chemical shifts are not inconsistent with the results of other
workers.

No spin-spin coupling between mercury isotopes and the
protons H(1l), H(2) or H(3) has been explicitly ocbserved.

The peaks in the spectrum of compound D are broadened slightly
relative to the peaks in the 3pectra of the other compounds. This
may be because of kinetic effects involving the presence in low
concentration of another conformer in the solution, or to un-

resolved couplings, perhaps long-range proton—-proton couplings.

In Part B, nuclear quadripole resonance (NQ&) 3pectrosccpy is
introduced, and quadripole resonance is troatod theorotically,

with special reference to the nucleus, A description



is given of the two main types of instrument used to detect
NQRs the marginal oscillator and the super-regenerative
oscillator. Modulation is discussed.

Two complete spectrometer systems for detection of
NOR have been designed and constructed, and details of these
systems are given. The first system uses a marginal oscillator;
the second uses a super-regenerative oscillator which is

externally dquenched.

In Part C, the factors which contribute to the electric
field gradient tensor and 30 to the frequencies in an isolated
molecule ore analysed. Methods of finding various molecular and
atomic parameters which are needed for estimating the contributions
of these factors are reviewed and discussed, and a few possible
extensions or modifications of some of those methods are suggested.
Mathematical tochniquos for evaluating tho integrals which come out
of these methods are also briefly reviewed, Intermoleoular effects
on the electric field gradient tensor are discussed briefly.

The results are then given of the application to some simple
molecules of the methods described and suggested earlier, with same
further discussion of points of important detail. These results
seem to be promising enough to justify a proper, more detailed, studS

of the possibilities of semi-empirical calculations of NQE frequencies.
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FORIL:/ORD

This thesis gives en eccount of experimentzl end thooretical
work in the ti0 related fields of Nuclear Magnstic Resconence
Spoectroscopy (i2iR) ard Nuclear Juadrupole Resonance Spsctroscopy
(NQR). It is divided into three parts, A, B and C: part A is
concerned with IR and parts B end C with NQR.

Part A domonstrates a& corrolation of experimentally observed
data (spectral line frequen(;ias end intensitics) with otker
observed or theoretical quantities. Part B describas the main
part of tha erporimentzl work, the design ond consiruction of
& Nucleax Quadrﬁpola Rasonance Spectrometer intended for the

ey, Part G is a

detection of purs NQR signals arising from
contribution to ths interpretztion of reported NQR spectral
pararnoters, andl their correlation with other molscular ard
cryital properties.

Each of the perts is divided into chapters ard again into

sections: apart from the follcving Generel Introduction they

are self-contained,



GEIERAL INTRODUCTION

All nuclel have associated with them & totul spin quentun
number I, which can take integral or half-integral positive
values., When I=0, tho electromagnstic bsheviour of the nucleus
is that of 2 point chargo, ard is of little or no interest in
nuclear speciroscopy. VWhen I>3, the nucleus has magnetic dipolar
properties, so that its energy is quantised in & rognetic field:
NuR spectroscopy is concerned essentially with observations of
transitions bitween the allowed energy levels of such a nucleus.,
Tho mest %ruitful IR studies have involved the nucleus 1H, for
vhich J=%, erd part A deals with an investigstion in proton
magnetic resonance,

¥hen I>1, the nuclous has, in addition to its maognetic
propertiss, an glectric quzdrupole menent. In some cases,
electric moment:c of higher order (occtupole, nexadecapole) exist,
but they arc generzlly small enough to be unimportant for
chermical purycses. The questicn of higher moments is taken up
egein briaefly in gart B, For the nucleus lkN, I=1, ard parts
B erd C @221, exrarinentally and theoretically respsctively, with
the NQR of thet nuclous.

Tho magnetic ard electric moments interact not only with
exterrally epplisd magnetic and elactrical fields; tut alse
with internal ri2lds which are duz mainly to the electrons

(er3 alsc th2 nuelsi) of 4Ls molsculs ard ol tke ciystal in
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which the nuclei are situated., Since chemistiy is so largely
the study of the bohaviour of electrons in atoms, molecules

and crystals, it is the study of those internal fields through
their interaction with certain nuclei which gives MMR and NQR

their chemical interest and importance.



PART A,

NUCLEAR MAGIETIC RESONANCE SPZCTRCSCOPY



CHAPTER 1 GENGRAL TIGIORY OF NUCLZAR

MAGNETIC RESCHANCE

1.1 Energy levels

Most nucleons, ard certainly protons and neutrons, possess
a proporty which is most naturally identified with engular momentum,
A .nucleus is a system of nucleons coupled together, so that any
one state of the nucleus has a resultant angulor momentum (vhich
may of course be equal to zero), In nuclear spectroscopy of the
types which are discussed in this thesis, only the ground state
of the nuclous is of considerable importance. Thus many nuclei
in their ground stetes have a total megnetic moment py and a
total engular momentum J. These two vectors cen be taken to
be parallel, so that we can write

L= vd 1.1.1
with ¥ e scalar, defincd by equation 1.1.1, called the magneto-
gyric ratio, The quantity vy depends on the nuclear state, but
it is to be expected that it will b3 e constant for the ground
state of a nucleus,

In quantun theory, y ard J are treated as parallel vector
operators: tio vector operators are considersd parallel if the
ratic of their matrix elemants of the same eigonfunction, in
eny arbitrary direction, is a constant (coopare with the Vignar-
Eckart theoren), It is usuzl to defins a dinmensionless vector

operator I such that



Jd = 4I 1.1.2
;? has eigenvalues I(I+l), vhere I is the spin quentum number
I which is referred to in the Goneral Introduction.

In a static megnotic field H, a nucleus in whose ground
state I is not oquel to zero will interact with the field. The
Hamiltonlan for its interaction energy has the form:

F = i 1.1.3
If we suppose the field to have megnitude H, directsd along
the z-axds, then, using equations 1.1.1, 1.1.2 and 1.1.3,

F7= =ynHI, 1.1.5
where I_ is the z-component of I, The eigenvalues of this
Hamiltonian are multiples of the eigenvaluss of Iz’ whose eigen-
values are convontionally denoted by m, wherz m may take any of
the 2I+1 values I, I-1 ..., =I. So the ellowed energies, E%ﬁ
of the nuclous are:

Em = <ifm m=1I, I-1l, ..., I 1.1.5
Thus the grouzl state of a nucleus (I £ 0) is split by a magnotic
field into 2I+1 substates, arnd NIR spectroscopy derends on the
detection of transitions between these substates, which are

equally spaced ané which differ in energy by yiH,

1.2 Datection of enersy lavels

The presence cf the en2rgy levels Em givan by equation
1.1.5 can bs detscted by an interaction which will cause trars-

itions tetween the levels, ard observaiicn of the resulting
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absorption of energy. The most commonly used coupling botwsen
levels is an altcrnating magnetic field applied perpendicular
to the static field, say in the x-direction. If the amplitude
of the alternating field is Hx’ ard its angular frequency w,

oo
then H, gives rise to a perturbing term in the Hamiltonian;

G = oI cos wt 1.2.1
The operator Ix has matrix e}ements between the states m and
n' which are zero unless m '= m3l, provided thet the perturbation
7/ ' is small comparad to %ﬂ It follows that in such & case
allowed transitions are bstween lovols adjacent in energy. A
transition involves energy AE where from equation 1.1.5
AE = yihH. 1.2.2
Further, the ccaservation of energy requires that
AE = Hhu, 1.2.3
a2nd combination of equations 1.2.2 end 1.2.3 gives
w= YH. 1.2.4
For @ proton, p (ard therefors y) is small, but an appliod field
H of about 14,000 ocersteds brings the resonance frequency as
glven by equation 1.2.4 to erourd 60 Mc/s, which is conveniently
hardled by existing radiofrequency techniquss.

1.3 Ths preduction of suoctra

If equation 1.2.4 were truz for all nuclel without molification,
nuclear nagnatic resonance would be of no chemical interest:

211 nuclei of one type would resonate at the samz frequency



for a particular applied field, and the resonance would serve
only as a measure of y, However, spectra (corresponding to
absorption at different frequencies) are produced in NMR bscause
each nucleus in a sample is subjected to a magnetic field which
is different frcm the externally apflicd field by emounts which
depend on the physical and chomical enviromment of the nucleus.
The modifications to the external field depend especially upon
the electrons of the molecule in which the nucleus is situated:
honce, as pointed out in the General Introduction, the chemical
interast of NIR.

The form of the spectrum obtained depends first on the
physical state of the sample. In solids, the magnetic field
at a nucleus is affected mainly by surrourding nuclear magnetic
dipoles, ard ths spectrum obtained is referred to as broad-line:
this type of N!R spectrum is not discussed in this thesis. In
liquids, rapid molecuiar tunbling causes these direct nuclear
magnetic dipole-dipole interactions to time-average to zaro,
and ths lire width is now largely dotormined by the homogencity
of the applied fisld (but also by kinatic and other effects in
some solutions), The spectra arising from the rssonancs absorption
of nuclei in liquids in an applied nagnetic Iisld of high hono-
genelty are reforred to as high-resolution MR cspectra.

But as forsshadowsed above, even in liquids ths nagnetic

field seen by ths resonant nuclseus is not in gensral equal to
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tha external epplied magnetic field. Two imporiant and quite
distinct mechanisns operate to produce this inequality: the
chomical shift effect and spin-spin coupling.

It is found experimentally that the ssme nuclide in differsnt
molecular surroundings gives rise to different absorption peaks.
It is found further that this splitting, the “"chemical shift,
is proportional to the fixed RF frequency of the spsctromoter
oscillator, as described in section 1.k bz2low. If the effect is
attributed to thz fact that a nucleus experiences a magncotic field
AH in 2ddition to the external applied field H , we may write for
the field H at tho nucleus:

H = H°+AH 1.3.1
Since AHeC Hb, we may define a constant o ty:

AH = f-oH° : 1.3.2
The quentity o is independent of H and 1s chersctsristic of &
particular nuclide in a particulor chemical environment. It
is often callsd ths "scrooning constant" for that environment.
Equations 1.3.1 and 1.3.2 together with oquation 1.2.4 give:

w = yHo(l-O) 1.3.3
and this shif{ ~YH°0 in frequency from that of the bars nuclsus
is callsd the "chomical shifti,

N/R exparimonts effectively measurs the different valuss
of ¢ associated with different molzcular surroundings srnd so

supply information about thase surrounlings.



The resonance lines due to different chemical shifts are,
in many compounds, themselves found to possess a fine structure.
This further splitting is due to an apparenti coupling of nuclei
among themselves, the so-called indirect, or spin-spin, coupling;
the effect is transmitted through tho electrons of the molacule.

In a very simplified picture, the effect of one nucleus A
(total spin quantunm number I) on a nearby nucleus B is to change
the field experionced by nucleus B to ons of 2I+l possible values,
corresponding to the 2I+1 possible orientations of nuclous A
in the magnetic field. In a large assembly of nuclei, each
of tho 2I+1 orientations will be seen by some of the B nucloi,
so that the absorption due to the B nuclei will be'split into
2I+1 paaks.

For the particularly simple case of the proton, I = 3,
s0 that a set of n equivalent protons will split the absorption
of a neighbouring proton into n+l peaks. Turthermore, these n+l
peaks have intensities proportional to the statistical probability
of the corresponding total Iz of the assembly of n protons., In
other words, the n+l peaks will have intsnsitiss, in this approx-
imation, proportional to the coefficients of the expansion of
(x+3)".

In many NMR specira, it is roughly true that {the pcaxs of
ths fine structurs dus to spia-spin intarac#ion of A with 3 ars

equally separatsd, and this separation is a gocd starting-point
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value for a detsrmination of the so-called coupling constont,

JAB’ between A and B.

A mora rigorous discussion of the chomical shift and espscially
of spin-spin coupling is given in the following chepters, But an
application of the simple ideas outlined in this chapter gives
riso to & "first-order" calculated spectrun which is almost always
the first stage in the analysis of complicatsd NMR spectra such as
those describsd later in chapter 3. Inadequats therefors as the
prosent treatement is for an&thing more than a naive analysis
of IR spectra, it cannot bs ignored.

1. Nuclear magnetic resonance spscirometsrs

In a practical IR spectrometer, ths sample of the compound
under study is placed in e strong external magnetic fisld, and a
fixed-frequency oscillating fisld is epplied at right angles to
tho static field., (It is easier elcctronically to vary the app-
lied field then to vary the redio-frequsncy). The variation
of the extornal magnetic field is accowplished by mcans of a
pair of sweep coils, mounted so that the field which they gen-
exato is superimposed parallel to the static field, This small
sweep field is varied slowly and linearly, and protons in diff-
erent chenical environnents (in perticular exporisncing different
values of g and/or J) como into rsscnance when the field, H,
which they sese satisfiss the practical forﬁ of equation 1.2,4:

yH

v = 1014-11
° 21
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vhore Vo is the fixed oscillator frequency. Vhen the transition
takes place, a signal is observed and recorded, so that a trace
having the usual appsarance of a spsctrum can be obtainsd. The
sample tube is spun by means of a small air-turbine, This eff-
ectively averages out inequalities in the field and so increases
the homogeneity of the applied magnetic field and resolution.

Further experimental details are given in chapter 3.



CHAFTER 2 NUCLEAR MAGNETIC RESONANCS

AND CARBOHYDRATE STRUCTURS

2.1 Introduction: the pyranoside ring

The chapter following this ons gives the details of en
NMR investigation into the structﬁre of some substituted aldo-
hexoses, These compounds are rather spscial examples of the
substituted pyranoside ring. To supply a background to the
experiment of chapter 3 ard the interpretation of chapter 4,
and to give & context to the discussion of NIR and carbohydrate
structure in this chapter, a very brief eccount of the sterco-
chemistry of pyranosides is given.

If we assune (it is a considerable assumption) that all
the carbon atous in a cyclohexane ring system are sp3 hybrid-
ised, then a number of conformations of th; ring ars possible.
Ths insertion of a hetero-stem, oxygen in the case of the pyrano-
side ring system, doubles ths numdbar of conceivable conformations:
the pyranoside ring nay exist in eight different limitirg con-
formations, two chair forms ard six boat forms., These structures,
intaraccessible by a rotation operation about carbon-carbon or
carbon-oxgygen tonds, are referred to as conforaers. Reevesss
bhas suggested a notation for thess conformers which has come
into general use: in this notation, the two chair foras are des-
ignated €1 and 1C (see figure 2.1, page 13) and the six boat

conformations as 31, B2, 23, 1R, 23, ard. 3B,



Figure 2.1, The conforzers Cl and 1C.

1C



The existonce of boat forms is precluded except in spscial
cases (such as methyl 2,6-anhydro-a-D-altropyranoside, which
can exist only in form B2)73. The general argument againat the
boat forms is that in them many groups on adjacent carbon atoms
are in an eclipsed arrangement (thoy fall one behind the other
when the molecule is viewed along the relevant carbon-carbon
bond ), and this eclipsed arrangement is higher in energy and
so oonformatiorally less stable, because of non-bonded inter-
actions between the substituent groups, than the non-eclipsed
arrangement which exists in the chair conformations,

The pyranosides, then, are capable of existing in eithor
of the two conforuations Cl or 1¢ (figure 2.1). It can be seen
from figure 2.1 that in both conformars, there are two types
of substituent position, If a very rough plane of the pyran-
oside ring is imagined, then thare are substituents roughly
perpendicular to this plans, indicated by 'a' in the figure
(the so-called axial substituents) and also substituents more
or less in tha plans of the ring, indicated by 'e' in the figurel
and referred to as equatorial substitusats. The changes from
Cl to 1C or 1C to Cl maks 21l ths previously axial subsiituents
equatorial ani vice-versa, Sinca the conformers are in equi-
libriun, & decicion on which ons is preferred involves an esti-
mats of thsir relative stabilities, Reeveseg;has assigned

numerical valuas to certain of th2 mors common possibls
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interactions., In particulor, it is comsidered that axial inter-
actions, involving especially the CH,OH group on ¢(5), which
is axial in the 1C conformer, with exial substituents on the
1 and 3 positions, confer high instability on this conformer. In
goneral, then, that most pyranoside rings in D-hexoses, in most
circumstances, have the preferred conformation Cl 8,14,30,40 .
This has frequently been confirmed experimentally, especially
by the NMR analyses mentioned later in this chapterus’h6’47’52’67.
Neverthcless, these non-bonded repulsions, which lead one
to preclude boat forms from most conformational anzlyses, and
which lead one to choose Cl as the dominant conformer in prefer-
encz to 1632, can also lead to considerabls distortions of the
"perfect" chair forus of figure 2.,1. The influence of non-borded
interactions of the type outlined here becomes particularly
compelling when the substitusnt groups ere large, and the ccmpourds
examined in the next chapter are examples of the distorting
effects of large substituent groups.
In conclusion, it may be useful to gathar together here
the definitions of some common expressions used in conformational
analysi555. Supposse two adjacent carbon atoms C(1) and C(2) which
are directly o-bornded, with a substituent A on C(1) and a sub-
stitusat B on C(2). If we look along the C(1)-C(2) bond (as

in the Nevmean convention), then ths angle of projection beiween

the C(1)-A bond ard ths C(2)-B bond is called the dikadral argle
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between the bonds. Vhen this angle is zero, A and B are eclipsed;
vhen it is aebout 60° they are skew (or syn); when it is about
180° they are staggered (or anti).

2.2 The origin of the chemical shift

It is worth pointing out first that Happ’ the magnetic
field in the air-gap of the spectrometer magnet, is not equal
to the "external spplied field" H, of section 1,3, Happ is
modified by the liquid in the sample tube, and is given by:

H = Happ(l -an) 2.2.1
where % is the volums diamagnetic susceptibility of the medium
‘in the sample tube, and «a is & constant which depends (among
other thinzs) on the shape of the sample. Values of a were fourd
to range from 2.3 to 3.0 for a variety of binary mixtures in
cylindricel sample tubes oriented transversely to the fieldl9
The offect is important meinly for comperisons involving liquids
of different «. The significance of equation 2.2.1 in the stand-
ardisation of MIR spectre is taken up in chapter 3. Vs turn
now to a more detailed treatment of the origin of the ¢ of equa-
tions 1.3.2 arnd 1.3.3.

We imagine a molecule, containing the nuclsus whose nuslear
magnetic interactions are urder consideration, and with a fixed
nuclear configuration, in a uniforn magnctic field gb. This

magnetic field will act on the electrons end on the nuclei of

the molecule, 30 chanzing tha ensrgy of the electron-nucleus
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interactions, in & nanner to be examined shortly. However,
the change ean be described, as in equation 1.3,2, in terms
of an additional field AH, which in general is not parallel
to Eo at any nuclous. Thus & better form of equation 1.3.2
is:

AR = -g H, 2.2,2
where 0 is a second-rank tensor whose elements depend upon the
environment of the nucleus: only if H is along one of the
principal axes of g will AH be parallel to go. But in practice
MR is carried out in conditions wvhere moleoculer rotation is
rapid, and the chemical shift is determined by an average
component of AH along _}_{o over many rotations, In this way the
tensor g can be rcpleced by the scalar o:

o= 1/3 (oll + Opp + 033) 2.2.3
in the usual notation for tensors. This 0 is the experimental
o of equation 1.3.2, and this quantity is one which a theory
of chemical shif'ts should try to predict.

The first gsnerel theory of chemicel shifts was given by
Ramsey6h, and a rather different approach eaphasising the physical
origin of the shift is given by Slichter75; the present discussion
is simply e short sumnary of the theory not based especially
on either account,

Chemicel shifts are the result of the sirultansous interact-

ion of the resoran®t nucleus, the electrons of the molecule,



-18-

and the field go' The megretic influences of the nuclear magnetic
dipole and H can be represented by (vector) potentisals éKj and

ébj respectively:

. =3 _
Ay =0T (b =x gj) 2.2.4
éoj = ’1?:‘_}10 X (EJ - _B._) 2-2-5

where the subscript j refers to the value at the jth electron

at position r., | is as before the nuclear magnetic moment (equ-
ation 1,1.1), and R is a convenient unspecified origin relative
to the nucleus, The cheice of R involves a choice of gauge as
in stendard electrcmegnetic theory: it can be showm thet R is
the point about which electronic angular momentum is measured.
The most obvious choice is R = 0, corresponding to the measurc-
ment of angular momentum ebout the nucleus, since electronic
wave functions are classified as linear combinations of s, p
etc. functions. PBat if the electron orbit is multicentred,

the best choice of gauge is not always so obvious, It is easily
seen that the vector potentials of equations 2,2.4 erd 2.2.5

satisfy the definition of vector potential:

V.xA . _ .
~J ~0J = £I'0 2-2-6
-Y-j X f.":{j = & 202-7

The Hamiltonian for ths N electrons, ircluding the effect of

the two fields, is:

2

&a s 8 . )
v'*c‘—'oj"cé:;j) +V 2.2.8

e
S
1]
c‘[\/J
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where e is the electronic charge and m the electronic mass, ¢
is the velocity of light and V represents all potential energy,
including that of possible external electric fields. Now since
g, the nmuclear magnetic moment of equation 2,2.4, is small in
comparison to electronic moments, terms in ijz in equation
2.2.8 cen be ignored, and terms linear in éKJ cen be regarded
as perturbations on the remainder of the complete Hamiltonian

L
c;%??' This perturbation Hamiltoniangg%?’ is given by:
' e Fs! e h e
% =Z?:£~TE (iy-.j*cf-l‘oj)—‘*m*%(izj*céog 2.2.9
]

Using equation 2.2.5 for éﬁj’ equation 2.2.9 gives a first-order
perturbation energy B! on W, the wave equation for 211 N electrens
in the presence of go but in the absence of the nuclear interaction,
of:
E! . :% r (e, x I )3T, .2.
= U J’gJ (__J -oj) T 2.2.10

where

2
£ e )
To; = |\ |mmer (W*WW = WTU%) - Sz A VY| &) 2.2.11

dts represencing intsgration ovser all the electyrons gnce pt 7m\
Equat??n 2.2,10 hes the form of an interection of {the nuclear
magnetic mozent Y with a current density goj (a functior of the

gﬂ only). and goj can therefore be interpreted as a current density

dus to both H end i ( the first of ths tsrms in the square

brackets in equation 2.2,11 is tzs currant density whan = 0).

1
=
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With this phycical interpretation, AH of equation 2,2,2 cen

be wvritten:
H = ZS ."3 . d eCe

AH 7% (.:c_'.‘,,xg}_'oa)t‘j 2,2.12

To evaluate AH and thence o0, it is necessery to kncw the Y of

equation 2.2,11, W can be considered to be the resulting per~

turbad function whon Wo (the total electronic function in the

ebsence of H ) is perturbed by H, i.e. the gpplicd field is now
regarded as a perturbation on tho electronic wave function. By
: . . a
supposing _1_1_0 to be small, this new perturbing Hamiltonien, y?i ort’
connectied with 50’ is found, by arguments exactly like those
&

given for% s to be:

< e 1 yil

%er‘b = Ee 4 (1 Yo doy v &y - 3 25) 2.2.13
and the correspording perturbsd wave functions Y from first-

order perturbation theory are:

@l Z, ,410)
w - wo + wn 2-2-1’.{.
n Eo - En

where Eo ard En are the eigonvalues for the ground state and nth
excited state wave functions on end lUn respectively in the
absonce of H .
o

For simplicity, we can take H = ki ( i.e. along the z-
axis), ard calculate only 0,, (equation 2.2.3) by evaluation of
AH of equation 2.2.12 using equation 2.2.U; for ¥ in the ex-
pression for gc.j’ with R = 0 (equation 2.2.5) in the expression

for 503. Tnis gives:
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2
J Ty '
-(—-‘-’%2 Z!(E - E )-ll:(OIZL |§)(n1221. /r.2]0)
2o t™n o Yo J 7z i “Meil i
+ (O] 2sz/rj'7’|n)(anin|0):‘} 2.2.15

whore sz is tho z-componont of the dimensionless operator gj:
Qﬁ = -igﬁ x ya 2.2,16
The expressions for Oyy and Oy 2re similarly derived. Equation
2.2,15 i3 a forn of Ramsey's formula. The first term is similar
to the Lomb formulas for atems., It makes a positive contribution
to o, and so can bo interpreted as arising from a “"dienasgnetic®
current in the molecule. In the seme way the second term, ﬁaking
a negative contribution to 0, can be associated with a pare-
magnatic current. ‘Physically it corresponds to a hindrance of
the diamagnetic effect due to the fact that the molecule is not
in general axially symmetric about the z-axis (otherwise the
secord term vanishes),

Evaluation of equation 2,2.15 presents real difficulties.
A knowledgze of the functions |0), the grournd state function of
equation 2.2.1%4, is not easy to get for molecules of any inter-
esting couplexity, erd reasonable functions |n) for oxcited
states are even harder to obtain, Even 1f, as in a frequent
epproxcimation, 211 the electronic excitation energies En - Eo

are replaced by an averags valus A, so that the sun over

excited states can bz carried out using the cquantun-mechanical
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sum rule and an oxpression for ¢ involving only A and ground
states derived, equation 2.2.15 is not practical for molecules
of eny size., Apart from the remaining difficulty of estimating
|0), the two terms, the diamagnetic and the paremagnetic, both
become large, so that 0 is the very small differsnce between
two very large quantities, in slightly bigger molecules. What
is needed is a means of considering the screening as due to
local contributions, |

Saika and Slichter7k

suggested such a method, vhich was
elaborated by Poploél. The screoning is divided into four
separate contributions:

1. The dianagnetic currants for the atom

2. The porarcagnetic currents for that atom

3, The contributions from other atoms (including bonds)

k. The coztribution frcam interatcmic curients,
Effact L is inportent mainly when electrons ere free to migrate
within a largsly delocalised molecular orbital, as in a conjugated
or aromatic molecule: it is an unimportant effect for carbohyd~
rates, and we nz2ed not consider it in what follows, The electron
population in the viclnlty of a proton is ruch lower than for euy
other rucleus, so that for a proton effect 3 is relatively con-
siderably nera inportant then for other nuclei. Also, sirce

effect 2 correspords to a mixing, as an effect of the applied

field, of suitable excited states with th: ground state (coapare
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equation 2,2,15 second term), anrl since these excited states

lie for the hydrogen atem at high energies, we would expect

effect 2 to be unimportant too. It is effect 3 which is important
in deciding storic effects on the chemical shift of hydrogen in
carbohydrates, and it is these effects which #ill be described.

2,3 Chenical shift and stereochemistry

As pointed out in section 2.1, thers is an equilibrium
between the conformers of a carbohydrate, with one of the conformers
usually "preferred". If the inversion is slow (if the inversion
berrior is high), ths pyranoside ring may be taken, at least to
3

begin with, to exist in one conformation”, end this is the prac-
tical justification for the following discussion.

The most important direct shielding in carbohydrates comes
from the ring-oxygen atom, which is the cause of the typical
low-£i81d shift of the enoweric hydrogen stonm (ses tks results
of chapters 3 ard 4)., But it is found that chemically identical
substituent groups, and the ring protons themselves, have diff-
erent chemical shifts depending on whether they are equatorial
or axi&lhé’s% This is accounted for by effect 3 sbove, arising
especielly from distant carbon-cerbon or carbon-cxygen single
bonds, If the circulations frem other atoms or bonds are spher-
ically syumetric, the isotropic field preduced by these circul-

ations would average to zero in exparimentel situztions (in

liquids)., But & carbon-carbon sinzle berd, for exanple, shews



diamagnetic enisotropy: its transverse diamagnetic susceptibility
X is greater than Xy, its longitudinal diamagnetic susceptibility 11.
We can defins the anisotropy, Ax , by:

Ax = Xp = X, 2.3.1
P0p1661 and McConnell have given an expression for the axially
symmetric case by use of the approximation of replacing the
circulations by magnatic dipoles at the electrical centre of
gravity G of the bond. The expression is:

Ao = (/37)(1 - 3eosZ9)(Ax ) 2.3.2
vhere r is the distance betwsen G and the proton, anl ¥ the angle
batween the vector r and the axis of syamstry of the bond., Note
that the factor (1 - 30032%) chenges sign at 9 = 55° 11,
so0 that ths effect of equation 2.3.2 may bs a shiolding or a
deshielding one, Substituen®ts on C(1l) of a pyranoside ring (figure
2,1) , whether axis) or equatorisl, are symmotrically oriented
to the C(1)-C(2) ard the C(1)-0 bonds, but all ths other ring
bords ars differently oriented to arial or equatorial substituents
on C(1): the effect of the €(2)-C(3) erd 0-C(5) bonds is of course
greatest, Caloulations on this basis, using equation 2.3.2, gave
Jacknan 56 results for protons in the cyclohexane ring which are

in astonishirngly close ggrezment with the exparinental rsesulis

of Lomieux l;.6. Calculations of the sans sort for the ring protons
of carbohydrates have bson made by Larz anl Hzaschen > zand by

2
Hall . Lenz and Hoecchan, using a valnus for Ay for the C-0
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bond of +10.8 x 1070 cmB/holacule (this value they calculated)

and for the C-C bond the praviously caloulatsd value of 5.5 x 10720
cmB/holeoule, obtained e very clpse corrslation wita observed
chemical shifts of the ring protons of {3 -D-glucopyranose and

3 =D-mannopyranose. Hall27 has had some success in developing a
nore genaral relationship between ring proton chemical shifts

and conformation at C(2).

The most extensively studied substituent chemical shift in
carbohydrates is that of the acetoxy (CH3COO) group protons,

The first such study was the important paper of Lomioux 33_35.46.
They fourd that the protons of an axial acetoxy group absorb

at lower applied field than those of an equatorial group, and
subsequent work21’29’3h’47’70 has substantiated this and led

to an accaptance of acstoxy proton chemical shifts as fairly
diegnostic of conformation, But deformation of the pyranoside
ring, or the presence of other bulky substitucntsze, can change
these chemical shifts, as indeod can solvent effects (not
unexpectedly)T’ZG.

Tho enalysis of the MR spectrum of protons directly bonded
to the pyranoside ring is useful for carbohydrats conformational
studies in that the axial-squatorial shift for carbohydrates
is similar to that for the exhaustively investigat2d cyclonexars
derivatives, Lenz and Heeséhensz have established this, and

have explained ring proton shifts in glucoss and in manrose
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by calculations similar to those of Jachnan36 described above.

Methoxy group proton chemical shifts have also been invest-
igated by Lemieux gg_g;,h6, vho showed that the equatorial
chemical shifts ars often lower than the axial (the reverse of
the behaviour of acetoxy protons), but that this is not nearly
so useful in establishing conformation as the acetoxy proton
chemical shift trend. Other work5’7 has confirmed this, and
showm in fact that the methoxyl resonance indicates conformation
only if €(2) has a hydroxyl substitusnt, & coadition which ths
coapounds cf chapter 3 fall far short of fulfillirg.

Other substituents have been studiedzs, but only the three
types of chemical shift described have any relevance to the com-
pounds of the present investigation. The relationship of the
work described in this section to that described in chapter 3
is toucked on whers appropriate in chapter L.

2.4 The orizin of spin-spin couvling

Ths general theory of spin-spin ccupling is algebraically
complicated, end it is outlined hers only very briefly. Spin-
spin eoupling, first observed separately by Gutowsky and McCallzu
and by Hahn and &axwellzs, was first fully explained in the paper
by Raasey and Pur091166, end developed further by Ramseyss.

The complets Hamiltonian for elsciron mction in the field
of nuclei with magnsetic dinols noments can be written as ths

sun of six Hanmiltonians:



5P~ v = né j{i 2.4.1

where:
2
= i (A e 3
A z 5 (i L+ czﬁyx%: x ?-jx/“jx>
= -5
y/ = 26h Z YK [B(Qj'?.jK)(l;{'ajK) ij
2 J X '
- (_sim.__x) rJK—}] 2.4.2

B

(8pn)/3 Z Z Vg 6(zyy) 85 - It 2.4

;// ’ % and y{; are the eloctron spin-spin, orbital-ortital
end spin-orbital interaction parts of the Hemdiltonian: like V,

tho elsctrostatic potentisl energy, they dn not involve the
nmiclear spin vectors I,, and so play no part in what follews,

The sums are over the J elsctrons, mass m, charge e, and elsctron

spin vectors .SZ.J at positions r,, and the K meolei, with magneto-

J
gyric ratios YK at positions Tye Also, the Bohr magneton
B = efi/amc 2.4.5
- - [}
and _I:J.K = E‘_j '::i{ . 2-406
The Dirac § function G(Q_jx) selects & valus when I = 0 in

any intogration over the co-ordinates of the jth electron.

The energy of interaction of ths two nuclei due to their
interaction with the electrons can ba found by taling those parts
of %nvolving ;K as a perturbation in seccnd order (first-ordsr

matrix elenents for & grourd stets with total orbital znguler
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momentun zero ars equal to zero) on the other parts of écﬁ,//'.

The cross teras in %f and %and in ;/;and /02;
vanish, Cross tsras in%;and % although not zero, have
been shown by Ramsey 65 to average to zero in conditions of frequent
collisions, Thus the contribution to the toval coupling constant
JKK' betneen two nuclei (section 1.3) from the three Hamilton-
jans % s y&z and %? can be treated separately, which we
shall now do in reverse order, since %/3 has proved 65 to make
the greatest contribution to JKK' (see balow) and is best dealt
with first.

% ca.n be interpreted as the correction necessary to y&i,
which assumes simple magnetic dipolar behaviour for the nuclel
and the electrons, when the nuclei and electrons are so nearly
in “contact" that the pcint-dipole approximation is no longer
& good ons, and the magnetic dipcle volume distributions, par-
ticularly in the nucleus, need tc; be considered. Electrons in
the s-stats, whose wavo function i1s not zero at the mucleus,
are in "contact™ with the nucleus in this sense. ;E/; is 1like
the term introduced by Ferui 20 to account for hyperfins structurs
in atomic spectra. Also, the Dirac & function of (yé depends
upon ths electronic properties at the nucleus, arnd thus gy,/;

is often referred to as tha (Permi) contact tern, The sacord-

ordsr perturbation from ;/(; is given by:
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Epert(}) = '; (En-Eo)°l(0|%|n)(n|yf;|o) 24407

with symbols as in section 2.2, Substitution of equation 2.L.L

in equation 2.4.7 and selection of the torms linear in l’i&-I-K'

glves eventually for the contribution EP ort(3) of %? to Epert
e torn of tho form:
Eort(3) % Ypdka © g 2:4.8
where Uaﬁ is a second rank tensor, with molecular-fixed axes,
In corditions for exporimentally observed coupling it can be
replaced by its rotational averags, which is a scalar, and if we
malzs the usual conversion of energy to units of cycles/second,
then:
Eert(3) = Mr(3) I ¢ Lo 2e4e?
This leeds, with the approximation of using an average electronic
excitation ens»gy A for the En - Eo, es in section 2,2, to
an expression for JKK' (3):
Tkx'(3) =
- (12886%/27) vgys A0 ZZa(gx)s(;_jK. )s; - 8510)
2.4.10
yf; represents the dipole-dipcle interactions betwsen
puclear ard electronic magratic moments., A procedurs idexntical

to that outlined for yfggives a contributisn JKX.'(Z) to JKK'

from ;‘ZZ of:



2,, 2 -1 : =5 -3
Ter(2) = ~(2B7/310) vivr 4710 [3(-3—;. - LpdBidsx - BTy

o 38 ¢ mypdmp riK'—S - %rix'-ﬂlo}
' 2.4.11

é%?i describes the kinetic encrgies of the electrons and
heir classical interaction as charged particles moving relative
to the nuclear magnetic fileld. The contribution JKK‘(l) of¢;%?;
to JKK'
on the orbital electronic currents (compare section 2.2). This

is due to the influence of the nuclear magnetic moments

can be thought of as the setting up of induced electronic currents
in the wmolscule by the nucleuvs I, with the production in turn

by these currents of a secondary magnsilc field at nucleus K'.
This obvious mechanism was in essence the first prOposed§5’66
to account for spin-spin coupling, but it falls ty an order of
magnitude to explain the observed valuss of spin-spin coupling
constants, Expansion of the 2%?2 of ¢quation 2.4.2 reveals

two terms in ths Hamilionian which are linear in IieLie These
torms, by mothcds broadly similar to those for 2%?2 and 25?;,
(ectually one of the terus is already of secord-order in I,

end its first-order matrix elemsnt may be used), give contrib-
utions Jm' (la) and JKK' (1b) to JK—K':

2 2 2 7 - -
JKK' (18.) = (8 1'!/67.'( ne ) 'YK\{K, (Ol T{JK . E’j-”ij Brj}{' 3[0)
24,12

and
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2, 2 - 5 -3 -3
ke (o) = (B3 Dy A (0'73””:11{ K (g x )

s ( :-r-j}{' x _V_J)lO) 2.4.13
As has been said, it turns out that JKK'(B) is a more import-

ant term for proton-proton coupling than JKK‘(la)’ JKK'(lb) or

>
JKK'(2)' Por example, Remsey has made estimatss of the mag-
nitudes of the contributions of JKK'(l) and JKK‘(2) in the

hydrogen molecule., His values are J <0.5¢/s, end J

KK'(1) KK'(2)

=3 ¢/s, which compere with an estimate for JKK'(B)
L0 o/s. This importence of JKK'(B) for rrotons is mainly because

of ebout

the electrons around a proton are genorally well described by
an s-type atomic orbital, while JKK'(lb) and JKK'(Z) depend
on atomic orbitels of p, d, £ ... types. JKK'(la) in eddition
is elways qulite small, It is reasonable to expect therefore
that nany of the observations on spin-cpir coupling could be
expleined by appeal to equation 2.4.1C. That involves first
a knowledge of (or en estimate of) A , ard second a specification
of the ground state total electronic wave function |0) of equation
2.&.10. The second requirement has been tackled by use of both
molecular-orbital (M0) theory end valence-bord (VB) theory:
the problem is the seme, of course, as in the evaluation of
(section 2.2).

A X0 treatment neglecting configuration interection was

53
first given in full by licConnell ., His treatmesnt predicted
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on this basis that JHH.>>O (for any two protons H end H'), con-
trary to some experinental evidencez, particularly as regards
geninal ocoupling constants,

Pople ard Bothner-By62 have given a more recent MO treat-
ment, especially for coupling constants between geminal hydrogen
atoms, which gives satisfactory interpretations of physical
data, and accounts well for relative signs of coupling constants.

However, it appears that the VB approach given by Karplus
gg_g;,39 and developsd most importantly by Xarplus 38 gives the
best and most significant results for our purpose: the application

of NMR to conformation studies in carbohydrates.

2.5 Spin-spin coupling and steresochenistry

Karp1u558 has shown that for a 1Z molecule whose ground

state wave function Ug is given by the equation
v, = chwj 2.5.1

where the 43 are nonionic canonical VB structures and the cj
their weighting coefficients, if it is asssumed that the one-
electron orbitals are orthogonal and that the contributions
to the electron density at ons nucleus from electrons in orbitals
centred on arother nucleus are nsgligible, then equation 2.4.10

yields after a certain amount of menipulation:

Tew () = Q287721 vy, B 8) 0, (0, (0)

7 n-ik
x 3:? °j°k(1/2 Y1« ijk(PKK’ ) 2,5,2
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The notation is as for equation 2.4.10, with the edditions that
94(0) and ¢4,(0) ere the electron densities at mclei X and
K respectively, -and the sum is taken over pairs j,k of a total
of n danonical structures: ijk is the number of islands, and
fjk(PKK') the exchsnge factor involved for nuclei X and X',
in the superposition diagram for structures J and k.,

_The main problem in the evaluation of equation 2,5.2, the
finding of reasonably accura£e values for the °j’ is reduced
by the consideration of only a small number of canonical struct-
ures (five for ethanz). An account of the methods used for
evaluation of the integrels involved in finding the cj is of
interest only in general VB theory and is not given here. JKK'(})
is calculated for ethans (and by extension ethane-like systems)

3

assuming sp” hybridisation and using the calculated values of

©y along with verious standard results of VB thsory. The conputed
values were found to deperd on @ (which is now a dihedral angle
between two vicinal carbon-hydrogen bonlds - sce section 2.1 -
and not the ¢ of equation 2,5.2)., Karplus fourd that the values
could ba approximately fitted to ¢ by an equation of the form:

J = Jocos% + K 2.5.3
where wa now drop subscripts: J refers {to the coupling constant
betwoen two prcions bonled to two z2djacent carvon atoas which

3

ara both sp” nybridised, ¢ i3 the dihedral angle and J° and

K are paramsiers whose values were found to ba:
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J = 8.5, 0°%p<9°
o o 2.5.4
= 9.5, 90<9P< 180
K = -0,28
all in c/b. There is evidence that these values are dependent,
however, on the other carbon atom substitusnts,
This angular dependence of coupling constants had previously

been observed in carbohydrate derivatives by Lemieux g&_g},h6.

The Karplus relationship was applied by LemieuxaB, without any
allovance for substituent offocts?r82 (see below).

The first of a number of important empirical and semi-cmpirical
modifications to equations 2.5.3-4 was made by Lenz and Heeschen52,
who assumed that ¢ was subject to a harmonic oscillation of
:_15o » glving rise to a time-averaging correction., They found
a modified form of the Karplus equation, using the observed spin-
spin coupling in 2-deoxy-D-gggggﬁgg-hcxopyranoéé (probably not
a suitable model compound for carbohydrates in general), which
took the form:

3 = P(Icos’p - 0.28) 2.5.5
with F = 1.09 + 0.05, comparad to effectively F = 1 in equat-~
ions 2.5.3-4. Jo is the sam2 as in equation 2,5.4.

A very similarly based modification, but perhaps morz reli-

6

able2 s i3 due to Abraham 23.5;,1, wno found modified velues

JV of J as follows:
0 )



J' = 9.3, 0% p< 90°
o o 2.5.6
= 10.4 , 90°%< ¥ < 180

Abrszhaa et al. used a batter model compound, and attempted to
Justify the choice of ¢= 120° for the relevant dihedral angle,
Lemieux g&_gﬁ,lﬂshave suggested a different way of modify-
ing the original Karplus parameters. It is found experimentally
that the unmodified Karplus equation gives values of J wvhich
ars too low for a given ¢, espeoially for ¢:>90°: note that
equations 2.5.5 and 2.5.6 both have the effect of increasing
the value of J for a given Y. From an analysis of the spectrun
of 1,3-dioxolane, and a value for the appropriats dihedral angles
based not on essumption but on the values which gave the best
fit to the shupe of the curve of equation 2.5.3, they suggested
that the curve of equation 2.5.3 should be subject to an upward
displacement of 2.2 o/s, This value removed the discrepency
between the value from the unmodified Karplus equation of the
coupling constant for the best-fit dihedral angle and the observed
coupling constant, This amounts to a modification of the parameters

of equation 2.5.4 to give new values Jg and X"

[o)
3= 8.5, 0k 9 90° 1
= 9.5, 90°< v 120° 2.5.7
L
K = 1.92

Bquations 2.5.4, 2.5.5, 2.5.6 end 2.5.7 give the four most

irportznt posaitle sets of parameters for evaluation of dihedral
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angles in carbohydrates, and it is not clear which of at least
the three modifications is bzst: all have given physically sens-
ible results, and some criticisms can be made of all of thenm
(see chapter 4). Karplus has commontsd on these empirical

ad justuents of his original equation37

; he concludes that alleged
accuracies of ons or two degrees in @ are meoaningless, This
question is taken up asgaln in chapter &4,

The foregoing modifications to Karplus's relationship are
all based essentially on making an allowance for a substituent
effect. Mors fundamental, although still empirical, sattempts
at making such an allowance have been presentsd by Williamsonaz,
Laszlo and Schleyer)"'2 and extensively by Villiamson 93_31,83.

It has baen foundhg’sz’a5 that an observed vieinal coupling
constant Jobs between two protons is affected by the electro-
negativity ER of a substituent on one of the carbon atoms which

carries one of the protons involved in the coupling., The exp-

erimental data can be well fitted by:

Jops = Jo-aER 2.5.8

where J° anl ¢ are enpirical constants (elmost always positive)

which depend on the system. The elecironegativity ER is defined

2
byl‘

ER = 0001]1‘-5 + 1.78 2.5'9
where § is the chemical shift in o/s at 60 lic/s between the

methyl end msthylene protons ol a saries of monosubstitutad



ethanas CH5CH2X; equation 2,5.9 is then ths electronegativity
of X.

The values of the parameters of equation 2.5.8 for various
systems are given by Laszlo and Schleyerﬁz. For the CH3CH2X
system they ar922 J° = 8.4, a = 0.4,0. No reliable values have
been reported for six-membered saturated ring systems,

All spin-spin coupling so far discussed has been vicinal,
that is between protons on the fragment =CH-CH=, But thers
are of course other types of coupling: geminal, between protons
on the same carbon atem (frequently not observed in streirht-
forward NMR experinents because the two protons are often magnet-
jcally equivalent) and coupling between protons more distant
than vicinal, the so-called long-range couplings,

Many long-range spin-spin couplings have been observed76,
but the most important for our purposes is coupling through four
o bonds., Like the vioinal (three-bond) coupling described
above, this type of spin-spin coupling shows strong steric
dependence, Most though not all s of the observed long-rangs
couplings appear to involve four coplanar ¢ bonds of zig-zag
corfornation (in the form of & W), so that this type of inter-
action can be concisely referred to as W-coupling.

It has been suggested by leinwald and lewis 58 that the

interaction dces not involva the two ¢entrs bonds of the ¥

structurs at a2ll, but is dus to dirsct interaction bstween the
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small orbitals of the carbon atoms to which the coupling protons
are bonded., The size of the coupling constant in such situations
is, apart from a few exceptional cases, not more than about

2 o/s, and is often closer to 1 ¢/s,



CHAPTER 3 NUCIEAR MAGHATIC RASONANCE
OF SCME MERCURY (II) SUGAR

DERIVATIVES

3.1 Experimental details

The four compounds whose NIR spectrae wers observed and
analysed are, with the letters used to refer to them in +this
and the following chapter:
A: methyl 2-acetoxymercuri-2-icoxy-f -D-glucopyranoside triacetate,
B: methyl 2-chloromercuri-2-dooxy=-[3 -D-glucopyranoside triacetatse,
C: methyl 2-chlorcmercuri-2-deoxy-da -D-mannopyranoside triacetate,
D: methyl 2-chlorcmercuri-2-deoxy-Q -D-talopyranoside triacetate,
The configurations of these compounds, which are assuned at
this stage to clarify the following expesition, are shown in
figure 3.1 (page 40). The compound3s were all examined in sat-
urated deutsrochloroform solution; solubilities are in the range
80 ~ 200 mg/ml, ton megnetic resonance spectra were recorded
at an applied fixed rediofrequency of 60 Ye¢/s using en A.E.I.
RS2 spectrcmetesr, For each compourd, two series of spectra wers
run. In series 1, a number of scans, both upfield ard downiield,
wer2 run of the range of chemical shifts frem T= 240 1 =10
(see section 3,2 below for an explanation of these Tiers's Tt values).
The secord saries was run only over the rangs of abscrptions of
the compournd, urder conditions of the highest attainable res-

olution with that spectroreter. ZFour to six series 1 spectra
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CH,OAC
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OAc H
OAc H
H HgOAc
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Figure 3.1. Assumed Haworth foruulaz for ccapounds A to D,
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were run for each compound, and a large number of series 2,

both upfield- and downfield-swept (eight each for ocompounds A,

B and D, and twelve for compound C)., Differences in the peak
positions for upfield or downfield sweeps wers not significant
at the sweep rates used., The analysis described in sections

3.3 - 3.6 was performed on average peak positions for the series
2 spectra. Typical traces obtained for compounds A, B, C and

D swept upfield (field increésing from left to right) are shown
at the bottoms of figures 3.2, 3.3, 3.4, and 3.5 respectively.

3,2 Standardisation and calibration of spectra

Shielding constants, as defined by equations 1.3.1, 1.3.2
and 1l.4.1, and discussed in the previous chapter, are more common=-
ly expressed in terms of the chemical shift of a resonance pos-
ition from that of a reference substance, This shift is pro-
portional to the magnitude of the applied field, and it is useful

to define a dimensionless quantity 5H’ independent of Happ;

J
Sp = (app = Mapp(e)appr) 322
where H;PP is the field, at a given transnitter frequency (compare

equation 1.4.1) at which the protons in the sample substance
cons into resonancs, and H' po(r) is the correspording fleld for
ths protons of the rsferenca substance.

Tho resonance field will in gsneral show & concertration
dopordence, since (equation 2.2.1) a solute will gensrally have

an (unimorm) volune dis-agnatic susceptibility different frea
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the value for the solvent, However, if the reference substance

is in solution with the semple (and if certain other conditions
10

are met) then GH of equation 3,2.1 will be indeperdent of con-

centration, since Ha and H will be similarly affected.

PP app(r)
To avoid irrogularitios, both solvent and referencs should have
low molecular anisotropy. In these investigations the solvent
was deuterochloroform and the internal reference substance
tetramethylsilane (TS), now. almost universally adopted for
non-agqueous solutions, Apart from its low eanisotropy, TMS is
useful because it gives a single sharp peak at higher field
than mo3t organic proton absorption fields. It is also volatile,
80 that the sample substance can be recovered easily,

The spectra were calibrated using an audio side-band tech-
nique. If an audio-frequency YA is superimposed on the fixed
oscillator radiofrequancy Vo? it produces sidebands et frequsencies
Vo & Vue Froa equations l.4.1 and 1.3.3, TS absorbs at the
field H' due to Vo? given by

H' = Zcho/y(l-o) R A 3.2.2
ard also at fields HA dus to Vo :-VA’ glven by:
Hom 2020/ Gm0) = Rl avy) 32
Use of equations 3.2.2 and 3.2.3 in 3.2.1 gives the separation
§ for these two psaks as:
6= 2 v/, 3.2.k

It is usual %o sxpress § in parts psr million (p.p.m.). Thus,
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for Vg = 60 lc/s, and a v, of 480 ¢/s, 6= 8 p.p.n.: peaks

8 p.p.m. away from the TiS peak are observed (in practice only
that sideband downfield of the TS peak), and by this means the
spectrun is calibrated. 6}113 similarly expressed in p.p.m. As
is usual, chemical shifts are expressed on Tiers's T scale77:

T = 10 - GH 3.2.5
whore 5H is in p.p.m. as defined by equation 3.2.1 and evaluated
by use of the calibration from equation 3.2.4.

Equation 3.2.4 irdicates why it is possible to express
eny separation in terms of frequency units at constant field,
even though the spectrum was obtaired with constant frequency
at variavle field. In what follows, the usual convention is
edopted of expressing chemical shifts in t units, but coupling

constants in c/s.

3.3 Analysis of the spectra

In the observed spectra in figures 3.2¢, 3.3c, 3.4c and
3.5c, certain assignments can be mads very easlily: the intense
transitions dus to the acetoxy eand methoxy protons are picked
out readily enough. But the absorptions due to tlie remaining
protons, to the ring and methylene protons, form a coaplex
set of bands which neced & more subtle nethcd of analysis. The
procedure adoptsd to analyse the spectra is as follows:
1. An initial set of parameters, chemical shifts for every proton

ard spin-spin coupling constants betwsen every pair of protcns,



is postulated.
2. The theorctical spectrum for this set of paremeters is cal-
culated.
3. By comparison of the calculated spectrum with the observed
spectrum, alterations to the set of parameters of step 1 can
be made so as to reduce the discrepancies between the two spsctra:
this is referred to as refinement of the parameters.
L. This new set of parameters cah then be used again as the
paremeters for step 2.

We now deol with the details of each step.

3,4 The initiel set of parameters

It is rot neccssery for the first set of parameters to be
very accurate, Examination of the spectra, end the application
of the simple "first-order" considerations outlined in section
1.3, help in the initiel essigrments, Chemical considerations,
end oxperience of the typical chemicel shifts of protens in carb-
ohydrates (ses for example sections 2.2 ard 2.3), also play
a considerable part. Howsver, good initisl velues merely reduce
the lebour of firding the final best parameters: in principle
at least, the initiel choice does not affect the final velues.

3.5 Calculation of spscire

The methcmnetics of the calculation of an IR spectirun is
well establishz2d, 2rd has been described via both wave-mechanical

&y
and group-thecretical descriptions . Both the positions of
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the absorption lines (transition energies) and transition intens-
ities need to be celculated.

A complete set of basic spin eigenfunctions qg, which are
normalised and sntisymmetrised products of the wave functions
for each proton, are chosen, The possible eigenfunctions for
e single proton can be represented by a and B, correspording to
an I of +5 end -} respectively. Stationary state wave funciions

for the system are expressiﬁle as a lineer combination of the

by
VY = Zciwi 3451

The values of the c, are chosen so that the system has minimun

energy. A suitable form for the energy is:
Sve Har

= ere———r— 345.2
Sw*wdt

where B is the eigenvalue of the operator
(o)
Pe) [}
5= ¥ 3.5.3

o
operating on ‘U.c§%?7 is given for n protons by an extensicn

E

of equation 1.1.L4 (in energy rather than frequency units):
o n

%ﬂ = 3?1' ij?zj/zn 3.5.4

amdcg%ﬁ” has the form explained in section 2.4 (compare equation

2.4.9):
5 e Ly

i<y ij!ﬁ. . ;.j 3.5.5

Followirg tha usuel veriational prccedure, use of equaticns

3.5.1, 3.5.3, 3.5.4 and 3.5.5 in equation 3.5.5, and differsntiatica
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of E with respect to the s yields a set of secular equations.
Fof non-trivial solutions of these equations, the secular detern-
inant must be. zero. After use is made of the normalisation and
orthogonality of the basic functions, the secular matrix has
diagonel elements of the form Hii - E, and off-diagonal elements

of the form Hij’ where the H, . are the natrix elements of the

ij
Hemiltonian of equation 3,5.3 between functions i and j (i may
equal j). These matrix elements vanish between functions of
different total z-component of spin Fz’ and the matrix can often
be further reducéd by considerations of symmetry end selectivity
of operators., Disgonalisation of the submatrices leeds to a

set of values E for the possible ensrgies of tne system, and
knowiledge of B gives the values of the ¢y for each VY, so deter~
nining the total wave functions.

The energies E can be used to determine the energiec of
those transitions not forbidden by the usual selection rule
that the change in F, should be # 1, The eigenfuncticns v
are then used to calculate transition intensities,

First-order theory gives the intensity Im-»n of the trans-
ition between two states of total functions \Um ard Wn to be
approximately:

Tpn o ¢ Jatop wae)? 3.5.6
whorecggéﬂ is the perturbing Hamiltonien (nct that of equation

3.5.5). It has the same forn as equation 1.2.,1:
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2%?9' = ~yH I coswt 34507
Thé natrix elenents of equation 3.5.6 cen be evaluated by use
of equation 3.5.7 and expansion, using the previously calculated
total wave functions ‘W, to give the intensities of the transitions
on an arbitrary scale.

The celculations described in this section were performed

using program RWl, written by Wallace?oon the DEUCE computer,
and progrem IVA, an amended and augmented progrem written by
Norton-Blake for the KDF 9 computer and based on a progrem
translated by Kaptein from a Fortran progrem. Both computers
used were in the computing department of the University of Glasgow.

3.6 Refinement of parameters

Two methods were adopted in the refinement of parameters.,
In the first, ard simpler, the calculated spectrua was &rawn up
by hand end ocompared with the observed spectrum, drawm up to
the same frequency and intensity scale. The notation commonly
used in the analysis of proton magnetic resonance spectra is
to designate one magnetically equivalent seé7 of n protons
by Ah (n of course may = 1), and a secord set of m magnetically
distinct protons stronzly couvled to the set A by B . (. "Strongly
coupled" means that the chemicel shift betwecen the A set and
the B set is not very much greater than ths spin-spirn coupling
between them.) A furtker set of protons strongly coupled to A

erd B is designated by C, and so on. Similarly, sets of protons
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not strongly coupled to the A, B, C ... protons are designated
by the letters X, Y ... . Now compilations are available63’81
of the typical spectra for common types (ABz, ABX, etc.). An
exemination of the way in which a change in one parameter affects
the published spectrum for the correctly chosen type, and a com-
parison of the discrepancies between the calculated and observed
spectra, give an indication of how to change that parameter
so as to reduce these discrepancies,

The types of system chosen for each compound are given in
the keys to figures 3.2 to 3.5.

The second methcd is more mathematical. It is based on
an analysis of the change in a transition energy due to simuli-
aneous changes in all the parameters, and so depends upon the
setting-up of a matrix (the T matrix) of partial differential
coefficients of all the transition energies with respect to
81l of the 3n(n + 1) parameters which determine the spectrum
of n protons, The T metrix is formulated from ths sets of
coefficients of the 43 of step 1, section 3.3, which are obtain-
able from the program which calculates eigenfunciions as part of
the calculation of spectra as described in section 3.5. A program
to perform these calculations, written by Wallace , was used,
on the DZUCS conputor., This program reduces the total discrepan-
cies of observed and calculated transition energies, and in a

nuzber (say ten) of cycles may reduce it considerably for a
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given set of assignments, The program includes a facility whereby

it is not necessary at first to assign all the theoretical transe
ition energies of non-zero intensity., However, as refinement
proceeds, additional essignments can be made and some assignments
may need to be changed, so that it is necessary after every

two or three computer refinement oycles to revert to the first
method of informed gussswork about how ths parameters should be
changed,

The resulis of Table 3.1 are the outcome of a numbar of
refinement cycles varying between twslve and thirty-five for
each compound, After each cycle, the new parameters wero used
in step 2, as described in section 3,3 =bove.

3.7 Resulis ‘

Table 3.1 gives the sets of values, chemical shifts and
coupling constants, which emerged from the final cycle of refine-
ment for each compound, These sets of paramsters were used to
calculate the line spsctra of figurses 3.2b, 3.,3b, 3,4b and 3.5b,
The estimated acouracies of the parameters are indicated in
the footnotes to the table,

Figure 3.2 refers to compound A, figure 3.3 to compound B,
3.4 to compound C and 3.5 to compouri D. Part ¢ of sach figure
shovs. a typizal seriss 2 spectrum of the corresponding compouni
(see section 3.1), and it should be emphasised that the calculated

spsctrua of part b of each figurs is intended to give ths best
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fit to the average of all ths series 2 spectra run for the compound,
anl that the intensities in parts b are proportional to the

heights of the linss, whereas the comparable intensitises of parts

c are of course proportional to the arsas under the peaks, Parts

a of each figure are intended to indicate how the calculated

spectra b arise from the absorption positions of the protons,
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. cor B . b
Table 3.,1. Proton chemical shifts and couvling constants

for solutions of compounds A, B, C ard D in CDC1.
D

Comtpound : A

Chemical Shifts®

Q) 5.33
H(2) 7.40
H(3) 4.78
H(4) 5.05
H(5) 6.29
(R 5.68
H(B)f 5.88
ot 6.49
~C0,0,4 12
7.96
Counling Constants®

I, 10.0,
I23 10.93
I, 8.9,
Jh5 9.9,
Ies t 5.8,
Iep £ 3.2

19,51 1.9

(Notes on following page)

5.23
7.38
k.72
4.99
6.13
5.60
5.78
6.39

7.82

9.7g

11.26
9.lrg
7.3
4.6,
2.78

12.5

L.89
6.69
L5
5.01
5.96
5.76
5.76
6.61
7.89
7%

1.50
5.35

L.95
7.17
4.28
Lo71
5.75
5.93
5.93
6.68
7.75
7.98

5.16

3009

7.0

7.0
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Notes to table 3,1

a

Chenmical shifts are in tv units and are given to ths nearest
0.01 T unit.

Coupling constants are in units of c/s,, and unless otherwise
indicated (see ¢, d and e) are accurate to within + 0.2 c¢/s.
Jyy indicates the coupling constant between protons H(X)

and H(Y): these latter symbols are used in this table only,

to reprasent.the chomical shifts of the corresponding protons.
Less than |0.3] ¢/s.

These coupling constants cen be altered by relatively large
amounts without appreciably affecting the caleculated spectrunm.
Kot available from the spectrunm.

Protons A and B are the methylene (C(6)) protons

J

AB
has little or no effect on the calculatsd spectra.

is almost certainly negative, but changing its sign
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Koy to fisures 3.2, 3.3, 3.4 and 3.5

In all figures, part a shows the orizins of the spectra.

Figure 3,2 Conpound A

a

b

c

d

H(A)H(B)H(3)H(4 )H(5) calculated as a 5-spin (ABCDE) systenm.
H(3) couples with H(2): J23 = 10.93 c/s.

J

]

12 10.0l c/s.

J23

10.93 c/s.

Figurs 3.3 Compound B

a

b

c

d

H(A)H(B)H(3)H(4)H(5) calculated as a 5-spin (ABCDE) system.

H(3) couples with H(2): J,, = 11.2, c/s.

23

912

J23

9.7g ¢/s.
1.2, c/s.

Figure 3.4 Comnound C

-]

H(4)H(5)H(A)H(B) calculated as a 4-spin (ABCD) systen.
H(2)H(3)H{4) calculated as a 3-spin (ABC) system.

JkS 9.35 c/s.

H(4) counles with H(3): th 9.05 c/s.

H(1) couples with H(2): 3y, = 1.5, c/s.

H(4) couples with H(5):

Figure 3.5 Comoound D

a

b

H(2)H(3)4(4) calculated as & 3-spin (ASC) systen,

H(5)H(A)H(B) calculated as a 3-spin (ABz) systen,



CHAPTER &4 INTERPRSTATION OF RESULTS

4.1 Chemical prelininaries

The methoxyuercuration of tri-O-acetyl-D-glucal (compound
E, figure 4.1, page 59) with mercuric acetate in methanol, foll-
owed by reaction with sodium chloride, gives approximately equal
amounts of compounds B and C., If the reaction with sodium chloride
is omitted, compound A can be isolated; this is converted to
compound B with sodium chloride and must have the same stereo-

35,56 Compound D (figure 4.2, pago 60) is prepared

chenmistry.
by methoxymercuration of tri-O-acetyl-D-galactal and reaction
with sodium chloride.

The configuration at C(1) can be examined by reduction of
the compounds with potassium borohydride to the corresponding

35 o

2-deoxyglycosides, and this reduction has also been used
establish that, as expected, the msthoxyl group becomes attached
to C(1) in the methoxymercuration. Such reductions yield the
2-deoxy- 3 =D-glycosides from compounds A and B, and the 2-deoxy-
a-D-glycosides from compounds C and D. This appears to prove
that conpourd C in particular is an a-mannose derivative., How-
ever, there is some disagreament on this point, since compound

C can ba interconverted71 with a compound P (also obtainable

by mothoxymercuration of D-glucal; sce figure 4.1) to which

6 . . .
Manolopoulos 33_53,5 have essigned the -nanno configuration,

They present two pieces of evidence, First, they find that
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HEFLAC
CH,O0H/ 0 OCH3
Hg(04c)5 .
(56) OAC
AcO
(a) CcHz0H/ A HgOAc
HgiOAc)Q (56)] Naca
b) NaCl J e
CHZOAC
0
OCH3
OAc  CiHg OAc
AcO _ OCH5 AcO
¢ (35) x» (a) cHy0H +B (35) (a)%%
H"(a) NaCl tracejNaOCHj (b) 4e,0/Fy
CH,OH (71) CH,OAc
2° . (b) Ac20/RY
(12)
H
HO v OCHg

Figure 4.1 Summary of the chamistry: compourds A, B anl €.
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CFEF)AC
AcO

OAc

I . (a) CHBOH/Hg (0ac),
(v) NaCl

CH20AC

HO

OH
OCH,

Figure 4.2 Sunnary of the chemistry: conpourd D
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Key to figures 4,1 and 4,2

Compounds A, B, C and D ars the same as thoss in the text. The

full systematic names of the other compounds are given below, on

the assumption that the attributed structures given in this thesis

are correct.

A:

B:

methyl 2-acetoxymercuri-2-deoxy-(3 ~D-glucopyranoside triacetate
methyl 2-chloromercuri-2-deoxy-p-D-glucopyranoside triacetate
(structure established bf X-ray analysis)l7

nethyl 2-chloromercuri-2-deoxy-0-D-mannopyranoside triacetate
methyl 2-chloromercuri-2-deoxy~a =D-talopyranoside triacetate

(structure supported by partial X-ray analysis)6

: tri-0O-acetyl D-glucal,

methyl 2-deoxy-a -D-glucopyrenoside (confirms configuration at C(1))
D-glucal

methyl 2-deoxy-f -D-glucopyranoside triacetats

D-galactal

methyl. 2-deoxy-a-D-galactopyranoside (confirms configuration at
(c@)).

mathyl 2-acetoxymercuri-2-deoxy-da -D-mannopyranoside (given

the g-manno structure in (56))

Figures in bracksts refer to references.
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compound P with Brz/CH30H gives methyl 2-bromo-2-deoxy-p-D-gluco-
pyrenoside. This is explained by Riddell and Schwarz’t as involv-
ing deoxymercuration to D-glucal followed by methoxybromination:
such a reaction has since been reportedh#. Thelr second piece of
evidence is based on the rate of deoxymercuration with sodium
iodide of compound P. The argumnent is that the time elapsing
before the appearance of the first precipitate of mercurio iodide
is & measure of the ease of deoxymercuration (this is in any
case doubtful) and this leads them to claim a 1,2-cis structure
for compound P and theace for compourd C. But Riddell and Schwarz7l
were unable to repsat these observations, and indeed have found that
0.1 ¥ mercuric icdide is completely soluble in 0.4M ethanolic
sodiua jodide. Thus the allegation that compound C has a g-nenno
structure would appear to be mistakenly besed. However, it is of
interest to examine the MMR evidence on this point, which is
done where appropriate in the following sections.

The configuration at C(2) also needs to be establisked.
Although electrophilic additions-such as methoxymsrcuration
generally occur by Eggggraddition79, it may involve g;g:addition78’79.

As will be seon below, the MR evidence is that treps-addition

occurs in these conpounds.

L.2 Effscts dus to the mercury atom

It is clear that the presence of wercury in the compourds

studied constibtutes the most strikirg difference bstween thesse
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compounds and the subjects of previous investigations. Mercury
is a fairly large atom (Van der Vaals radius 1,5 A) end the size
of the groups in which it is found in these compounds must be
considerably greater. It is metallic, and the Hg-C bond shows
many unusual features for a metal-carbon bond, including a very
low bond energy72. Both from a very simplified picture of the
shielding effect of mercury on a proton bonded to to the saue
carvon atomls, end more impdrtantly from a large number of exper-

31,59

imental results it is to be expected that the proton on the
mercury-bearing carbon atom will be well shielded end will absorb
at higher applied field. In all the compounds studied, H(2)
does indeed absord at highest applied field, being displaced
upfield by about 2.5 p.p.m. This observation helps confirm that
the mercury atom is in fact substituted in position 2 of the
pyranoside ring.

The more common isotopes of mercury, 202Hg and 200Hg, have
I=0, but 199Hg (natural ebundance 16.86%) and ZOng (natural
abundance 13.24%) have I = 1/2 and 3/2 respectively. Couplings of
the protons in the fragment }99Hg - CH -« CH = have been observed:
in almost all cases the coupling of the mercury atom with thef
proton has been greater than that with the a proton, being of
the order of 200 to 300 ¢/s. The range of g-proton couplings
is greater than the range of g-proton couplirgs. Except perhaps

in conpourd D (see sectior 4.5) no Hg-H couplings have been
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ob;erved: in all cases the spectra of the compournds were scanned
on well upfield of the TMS peak (not shown in the observed specira
of figures 3.2 to 3.5) and in no cese was the high field wing

of the H(1), H(2), or H(3) absorption, due to coupling with mercury,
convincirgly seen, This is elmost certeinly beceuse of the low
solubilities of the compourds, teken together with the rather low
naturel ebundances of the magnetically active isotopes of mercury,
ard the already (sometimes cgnsiderably) split peaks due to H(1),
H(2) and H(3). In addition, quadrupole relaxation effects in

the case of 201Hg nay heve broadened the spin-spin splitting
sattelite peaks beyond detection (sec section 4.6). Other effects
possibly associated with the mercury atom are brought up in
sections k.3 and 4.5,

4.3 Ring proton chemicel shifts

It will be shown in section 4.5 especially that the ccmpounds
A, B, C and D do have the configurations of figure 3.l end do
take up (more or less distorted) Cl cheir conformations in deutero-
chloroform solution. If for the moment the distortions are ignored
end the compounds are imezgined in the "perfect! chair ccnformations
of section 2.1, then the various ring protcns can be assigned
to exiel or equatorial orientetions. Then it is easily seon that
H(3) is axial in all the compounds, while H(1), H(2) and H(4) ave
either axial or equatorial in differernt ccmpourds. An inspection

of Table 3.1 shows that H(1), H(2) ard H(L) absord at lower
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epplied field when they are equatorial than whon they are exial.
This is in accordance with the findings of Lemieux g&_g&,hé, so
that the chemical shift of ring protons, although not in general
reliable (section 2.5) appears to reflect conformation and seems
not to be affected by mercury substitution in the compounds
exemined.,

The point of especial interest in this connection is the
configuration at C(1) in compound C. The coupling constants (see
section 4.5) show that compound C is a manno derivative rether
than a gluco derivative, and that fixes the configuration at c(2).
But the configuration at C(1) is not available from the coupling

2&&,#9,50. However, singe the anomeric proton H(1)

constant Jl
in particular sbsorbs downfield in compound C ccmpared with
compounds A and B (A and B must have similar conformation -~ section
4.1 - and coupound B has been shown to have a B-gluco structure
in the solid phase by X-ray analysisl7) and is similar to cempound
D (which,a partial X-ray enalysis indicates,has an q-manno structure
at C(1) and €(2) in the crystals), this is evidence in favour of the
a-anomer for compournd C.

In eddition, H(5) absorbs downfield in compound C as compared
to compourds A and B, which is compatible with ths reportedk9’50
deshielding of H(5) in carbohydrate derivatives by an exial

oxygen function on C(1): this also supports the a-znomeric struct-

ure for coapouird C.
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An interesting observation is that H(3) in these cempounds
absorbs at lover epplied field when it is trans to the mercury atom
than when it is cis, If the effect is general, and no other inform-
ation appears to be available on whether or not it is general, it
may be due either to through-space shielding associated with
diamagnetic anisotropies in the mercury function (the cis-proton,
being nearer to the mercury function, is more shielded than is
the trans-proton) or to effects trensmitted through the molecule
itself., It would be premature, however, to embark on an explan-~
ation of en effect observed only in these four compounds.

L.k Substituent chemical shifts

In all of the compounds A, B, C and D, the main purposes of
the study were to arrive at some conformational and configurational
information on the pyranoside rings, particularly by an enalysis
of that part of the NMR spectrum arising from the ring protons:
this analysis gives information mainly through the ring-proton
coupling constants. The experimental conditions necessary to
study the weak ring-proton absorptions resulted in very intense
absorption peaks from the protons of the substituent methoxy
and acetoxy groups (see obscrved spectra). llo attenpt was made
to study the substituent groups proton resonance in eny detail,
axd in the case of the acetoxy groups, only an estimate wes
generally made of the centre of gravity of the relatively very

intense peaks. Nevertheless, the observed chemical shifts can
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be compared at least qualitatively with previous values for
the chemical shifts of such substituent group protons in carbohyd-

rate rings.5’7’28’29’ 34,4-6,70

(see section 2.3), It is very likely
that in those compounds (A, C and D) in which two acetoxy proton
resonance peaks were easily seen, the resonances corresponded to
the two different chemical positions of the CH3COO- group rather
than to the axial-equatoria; difference referred to in section 2.3:
only in compound D are there both axiel and equatorial acetoxy
substituents. The chemical shifis observed are similar to those
previously found for this type of compound.

In compounds A and B, if the conformations are taken as
in section 4.3 to be undistorted Cl, the methoxy substituents are
equatorial, whereas in compounds C and D they are axial. Table
3.1 shows that the methoxy group protons of compounds A and B
have lower T values than the correspornding protons of compounds
C and D. This observation is further support for the g-ancmeric,
rather than the B-anomeric, structure for compound C: the NMR
evidence (this section ard section 4.3) is consistent on this point.
In accordance then with the findings described in section 4.3,
exial methoxy protons esbsorb at higher epplied field than do
equatorial methoxy protons, in the compourds A to D 2s in mcst
other carbohydrate derivatives.

4.5 An2lvsis of the ring oroton counling constants

Subject to ths corments below and of section 4.6, an epplication
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of the equetion of Karplus and modifications of it (ssction 2.5)
1e€ds to the conclusion that the compounds A to D have more or
less distorted Cl chair conformations. As a starting point for
the interpretation of the ring proton coupling constants, figure
L.3 (page 69) shows the four compounds in this conformation.

In compounds A and B, different chemical shifts for H(A) and
H(B), and different coupling constants J

A and J p are found. This

5 5
indicates thai there is hindrance to free rotation about the C(5)-
C(6) bond in these compounds; and no doubt thers is somo restriction
to the same rotation in compqunds C and D also. However, the
chemical shifts between H(5), H(A) and H(B) are very small, so
that the uncertainty in evaluating J5A’ JSB and JAB from the
observed spectra is large, and any attempt to deduce any more
information about the preferred conformations of the —CH.CH20000H3
fregzments than the fact that preferred conformations exist, could
hardly be Jjustified.

However, all the other coupling constants are believed
to be relisble to + 0,2 ¢/s. It is therefore reasonable and of
interest to attempt to get more detailed information from these
on the ring conformations., The equations cf szction 2,5 all
have the form:

Jd = Jocoszw + X 4.4.1

so that we can solve for ¢ using:

cos2¢ = (J - K)/3° Loli.2
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AcO

AcO

Figurs 4.3, Coopourds a to D in perfect CL conformaticn.
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Now the left-hand side of equation L.Ak.2 has the linits 0550032Q§;1
which in turn leads to limits for J, the observad value of the
coupling constant, of KSJIJI  + K (J°:>0). This means that
any of the forms of the Karplus equation has a solution only
within these limits on J, 1In fact none of ths modifications
is adequate to account for the whole range of the coupling con-
stants observed in these spectra, It is more usual for the
observed coupling constant t; exceed the upper limit J° + K,
leading to coszqt>1, but in the modifisd form of Lemjeux gi_gl?l,
in =2ddition the smallsar values of J lead to cos%P<:O. In these
cases, when J has exceeded the upper limit for the equation,
coszw = 1 has been taken, and when J has fallen below the lower
linit, coszw = 0 has besen assumed,

Within these limitations, Table 4.l shows the rasulis of
38

the spplication of the unmodified Kerplus® equation (column
headed K), ths Lenz-Heeschen equation (column headed H): in this
column the renge of values of the dihedral angle arises from the
uncertainty of the valus of ¥ in equation 2.5.5, the Abrahen
equation (coluwnn hsaded A) and the Lemieux equation (column
headed L). Ia the table, the angles have bzen quoted to the
nearast degres pursly for the purpose of comparison betwsen the
different msthods, ard not of course becauss it is imegined that

the results are accurate to within ons degree. All the equations

. o
are quedratic in cosy and givs 7o (unsymmetrical about 907)



-fl-

Table 4.1, Interprstations of ring proton coupling constants

Compound  Dihedral K H A L B
Angle

H(D)H(2)  *180°  168°-#180° 17°  157°  180°
H(z/)ﬁ(}) *180° #180° *180°  167° 180°

A
R(3)E() 170°  157°-165° 160°  1,9° 180°
- o ) o ) o o
H(4)H(5) n 158°-166 161 1500 180
< 0 O :man® 0 o] o
H(1)H(2) *180 165 -%180 170 155~ 180
> ) ) o b ()
H(2)d(3)  *180 *180 *180 173" 180

B
H( @)  *180°  162°-a7° 166° 153°  180°
BEORG)  1%° w7252 us° 139°  18°

BHER) 63° or 63°-6.° or  &° or  +490°  60°

116°  11,.°-115° 11,°
c BMG) 3% 37°-40° 39°  51°  6°
H(ORE)  172° 158°-169° 16°  150°  180°
HQOE(G) *180° 160°-a7° 16,°  152°  180°
B)E(2) 80° or 80° or  80° or *#90°  60°
100° 102° 100° 52°  60°
D HOWEG) 30 38%-m° w° 52 e
R(3RG) 51° 52%-5,° 53°  68°  60°
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Table L,1. Interpretations of ring proton coupling constants

(continued)
Compound  Dihedral X H A L E
P
Angle
D HQH(5)  80° or 80° or  80° or #t90°  60°
100° 100° 100°

Notes:
* The value of J gave coszgp>1.

% The value of J gave 0082£P<0.



solutions for ¢. Howsver construction of models and quite simple
geometrical considerations generally enable one to distinguish

that set of solutions, consisting of a choice of one from each

peir of solutions, which is mutually consistent. Occasionally such
a choice cannot be made (for example when the solutions are close
together) end this is indicated in the table. The last column
(headed E) of the table gives the values "expected" for the dihedral
angles on the basls of a six-mcmbared ring with all angles the
tetrzhedral angle in an undistorted Cl chair conformation.

In the table above, no allowance has been made for the effect
of substituent electronegativity (section 2,5). The elsctroneg-
ativity for mercury given by Gordy and Thomes 2> (a modified
Pauling scals) is 1,9, The electronegativity on the Cavanaugh
and Dailey']'2 scale neods a suitable model compound for its determ-
ination (section 2.5), and a monosubstituted ethane does not exist:
the closest is mercury diethyl, Hg(CHZCHj)z’ for which two dis~
cordant valuesl5’l9 for the chemical shift between the methyl
end methylene protons are reported of 22.5 and 16.4 ¢/s (efter
correction to 60 ic/s). However, if we take 6= 20 ¢/s in equation

2.5.9, we get for B_ a value of 2.0, which is at lsast{ reasonsable,

R

As has Dbeen said in section 2,5, values of the pzramsters J°
erd a of equation 2.5.8 are not svailsble for six-meubered rirg
systens, ard quoted values of the parenetersh2’82’83 deperd

80 markedly on the system studied, with no easily discernible



trend, and further the electronegativiiy correction is so depend-
ent on the configuration of the carbon atons bearing the protons

betweon which coupling is measured9, that it is almost certainly

better to make no correction at all than to make one which would

be based on guesswork. Despite this, it is probably safe to

for hydrogen, and certainly
23

say that ER for mercury is lower than ER

lower than ER for oxygen (Gordy and Thomas“” give elecironegativities
of 2,1 and 3.5 for hydrogen and oxygen respectively). Although

no parsmeter values for equation 2,5.8 are available, it is likely
that the form of the equation still holds good, with J° and a both

positive, In that case, J will be higher because of mercury

obs
substitution. In compound §, for exaaple, le is similar in
magnitude to values found for other<1-mannopyranosideslj’33’h4’50,
but J23 is somowhat larger than the valus of arourd 3 c¢/s commonly
found13’33’hh; but it is in agreement with the valus found in
coapound D. It is also noteworthy that J2,3 in the methyl 2-
deoxyglucopyranosides is arourd 5.0 ¢/s. A higher value of I bs
leads in turn to a higher value of coszw in equation 4.4.2, and
to values of ¢ closer to 0° Qp<:90°) or to 180° Qp:>90°). This
can be borne in mind in interpreting the values of ¢ for the
dihedral angles H(1)H(2) and H(2)H(3).

It must also be remenbered that the C-0-C éngle is in fact
less than the tetrahedral angle of 109° 28', and that this will

have the effect of reducing by small and varying amounts tha



angles in colunn E of table 4.1,

Inspection of that table then shows that the significant
devietions from the "expected" velues in compounds A, B end C
concern the dihedral angles H(3)H(4) and H(i)H(5), both of which
are reduced., This can be accounted for by supposing that in these
compounds C(4) moves down towards the mean plane defined by the
atoms €(2), C(3), C(5) and 0. An X-ray analysisl7 of compound
B indicates no significant deviations from this picture.

As regards compound D, it is worth pointing out first that
a conparison of the H(3)H(4) entries of Table 4.1 with each
other show that compound D is indeed a talose derivative, and not
a galactose derivative (which Gould have resulted had the methoxy-
mercuration proceeded by cis-addition). In this compound, the
distortion appears to be of a different kird from that described
for the othsr thrse compounds, perhaps essentially bscauss only
in compound D is 2,l diaxial repulsion between the -HgCl and

the -0JC{CH, residues possible, The significant distortions in

3
this compound can be rationalised by supposing that C(2) moves
down towards the mean plane containing the atons C(3), C(4), 0
and C(1), and that tho -CHZOCOCH3 fragment on C(5) is repellzd
away from the axial —OCOCH3 residue on C(4), with soze tilting
back of the C(4)-0 or of the Hg~C bond, or of both, The oversll
conformational picture in compound D is then of a half-boat

conformer, It is interesting that a partial X-ray analysis6



-76-

of compound D, done after the NMR work was completed, has indicated
that the Hg to 0(4) distance is greater than would be expected in
the absence of distortion. The distoriions in the so0lid suggested
to explain the X-ray findings are exactly like those proposed here
to account for the NMR spectrum in solution.

4.6 Other effects

The absorption peaks in the spectrum of compound D appear
to be broader than those in the other spectra, and measurements,
by comparison with the absorption peak of TiS in the complete
spactrun show that the peaks due to H(1), H(2), H(3) and H(})
at least are indeed broader (based on the full line width at
half-height) by a factor of about 1.6, This is not a very large
broadening, and explanations of this observation based on the
spectrum in one set of conditions must be speculative.

Broadening of the absorptions may be due to Hg=~H coupling
differences in two conformers (say the Cl and the 1C chair conformers)
being a case of incomplete collapse of the H(1), H(2) and H(3)
ebsorption peaks, or to kinetic broadening effects., Also, qued-
rupolar relaxation of 201Hg nay lead to broadening of the H(2)
absorption peak, But these mechanisams would apply equally to
compourds A, B and C.

Compourd D, in an urdistorted €l conformation, is the only
ons in which two protons (H(2) end H(4)) are in the W conformation

which normally eppears to be necessary for long-range spin-spin



coupling across four g bords. But the magnitude of this coupling
falls off sharply as the W is distorted (section 2.5), and cou-
pound D is considerably distorted, so that any coupling would
be small, and in fact it is not explicitly observed, but it may
be that the absorption peaks from H(2) and H(4) are broadensd
because of en unresolved small splitting of this type.

A final possibility is that another conformation of compound
D, probably the 1C conformer, is present in CDCl3 solution,
although in such small concentration that its MNMR spectrum is
not separately observed., In these circumstances, broadening of
the absorption lines of the protons of compourd D could occur
either as & result of lifetime broadening from a slow exchange
rate, or as a result of incomplete exchange narrowing from an
only moderately fast exchange rate. Further spectra of compound
D, run at a nuaber of @ifferent temperatures, would be needed

to decide between these possibilities.
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APPENDIX A2 SUMMARY OF PART A

Part A introduces the origin of proton chemical shifts and coupling
constants, and discusses the significance of these quantities for
studies of conformation and configuration in organic molecules.
The general theories of chemicel shifts and coupling constants

are then applied to pyranosides and in particular to the high
resolution proton magnetic resonance spectra of saturated deutero-
chloroform solutions of the four éompounis:

A: methyl 2-acetoxymercuri-2-deoxy-f -D-glucopyranoside triecetate
B: methyl 2-chloromercuri-2-deoxy-f3 -D-glucopyranoside triacetate
C: methyl 2-chloromercuri-2-deoxy=-a =D-nannopyranoside triacetate
D: mathyl 2-chlorcmercuri-2-deoxy-Q =D-talopyranoside triecetate,

Compourds containing pyranoside rings exist usually in one
of the two possible chair conformations, designated by Reeves
as Cl and 1C: other things being equal, the Cl conformation is
preferred for most D-hexoses and their derivatives.

The spectra of the four compourds have been enalysed, fully
for the ring proton absorptions, using progrems written for the
DEUCE and XDF 9 computers in Glasgow University. The chemical
shifts and coupling constants resulting from the analyses ere given
in table 3.1 (pege 51).

Interpretation of these chemical shifts ard coupling const-
ants has confirmed that the compounds do have the structures

ard configurations descrived by 4, B, C exd D ebove, This is
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especially important for compound C, about whose configuration
there has been some controversy.

The ring proton coupling constants in particular show that
compounds A, B, and C in saturated deuterochloroform solution have
essentially Cl chair forms, with some distortion, and that compound
D exists as a very distorted Gl chair conformer, almost in a
half-boat conformation: some of these conclusions are supported
by X-ray analyses,

4part from the analysis of the ring proton absorption peaks,
the methoxy proton chemical shifts agree well with previous
findings concerning this substituent, and the acetoxy proton
chemical shifts are not inconsistent with the results of other
workers,

No spin-spin coupling between mercury isotopes and the protons
HQ1), H(2) or H(3) has been explicitly observed.

The peaks in the spectrum of compound D are broadened slightly
relative to the poaks in the spectra of the other compounds. This
may be because of kinetic effects involving the presence in low
concentration of another conformer in the solution, or to un-

resolved couplings, perhaps long-range proton-proton ccuplings.



PART B,

NUCLEAR QUADRUPOLE RESOMANCE SPECTROSCOPY OF MN



CHAPTER 1 GENERAL THEORY OF NUCLZAR

QUADRUPOLE RESONANCE

1.1 Introduction

NMR and NQR both rest on the fact that a nuclear state can
be split into a number of substates. In NMR, the major cause
of this splitting into substates is the interaction of the nuclear
magnetic dipole with an externally epplied magnetic field. 1In
NQR, on the other hand, the splitting is caused by the interaction
of the nuclear electric quadrupole moment with the gradient
of an electric field which originates within the sample itself.
The chief sources of the electric field at the resonant quadru-
polar nucleus are the electrons of the molecule of which the
nucleus is a part, although other effects make smaller but still
important contributions to the electric field. The splitting
of nuclear levels due to nuclear quadrupole interactions with
this internally produced field is therefore sensitive especially
to the electronic enviromment of the mucleus. Suitable muclei
can be used effectively as observers of electron distribution
in the molecule, ard of the charge distridution in the crystal,
in vwhich nuclei of the resonant type are situated. NJR is con-
cerned only with solids, and it will be seen (Part C) that crystel
and typical solid-state effects are important in interpreting
NQR findings.

The general theory of NQR interactions is now dealt with,
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to give an irdication of the results and information to bs gained
from such a method of investigation.

1.2 The interaction of a mucleus with an electric field

Because the expactation values of angular momentum obey
the same equations of motion quantun mechanically and classieally,
it is justified to derive a classical expression involving angular
momentum, and then to substitute quantum mechanical operators. A
discussion of the limitations of this procedure is given in
many textbooks of gquantum rnechanics.l’]'1’2'3’24
The interaction energy E of a charge distribution of density
p with a potential V due to externzl sources is:
f p(@)V (z)dt 1.2.1
all
space
where r is the position vector from an arbitrary origin, V (;j
can now bo expanied in a number of (equivalent) ways, one of
which is a Taylor series expension sbout the origin:
1 2%V
V(i) = v()+ za@%)rzo * 7 zaﬁ(é?z_aa)r_o
Q,B

-— + L) 1.2.2
BBY aaﬁa\():-o
so that

E =V (O)fpd"‘ Ev fapdt + (1/2! )Z of aBpdt + ... 1.2.3
whers the intepraulons are over all space, d, B, ¥, ... are

generalised co-ordinates which can for example taks the equiv-

:"

41 s
alences x, y, or z in e Certesian co-ordinate system, the notation
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( )r=o is used for the value of the function in parentheses

when r = 0, and we define:

v
v, = (&
@ @a)mo
2
Qv
v = ———a etc. f 'y coe
CIB (aaaﬁ =0 or a, B Y

The first term of equation 1.2,3 is the "monopole! interaction,
It i3 the contribution to the total energy from a point charge,
equal in magnitude to ths total nuclear charge, interacting with
the potential at the origin. The sccond term is a dipole inter-
action term: it is zero if the nucleus has defined parity ( in
any case the position of the nucleus in equilibrium in en electric
field is such that V, tends to zero). The third term is the quadru-
polar interaction term, and the nth term of equation 1.2.3 is
the ( 2n-1)-pole term, For n odd, the term is usually non-zero, but
for n = 1, the interaction is independent of nuclear orientation,
and need only be considered in optical spectra; for n>5, observ-
ations are difficult because the term is small (for n = 5 it
is about 1 ¢/s), and furthermore the term is always zero for
I<n - 2,

80 & quadrupolar energy EQ (which will later be associatad
with a Hemiltonian é%?:) con be written as:

E, = %;Vap appdt l.2.4

A simplification ensues 12Pone defines

UYp = j(Bae—aaBrz)pdt 1.2.5
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where GaB =1 if ¢ =0, and is zero otherwise: +this definition

has recently been criticiseda. Then

2
Jadorr = /3)agg+ [oyprar ) 1.2.6
Substitgtion in equation 1.2.4 using equetion 1.2.6 gives:
2
B, = (1/6) Z (L a%g * Yo bugf P27 ) 1.2.7

If Vis a potentiai field satisfying the Poisson equation, then
= - - 1.2.8
2% =
where Py is the electronic probability charge density at the
nucleus., The quantity pk is of course independent of the orient-
ation of the nucleus relative to the tensor VdB, and the quadru=~

polar interaction energy EQ can be written in the form

where K is given by: !
K = -(2ng/3) frzpd'c 1.2.10

K is different for different nuclear isomers or isotopes, It is
however clearly independent of nuclear orientation, and cannot
therefore effect a transition energy, although of course it

does affect absolute values of eneréy levels. Thus, any constant
(orientation-independent) velue of K may be assumed without
affecting the finally derived transition energies. Very con-
siderable algebraic complexity 1s avoided if K is taken to be
zero, and this is usually done. K = 0 is eguivalent to assuming
a Laplaecian slectronic potential field. Thus equation 1,2.8

may be simplified to:
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Z Voo = © 1.2.11

a
without sarious loss of generality.

The first term of egquation 1,2,9 can be regarded then
as the product of two rank two symmetric tensors, VaB and Qaﬁ .
If x, y and z ars now reserved to denote the principal axes of
the tensor Wap » then if the potential field has a symmetry
such that
ka = V&y, = sz 1.2.12
as for example in suitable cubic or in spherical symmetry, then
equation 1,2.12 and equation 1,2,8 together with equation 1.2.9
show that EQ = 0: no guedrupole transitions can be observed,
The next stage is to findl the quantum mechanical operators.
For the nuclear tensor Qaﬁenxoperator can be got by substituting
6; the operator for p. The operator p is given by:
protons
b= e Z 8(z - x,) 1.2.13
k
and is substituted in equation 1,2.5. The swmmation over protons
only is justified so long as protons are held to be the only
source of electric charge density in the nuclsus. Putting equation

1.2.13 into equation 1, 2.5 gives for the operator QGB

protons
f (3ap - 8 g" %)5(z. - rdt

-

Up

i

protons

e Z (3a, B, - ﬁa;sz) 1.2.1

vhere 6‘19 is an abbraviation of 5a B » and dy etc. are the
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co-ordinates of the kth proton.

Now it is a result readily derived from the generalised
Wigner-Eckart theorem, subject to important limitations on the
nature of F {p} s {p} and {q} below, that:

(mJllF{p}lJ'H&N) = (J‘x.iJ)\lF{q}|J‘M&7\').C(J,7\,J',7\‘) 1.2.15
where the ket ‘JMJX) for example is associated with J, a total
angular momentum quantum number, MJ, 2 quantum nunber for the
component of J in one co-ofdinate, and A, the set of other
quantun numbers requiréd to define sufficiently the eigenstate,
of the nuclous in this case. The notation {p} is used for the
set of variables derived from a vector-type operator p, e.g.

P Pys Py Py p2, pt, p_ etc. C is a function of J, A, J¢,
and A' only: specifically it is not a function of HJ or M.

It can be shown that the limitations mentioned above are
obeyed when p = r end ¢ =I. Thus F{q] of equationﬁl_.2.15 for
the present case in which J = I, My =m, F[p} ='5aéaas’given

by equation 1.2.14, can be obtained. These substitutions yield:
protons ’

2
(Im7\|e Z (SQkBK - CLBrk )lI'ml)\t)
2
= C.(mN(3/2)[1a1g + IgTq] - B4pT |1'm'a') 1.2.26
The right-hand side of equation 1.2.16 gives a very general
éxPression for the matrix elements of Qﬁﬁ » but IQR spectroscopy

is concerned with only one nucleus in its nuclear ground state,

i.e, with a case in which I = I' erd A = A'. This gives:
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protons 2
(mmAe Z (3o B, - Ok I AN
k
= c.(:mo\l(}/e)[l‘lxﬁ + Ipla] - Gaﬁtzllm')\) 1.2.17

C is obtained by evaluating that matrix element for which q = B =z,

ad m =n' = I:

protons 2 2 2 2
(TI))e Z (32, = r, )| IIN) = c.(117\|31Z - I%|1I1))
k = C.I(2I - 1) 1.2.18
The gquadrupole moment, eQ, of a nioleus is now defined by2’12:

protons > 2
eQ = (IINe Z (3zk -r O) 1IN 1.2.19

so that, from equation 1.2.18: k
C = eQ/I(2I -1) 1.2.20
Putting the values of equations 1l.2.17 and 1.2.20 in equation

1.2,9 yields:
2
ﬁt_‘fq = EEETTT D, Vadd [Todp *+ Tglg] - 0pT°) .22
a,B

The nuclear charge distribution tensor Qap has, then, been
replaced by a single parameter Q: this is justified by the
classical statement that the nuclear charge distribution has
axiel symmetry, or by the fact that the nucleus in one state

has a fixed angular momentum associated with it. As pointed out
above, the potential tensor WIB can be contracted by rotation

to its principal axes, when 21l off-diagonal components (a # B)
are zero, A further simplification ensues since the potential

tensor Va is traceless by assumption (equation 1.2,11). When these

g
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modifications are made, equation 1,2.21 becomes:

5?; = hIfZ;O- l;ﬁzz(Blzz - 12) + (vxx - vyy)(Ixz - Iy2)]

1.2,22
Finally, the conventional substitutions
sz = q
v - v la 2. 23
X ___ Yy
v ="
Z%

are made. The axes are chosen so that lvnlslvyylS sz, ’

to give the stardard form of the quadrupolar interaction Hamilton-

iany/:
’ 2 _2
% = 41(31 - 1) E3122 - 1°) WL - L E‘ 1.2.24

1

1.3 The guadrupolar energy levals for ~ N

It is of'ten useful to apply a steady external field to the
sample in NQR, in which case %; of equation 1.2,2% must have
added to it a magnetic interaction Hamiltonian. If, however,
the magnetic interaction is zero or otherwise negligible, the
interaction is called ‘"pure quadrupole resonance”, But the
transitions batiwesn the energy levels which are derived below
are induced by coupling between the nuclear magnetic dipole
axd an applied alternating magnetic field, with a non-vanishing

component perpexdicular to the z-axis. For convenience two

cases can be distinguished, m= 0 and 7 # O.
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If 4=0, I, commutes with ‘;%zjand the eigenfunctions of

Iz, say ¢m’ are also eigenfunctiqns of 49222 The matrix elements
(m| %Z |n) are given by

(n l%lm) = l—:ITz-_?i?*-f’_—l—y[BmZ - I(T + 1)] 1.3.1
Equation 1.3.1 has been obtained from equation 1,2,24 by putting
1 =0,

The nucleus of greatest interest for this and the following
part is th, for which I =.1, and it is as well to derive formulae
for this particular case, as the general case would be pointlessly
complicated, Then for th, equation 1.3.1 becomes:
g = alZh = @l = e
E, = (0] ,"yfé o) -eQq/2

0
Equation 1.3.2 shows explicitly that the levels m = +1 and

1.3.2

m = =] are degenerate, as implied by the fact that only m2 is
involved in equation 1.3.1., This double degeneracy for m £1is
an example of a Kramers degeneracy. In gensral it is lifted by

a magnetic field.
1

Thus, when 1 = 0 for " 'N, there is only one transition
whose ensrgy in frequency units is given by:

Vo = 3eda/lh 1.3.3
The quantity eQq/h is called the quadrupole coupling constant,
it is usually expressed in Mc/s, and it is often written simply
as eQq, with Planck's constant, inconsistently, omitted.

If 440, I, and c;?; do not commute. Linear combinations
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of the ¢m are needed to deseribe the thres levels, but when I =1
standard diagonalisation procedures, with the usual normalisation
and orthogonalisation conditions, give a simple set of wave

functions:

¢B - ¢+1 - q)_l) l¢301+
b = %
The corresponding energy eigenvalues are: (eQq is now in frequency
units)
e.
EA = (l +‘T]) -I?.S-
E
B = (1-m)%8 1.3.5
Ec = -qu/2
These three energyylevels lead to three transition frequencies:
e
Vl = (3 +T]) "LQ‘g'
v, = (5-11)219:3- 1.3.6
V3 = 'e‘ng'“
In terms of vy and Vs elq and M ere glven by:
2
. = & 1.3.
g = 5 (v +V,) 3.7
Vo =V
1 2
= 3 - nt— 8 1'3-7b
T v + Y,
end also '
vz = (V1 - Vé) 1.3.7¢

Thus a th nucleus in one enviromment will in theory display

three resonance lines, but v3 is at so low a frequency that
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4,1

most workers (there are a few exceptions 3) have considered

it to be unobservable: in any case its position supplies no

information not available from the positions of v, and v,.

1 2
Equations 1,3.72 and 1.3.7b show that eQq and v can be determined
for 1hN by the observation of the two high~frequency lines

in the pure quadrupole resonance spectrum if it is known that
| # 0. However, two lines may corrsspond to two different
values of q and M = 0, that is to two different molecular

1,

or crystal-lattice sites for the " 'N nucleus. This apparent
ambiguity can usually te resolved experimentally (by an examination
of the effect of the application of a small external magnetic

field) or from a knowledge of what is chemically and physically

reasonable,



CHAPTSR 2 INSTRUMENTATION IN NUCLSAR
QUADRUPOLE RESONANCE

SPECTROSCOPY

2.1 Introduction

A short account of very general experimental considerations
is given by some reviewers, moétly with reference to the detection
of halogen resonances, e.,g. Das and Hahne.

As nmentioned at the beginning of section 1.3, transitions
are induced between the energy levels given by equation 1.3.5 by
applying an external alternating magnetic field of amplitude
Hl whose component in the xy plane is not zero. Some values of
Hi are more suitable than others. If

v2E,°T Ty 1 2.1.1
where Y is the magnetogyric ratio of the nucleus, Tl is a spin-

lattice and T, a spin-spin relaxation time, then the nuclzar

2
Tresonance is saturated.19 For line shape neasurements, indeed,
Hl should be such that
vor P r 1 2.1.2

although if it is too small then the signal is undetectabdble.

In practical NQR spectrometers, the sample is subjected
to the alternating field Hi by placing it inside a coil which is
part of a radio-frequency (R?) oscillator. In MR speciroscopy,
the sample can be subjscted to a fixed RF, and the magnetic field

varied so that different nuclei come into resonence at that
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frequency. In NQR speciroscopy, the frequency of the transition
is determined by the seample, and it is necessary to vary the
frequency of the RF oscillator. How this is done in practice
vwithout sacrificing too much oscillator stability, coherence and
uniformity, and without introducing too much noise, is described
in chapter 3.

Those resonences which have been reported for IAN are in
the renge 0 - 10 lic/s. Thié range of frequencies is considerable,
and it has to be attained by using a number of RF sample coils,
each of which reaonates with the variable czpacitor in the oscill-
ator over a part of the total range. Since an oscillator which
can operate over a large frequency renge is needed, some limjit-
ation on oscillator sensitivity must be made. HNevertheless,
NQR signels are extremely weak, and high sensitivity is necessary.
A conpromise has to be made between these two conflictirg require-
ments, and at present this is done by means of one of two types
of oscillator:

1. Continuous-wave (marginel) oscillators

2. Super-regenerative oscillators.
The practicel details of the construction of two spectrometer
systems intended for the study of 14N NQR absorption, one using
& marginal and the other a super-regenerative oscillator, are
given in chapter 3. A brief description will now be given of

the operation principles of these two types of oscilletor:
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the basis of their operation is the basis of operation of the
whole NQR spectrometer.

2,2 The continuous wave oscilllator

Oscillators of this type were first developed for nuclear
spectroscopy by Pound and Knight20 end by Roberts21. In them,
the semple is placed inside a coil (an inductance) which is
tuned up to, through, end past the resonance frequency by means
of some type of variable capacitor. By using the inductive~cap-
acitive circuit as an oscillating element with electronic feed-
back, the voltage level of the oscilletion becomes a function
of frequency because of nuclear absorption around the resonance
frequency: the level of oscilletion fells as the frequency of
the oscillator becomes equal to the QR frequency of the semple.
The positive feedback (regeneration) is arranged so that
it is just sufficient to maintain oscillations. In this situation,
the valve characteristic curve is such that the oscillation level
changes most on going through a nuclear quadrupole resonance:
the oscillator is at its most sensitive. Also, at higher R¥
levels the nature of the oscillator valve characteristics gives
rise to noise components of a wider range of frequencies, and
greater noise is produced. Thirdly, the RF level in the oscillator
is kept low to avoid the conditions described above which might
cause saturation of the nuclear quedrupole absorptions. The way

of detecting the change in oscillation level is described in
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section 2.4 below.

30

2.3 The super-regenerative oscillator

The essential feature of a super-regenerative oscillator
is that it delivers short bursts of RF power to the sample,
in contrast to the continuous oseillation of a marginal oscill-
ator., The frequency of these bursts is called the "quench frequ-
ency" and the phenomenon itself is called "quenching", Quenching
of an oscillator, leading to super-regenerétive behaviour, may
be accomplished -in one of two important ways, corresponding
to the so~called self-gusnching and the externally quenchsd
oscillator., In the self=-guenching oscillator, the valve, being
in the oscillating circuit, runs grid current., This leads to a
build.up of negative charge on the grid which eventually stops
the valve conducting and quenches the RF oscillations, The
negative chargs on the grid is allowed to leak away only slowly
through a sufficiently large resistive-capacitive network botween
the grid and cathode: this is why the charge builds up while the
eircuit is oscillatinz., “hen the oscillations stop, the negative
charge leaks away to the point whers the valve can once more
conduct, and the whole cycle begins azain. A more complete
account of the changes in the self=-guenching cycle is givan by
Wallacez7.

A more versatile, although more complicated, instrument is

the externally quenched oscillator. In this type, the RY
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oscillations are allowed or suppressed by applying a varying
voltage, either directly or indirsctly, to the secord (control)
grid of a pentode or to the grid of 2 triode. Thus the oscilletor
quenches- at the seme frequency as this externally epplied frequ-
ency, vhich is therefore the quench frequency. This means that
the quench frequency can be varied directly by varying the
frequency of the quench oscillator, which supplies the quench
waveform (sinusoidel or square-wave), whereas the quench frequency
in a self-quenching oscillator depends mainly on the RC vealue
of the circuit on the oscillator velve grid.

Figure 2.1 (page 102) shows a number of different RF
vaveferns at a super-regenerative oscillator valve anode., If
the RF envelope appears as in figure 2,la, the RF oscilletions
ere being quenched before they can reach their limiting amplitude.
This amplitude depemds on the non-lineer characteristics of the
oscillator. Such a situation is called the "lirear mode", since
the oscillator output voltage is proportional to the input
voltage across the tank circuit. The adjustment of an oscillator
to this mode is very critical, ard very dependent on other operating
conditions, Circuits are available to maintain this adjustment
automatically, but for NQR detection it is unnecessary to keep
the oscillater in the linear mode.

If the RF envelope has the appearance of figure 2,1b, the

oscillations reach their limjting amplitude before quenching.
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VARV

a2: linear mode

sharp leadin < .. % D b: logarithmic mode
edgzp ¢ OFF coherent

I _
A S

diffuse leading c: }oga?ithmic mode
edge incoherent

Figure 2,1, O0Oscilletion envelopes of super-regenerative oscillator,
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In this mode, the relationship between input and output is log-
arithnic, and the mode is called the "logarithmic mode". However,
for small input signals, which are the rule in NQR, the relation-—
ship is very nearly linear, and this has been verified experiment-
ally, The adjustment of an oscilletor in the logarithmic mode
is less criticel than the adjustment for the linear mode, but
it is still very frequency-dependent: around 3 lMc/s oscillator
frequency, re-adjustment is necessary about every 200 Kc/s
change in RY.

The RF waveforms in figures 2.1b and 2.lc both correspond
to & super-regenerative oscillator in the logarithmic mode. The
important difference between them is that figure 2,1b corresponds
to & coherent state, figure 2.lc to an incoherent one, Vhen the
quench waveform goes sufficiently positive, the oscillator
valve can conduct again and RF oscillations build up. If the
oscillations from the previous RF pulse have decayed below the
oscillator noise level, the build-up is from the random noise
voltages in the tank circuit, and the phase relationship between
Pulses of RF oscillation is &lso random. The oscillator is in
an incoherent state, and its RF waveform is is in figure 2.lc,
with the 1eéding edge of each pulse appearing diffuse on the
oscilloscope screen. If on the other hand the RF oscillations
have not decayed to below the noise level, the build-up is from

these residusl RF oscillations, and it starts sooner. The
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oscillator is in a coherent state, and the bursts of oscillation
are in phase., The appearance of the RF envelope is as indicated
in figure 2.1b, and the leading edges appear sharp.

In the coherent state, the power spectrum consists of a

number of sharp narrow bands at frequencies Vo given by

Vp = Vg ¢t nvb 2.3.1
where 123 is the unquenched oscillator frequency, VQ is the quench

frequency, and n is an integer. The most intense band is at

v, = R’ and the intensity falls off symmetrically on either

side of this central frequency. In the completely incoherent

state the oscillator power distribution is a broad band with

its meximum at VR' The coherent and incoherent states represent

two extremes, and any intermediate condition is also possible.

In such an intermediate state, the power distribution has maxima

at the frequencies given by equation 2.3.1, but the power level

fells away relatively slowly on either side of these maxima, and

may not reach zero at frequencies between those given by equation

2,3,1, In this intermediate state power spectrum, the most

intense maximum is egain et Vo = Vg
The degree of coherence can effect the oscillator sensitivity

in two important ways. First, the oscillator gain increases as

coherence decreases. Although the signal-to-noise ratio is

very little affected, the gain of many oscillators is so low

in the highly coherent state as compared to a less coherent one
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that the oscillator coherence must be reduced to a certain
extent so as to get a reasonably high output voltage for the
next stage of the spectrometer. Second, as explained above, the
width of the lines in the power spectrum increases with decreasing
oscillator coherence, so that as the coherence decreases, the
effectiveness of the oscillator in exciting nuclear resonance
increases, until the width of these lines is equal to the
resonance linewidth. After this point, decreasing coherence and
increasing oscillator linewidth ceuse the effectiveness to
fall off repidly. At the optimum coherence, all the nuclei
in the sample are excited, and the signal intensity obtainable
is increased: compare the marginal oscillator, whose linewidth
is elways much less than the NQR linewidth.

It can be shown25 that the output voltage Vi developed by a

super-regenerative oscillator at the central frequency is given by:

. 2C
v, % k.E-l-.unvqnv(l = Vtzm) exp (G tan/2C) . X" 2.3.2
where V and topp 27° indicated on figure 2.1b, k is a constant

for a particular instrument, C is the total capacitance in

the tank circuit (C of course varies as the frequéﬁcy is swept),
Go is the circuit conductance during the off-period, Gl is the
effective negative corductance across the tank circuit, ¥ is

the quench frequency and x" is the real pert of the sample
8usceptibility. ¢ is the quality factor and m the filling factor
of the tank circuit. The equation is quoted since it summarises

nany of the factors affecting the gain of the usual super-
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~-regenerative oscillator. Thus, the gain depends on the operat-
ing frequency (i.e. on C) and, in the simpler type of external
quenching in which v and tOFF cannot be separately controlled,
very much on the quench frequency,

The choice of v and tOFF does not depend only on the values
which give the greatest Vi, as indicated by equation 2,3.2., Two
other things need to be separately considered. First and more

obviously, v and t (and perhaps RF amplitude too) need to be

OFF
selected to give the optimum coherence. The second consideration
concerns the mechanism of detection of the nuclear resonance

by this type of oscillator. Vhile, and just after, the sample
experiences the burst of RF, two effects may occur. First,

the nuclei may absorb energy, leading to an increase in the

time constant for build-up, and to a decrease in the time constant
for decay, of the RF oscillations: both of these reduce the
integrated pulse energy. Second, if torp is not much longer than
the spin-spin relaxation time T2 (typical values of T2 for l#N,
as measured by MIR techniqueslé, are given in the range 4.5 to
3k milliseconds ), then any coherent nuclear precession resulting
from the previous burst of RF causes a signal voltage from

which the oscillations build up in the next ‘on' period: this

tends to increase the integreted pulse energy. Now Dean7 has

argued that it is the second effect that is more important in
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detecting NLR signals in super-regenerative oscillators ( the
assumption that this is true was indeed made in the derivation
of equation 2,3.2), so that tOFF should not be chosen to be
much gregter than Tz.
Generally some of the sidebands of the centre frequency,
and often several of them, are of sufficient intensity to excite
a quadrupole resonance as the oscillator centre frequency is
swept. This causes the characteristic complex output of the
super-regenerative oscillator, This output is often confusing for
& number of reagons. It is usually difficult to tell if several
different quadrupole resonance frequencies are present because of
different values of g, non~-zero 1, or both, in the notation of chap-
ter i. Line~shape measurements cannot usually be attempted. Keas-
urement of the actual ebsorption fraquency has to rely on picking
out the most intense line, and often this choice is uncertain: the
usual method has been to vary the quench frsquency, and to select
that line whose position changes least with variation of the cen-
tral frequency. However these disadvantages can be overcome by
systems of sideband suppression, by modulating the quench fresquency,
and of automatic frequency calibration, 2s describded by Ton525,
The super-regenerative oscillator has a number of intrinsic
advantages over the marginel continuous oscillator, The latter

must be kept in conlitions of high sensitivity at low oscill-

ation levels over quits long periods, while nevertheless maintaining
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maximum selectivity, minimum noise and a very large amplification
in the rest of the spectrometer: a fairly difficult experimental
task. The former, however, essentially passes through its con-
dition of{ma;imum sensitivity once every quench cycle, which reduces
the need for stable very critical adjustment or such frequent
read justment. Moreover, the oscillation bursts at rassonance
are initiated by the nuclear signal rather than by noise as they
are awvay from ths resonance condition. This accounts for the
experimentally observed fact that the super-rsgenerative oscill-
ator gives fairly large signal-to-noise ratios.

Both types of oscillator, then, give a change in energy
(rF level) due to the absorption of energy by the nuclei at
reson;nce. The means of detecting this change will now be
considered.
2.4 Moduleation

Changes in the RF level at the sample coil are detected
by modulating the RF with & suitable audio~frequency (AF). This
can be done in two main ways: externally (Zeecman modulation,
which results in emplitude modulation at resonance) and intern-
ally to the oscillator (frequency modulation).

In the Zeeman modulation method, the sample is placed beatween
a pair of Helmholtz coils through which the modulating audio-
frequency (usually a square-weve which falls to DC zero at one

extrene of the wave) is passed. The sanmple consequently experiences
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a magnetic field which is switched on end off at the frequency
of the modulating signal. When the field is off, the nuclei
absorb energy from the oscillating circuit, and the RF level
drops. When the field is on, the transition energies are altered
( without for the moment considering details) so that the frequen-
cy of the oscillator no longer satisfies the resonance condition
and the RF level returns to its value away from resonance. Thus
at resonance an additional AF, plus many harmonics of it, is
superimposed on the RF of the oscillator. This AF can then be
detected and displayed by the methods described in chzpter 3.

Zeeman modulation has been the most frequently used to
detect luN resonances, This is interesting because the NQR
spectroscopy of nitrogen-containing compounds is probably the
least well-suited to the Zeeman method.

A magnetic field of magnitude H alters the positions of
the observable transitions as given by equations 1.3.6 in the
absence of H., Ignoring the low-frequency transition, which can
be found theoretically for this case by methods like those of
section 1.3, the altered transition frequenciss are:

vt - D200520 . 2D231n203052® . D2sinzﬁsin2®

1= OGmK s T (G -7 )K (G+1 )k
o

v! o (3 -1 )K . D20082'3 + ?_Dzsingﬁsin"kp + Dzsing‘&coszkp

2 2nK G+1)K (G -M)K

2.4.1

The equations 2.4.1 are the expressions derived by Kruger , and

have been evaluatad here for the case of interest to us, I = 1.
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In these equations

K = eQg/h 2.4.2
with eQq, as in equations 1.3.6, in frequency units, and

D = YH/2w 2.4.3
where vyis the magnetogyric ratio of the nucleus, and ¥ and ¢
are respectively the azimuthal angle and the angular displacement
in the xy plane of the direction of the magnetic field vector
H relative to the co~ordinate system defined by the principal
axes of the potential field gradient tensor: other symbols have
the same meaning as in equations 1,3.6. The important point
about equations 2.4.1 for our purpose is that the Zeeman modul-
ation method depends on the effectiveness of the magnetic field
H in shifting the transition frequencies away from the oscillator
frequency, and that equation 2.4.1 shows that as 7 increases, H
must also be increased to produce the same shift, Thus as 7
rises, the effectivensss of Zeeman modulation in the detection of

»13,17

NQR signals is lessened, Higher values of M have been detect-

ed ( up to 32%) by using Zeeman modulation with a stronger mod-
ulating magnefic field ( 50 oerstedlA”l7). However, these sirongsr
magnetic fields for modulation are less easily regulated elec-
tronically. >Since nitrogen nuclei are often found in situations
where 7 is high, the use of Zeeman modulation no doubt accounts

for some of the numerous reported failures to observe NQR in

th-containing samples whioh should have a high coupling constant.
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In this situation, the other type of modulation, frequency mod-
ulation, is preferable,

In frequency modulation, the radio-frequency of the oscill-
ator is varied at an audio-frequency. This is nowadays achieved
by applying a waveform, generally sinusoidal, at the audio-frequ-
ency to a voltage-veriable capacitor incorporated in the tank
circuitz. This then results in a fluctuation of the oscillator
RF at the modulation frequen;y apylied to the voltage-variable
capacitor, and also in amplitude modulation of the RF level.

The depth of this frequency modulation depends on the characterist-
ies of the RP circuit and of the voltage-variable capacitor.

Iwo possibilities present themselves within the method of frequency
nodulation: the depth of modulation may be less than the line

width (rather loosely interpreted) of the NQR signal, or it may

be greater than the NQR signal line width.

Figure 2.2 (page 112) shows how the audio-modulation of
the oscillator RT arises when the frasquency modulation swing
is less than the line width of the NQR signal. A typical reson-
ance line shape is shown in figure 2.2a. This curve represents
the magnitude of the decrease ET in the R® level as the RF oscill-
ator is tuned slowly through a resonance frequency. In figure
2.2a, suppose thét the RF oscillator is tuned up to the frequency
Vl ard et the same time is sinusoidally frequency modulated

&t audio-frequency with amplitude 84V/2 (i.e. the modulation
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total swing is Av as indicated in figure 2.2z). The amplitude
of the RF in the oscillating circuit would vary at the Same
audio-frequency with amplitudelAET/?. This amplitude modulation
of the RF is detected, amplified and finally displayed by the
methods described in the following chapter. The amplitude.AET/z
obviously depends on the gradient of the absorption curve at
vl. Thus, as the frequency of the oscillator is varied, say in the
direction indicated in figuré 2.22, the output AET/Q varies
as the derivative of the absorption curve, as shown in figure
2,2b.

Figure 2.3 (page 11.) illustrates how the change in RF level
is detgcted when the depth of frequency modulation is greater
than the line width of the NQR absorption signal., Here the line
width is representsd by the two horizontal lines in figure 2,3a,
corresponiing perhaps to the width between the two vertical
dashed lines of figure 2.22, and the variation of the oscillator
frequency with time is represented: both the linear sweep variation
and the approximately sinusoidal frequency modulation are shown.
4s the oscillator frequency nears the NQR absorption frequency,
the frequency of the oscillator satisfies the absorption condition
at one extreme of the frequency modulation cycle, and a signal
is generated in the form of a series of pulses at the same
frequency as that of the frequency modulation: this is represented

in figure 2.3b. As the centre frequency of the oscillator reaches
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the NQR absorption frequency, the frequency of the oscillator
sweeps back and forth through the resonance signal, as shown
in figure 2,3c., For each cycle, the resonance condition is satis-
fied twice, and the signal produced is a series of pulses at
twice the moduletion frequency (i.e. at the first hamonic of
the modulation frequency). When this system of modulation is
used, it is the second signal described, at the first harmonic
of the modulation frequency, which is detected, amplified and
displayed, since it is this signal which has the longer duration
on sweeping through a resonance line.

The choice of modulation fregquency is arbitrary, although
in a super-regenerative oscillator it should be much smaller than
the quench frequency. In practics, it should also be chosen so
&s to avoid as far as possible interference from outside sourcss,

especially 50 e/s mains pickup.



CHAPTER 3 THE DESIGH AND CONSTRUCTIOHW
OF TWO SPuCTRCLITER SYSTEHS

For U5 ngm

3.1 Preliminaries

Two spectrometer systems for the detection of th nuclear
quadrupole resonances have been built, one system using a marginal
oscillator and the other a super-regenerative oscillator. Sections
3.2 to 3.12 give the constructional details of the marginal
oscillator system, and the rest of this chapter gives similar
details for the super-regenerative oscillator systen.

3.2 The main spectrometer system

The main spectrometer system incorporates a marginal con-
tinuous wave oscillator of the type described in section 2.,2. Inter-
nal frequency modulation is employed. The amplitude of the frequ-
ency modulation can be varied, so that the modulation may be
either less than or greater than the expected line width of
the NQR absorption signal, Modifications can be made to the
rest of the oscillator to detect either ths fundamental or the first
hamonic of the modulation frequency. However, a modulation
depth considerably greater than the linewidth has been most
of'ten used, énd the spectromster will be described in the form
suitable for detecting the first harmonic of the modulation
frequency, with an indication where appropriate of the modific-

ations necessary for detection at the modulation frequency. These
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modifications are easily made,

Figure 3.1 (page 118) is a schematic outline of the origin and
development of the NQR signal in the spectrometer. The audio-
frequency_signal, originating as described in section 2.l4, is passed,
together with radio-frequency and noise at all frequencies, through
an RF rejoction filter which attenuates the RF component of the
signal, to the pre~amplifier. The pre-amplifier is housed in
the same unit as the oscillator, and is combined with an AF
selection filtering network. Its output consists of AF signal,

AF noise over a éonsiderable range of frequencies and phase
relationships, and a small residual amount of RF. This output
now goes to the narrow-band amplifier, which is sharply peaked

at thé frequency of the signal. The output from this stage
inoludes mainly AF signal and AF noise at the same frequency.

The next unit, the phase-sensitive detactor, amplifies the AF,
selects that part of the AF which has a particular phase relation-
ship to a reference AF signal supplied to it (chosen so that it
is mainly AF arising from the signal which is selected), and
converts this AF to a DC signal suitable for driving a potentio-
metric recordsr. This whole process is summarised in figure 3.1.

Figure 3.2 (page 119) is a block diegram of the complete
main spectrometer system. A1l units supplied direct from the
mains (double-outlined in figure 3.2) are separately fused. The

units are either standard eguipment which has been purchased,
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OSCILLATOR

1. A¥ signal

2. Noise at all frequencies.

PRE-AMPLIFIER

1. AF signal

2. Noise at all AF
3. Residual RF noise

\

NARROW/-BAND
AMPLIFIER

1. AP signal

2. Noise at seme AF

N

~ PHASE-SENSITIVE

DETECTOR

1. DC signal

2. Noise

RECORDER

Figure 3.1.

Path of an NJR signal through the spectrozster
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Key to figures 3,2 and 3.3: block diagram and front elevation

of main spectrometer

In figure 3.2, double outlining of a unit indicates that it is

supplied directly from the mains.

the supply of both HT and heaters.

Abbreviations used

AC

LT

mod,

osc.

A double=line arrow represents

alternating current pre-amp., pre-smplifier

accumnulator PS 1
audio~frequency PS 2

audio-frequency generator PSD

compensation PSU

direct current rec.
frequency counter R¥ ‘
high tension SCA

low tenslion sel,
microammeter SH 1
modulation Sy 2
narrow-band amplifier v

oscillator

power supply 1

power supply 2
phase-sensitive detector
phase-shif't unit
recorder
radio-frequency

sample coil assembly
selector

sweep motor 1

sweep motor 2

volts
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or special units which have been designed and constructed for
the spectrometer system. The following sections deal with them
in greater detzil.

Figure 3.3 (page 120) indicates the constructional layout
of the spectircmeter. The units are mounted on a Handy Angle rack
which is separaetely earthed, and connections between the units
are mede where possible with co-axial cable to minimise pickup.
Provision is made in the conétruction for the carrying out of
low-temperature investigations (see next section). Details of
the individuel sections of the spectrometer are now considered in

turn.

3.3 The sample coil assembly: low-temperature work

Figure 3.4 (page 123) is a diegrem of the sample coil assembly.
Experience showed that a single-layer coil gave greatest oscill-
ator sensitivity, higher oscillation coherence end flatter RF
r93ponse.' The coil was made by winding SWG 22 copper wire on
to a 1" diameter glass semple tube, which was cut to a length
suitable for the coil in question. The coil was cemented to
the sample tube with ICI 'Tensol' cement, so that coil end sample
tube form one inseparable unit. The coil is mounted on the long
axis of a cylindrical copper screening box 25" in diemeter, sealed
Permanently at one end,land closing at the other end with a copper
lid (figure 3.4). This ensures that the coil is completely

shielded from stray RF. The earthed side of the coil is soldered
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directly to the inside wall of the screening box, and the other
end goes by a co-axial cable which passes through a 10" long

%" o0.d. brass tube to socket 1 of the oscillator (see section

3.k). Apart from pickup of strey RF by the sample coil acting

as an aeriel, which is largely eliminated by the screening deseribed
above, it was found that a fruitful source of extra noise at

this stage lay in movement of the whole coil assembly, This
essembly had therefore to be as rigid as possible, while yet
allowing the sample to be situated at the end of the brass rod

80 that it could be immersed in liquid nitrogen for low-temperature
work. These requirements are difficult to reconcile. Eventually
a solution was found by securing the two Belling-Lee plugs at
either end of the brass rod to the rod by means of sliding collars
fitted with grub screws (see figure 3.4 for the arrangement at

the sample coil end; the seme arrangement is repeated at the
oscillator housing end)., The rod itself is supported by a clemp
screwed to a metal column, which is attached rigidly to the frame
of the spectrometer for that purpose.

This arrangement allows the semple coil to be immersed in
say liquid nitrogen contained in e Dewar flask which sits behird
the power supplies (figure 3.3), and which cen be raised on a
lab-jack so that the sample cen be immersed sufficiently slowly.

Access to this part of the epparatus is from the left-hand side

(figure 3.3).



3.4 The oscillator-preamplifier unit

These two stages are mounted in the same unit in order to
try to eliminate pickup before the criticel first amplification
stege. Figure 3.5 (peges 126 - 128) shows the circuit details
of this unit. The circuit is essentially a Robinson22 marginal
oscillator, incorporating the modifications to the tank circuit
suggested by Dutcher and Scottl? with the additional modifications
of the inclusion of the pre-amplifier and an AF selection network
in the same unit. The Robinson oscillator is used because of
its remarkable freedom from microphoni0322 and its high sens-
itivity, comparable to that of the Pourd and Knight20 oscill-
ator,

It is not possible to use the normal 6.3 V AC heater supply
from the power supply when the oscillator is in operation, since
the 50 ¢/s bhun picked up erd emplified is much greater in emp-
litude than the 150 c/s or 300 ¢/s signal at the output: this
50 ¢/s pickup is partly eliminated by the narrow-band amplifier,
but it does lead to considerably increased oscillator noise.
Consequently, the heater supply to the oscillator comes from a
large 6.3 V accumulator. In eddition, it was found that after
being switched on, the oscillator took some time to reach suff-
iciently stable operating conditions, and for the sake of repro-
ducibility of control settings and performance it is better to

keep the oscillator running continuously. This is maneged by



—
I3<F—I U -
8D A 1 v
I
| R
)\()mKW)\( MW. LW
I -
m,; 21 mu.wr No_n
i g
[ M ol I
, <] Fu%
o it
Ao
93 21s 1S
L 55 B
24
Sy By
vlS

v <l

Socillator-detector.

.



J<7 - T AL
a <3 T I = >3
(=T>e) Ged yeD
S <
—= (
g <1 (e}
ley mmw_. s ._r
)
leo H GA ‘ﬁ
, FA mmwr W 814 EA go Y
i - /r i g
o = - - - bl wt
Ql
! Hﬁ&@ _ m_ T T —>
&0 o 24 i A g
T_T - = 91 =
Ocy T I
1 12D 92D
€2y
JaRY oLy cly
— y TRY, w
L~ v

V<

Tor.,

(9]

4
[0
A_—

11

Osciliate

Figure 3.50.



~128~

.
o ls @ 60 = i
. .\me/ zey £y
— - \ AN\~ NMVAAN =D
£ 1 2 L
T ™7 N
wo|  eea] 8
| eed Ve H. _
4ed—= H +m Ged ped
9A €D B
LED
1 T

Oscillator-detector,

Figure 3.5¢.



~129-

Key to ficure 3.5: oscillator-detector

Capacitors

All capacitances in F unless otherwise indicated.

Cl Hughes diode HC 7005

C2 39 pF
C3 39 p?

C4 variable up to 38, pF

Cc5 32

¢6 100 pF
€7 0.005
€8 5 pF

€9 0.01
€10 0.02
Cl1 0.02
c12 32

C13 470 pP
Cl; 0.005

Inductors

€15 0.01

- €16 0.02

€17 0.02
€18 470 pF
€19 0.01
C20 0.01
€21 0.005
¢22 0,01
€23 0,02

24 0,02
€25 33pF
C26 32

c27 32

C28 100 pF
29 0.005
€30 47pF
C31 470 pP
€32 0,02
€33 0.02
C34 0.01
€35 0.01
€36 0.01

€37 0.25
C38 100 pF
€39 0.02
40 0.02
C41 100 pF
C42 100 pF
C43 100 pF
Cuk 25

C45 32

¢46 1000 pF
C47 1000 pF
c48 0.1
49 0,01

A1l inductances in PH unless otherwise inpdicated.

Ll Sample coil.

L2 50

Potantiometer ard resistors

4 2

L3 10 nH

All resistancas in Q.

Pl 100K: R? amplitude

15 2

L6 4

Rl 2,2k R2 2.2K

L7 6

R3 560
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Key to figure 3.5 (cont.)

Resistors (cont.)

Ry 82 r2 2,2K R20 330 R28 2.2K
RS 2,2K R13 10K R21 82 R29 680
R6 2.2K Rl. 82 R22 L.7K R30 33K
R7 10K R15 1K R23 4.7K R31 47K
R8 1M R16 6.8K R2, 47K R32 100K
R9 560 R17 4.7K R25 47K R33 10K
R10 82 Ri8 LTK R26 150K R3, 1M
R11l 2,2K R1l9 10K R27 1M

Sockets

STl Sample coil. ST5 RF output

8T2 Moduletion and bias input. ST6 AF output

ST3 Compensation input. ST7 Microammeter output
ST4 HT +250 V. 8T8 Heaters 6.3 V

Valves

V1 E180F V3 ElSOf’ V5 12AT7

V2 E180F V4 EF95 V6 EF86
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switching the oscillator heater supply over to the 6.3 V AC
supply overnight or when the spectrometer is otherwise not in
use, an arrangement which frees the 6.3 V accunulator for re-
charging.

The processes of frequency modulation and the production
of the signal are described in section 2.4 above. The frequency
modulation is secured by applying the sinusoidal modulation
voltage to & Hughes diode, HC 7005, back-biased for use as a
voltage-variable. capacitor. The modulation signal introduces
emplitude modulation in the RF of the oscillator, and this
amplitude modulation is of the same frequency and phase as any
amplitude modulation caused by NQR absorption in the sample coil,
provided that the modulation used is less than the line width
of the signal. 1In that case, it is therefore detected by suc-
ceeding stages and displeyed on the recorder: while the DC level
due to this spurious amplitude modulation can be backed off at
this stage, it is generally better to avoid introducing it at 211,
and thus avoid eny risk of overloading the amplification stages
following the oscillator, This is accomplished by introducing
into the tank circuit an AF signal of the same frequency end
effective amplitude as, but 180° out of phase with, the modulation
signal on the Hughes diode: this is the compensation signal,
introduced through L2 (figure 3.5a). Like the modulation signal,

the compensation signal is supplied from the phase-shift unit
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(section 3.6), vwhich must maintein high stability in these AF
signals over long periods. Obviously the compensation signal
is necessary only when the modulation depth is less than the
signal line width; when it is greater, the spurious amplitude
modulation, being at the seme frequency as the modulation signel,
is not detected.

The frequency sweep may be carried out in two ways: by
varying the DC bies on the Hughes diode (see section 3.5), or
by roteting capacitor Ck. The very slow rotation necessary to
attain a reasonable sweep rate (not more than about 10 Kc/s/min
for 1AN NQR resonances) is attained by coupling the capacitor
shaft to a Sangamo motor unit S.7., 1 rev. per 12 hours. The
alternative method of sweeping the frequency, described in the
next section, produces an even slower frequency sweep.

In figure 3.5, valve V1 is the oscillator valve, and valves
V2 and V3 are essentially RF amplifiers, V4 is the limiter
valve, which controls the positive feedback through R8 and C8
to the tank circuit. The amount of feedback is controlled by
potentiometer F1 (which is marked "amplitude" on the chassis).
As is gererel with marginal oscillators, greatest sensitivity
is obtained when Pl is adjusted so as to control the feedback
to give a very low RF level. It was found by experiment that
the best RF level was that corresponding to a reading on the

nicrosmmeter of between 2 and 5 pA, Pre-adjustment of chokes
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Ik, L5, L6, and L7 is necessary to give a fairly flst RF level
over the range of frequencies to be covered: +this oscillator
can be maede to give a fairly flat response between about 1 lMc/s
and 10 Me/s. V5 is a double-triode cathode follower which allows
one to take a part of the signal on the grid of V3 for monitoring
on the radio-receiver, oscilloscope, or frequency counter (section
3.10): this latter is the only accurate way of determining the
frequency of the oscillator, for example when a signal is detected,
V6 and the associated resistive-capacitive network are the pre-
enplifier valve and the audio-frequency selection filter respect-
ively. Before the signal reaches this stags, most though not
all of the RF has gone %o earth through the sm2ll capacitance €28
(100 p?). As described in section 3.2, the signal now goes %o
the narrow-band amplifier via socket 6.

The microsmmeter is connected across socket 7 so that its
reading is related to the R¥ level in the tank ecircuit. This
is bscause W, is unbiased, and runs grid currsnt owing {o the
RF, which leads to a (negative) DC level on the lower side of
R18, This DC level is registered on the microammeter. It is
blocked before it rsaches V6 by capacitors €39 end C4LO.

3.5 The modulation end bias unit

The circuit diagram of this unit is showm in figure 3.6 (page 13.).
The unit is entirsly concerned with delivering the correct AR

and DC bias level to the Hughes diode in the oscillator. It



“13)-

VAo

GOz

€1S F— A AAn—y
oy tlwu.kuru
U 14° T T
=10 Jummd vuL —
T T
€D

AN AN .ﬁ. AN
17 Ly oY

i

cd
MANT
w 2
LLS
£y (RS
—vV N\
Ld

Modulation ard bies unit.

Figure 3,5,



-135~

Key to figurs 3,6: modulation and bias unit

Capacitors
All capacitances in pF.

Cl 32 : €3 0.001 C5 0.001 C7 0.001
Cc2 0.0047 Ch 1.0 €6 0.001

Inductor

Il 2.5 mH

Potontiometers and resistors

All resistences in Q.

Fl 500K pre-set P4 200K R2 1K RS 10K
P2 500X pre-set Rl 1M R3 100K R6 100K
P3 100K ten-turn helipot R, 680K R7 100K
Sockets

ST1 HT +300V. ST2 AF input ST3 AF and DC output.
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is designed espzcially to avoid pickup at this stage, even a

very small amount of which drastically affects the oscillator
noise level, The unit is mounted as close as possible to the
oscillator (directly above it: figure 3.3) and its output is carr-
ied to socket 2 of the oscillator by as short as possible a piece
of doubly screened cd-axial cable, The high tension (300 V.DC)
comes in at socket 1 (figure 3.6) and is led via R1-F1-R3 and
R2-P2 either énd of P3, a 100K ten~turn Colvern helipot. Pl and
P2 are preset potentiometers on the back of the unit, which are
used to adjust the low and high potential ends respectively of P3,
which is used to set the bias on the Hughes diode in the oscill-
ator, if the frequency sweep method described in section 3.4 is
employed. Another method of sweeping the oscillator frequency

is available through this unit, for if potentiometer P3 is turned
slowly, = slowly varying DC bias is delivered to the Hughes diods,
with a consequent slow change in the oscillator frequency.
Potentiometer P3 is turned by means of a Sangamo motor umit type
S.7., 2 revs, per hour, with the drive taken through e 1:6
reduction gearing, giving a resultant rate at the potentiometer
shaft of 1 rev. per 3 hours. The actu2l rate of voltage sweep
can be determined by the settings of Pl and P2: tesi points

from the ends of P3 are provided external to the chassis 1o enable
these settings to be made more easily.

The AF modulation signal is taken in through sockst 2,
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and nay be suitebly attenuatad by potenticmeter P4, which is
marked "modulation amplitude™ on the chassis, The combined

DC bias and superimposed AF modulation signal of the correct
amplitude are delivered from socket 3 through the choke L1, which
serves to isolate the unit from any back-RF from the oscillator.
The modulation frequency for a marginal oscillator is arbitrarily
chosen, The frequency used in this spectrometer has always been
150 ¢/s, but this can easily be changed if necessary.

3.6 The phase-shift unit

This unit supplies a modulation signal and compensation
signal to the oscillator, and a reference signal to the phase-
sensitive detector, all controllable in relative amplitudes and
phases. The unit 2lso supplies a calibration output, which is
useful for various setting-up procedures, as a comparison with
other AF signals, and in checking the AF stages of the spectro-
meter,

The total gain from the tank circuit to the recorder output
is of the order of ones to ten million. Thus, it is evident that
the relative stability of the modulation, compensation and refer-
ence signals must be exceptionally high. Figure 3.7 (vages 138
and 139) shows the circuit employed, which is exacily that described
by Dutcher9. The circuit has been found to maintain this high
stability.

In figure 3.7, the input stage (V1) is a cathode couplsd
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Key to figure 3.7: phase-shift unit

Cepacitors
A1l cepacitances in pF.

€101 c9 0.1 017 0.1
c2 0.1 €10 20 C18 20
€3 20 c11 0.1 €19 0.5
C4 0.1 €12 0.03 €20 20
€5 0.03 €13 0.0015 c21 20
€6 0.0015 cL, 0.1 622 0.5
67 0.1 C15 20 €23 0.1
c8 20 €16 0.1 c2 20

Potentiocmeters and resistors

All resistances in S

Pl 1M log: phase-shift

P2 1M: reference signal emplitude

P3 1M log: calibrete phase-chift

P4 100K: calibrate amplitude

P5 10K: compensate amplitude (fine)

P6 1M: compensate amplitude (coarse)

P7 1M log: compensate phase-shift (coerse)

P8 10K: compensate phase-zhift (fine)

Rl 470K B4 470K R7 470K
R2 10K B5 4.7K R8 12K
R3 470 R6 L.7K R9 3.3K

€25 0.1

26 0.03

€27 0.0015

c28 0.1
€29 0.5
€30 20
€31 0.5

R10 12K
Rll 4.7
R12 47K
R13 L.7K
R 4.7K
R15 470K
R16 12K
R17 3.3X
R18 12K
R L
R20 4.7K
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Resistors (cont. )
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R21 47K R27 15K R32 470K R37 1K
R22 4. 7K R28 1K R33 12K R38 22K
R23 47K R29 22K R34 3.3K R39 4.7K
R2) L.7K R30 k.7K R35 1M RLO 47K
R25 L.7K R31 12K R36 2.24 Ryl L.7K
R26 470K

Switches

S1 Reference sigAal phase reverse 56 Calibrate on-off
32 Reference signal amplitude range  S7 Modulate on-off
S3 Reference signal on-off
S4 Caiibrate phese reverse
85 Calibrate amplitude range S10 Compensate on-off
Socksts

ST1 HT +300V ST4 Calibrate output
8T2 AP input ST5 Modulate cutput
ST3 Refercnce signal output ST6 Compensate output

V1 6SN7 V3 6SN7 V5 V6 6SN7
V2 657 W 6sNT |

S8 Compensate phase reverss

S9 Compensate amplitude renge
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emplifier which supplies three further stazes from the anode

of its second stage. The phase-sensitive detector reference
channei (V2) and calibration channel (V3) are conventional phasc=
shift networks. The modulation channel (V%) is @ negative feed-
back amplifier with a cathode follower output. No provision for
gain of phase control is made in this channel, since the phase
of the other signals can be adjusted relative to the modulation
signal, and the amplitude is controlled at the modulation and
bias unit described above, The compensation signal is derived
from the output of the modulation channel, and then goes through
an isolating amplifier (V5) to a phase shift network and then to
a feedback amplifier stage (V6) like that used in the modulation
chan#el. A

The greatest instability between modulation and compensation
signals comes from V5 and the phese shift circuitry between
V5 and V6., Instability has been greatly reduced by use of 2
watt resistors throughout and of silver-mica capacitors where
possible.

The key to figure 3.7 (peges 140 and 141) gives a description
of the use of the numerous control components in the unit., All
switches aré mounted at the rear, and all potentiometers at the
front, of the unit.

3.7 The narrow-band amplifier

The narrow-band amplifier is a highly selective amplifier
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which amplifies only frequencies very near the selected frequency,
so reducing the bandwidth of the noise as well as amplifying
the resonance signal. A response curve showing this behaviour
is given for a peaking frequency of 150 ¢/s in figure 3.8, ( page
144) and figure 3.9 (page 145) gives the circuit of the unit. This
circuit is modified from part of a circuit given by Mulayla.

Vhen the spectrometer vas first being built, a circuit for
a narfow-band.amplifier given by Wallacez7 was used, Apart from the
difficulty of selecting and matching the two stagger-tuned twin-T
networks required by that circuit, it was found that the half-
width of the response curve was appreciably more than the 5
c/% claimed. The present circuit has been fourd satisfactory,
with a very high gain at the response peak, using only one twin-T
network,

The twin-T network, as shown in figure 3.9, is the essential
feature of the narrow~band amplifier. The complete theory of
twin-T networks is given by Tuttlezs, but their important prop-
erty is their sharply peaked rejection of a null frequency,
Vo (¢/s) given by ( r in ohms, ¢ in farads)

Vo = vh/2nre 3.7.1

where r and ¢ are the resistance and capacitance respectively
in each of the input and output arms, and the resistences r!
and ¢! in the earthed arm are given by:

r* = r/2n 3.7.22
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Narrcw-bard amplifier,

Figure 3.9
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Key to figure 3.9: Narrow-bznd amplifier

Capacitors

All capacitances in UF unless otherwise indicated.

Cl 0.002
¢2 2,0
€3 20
C4 0.002

Potentiometer and resistors

C5 20
C6 25
¢7 8.0
€8 0.5

Pl 1M: gain
Rl 1M

R2 6.8k

R3 10K

R4 100K
Sockets

ST1 HT +300 V
Yelves

Y1l 6sJ7

RS 2.2
R6 2.2M
R7 10K
R8 220K
R9 2.2K

ST2 JInput

V2 6537

€9 0.002 €13 0.01

€10 20 Cl4 3600 pF
€1l 4.0 C15 3600 pF
€12 0.5 €16 7200 pF

All resistances in 9.

R10 1.2 Rl 1.2
R11 2.2K R15 150K
R12 10K R16 150K
R13 220K R17 75K
ST3  Output
V3 6537
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and c!

2¢c/n 3.7.2b
where for most applications n = 1. The values used for a peak
at 300 ¢/s are given in the key to figure 3.9 (page 146), and the
values used for 150 ¢/s are ¢ = 2950 pF, r = 360K (nominal
values; actual components have to be chosen to mateh and to
give the sharpest peaking as close as possible to the desired
frequency). For greater stability, wire-wound matched resistors
and silver-mica capacitors are used in the construction of the
twin-T units, which are made to be easily demountable from the
narrow=-band enplifier for change of detection frequency.

The circuit (figure 3.9) is essentially a three-stage pentode
amplifier, with negative feedback through the twin-T network
from the anode of V2 to the grid of V2, where therefore the
selection of the correct frequency occurs. Potentiometer F1
controls the gain of the instrument., The circuit could hardly
be simpler in design or operation, and has been found to be
reliable in use.

3.8 The square-wave generator

The phase-sensitive detector reference signal from the
Phase~shift unit is not in fact fed directly to the phase-sensitive
detector itself., It goes instead to the square-wave reference
generator (circuit disgran figure 3,10, pege 148)., The square-
Wave generator is completely transistorised, and is mounted on

the chassis of tus phase-sensitive detector. It is not shown
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Koy to figure 3.10:square-wave generator

Capacitors

All capacitances in UF.

Cl 16 _ C3 10 c5 1.0 c6 1.0
c2 10 C4 10
Resistors

All resistances in Q.

Rl 10K RS 2,2 K ‘ RS 2.2K R13 3.34
R2 12K R6 2,2K R10 2.2K R14 104
R} 2.2K R7 1.2K R1l 1X R15 3.34
ﬁk 1.2K R8 1K R12 104

Sockgts

STY -12V input ST2 Reference signal input.
Transistors

T1 0C72 T3 0C72 T5 0CG72 T6 0072
T2 0C72 T4 0C72

Transformer

TRl Midget mains transformer l:1 centre-tapped.
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separately from the latter in the block disgram of the spectro-
meter (figure 3.2), Transistors T1 and T2 in figure 3,10 together
with the centre-tapped transformer TR 1 act as a frequency doub-
ler for detection at the first harmonic of the modulation frequen-
¢y. The ecircuit may be modified for detection at the modulation
frequency by disconnecting the centre-tap to the secondary of
TRl and by disconnecting the input to the base of T2 and connecting
this lead to earth. With these simple modifications, the unit
gives a good square wave at the input frequency (i.e. at the
modulation frequency). Resistances R12-Rl4 end R13-R15 are
matched pairs to give suitable equal positive biases on the grids
of valves V3 and W} of the phase-sensitive detector (see figure
3.11: the points marked A, B, and C in this figure are connccted
to the points marked A, B, and C in figure 3.10). Capacitors
C5 and C6 block the DC bies from the transistor circuit: resist-
ors R12, R13, Rl. and R15 are made large to minimise surges
through these capacitors, with possible damage to the transistors,
when the HT supply is switched on or off., This trouble was in
fact experienced before the resistor valuss were increased.

The circuit of this unit is that described by Wa11a3927,
with some changes. The =12V negative bias for the transistors
is derived from a 12-volt car esccumulator battery.

3.9 The phase-sensitive detector

The circuit diegram of this part of the spectrometer system
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is ‘given in figure 3.11l: the design is exactly that used by

DeanB. The incoming signal, attenuated at the ten-position poten-
tial divider Sl to a level which gives no overloading of follow-
ing stages, is amplified by a two-stage tricde smplifier V1 (see
figure 3.11, page 152), and is converted to a DC level by the phase-
sensitive detector network proper (V2, V3, and V). This floating
DC output is taken through a double cathode follower (V5), con-
trolled by an opposite~ganged dual potentiometer Fl. The time
constant of the instrument is controlled by the five~position

switch S2, and Pl acts as a zero control for the output.

3.10 Axiliary units

The following pieces of equipment are auxiliary in that they
were bought as standard supplies from manufacturers, and not
specially built for the spectrometer:

1. An Advance Components Lfd. radio-frequency generator type E
model 2, This provides a standard kmown radio-frequency (vhich
can be checked on the frequency counter for exact readings) of
ed justable emplitude., Its output is used to check the radio-
frequency stages of the spectirometer.

For this purpose, a one-turn coil to act as an aerial is
mounted beside the sample coil, and is supported by a brass tube
running parallel to, and similar to, the brass fube which supports
the sample coil (section 3.3; see also figure 3.3). This serial

can be connected to the radio-frequency signal generator, and
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Key to figzure 3.11l: phase-sensitive dstector

Capacitors
All capacitances inpF.

cl 0.1 ¢3 0.1 5 1.0 €7 10
€2 0.1 ch 0.1 c6 1.0

Potentiometer and resistors All resistances in Q.

Pl 25K-25K opposite-ganged dual  R17 22K R26 220K
Rl 220K R9 0.47K R18 22K R27 470K
R2 100X R10 0.47K R19 LOOK 1% R28 470K
R3 47K R11 220X R20 100K R29 1M

Ry 22K R12 33K R21 1.5K 1% R30 1M

R5 10K R13 220K R22 1.5K 1% R31 2.2
R6 L.7K Rl 6.8K R23 100K R32 2.24
R7 2.2K R15 47K R2, 400K 1% R33 15K 27
R8 1,0K R16 6.8k R25 220K R34 15K 2W
Sockets

STi Input ST2 HT +300V ST3 Output

Valves

Vi 12Au7 V3 12AX7 Vi 125X7 V5 12AU7
V2 12AX7

Switches

81 Ten~position attenuator

82 Time constant, five-position
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the arrangement can be used to give an indication of spectro-
meter sensitivity, and to provide marker peaks of knowm frequency
during a frequency sweep of the oscillator, since when the osecill-
ator frequency coincides with the radio-frequency signal generator
frequency, energy is exchanged between the two and a signal pro-
duced in the spectrometer: this signal is displayed on the recorder.
2. An Advaﬁce Components Ltd. AF signal generator type 81A. This
supplies the input to the phase-shift unit (section 3.6).

3, Two International Electronics Ltd. power supplies, type DSU 2,
one supplying 250 V DC and 6.3 V AC, and the other 300 V DC and 6,3
V AC. Apart from the oscillator heater supply when the oscillator
is in operation (section 3.4) and the square-wave generator low
tension supply (section 3.8), these units between them supply HT
and heaters for all the units of the spectrometer, They are

shovm in the block diagram (figure 3.3)

L. A Bausch and Lomb laboratory recorder V.0.M.-5, used with
floating input provisien (compars section 3.9).

5. A Marconi Frequency Counter Meter Tyre TF 134,5/2, which

is used to measure the frequency of the oscilletor either directly,
using the output from socket 5 (figure 3.5; section 3.4), or

by measurement of the frequency of the R¥ signal generator markers.
6. An Eddystone H.F. Communications receiver model 940, which

is used for generzl ronitoring of radio-frequency events, especial-

1y moduletion and sweep rate.
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7. A Telequipment oscilloscope type D33R, which is used in
setting-up the modulation signal amplitude, and the compensation
signal with correct emplitude and phase when that signel is being
used, It is also used for general monitoring of the signals
at the various AF stages of the spectrometer when necessary.

3,11 Operation of the spectrometer

The following procedure is recommended for operation of
the spectrometer:-
1. Set the oscillator frequency by adjusting C4 on the oscillator,
If the first method of frequency sweep is to be used, the bies
on the diode should be about 10 V., If the frequency is to be
swept by varying the bias, first set the limits of its voltage
sweep (section 3.5). The diode can safely take a bias of up to
50 V.
2, Set the modulation level, if necessary by using the oscillo-
scope. If the modulation depth is to be less than the line width,
the peak-to-peak amplitude of the modulation signal should be
less than 0.1 V. If it is to be greater, then the modulation
anplitude should be greater, but not more than 0.5 V. Iower
modulation depths are obtained for the same volitage swing by in-
creasing the bias on the diode.
3. VWhere necessary set the compensation signal, This is best
done by looking at the output from the pre-emplifier on the osc-

illoscope ard adjusting the emplitude and phase of the compensaiion
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signal to minimise the output at the modulation freguency.

L, Set the phase shift of the reference signel. This has to

be done by triel and error to give the strongest displeyed signal

on the recorder, but initially the reference signal should be

set at the same phase as the modulation signal, and of the correct

amplitude to give a symmetricael square-wave from the square-wave

generator: this latter setting is criticel,

5. 8Set the narrow-band amplifier gein, phase-sensitive detector

input attenuation end time constant, and recorder gain to suit

the nature of the signal. The best settings of these controls

have to be found empiricelly, but this is a fairly easy process,
The settings of the other controls present no difficulty. The

sweep motor should be switched on a minute or two before the recorder

motor is started, to give the oscillator time to become stable

efter the sweep 1s begun,

3.12 Testing spectrometer performance

As described in section 3.10(1), some indication of the
spectroreter sensitivity cen be obtained by exemining the resp-
onse %o a signel from the RF signal geperator. An RF signal of
2 yV from the generator can be made to give a signal on the
recorder with a signel-to-noise ratio of 10:l. A more import-
ent test is to search for o kuown “'N NQR signal, end for this

purpose the 1hN NQR signel in hexemethylenetetramine, first

6

o
reported by Watldins and Ebundz at 3.3062 Me/s at 26.6 C,
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was chosen because of the reportsd high intensity of this signal,
Such a signz2l, obtained at room temperature with hexanethyl-

enetetramine as sample, is shown in figure 3.12 (page 158), The

signal-to-noise ratio must be in excess of 10:1, which compares

well with other reported sensitivities. However, the perform-

ance of the spectrometer was not reliable: adjustment was

found to be too difficult in the first place, and very difficult

to repeat; and the spectrometer seemed too sensitive to extraneous

interference, Although the signal in section 3,12 is intense,

indicating that this resonance at least can be well displayed,

detecting the signal called for the oscillator to be working at the

limits of its stability. Such a condition is of course unsatis-

factory, and depenis too much on factors which are hardly, if

at all, controllable, Because of the apparent advantages of

the super-regenerative oscillator (section 2,3), it was decided

to build one in an attempt to find a more reliable experimental

method,

3.13. The super-rezenerative oscillator

The final form of the circuit diagram is shown in figure
3.13 (pege 159). The starting-point for the design was that
of Weber and Todd29, but the present instrument is so greatly
modified, including in particular the quenching circuit due to
Tong25, that it is essentially a different anld new design.

The samnle coil is wound on to the glass sample tube as
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L

Frequency increasing.

Figure 3,12, NQR sigr2l from hexemeinyleretelrzzine,
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Key to figure 3.13: Super-regenerative oscillator

Battery
Bl 12V car accumulator

Capacitors

All capacitances in PP unless otherwise stated.

Cl double-gang 10~50 pF C5 39 pF C9 2200 pF
C2 200 pF c6 0,01 C10 2200 pF¥
C3 Hughes diode HC 7001 C7 2000 p¥F €11 2200 pF
C4 0.5 €8 0.22

Inductors

Inductances are in pH unless otherwise stated.
L1l Sample coil L3 22 Iy 10
L2 10 mH

Potentiomaters and resistors

A1l resistances are in Q.

Pl 25 X 10-turn helipot R3 L M R7T 42 K

P2 25 K 10~turn helipot R4 3.3 K R8 42 K

Rl 150 X R5 5.6 K R9 1.2 K

R2 10 K R6 42K R10 3.3 K
Iransistor Valve

T1 BFY 57 V1 6AM6

ST1 HT + 250V ST3 output ST4 quench input

ST2 modulation and bies input.
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described in section 3.3, aend is connected permanently %o a two~pin
screw-on plug. The socket into which this plug fits is bolted
to the end of a 3" o.d. brass tube with a right-angle bend.
The other end of the brass tube is bolted to the oscillator
chassis. In this way the sample coil is held away from and
below the chassis for low-temperature work., A screened two-core
cable runs from the plug at the end of the brass rod, through
the brass rod, and directly into the oscillator, where the leads
from the coil are soldered to tags on a perspex mount, The
whole construction is intended to secure rigidity of the sample
coil and as few plug-socket connections as possible. Different
sample coils, to cover different frequency ranges, are mounted
separately on plugs so that the coils are easily interchangeable.
In figure 3.13, the main tuning of the oscillator is
governed by the dual-ganged capacitor Cl. At one stege in the
development of the instrument, the frequency of the oscillator
was swept by driving this capacitor by means of a small electric
motor, but this method was at length abandoned for two reasons.
Smzll mechanical discontinuities in the gear-train of the motor,
end the difficulty of attaining bend-free coupling between
the motor shaft and the capacitor shaft with consequent mechan-
ical strain on the capacitor, combined to produce extra noise
in the tank circuit. In addition, it was found that the frequency

dependence of the optimum quench amplitude and R¥ amplitude
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settings was more marked with this method of frequency sweep,
conpared to the method of slowly varying the DC bias on the

Hughes diode C4. The explanation of this second effect is
probably that the RF amplitude variation with frequency is greater
when Cl is varied than when C4 is varied.

The method which was finally used, varying the DC level
at C4, also has the advantages that the sweep motor drives
a potentiometer in the modulation and bias unit, and is there-
fore not mechanically coupled to the oscillator chassis; and
that any small fluctuations in the DC level should be smoothed
out by the modulation unit circuit.

- Resistance R2, which lowers the maximum possible HT at
the anode of V1, and inductance L4, which puts a small cathode
load to the oscillator valve, are both intended to damp to
sone extent the RF oscillations., This wes found to be necessary
because the oscillator is otherwise inclined to squeg (self-
-quench) at some RF frequencies. I4 in addition eliminates
sone of the variation with frequency of the RF amplitude.

The oscillator valve, a pentode, was originally used as
such,>because of the theoretically better performance of a
pentode compared to a triode. The quenching signal was then
applied to the second grid: however the quenching eircuit,
shown in figure 3.13, was found to give better control of ccher-

ence when the valvs was used as a triode (early circuits were
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plagued by a tendency to discontinuous jumps from a coherent
to a highly incoherent state).

In the quenching circuit, which is due to Tongzs, trans-
istor Tl is used as a switch. Potentiometer P2, which supplies
part of the negative voltage of the battery to the emitter of
the transistor, is essentially a "cohserence" control. The
quench waveform used was simply a 10 Ke/s sine wave from an
AF signal generator: howevér variations of the amplitude of
this sine wave, and of the bias on the transistor emitter,
pernitted a degree of control of t... (section 2.3). This
circuit is mounted separately from the RF side, which is com-
pletely shielded. The output filter is also separately mounted.

3.1 Aaxiliary equipment

V¥hen originally built, the oscillator was intended for
oscilloscope display of suitable nuclear quadrupole lines
where possible. Although this aspect of the work was not carr-
ied very far, a circuit was built and tested which was found
to act very satisfactorily in amplifying a sawtooth repetitive
sweep from the x-output of the oscilloscope end applying it,
by way of a cathode follower, to the voltage-variable capacitor
C4 (figure 3.13). Figure 3.14 gives the circuit diagraa for
this unit (page 164), which is built into the same chassis
as the oscillator.

For recorder display, the DC bias for the frequency-sweep
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Koy to figure 3.lh: amplifier and cathode follower for repetitive

sweep
Capacitors

All capacitances are in UF.
Cl 125 ¢3 0.5 C5 0.5
c2 125 Cy 250 €6 0.5

Potentiometer and resistors

A1l resistances are in Q.

Pl 5M : R2 100K Ry 150K
Rl 1M R3 10K R5 3.3K
Velve

V1 X2AT7

Sockets

STL HT + 250V ST2 sawtooth input
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method discussed above was derived from a modulation and bias
unit like that showm in figure 3.6, except that the values of
R3 and P3 of figure 3.6 were modified to provide suitable DC
levels for the different Hughes diode employed here, and that
Rl, R2, Pl and P2 in that figure were dispensed with for the
sake of simplicity, while one end of P3 was connected to earth,
It is worth noting that with readily available values for thae
ten-turn helical potentiometer (up to 50K), R3 and P3 would
carry a considerable currsnt, end care needs to be taken to
avolid excessive load on these componsnts. The modulation signal,
at 310 ¢/s, derived ultimately from another signal generator,
is mixed with the DC level in this unit and led to the Hughes
diode, as in the marginal oscillator,

In the work with the super-regenerative oscillator, a
Brookleal lock-in amplifier and phase-sensitive detector system
was used instead of the units described in sections 3.7, 3.8
end 3.9. The phase-shift unit (section 3.6) was still used,
but merely as an amplifier and divider to supply the modulation,
and the reference for the lock-in detector,

3.15 Conclusions

As was true for the marginal oscillator, the sensitivity
of the super-regenerative oscillator can be tested by passing
a small test signal, from an RF signal generator, throuzgh a

near the sample coil of the oscilletor. This procedure, described
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in full in section 3.10 (1), gave a very strong signal indeed
for a 5 FN’signal through the test coil., In spite of the large
number of sideband responses, the signal-to-noise ratio was ,
high: around 50:1. This is a relatively much stronger signal
than could be obtained from the marginal oscillator. The signal
from hexamethylenetetramine, showing the characteristic alter-
nate inversion of an NQR signal from a super-regenerative
oscillator, was also observed. However, the setting-up of the
system was still a rather uncertain procedure, with the best
control settings changing very much with changing frequency,
and it is felt that the instrument would be difficult to use in
a search for an unknown’resonance.

Experiences with NQR spectrometers over three years have
been disappointing. With all the many modifications tried,
using both the marginal oscillator ard several types of super-
-regenerative oscillator, a number of conclusions emerge,

1., Attention to lay-out and wiring priunciples for the
RF side is particularly important in attempts to detect Yy
signals., A modification of the wiring between sample coil and
the rest of the tank circuit can produce a tenfold improvement
in spectrometer sensitivity.

2. Oscillators which have given good results with -2C1
NQR do not nscessarily give good results for IAN on a simple

change of their operating freguency and of operating paramsters
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such as quench frequency,

3. In spite of the theoretically simpler operation of a
marginal oscillotor, it seems that future work on IAN IR
spectroscopy should concentrate on ths development of the
super-regenerative oscillator, which is capable of greater
sensitivity, and which by the nature of its operation reduces
the nuisance of over-critical setting of operating conditions,
It is clear that the simplé type of supsr-rogenzrative oscillator
system described here will not do as it stands, If the draw-
backs of multiple response and variable sensitivity could be
overcone at the radio-frequencies needed for the study of
1AN NQR, there is a possibility of NQR becoming a feasible
almost-routinz technigue, as NMR and ESR are now. Systems of
sideband suppression, automatic gain stebilisation, and asuto-
matic, reasonably reliable, frzquency neasurenent ars nsedsd,
T0n325 has describad such a set of techniques to be applied to
35Cl NQR studies, and his methods and circuits may be adapt-
able to th NJR, Unfortunately the author became aware of
Tong's work only near the end of the expsrimsntal work described
in this thesis, and tin2 4id not permit 2 serious attempt at
using these new results for IAH NQR. Some of the more obvious
changes which suggested themselves were included, ard results

seem to show that these changes were at least in the right

direction.
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APPZIDIX B2 SULDIARY OF PART B

In Part B, nuclear quadrupole resonance (MNQR) spectroscopy is
introduced, and quadrupole resonance is treated theoreticeally,
with special reference to the IAN nucleus, A description
is given of the two main types of instrument used to detect
NQR: the marginal oscillator and the super-regenerative
oscillator. Modulation is discussed.

Two complete spectrometer systems for detection of th
NQR have been designed and constructed, and details of these
systems are given., The first system uses a marginal oscillator;

the second uses a super-regencrative oscillator which is

externally quenched.



PART C

CHEMICAL APPLICATIONS OF HUCLEAR QUADRUPOLZ RISONANCE



CHAPIZR 1 INTRANOLECULAR COWTRIBUTIONS

TO0 THE FIELD GRADIZENT

1.1 Introduction

It hes been shown in Part B (section 1.3) that a nucleus
for which I = 1 has three pure NJR transition frequencies, given

by (equation 1.3.6 of Part B):

v, = (3 +71) eda/k
v, = (3-=m) e/ 1.1.1
V} = TmeQq/2

These frequencies v depend on & nuclecar quantity Q, which
for one nucleus is invariant from one situation to another,
and two indeperdent parameters q and v, which are related to
the charge distribution around the nucleus. 4s explained in

Part B, section 1.2, q andy are defined by:

qQ =V
z2 1.1.2
1= (Vg = V)V

where X, Y, and Z represent the principal axes of the field-

-gradient tensor V.__ : this tensor will be represented with

AB
respect to a set of axes, x, ¥y, 2z, defined later, as VﬁB .
At the outset, the contributions to.WIB nay be divided
into two groups:
(a) intramolecular contributions

and  (b) intermolecular contributions.

It will be convenient to consider ssparately, modifications to
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the contributions from each of these groups from
(¢) temperature-dependent effects.

1.2 Intramolecular contributions: introduction

Intramolecular contributions are dominant in the gas phase:
the arguments of this chapter, along with a consideration of
the temperature-dependent effects described in chapter 2 should
account for observed nuclear quadrupole coupling constants
obtained from microwave spéctroscoPy.

The origin of the system to which the field gradient tensor
sz is to be referred is taken to be the 1LN nucleus under
discussion: to maintain generality, and to avoid confusion with
chemical symbols, this ﬁ;cleus will be represented by A, and
the'nuclei of other atoms in the molecule by B,C... . The
orientation of the axes is most conveniently defined with respect
to these nuclei., In compourds of interest in this thesis,
nitrogen (A) has no more than three bonds. If all three bonds are
directed to the seme second atom B (i.e. A=3B), the z axis is
defined in the direction AB: it is not usually necessary to
define the x and y axes. If two bonds are directed to one
atom B and the third to C ( B=a~C ) the z axis is defined in
the direction AB as before, and the plane BAC is defined as
the yz plane ( BAC caanot be ccllinear), Ifcall three bords

7
are directed to three different atoms ( B-i-D ), then egain

the AB direction is made the z axis, and the plane BAC is
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defined as the yz plane ( 4,B,C and D cannot be coplanar).
The field gredient tensor Vap due sclely to intramolecular
effects is given by:
= x T
Vap = fl!)t faﬁt d)t dg 1l.2.1
where ¢% is a function describing the total charge distribution

in the isolated molecule. is the operator'
T :E: 3 B: - r 2
Vgt = q, 2%Ps 4 Bap 1.2.2

where the sum is over 2ll the charges in the molecule excepnt

nucleus A, and the charge 9 has Cartesien co-crdinates ;s gi coe

This notation is used throughout Part C. QJB is written for
2 2 2 2

6 and r.” = x." +y. 4+ 2, .
a B’ i i TV i
i3
- Po ascertain {, for molscules of anv size is well knowmn
t v
to be impossibly difficult, ond o number of approximations must
be made, the more important of vhich in the initial analysis
will be noted explicitly. Scme of the approximations will be
ellowed to stand; others will be modified, for the sake of
convenience in later sections. This procedure is itself ob-
viously not rigorous,
In the Born-Oppenheimer approximation, the nuclei ars
treated separately anl are considesrad to be fized: the part

of d% describing the nuclei is evaluated ssparately. Thus

equation 1,2,1 becones:

S e
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b3 . -

The sum is over the X nuclei other than nucleus A. WJB now
refers to the electrons only, and e is the magznitude of the
electronic charge, ¢e is the function deseribing the electron
distribution, and further approximations concern only this
function.

The most suitable perfectly general function ¢% is a sum

A )
of Slater's deterninants:lL6’l98’“01

b, = @)7F Dok, detfe (e, (2) L. o) 1.2

e
where, for example, @k(l) is the kth function for electron 1,
and the sum is over all chosen coafigurations, the number of
vhich may be large (section 1,7). In practice, the funciion
givgn by equation 1,2.L is too complex to evaluate for any but
very simple systems, The usual simplification is the rather

drastic, althouzh to some extent theorsiically justifiableho,

one of taking only one determinant in the sum of egquation 1.2,k,
This amounts to ignoring configuration interaction., Electron

corralation effects are notoriously neglected in simpls

L7

molecular-orbitzl (110) descriptions for example, Compensation

can, however, be attsmpted later (section 1.7) in other ways,
4 5’19"}-

for instance by using corrslated wave funciions Adopting

this simplification, of using only on2 Slater determinant, zives

for the intezral of eguation 1.2.3:

n
fw*VB = Z 03 (qap>i ? = Ve 1.2.5
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2
Ja, - T,
where (q ). =-e %8 56(13 e 1.2,6

ap: r,
i
the sum is over the n electrons, and the ¢, are one-clectron
i
molecular orbitals, which are taken as usuel to be orthogonal.
They are not in general the ¢k(l)"' of equation 1.2.lL.,
In writing expressions for the P the third approsdimation,
the ICAO approximation, can be used:

lo 2.7
Y = c. . X:(J)

1 1
j:l;J I

where Xj(J) is an stomic orbital centred on nucleus J, one of the

molecule's X+l nuclei, If, as is usual, the ¢3 of equation

1.2.7 are the space-parts of the molecular orbitals, a fourth

approximation is implied: spin-spin and spin-orbit interactions

are neglected. Then the n eiectrons, in a nolecule of 1Z

ground state, can be arranged in coupled-spin pairs, occupying

the v= n/2 melesular levels of lowesi energy (but sce section 1.7).
Before using eguation 1l.2.7 in equation 1,2.5, it is

helpful to consider the forms the ¢& night take. 3xperisnce

47,151,185

from both 10 calculations , and from chemical and

spectroscopic propertiss, indicats that only very rarely are
all orbitals on all X+1 nuelei important in descriding the molec-
ular orbitals. The fifth approximation is to divide the ¢E
into orbitals cenired mosily on one nucleus ( one-centre)

and those centred on some group of nuclel ( multicentre ).

If one-cenire orbitals on nucleus J ares denoted by w}l)(g):
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1 .
xpi( )(J) = Z cijxj(J) (J constant) 1.2.8
(@) pay 3
Some of the @i nzy in fact be adequately representad by an
unchanged, or 13ttl°-ohanred, atomic orbital X; (J). If multi-

centre ¢> ere indicated by Q( ), equaulon 1.2.5 becomes, since

the @, are now two—@lnctron functions:

g = Zﬁo( @), v 2 Z Jo™ g0 e

1=y +l

= ((:ILB? + qémp) say, 1.2.9

where Vl is the nunaber of one-~centre orbitals, and V as before
is the total nunmber of molecular orbitals, Substituting for

‘l)(J), using equation 1,2.8, in the first tem of equation
1.,2.9, gives f‘or q(g

oy = 22[2 Y HOICHNRACL.

i=l Jj=l

1,

1
&
+ 2 Z" YL xj(J)(qap)ixk(J)dT] 1.2.10
Fe

where J is constant.

(m)

Using expression 1.2.7 for dg ap gives, similarly:

§ - T Seengaen

..v +1  j=1
m,
3 A { t')d D
+ 2 % Y SIOICHRR DL 1.2.11
J
where J £ J'.

Pl e ge L dikwo wlh B ome ofiné @
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The operator (an)i is, like the co-ordinate system, centred
on A. The matrix elements in equation 1.2.10 are of two types:
one-centre (J=A) and symmetricel two-centre (J#A)., The m,
terms of the first sum in the square brackets of equation
1.2.11 are exactly like the terms of equation 1.2.10: 1like
them, they may be one-centre or two-centre. The mi(mi—l)
torus of the second sum are unsymietrical two-centre (J=AZJ',
or JEAEJ'), or three-centrs (J£AZI').

1.3 Application to nitrogen-containing compourds

Equations 1.2.9, 1.2.10 and 1,2,11 can now be applied
to the particular case of a nitrogen-containing molecule. The
various integrals defined above derive from various types of
orbitals, ard it is useful in evaluating these integrals,
and in finding the cij’ to list here a classification scheme
for the P, . The full classification to be uvsed is:
1. One-centre orbitals: (a) those little changed from an
atomic orbital X; (3)
(i) those centred on A
(ii) those not centred on A
(b) those consisting of combinetions
of atocmic orbitals xj(J)
(i) those centred on A
(i) those not centred on A

2, Multicentre orbitals: (&) those one of whose centres is A
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(b) those none of whose centres is A.

It has been extensively demonstrated that orbitals in
class 1(a) are those corresponding to the closed-shell atomic
orbitals underlying the valence orbitals, for first row elements
the 1s orbital. This sixth approximation is particularly good
for first-row elementis, with whose compounds this Part is mainly
concerned, If the 1s atomic orbital on nueleus J is represented
by Xis(J) then orbitals qf type 1(a) contribute, from equation

1.2,10:
dap = 2fn, g @) + 2 2 fxls(J)anX:L (3)at 1.3.1

if from now onwards it is assurced that the atomic orbitsls are

real (see section 1.8), to the tensor V

afe’

electronic suffix i may now be droppéd, and an'be taken to

For clarity, the

refer to the electrons in the orbitel on which it operates
only.

Orbitals of types 1(b) ard 2 mey best be considered together,
since type 1(b) orbitals may be regarded as hybridised orbitals
which do not overlap with orbitals on other atoms., For nitrogen,
and for 2ll first-row elements, only the 2s and 2p atonmie
orbitals are important in the formation of hybrids: this
assunption constitutes the seventh approximation.

If the ouly restrictions on the hybridised atomic orbditals

are the very gersral ones of orthogonality and normalisation,
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a2 quite general set of fourteen, not linearly irdependent,
simultaneous equations in thirteen unknovms mey be written,
using the co-ordinate system conventions given earlier, Destails
of the solving of these equations need not be given here, The

results obtained by the author were:

hl(A) a8 + agp,

hy(8) = aps - (22,/20)p, + (ag/ag)py 132
hB(A) = 335 - (ala'}/a6)pz = (a2a3/35a6)Py + (al;./aS)pX

hll.(A) = all-s - (81a4/36)pz - (azal*./a5a6)py - (aj/as)px

The hj are the hybrid orbitals on A, The hybrid orbitals on B,C...,

other first-row elements are formally ideutical with a corresp-
onding choice of co-ordinate system, and the convention that

the coefficients aj are replaced by bj’ °j «es » For convenierncs,
Xy (8) and X2P(A) etc. are written s end p, ete. o) a, and a;

may be chosen freely so far as the mathematics is concerned;

as will be shown, physical considerations often indicate the

best choice for them. The other :at:j are dependent on the first
three as follows:

2 2 2)%

1 - e -3,

&

b T , 2: 3
- - - z
9-5 - (l 31 ) 3'2 ) 103¢3
2\z7
Ie ay, 2 and 2 are all nonzero, eguations 1.3,2 descridbe
5
sp hybr1dlsatlon. It ag = 0, the hybridisation is sPJpz,

and if in addition a., = 0, the hybridisation is spz. If

2



-182-
al = a2 = aj = 0, there is no hybridisation, and it is likelyl"7’l98
that this situation never occurs,

The multicentre orbitals, on A and B and perhaps on centres
E,F ... in addition, can now be dealt with. In aocor&anoe
with the fourth approximation, pags 177, only the orbital of
lowest energy in each set is considered. Like all the orbitals
in its set, 9 has the form:
wl(ABE...) = algl(A) + Bipl(B) + elpl(E) + eee (ml centres) 1.3.4
where @i(ABE...) involves at leasf h1 on A and one orbital on B.
There are two other possible nulticentre orbitals with one centre
on A:
¢?(ACF...) = a2¢b(AJ + Vé¢b(c) + §2¢2(F) + e (m2 centres) 1.3.5
$3(ADG...) = u3¢B(A) + 53¢3(D) + n3¢3(G) + - (m3 centres) 1.3.6
as well as a number of molecular orbitals with no centre on A.
These last, tPj(JJ'...) say, have the form:
q)j(JJ‘...) = %ﬂ njqaj(J) (mj centres) 1.3.7

J£A

where the double-primed summation is restricted to those Mj
not used for xpl(m..), !.PZ(AC?...) or \Dj(ADG...).

There is, finally, the orbitel hA(A) (equation 1.3.2)
which by convention is not used in molecular bording orbditels.
Combining ths contributions from the multicentre orbitals
(m
o

(equations 1,3.4, 1.3.5, 1.3.6, 1.3.7) gives for q 6 using

equations 1.2.9 ard 1.2.11:
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hol) = 0o Wla e () 4 SRCROIERENCH R
(i, diagonal terns)
+ 20131(@1(A)!qa8|~pl(3)) + 20161(up1(A)|an|~pl(E)) * e
| (4n (a,-1) oross terms)
+ (similar terns from ¢, end ¢;)
+ D1 (gl o)

33T#A

f '
+ s (J LAJ! .3.8
> M (95 )lanlcp,;( )) 1.3
jyk;Jﬁ'f{A
vhere now a type of bra-ket notation is edopted for the integrals.
The contribution from hh(A) is the one-centre integral:
(L)n
- h h e )e
M 2( 190! ) 1.3.9
Finally, there may be ons-centre hybrid orbitals on nuclei other
'
than A, Their contribution qgkgh to the field gradient at A
is:

' =k, 3,2
q(1)h = 2 § (hj(J)lanlhj(J)) 1.3.10
J

The orbital components ¢5(A) are by convention the hj(A) of
equetion 1.3.2. The orbital components ¢E(J)’ J £ A, may
also bs described by sets of equations like equations 1l.3.2,
provided e sujiable choice of axes is made, and provided J
is 2 first-row mecleus. This leaves undecided the choices
of bj’ °j .s. in such equations,

A1l the results of ssctions 1.2 and 1,3 may now be combinad,
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Then equation 1.3.11
v =
af 2
K 30,8, -1, 0
I: ez Z, SRS 5k ap from nuclei (eqn. 1.2.3)
X=1 Tx
II: + 20X, . (Aa_ _Ix, . (&) uncharged orbital on A
, 1s ( ?B 1s o) (12131.3.1)
III: + 2 X~ (Ig 1%, () unchanged orbitals not on A
2)7; 1s ™7 @ ls (1edi;1.3.1) <
IV: + 2(hL(A)Iq Ihh(A)) one-centre orbital on A
ap (1vi; 1.3.9)
57 ) ()
V: + 2 h.(J)ja b (J one-centre orbitals not on A
J;A J ap’ J (2vii; 1.3.10)
2 2
VI: + 2 Z a (hj(A)Iqaplhj(A)) diagonal terms, \pl(ABE...) ete.
J= (2a; 1.3.8)
VII: + 2 Z ‘u (h (J)Iq Ih (3))diagonel terms, including
TAA those from ¢1(A5u.o.) ete.,
Ji which do not " involve A
(22,2b; 1.3.8)
VIIL: s b [ B (n) Bl Ihl(-k)) +

l(h (E)lq |fxl(A)) + ...] (m - 1 torms)
on—ﬂn.acorel terns involving
A, fron ¢, (ABz...)
(2a; 1.3. é

IX: 4 4a2[y2(h2(c)|qa6|h2(A)) +
§2(h2(F)|qa Ih, (4)) + ...] (n - 1 terms)

B 2 ofx-dlnﬂonol teras involving
A, from ¢, (407...)
(2231.3.89
X: + hay [6 (h5(0) Ihj(A)) +

"13(h (G)lanl 3(A)) + -'-l ('né - 1 teras)

f~dia3onal ﬁerus involvinrg
A, from @, (ADG...)
' (2831.3.59
X1: + WS (h (J)Ia |a.(3*) off-diagon2l terams fron
i T#£S a9 9 ap 3 orbpitals with no centrs on A

(2a2,29;1.3.3)
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Equation 1.3.11 is in fact a form of equation 1.2.3, with

some of the terms written out explicitly. In terns VII and

XI of equation 1.3.11, the primed swmmation implies exclusion

of the aj only, and the two-centre integrals, both from molecular
orbitals with onz centre on A, and from those with no centre

on A, have been combineld; they ars separated in equation 1.3.8.
Exactly eanalogous remarks apply to the thres-centre intezrals

of tera XI.

If it is supposed that the co-ordinates a, of the nuclei

k
ars knowid, there remain four general problems before the right-
~hand side of equetion 1.3.11 can be evaluctsd. These concern:
. (i) finding the best values for the "atomic®coefficients
kj’ as in equation 1.3.2. The use of these coeff{icients
is implied by the use of the hj(A) in equetion 1.3.11,
and by the remarks aboutv the qB(J) made on page 183.
(ii) finding the bast values for the "molecular" coeff-
icients Mj.
(3ii) choosing suitzble atomic wave functions Xj(J) for
equations 1.3.11 end 1.3.2.
(iv) evaluating the intagrals of eguation 1.3.11.
Befors these ars desli with in turn, the possibilitiss of sinple
if&inv equation 1.3.11 will bz considered.

1. Simnlificetion of the more gensral esustion

The most widely-used nodification of eguction 1.3.11 is
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Z
due basically to Townes and Dailey2“4’235

58,65

with some zdaptations

and further intsrpretations.

This modification first takes a2ll throe-contre integrals
(term XI) and all off-dizgonzl two-centre integrals (terms VILI,
IX ard X) to be zero. The dizgonel two-centre integrals (terms
III, V axd VII), together with the nuclear term I, are taken
to be zero, This is beceause term I is opposite in sign, end
about equal in megnitude, to the sum of terms III, V and VII,
If xls(A) is a one-term sphericelly symmetric Slater atonic
orbital, tern II>is zero too.

This rather dréstlc pruning leaves only terus IV and VI
of equation 1,3.11. Thece tio terms eare identical in form,

It it is assumed that Xog? like Xls’ is sphericelly syametric,
then equation 1.3.2 ard the remaining terms of equation 1.3,11,
give:

4 2 r
g = (lo,gde, Yoy Pag” + (2, %/2°) Z a.
I <a22/a5236 ) Za )

f\D

+ (o la Blp-.)(% /w 28- /a5 ) 1.4.1

If Slater--type p functions are used , it can be showm
a

that, for conditions of symmetry often encountared

(o]

T assumad,
8ll off-diagonzl matrix elements of an are zero. furthernore,

. for these functions,

CE ) = -%(Pplqaalp@ a#EP 1.2

O.CLG.CL
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Thus, if the a and e are knovm, ¢ and M (equetion 1.1.2)
can be calculated, since now the tensor is diagonalised, and
A = a . The problems of puiting a value on the nuclear quad-
rupole nmoment @, and of choosing good atomic wave-~functions
pa » are avoided, and the error in assuming Xls and x2s to
be spherically symmetric (section 1.7) is to some extent corrected,
by defining Qg = (palgualgl), and by calculating not the ab-
solute values of eQV&a? but.the ratios eQWmI/éQqat. The para-
meter quat is interpreted es the coupling constent perrelectron
in the free atom., TFor th, with an epproximately sphericz2lly
symmetric ground state, this quantity is of course hypotheticzl,
The value used is around 10 ¥c/s.

Used in conjunction with assumptions, some more reasonable
than others, about bonding in the molecule, the theory of
Townes and Dailey has been very widely used to interpret NQR
data for halogen-containing molecules, and to a lesser extent

. . e.g. 2
and rather less successfully, for nitrogen-containing molecules -8 ’

121,148,202

The main difficulties in using the Towmes and
Dailey treatment are the same as the difficulties which will

be met in the nmore extended arguments given later: one, or
perheps two, experimental figures arise from a much larger
nunber of parameters, the “j ard k3 of section 1.3 expressed in
varicus ways, which must be evaluated by soze means independ-

ent of nuclear guadrupole interactions; ard e good choice of
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atomic and molecular wave functions is crucial.

These considerable difficulties have hitherto impeded the
widespread application of NQR results to structural and other
chemical problems. It must be considered whether 2 reasonably
accurate, perhaps semi-empirical, approach to the interpretation
of NQR is possible, which would correspond perhaps to the use
of NMR in general organic chemistry. The general problems
listed at the end of section 1.3 will now be considered.

1.5 The "atomic" coefficients

The choice of the coefficients 2 is the well-known problem
of determining the hybridisation of an atom in a molecule,
Equation 1.3.2 is a general form for four hybrid orbitals: in
its derivation, the conditions of orthogonality, normality
and "complete use" of the component orbitals were assumed to
hold. Although orthogonality may not be strictly necessary38
recent analyses, of considerable complexity and subtlety,4’34’59
of the concept of hybridisation have seemed to show that many
of the simple ideas are quite adequate for all normal chemicel
purposes in describing a bond. In particular, a recent study
of the N2 molecu18216, using density difference functions,
has ettempted to determine "a more general definition of hybride-
isation in & molecule®. The results of the various molecular

orbital treatments give good support for the concept of hybride

isation, and confirm that the physical assumptions implied
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by the use of equations like 1.3.2 are reasonzbly good.
The siiplest way of measuring hybridisation is when the

parameters aj and ak; for example, for the hybrid orbitals
hj end h, (on nucleus A) can be related to the molecular angle
JAK Eifgk, where hj is used for the bonding to J and hk for the
bonding to K. Then,

cosdyy = -2ja./ [ -'ajz)(l - akz)]% (5ok = 1...4) 1.5.1
Similar equations, of course, apply to angles centred on the
nuclei B, C ... subject to the conventions elready used., &n
element like carton, which uses all iis valence electrons in
bonding orbitals, i.e. no lone pairs, is at the vertex of six
suqh angles, five of which are geometrically independent., FPhysic-
ally, of course, no more than three of the angles can bs arbit-

3 hybridisation allows only three indep-

rarily fixed, since sp
endent varisbles (equation 1.3.2). If thres of the molecular
angles can be measured, then equations of the form of equation
1.5.1 can be solved to give these three independent variebles,
An atom like nitreogen, nucleus A, has normally one lone
pair, and so is at the vertex of three, mutually independent,
angles. If these three angles can be measured, then again
equations 1.5.1 will determine the aye A group VI atom, oxygen
for exanple, generally forms two bonds and is at the vertex

of only ore angle, so that only one of the variables is eliminated

and this methcd cannot be used. For the halogens, which as 2 rule
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form but one bond, there is no measurable interorbital angle,
and egain the geometrical method has no application,

Even for group IV and group V elements, this method of
determining the hybridisation parameters depends on the validity
of equation 1.5.1, and the equation holds only if for instance
the bonding orbital between A and J, say, is directed along
the line AJ. This simple picture may not be edequate for
two principal, and related, reasons. First, the bonding of
A, J and K may best be described not by two bonds A-J and A-K,
but by nonlocalised orbitals embracing all three centres, it
being necessary to allow significant interaction between J and K,
Gordyao describes a situation like this, where the NQR results
for H23 indicate a hybridisation value for S very different
from that indicated from the bond angle and equation 1,5.1.
Gordy suggests an explanation in terms of nonloczlised orbitals
on all three atoms: he supposes that the two "bonds" in a
postulated systen S=H2 have different jonic characters, so
that his description is not equivalent to the localised orbital
description,h7 and fhe hybridisation values predicted are lower.
Also, the difficulty with the physical interpretetion implied
by equation 1.5.1 is removed., However, a description like this
is plausible only in the fregment -AHZ, since only the H - I
approach is close enough to allew much interaction. 2urthernmore,

.S can also bs explzined by admitting some

the results for H2
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d-chareact.r in the hybrid orbitals, when equation 1.5.1 would
not hold, ard for a nunber of reasons this explanation seenms
preferable, If this explanation is adopted, the difficulty
may not extend to compounds of first-row elements, for which
hybridisation involving d~-orbitals is less likely.

The second possible bar to the use of equation 1.5.1
concerns the existence of "bent" or "banana" bonds. These are
supposed to exist simply when the direction of the hybrid orb-
itals (as determined for example by some of the methods described
later in this section) is awey from the internuclear axis.
Attenpts at exact description of hybridisation have seemed to
irdicate that the existence of bent bords must be admitted,
altﬁough recent very detailed calcula_‘cions,63 based on slightly
different assumptions suggest that the bending is not necessarily
2s large as was thought. In any case, the gecmetrical method
certairly gives a good indication of hybridisation in most
situations. A recent examination of the possibilities in group
function calculations of describing the bonding in 42 Yy banana
honds; or by conventional w-donls, has favoursd the latter: the

two descripiions ars not eguivalent herz because some allowancs is

made for correlation offz2cts.

A theoretically abiractive methold of deciding hybridisation

pareneters lies in the use of ITR, especially o n-H,

and 153-130 soupling constants. Tuclear spin-spin interactions



-1.92~

through the electrons have been proposed to proceed by thrae
diff N Anhons 179. ! o s e E SE (P & 3
erant mechanisms : (1) the Fermi conbact interaction
(2) the electron-nuclear dipole-dipole interaction and (3)
the nueclear spin =~ electron orbital interaction, As described,

183,18,

for exsmple, in Part A of this thesis, originzl calculations

c
111,116,169 have established that the

and extensions of them
coupling of protons with other nuclei derives chiefly from the
contact tera (1). If this is true, the coupling constant
betwreen A and B should be proportional to the contributions +o
the bond s-character from the atomic orbitals on A and B,
For a two-centre bond, @l(AB) has the form (egquation 1.3.4)
_ o, (4B) = a9 (1) + B (3) 1.5.2
In the gensral cese, @) (4) and @l(B) are the hybrids hl(A)
and hl(B) (equation 1.3.2). If B is hydrogen, @1(3) is the
hydrogen 1ls orbital. In the notation of sections 1.2 and 1,3,
2 2 2, 2
the s-characters from A and B are 2% and bl Ql respectively.
In this analysis then, one would expect a lineer relation-
ship of the form
al%a12b12 2 . J'0,5 + ¥ 1.5.3
wherz j' and k' are constants for a given peir of nuclei 4B,
and JAB is the coupling constant between them. The constant
k' may not be zero beczuse of residual coupling, for instance

from mechenisms (2) or (3): however it might be expected to

be small comparsd to JAB' The parameterg a1 and Bl deteraine
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the "ionic character" (section 1,6) of the bond between A and 3,

and this may be obitainable from other sources (next ssction).

But it is not a bad approximaetion to suppose that al and ﬁl

will be nearly constant for a particular pair of nuclei AB,
PR gt e . 163

and this assunption has experimental support™ - . Bven though

al and Bl, being determined by electronegativity which is in

turn deperndent on hybridisation,211 do vary to a certain extent,

the product alzﬁlz can be shown163b

to vary much less, Then
the product dlzﬁiz nay be assimilated in the constants j* and
k', and equation 1,5.3 can be simplified to:

eb? = Tk 1.5.4
This interpretztion has been extensively applied to 13C-H

i ;113,163,206

coupling constants) for which j = 2.00 x 1071 see.

and k = 0, For the pair 15N—H, good results have been obtained
vith §j = 4.3 x 10~ sec. and %k = =6 x 10-2, end a rough correlation
for the pair20 130-15N has been made, with j = 8 x 10"3 sec, a2nd
k=0,

Apart from the approximation described above regarding al

and Bl’ nany other assunptions are mede in this type of analysis,

5

The assunptions of the predominance of the contact tera, of

th

(4]

justifiability of representing all excited states by a

. . 6)156 ( .
mean, constent excitation energy (compare part A, section
2.2: the derivation of equation 1,5.3 here depends on this), of

75,163

the presence of perfect pairing, and for some authers
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the neglect of overlap, 2ll limit the accuracy of the mathod.
Nevertheless, Mullerl62 feels that it provides the best exper-
imental method of determining hybridisation, and its practical
success, in view of &all) the assunptions, is surprisingly goocd.
The method breaks down for some compounds, e.g. diphenylketimine,
owing apparently to a larger nuclesar-spin electron-orbital
effect. This explanation is supported?0’135 and a warning

when the method may not be applicable is given, by the fact

that in compounds which do not fit linear relationships like

15

equation 1.5.4, ~“N has a large downfield chemical shift, suggest-
ing that deviations are associated with low-lying excited states
(and hence the greater importance of spin-orbital coupling).
This method has been devaloped into a number122’155’163b
of subsidiary methods, which may sometimes be useful in estim-
ating hybridisetion. Thus, Muller and Pritchard®> suggest
the egquation

 r(c-H) = 1.1597 - 2,09 x 107 1.5.5
applicable to substituted methanes CH5X’ relating the C-H
bord distance in R to a12; this equation depends on an enalysis
of 13C-H coupling constants, z2nd is at its least aceurate for
methans itself., Also for compounds of the type CH3X’ they
- suggest & reletionship
JC-H = 22’6EX + 40,1r(C-X) + 5.5 (e/s) 1.5.6

where By is tae elecironesativity of X and r(C-X) the bord
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length in 2, This relationship could again be applied to a

determination of carbon hybridisation. Both egquations 1.5.5

and 1.5.6 would of course be of practical use only if the
13

appropriate ““C-H coupling constants were not known. Equation

1.5.6, indeed, involving as it does Ex which is often not

67

known, especielly for groups, is of more practical use ' in

deternining EX' )
Various other relationships involving hybridisation have
been proposed. Dependences of bond lengths, electronegativity
differenceszsl end 14N chemical shiftsgo’gh have for sxample
all been suggested, but the methods are often qualitative,
and_all seem less capable of giving reasonably reliable valuesh
than the two main procedures described. The other approaches

therefore need not be discussed here,

1.6 The "molecular" coefficients

The separation of the "molecular" coefficients Mj fron
the "atonic" coefficients kj discussed in section 1.5 is in
one sense artificial. An ab initio molscular orbital calculation
would give only the cij’ 2s in equation 1.2.7. The cij correspord
in general to products ujkj, and cannot, in such a2 calculation,
be readily analysed into the uj and the kj separately; nor
indeed would such an analysis be necessary. an eccouni of the
theory involved in the eveluation of field gredient tensors

A
from the MO standpoint is given by Cotton and Harrls% who
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however make what amount to the Townes and Dailey approxinmations
in the treatment of the sum of matrix elements in an equation
like equation 1,3.11 of this thesis, and do not consider in

any detail the evaluation of the cij' Similerly, Melli and

Fragal52

give expressions for field gradients which depend
on knowing analytic Hartree-Fock functions for the molecule.
And as has already been pointed out, most light molecules
and all other molecules aré inaccessible to such methods, or
at least the labour called for is prohibitive.

Approxinate molecular wave functions have, howevar, been
published for a number of nitrogen-containing molecules, in

8o 19,201

particular Tor pyridine and related compoundse d

and for molecules containing the ~C=N fragment?'g’ 25,161
Attenpts, however, to use already-published self-consistent

field molecular orbitals directly, in the calculation of nuclear

. 1
quadrupole coupling constants in, for exeample, nltrogen,9o
. ., 58
nitric oxide,37 the CN radica1,182 deuterium cyam.de5 and

monodeuterated ammorialZl (this last for both Vo ema % quad-
rupole coupling constants) have had only limited success., The
explanstion for this lack of success lies no doubt in the fact
that the molecular wave functions used were derived by controlling
the variable paramsters in the wave furction to give the best

agreement with empirical energies and sometimes bond distances.

These physical properties of the molecule are sensitive to ths
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form of the wave function at relatively large distances from
thé nucleus, and insensitive to the form of the wave function
close to the nucleus; this is not necessarily the form of the
dependenqe of the field gredient at the nucleus. Thus wave
functions derived so as to work well for energies may easily
not give good results for nuclear quadrupole coupling constants,
In any case a readily usable procedure for interpreting
NQR results cannot depend on an SCF-}0 approach, which is too

7 and Bykov30

difficult. Recent wiork by Peters has confirmed
what was earlier an assuaption: that the results of a more
rigorous SCPF-l0 calculation may often be approximated by an
application of the two principles of bond ionic character and
elé&tronegativity.

Tonic character can easily be defined for a two-centre
bond, and thus a two-centre orbitael, only., The generality of
section 1.3 therefore suffers a further curtailment. However,
an extension to multicentre orbitals of the arguaents presented
later can readily enough be imagined, and it may be that such
an extension would give useful results. DMNevertheless, such
success for multicentre bonds has not been widely demonstrated,
as it has for two-centrs bords, ard the rest of this section
is restricted to two-centre orbitals.

In the notation of section 1.3, such an orbital, centred

on atoms A and B, would be (equation 1.3.4)
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tpl(AB) = alqil(A) + 61‘91(3) 1.6.1
Ionic character originated logically from the valence bond (vB)
method, 1In the present }i0 treatment, ionic character i can
similarly be represented :

IAB = pl - (11 1-602
This definition is unsatisfactory, because of difficulties
in connection with overlap populations: elsctrons apparently
associated with neither A nor B, but with "the space between
them", If then the overlap integral,

S, = j@l(A)q;l(B)a 1.6.3

for this purpose is taken to be zero, then if QI(AB) is normal-
ised,

= 1-20° = 28°-1 1.6.4

* B

Notice that i>0 if A has a lower orbital population, for
the bond 4B, than B,

Thus if i

is known, a 2 and Blz, and by extension, ell

AB 1
the sz, can be found, The most fruitful way of evaluating iAB
is through the concept of electronsgativity. The actual form
of the relationship between iAB and on the electronegativities
X, and X5 of A and B naturally depends on the definitions

of X, and X;. Pauling's original verbal definition of electro-
negativity17o was "the powesr of an atem to attract electirons

to itself", Iulliken's quantification of this wes to put

X = (IK+EK)/2 1.6.5
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where IK and EK are the ground-state first ionisation potentisl
and electrqnegativity of the atom K, This equation will be of
interest later, as will Wilmshurst'szsu empirical equation,
relating Mulliken's electronegativities to the ionic character:
ig = |(xA - )LB)I/(KA + X3) 1.6.6
It is also of interest that this equation was derived from a
study of nuclear quadrupole cdupling constants in halogens.
Following the pioneer work of Pauling and of }ulliken,
very varied definitions of electronegativity have been proposed,
depending for exemple on effective charge?3 covalent radii,64
nuclear magnetic resonance coupling constant5136 (see also Part
A), and many others which are correlated and compared by, for
exanple, Allred and Hensley? More recently, several workers
have suggested that electronegativity depends on the environment

. - 180
of the atom in the moleculs, Pritchard and Sumner »2ll

for
instance introduced variable electronegativity in connsction

with MO descriptions of molecules. The original verbal definition
of electronesgativity given by Pauling (see above) suggests

that electronegativity be identified with some potential function,
i.e. a derivative of energy with respect to some suitable phys-
ical parameter. Thus Iczkowski and xargravelos defined electro-
pegativity as the derivative of ionisation energy with respect

to charge. This type of defirition immediately suggests that

the potentials on both elsctrons in a bond orbital should be
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equaiised. This principle, of electronegativity equalisation,
is important. It is however subjsct to serious limitations
which are discussed later,

A definition of electronsgativity in torms of a potential
function presupposes a suitzble expression for the energy of
the electron, or equivalently of the orbital, which is to be used
in the formation of the bond (orbital). Such an exnression
should contain experimental;y available paremeters, It may
be based on spectroscopic terms and transition energies, as in
the system describsd by Klopman;127 Expressions based directly
on spectrosconic values, houever, are complicated both in theory
and in practicz, and they depend explicitly on quentities diff-
jcult to evaluate, such as shielding factors, Also, Klonman's
treatment does not clearly identify electronegativity as e
property of the orbital and not of the atom. This identification
is made consistently in the series of paper311’96’97’gh9’250 by
Jaff6, vhiteh22d and collaborators, and for this reason chiefly,
the lazst %rcatment of glectronsgativity is the most satisfactory
eveilable, and is to bes praferred.

The originzl treatment96’97 hes been changed slightly in
presentation and formzlism for the purposes of this thesis;
but the acccunt ziven hers, 2part from the last pert, which
is new, is essentizlly the same as that given by the orizinzl
authors,

Tt has been found 4thet the ererzy Z(n) of an orbital can



be adequately described by:

-y '3 1 2

BE(n) = K+ 2n + 3Pn 1.6.7
wvhere n is the occupation number of the orbital and K, & and

B are constants for that orbitzl: the dots on & amd B are

intended to emphasise that these are not the kj of previous
sections., In accordance with the suggestion made above that
electronegativity can be identified with o potential, the
electronegativity, X(n) is defined:

-X(n) = gﬁ- = &+ 0n 1.6.8
It is pointed»out96 that such & definition assumes that (i)
the occupation number n can assume any value, including frzctional
values, between 0 and 2, (i1) the function 1.6.7 is indeed
continuous and differentiable, ith these assunptions, equation
1,6.8 shows that electronegativity is a linear function of the
occupetion number. The perameters & end B may be dsduced from
the jonisation potentiel I, end the electiron affinity 3, of the
valence state orbital. For, adopting the convention that I and =
are negative if the process, removal or acceptance of an electron
respectively, to which they refer is exothermic, and yice-versa:

I = E(0) - 5B(1)

1,6.9
- E = E(Q) - B(2)
Then from equation 1.6.7:
1.6.10

+E = (22 +28) - (A +4B) =& + 35/2
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whence
& = -%‘(E + 31)
1.6.11
P = I+ 38
and so
-X(n) =-%(E-3I) + (I+En 1.6.12

VWhen two atomic orbitals form a molecular orbital, the principle
of electronegativity equalisation described above requires

that the occupation mumbers of the orbitals change so as to
equalise the electronegativities of the corresponding orbitals
of atoms A and B, Using subscripts to indicate parameters
relating to A and B:

-~;—(EA -31,) + (I, +E,)n, = -z(8y - 3I,) + (I + Ep)ng 1.6.13

Jonic character is readily definedll in terms of n,:

It is 21so true that:
n,+n, = 2 1.6.15

Combining equations 1,6.13, 1,6, and 1.6.15 gives

i = (B, &I, =B ¢ I)/2(2, + By 4 I, 4 1) 1.6.16
A close similarity between this equation and the purely empirical
one put forward by Vilmshurst (equation 1.6.6) can easily be
demonstrated.ll Hovever, an exemiration of equation 1.6.8,
o th X(1), shows that equation 1.6.16

identifying Xatomi

does not describe any simple relationship between ionic character

ard electronegativity difference.

The principle of electronegativity difference has besen
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: : 8L |
questioned ‘oy‘Prltchard% 1 His conclusions suggest that, instead
of the condition for strict electronegativity equalisation,
there should be substituted an equation of the form
X, - X = p(XA(l) - X,(2)) 1.6.18

which leads to a modified version of equation 1,6,16:

i == = p)(a% - B%)/2(a% + BY) 1.6.19
where now A = IA + EA
and Bro= I xEg 1.6.20
in general o= IK + EK

Pritchard's results for an isolated C-N T-bond amount
to-a value for p of 0.2, which as can be seen from equation
1.6.19, will lead to a reduction by 20 of the ionic character
from p=0, not as stated by Tong t?za‘.n increase of 104,
However valuzs of p, which depends on the atoms, type of beud,
hybridisation and on 21l the electrons in the rest of the
molecule, are too difficult to calculate for every case, Until
tables of valucs for p can be obtainzd, it may be best to
assume p=0 in equation 1.6,19. It appears from Pritchard's
caleulations that usually 0<p<1 (in fact p is probably often
less than 0.5) ard the variations in the value of p in coupounds
of first-row elements may not be large. It cen be said therefors

that the ionic cheracters calculated by putting p = 0, i.e.

as in equation 1.6.16, i1l be too large, but fairly consistently so.
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The ionic character, then, can be calculated in terms of
the ionisation potentials and electron affinities of the approp-
riate orbitals. For a particular principal quantum number
in a particuler etom 4, I, and E, depend mainly on (i) the
hybridisation, and occupation numbers, of the orbitals other
than that for which I and E are to be determined, and (ii)
the hybridisation of the orbital to which I ard E apply.

Factor (i) can be concisely referred to as the "other-electron
distribution", and factor (ii) as the "Hybridisation". As is
usual with such problems, this enalysis at once implies that
factors (i) ard (ii) can indeed be treated separately, end
that there is no interaction term between the two; such a
separation need not be correct.

For the orbital hj of atom A (equation 1.3,2), then,

IAj and EAJ’ end therefore A; and Ag, depend on the other-electren
distribution. The question of how best to describe this depend-
ence has been taken up in a slightly different form by Thitehezd,
Baird and Kaplansky.249 They found that I and E for an orbital
having a particuler hybridisation could be well approximated

by a three-tern power series, up to the quadratic, in Tim» where

B is the totzl aumber of electrons in the valence orbitels

other than the valence orbital for which I and B were defined;

in some elements n,, did not include the electrons of assumed
4

lone pairs. This deverdence is on %the total occupation rumter
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only of the other valence orbitals, and not on the distribution
of the electrons among these orbitals., Whitehead et 2l. emphas=-
ise that this simplification holds only if these other orbitals
have the same hybridisetion as each other., Since the effective
shieldings by s electrons and by p electrons are different,
this will not do if a range of hybridisetion in the other
orbitals, and probably too different hybridisations for sone-
or all of them, are to be admitted. In view of the findings

of Whitehead et al., it seems reasonable to guess that in

the more generzl case, a satisfactory description of I and B
might be made by similer three~term pover series in n and

np separately, with n, and np defined by

n zn.a.z i =1...l§-

S ify ** 1.6.21

2y .
n, = n (1 - ay ) i=21...4
1%

where n, is the gross occupation number of orbital hi’ and

the other symbols have their usual meanings. Thus the dependence

of A%- on the other-electron distribution can be written:

A d R .. + .02 .t + 2
Aj = KA + bAlnAsj + bzénAsj + cAlnApj + cMnApj 1.6,22

The A%-depend also on the hybridisation, that is on the
value of ajz, which for convenience may be written SAj' There
is of course a larze number of possibilities for this deperdence,
Whitehead 33_52:249 allow to a very restricted extent for ths effect

of  hybridisation by listing the values of their parameters, which
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describe a dependence on Dy for a few selected values of
hybridisation. Such a table implies that the paremeters are

all functions of sAj’ although of course Vhitehead gt al. do

not attempt to give such functions., If the dependence of

each paraneter of eguation 1,6,22 is, correspondingly, assumed

to have the form of an m-term polynomizl in sAj’ then it would
beconie necessary to find Sm subsidiary paraneters, probebly

not fewer than 15. The objection to this is that such a relstion-
ship would be cumbersome to apply, although it would give an
accurate description of the dependence of A%- on sAj’ nAsj
and nApj' The necessary paremeters could, however, be determined

by a method exactly like that descrived later, and the complete

dependence of Ag-would be, dropping the subscripts A and § for

clarlty
£l . m . I R m .
+, i + i 2 + i + 3
AN | b—. 5 + 1N 'b—. s +n c—.3
E: g8 T By "1i° 52: 2 P 11
i=0 i=0 i=0 i=
b .
+ i
+ 0l c—. s 1.6.23
P i2

It is worth considering vhether a less conplicatel, 21though

it may be less exact, equa ation than 1.6.23 could be founi. The

2
of nanin

7]

obvious alternative Yo maoking the coefficient

({1

themselvas functions of s is to 2dd to the other-electron
depandence given by equation 1,6.22 a separate depenience
~

+
on s of Agu ~us,
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MNe,
i + + 2 + + 2
- 5T+ bi-ns + b2 n "+ eT n + 02 5 1.6.2;

~
(%3

Jo‘.’.

- . . .11
A similar investigation,™ not however considering the effect of
n end B has found that a sun such a5 that in equation 1.6.2.
. s . 2
nay usefully be limited to the term in s”, Then equation

1.6,2; becones

+ + + + 2 + + 2 2
A- - = ul it l X ul = 4
- + ar s + ay s+ bl'ns + b2 n o+ cl nP + c2 o 1.%.25

This equation has seven parameters, compared to the 5m (perhaps 15)
of equation 1.6,22, for each of A and A", This gain in simplicity
however will 2s usual mean a2 loss in accuracy,

Parameters for equations 1,6,.23 or 1,6.25 have not been
published, nor have percmaters for I or & in a form easily
adaptable to the general types of equetion 1.6.23 ani 1,6,25,

The evaluation of the paremeters, for each atom, is approached
through 2n evoluation of I and 5 for a number of confizurations

of the atom and its ions, whose orbitals have differing wvalues

of s, n, and np. Now I and E can be measured directly only

for the orbital of highest energy in the ground state of the
neutral atos 4, and in the ground statz of some of its ions

(say A(=),4(+), A(2+) end A(3+) where all these ions exist:

often they do not)., Recourse nust be had therefore to valence-
-state configurations, which are either excited atomic configurat-
ions or hypotheticel atomic configurations 1n vhich the electrons

remain in hybrid orbitals which they may have occupied in



the molecule, and are not 2llowed to rearrange., Tor sinplicity,
intermediate hybridisations need not be considered, and colcul-
ation need be done only for digonal (di), trigonal (tr) and
tetrohedral (te) hybrids., The means of caleulating I, ani B
for a variety of orbitals is best shovm by an exemple: the calcul-
ation of IA for a likely valence state of nitrogen, N(tv tr trm ).
IN in this case, as of'ten in other cases, may refer to the

removal of an electron from either one of two different orbitals,

the tr or them. The two cases are represented:

f)
N(tr2tr tem) —> 5 (trobr )

o
)
N(trZtr trm) —>E (b2 t2) ¢ I
It is easily seen that
I =1 4P % | 1.6.26

v g
2
where I is the ionisation potential (I or I ) of W(tr“tr trm),

I is the ground state ionization potential of nitrogen, ) is

2trn) or of N (tr 2 tr) raspectively

above the ground state of the N* ion, and PO is the promotion

the promotion energy of N (tr

energy of the configuration d(tr tr trm) above the ground

state of the N atom. The required promotion energies are

given by Hinze and Jaffé96 for this exemple, es is the first

ionisation potentizl of nitrogen., The process can be extended

in principls to 211 velence state configurations, containing
o ot

at least one unpaired electron, of neutral I, and of i , N7,

T oand N3+, using the electronegativity or first, second or
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third ionisation potential as eppropriete, end with P and PO
now referring to the valence state promotion enesrgies of the
dipositive and positive, tripositive and dipositive ,.. ions
respectively.

The calculation of valence state electron affinities of
orbitals can be done in a similar way, using equations of the
form of equation 1.6,27, which refers to the first such
electron affinity, and serves as an example:

E, = Eg+P°-P" 1.6.27
with the terms defined analogously to those in equation 1.6.26.
It is to be noted that the electron affinity cf en unoccupied
orbital is equal in magnitude, but opposite in sign, according
to the convention set out before equation 1.5.9, to the ionis-
ation potentiesl of the same orbital in the same configuration,
but when the occupation number is one. This helves the nuaber
of celculations needed to describe all orbitals in all config-
urations of the atom.

Some of the required promotion energies are given by
Hinze and Jaffe,96 but unfortunetely many of the promotion
encrgies needed for e full sccount of the atoms and ions Be™,
B, 3°, ¢, ¢, N+t ot 0%, o7, ' amd F are not given,
Some of the missing promotion energies must have been used
11,

6
in calculations described by these authors then9 and later

91,29 and are therefore presumebly available though unquoted;
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a few of the gaps can be filled by working back from their
published results or from other papers,

The results of the process described sbove, for some
configurations of nitrogen, are shovm in Table 1.6.1 (page 211),

where the values of s, ng and np are also shovm; the subscripts

refhiere the values of E::ﬁ:“édfﬁgrékebéiégmEﬁbﬁ%{nthe.Eubébripts

The information needed for a similar table for the ions of

nitrogen is not given by Hinze and Jaffé, but some of the inform-

ation has been gathered from a large number of measurements,

meinly spectroscopic, published elsewhere., This additional

information is irregularly distributed, buit along with the

values given in table 1.6.1 it may be used partly to analyse

a dependence of the type given by equations 1.6.23 or 1.6.25
Although Table 1.6.1 gives eleven states, sincs for N

always np = 4 - n, all seven parameters K, &5 8y bl’ b2,

¢, and ¢, for each of AT and A" cannot be determined uniquely,

although relationships between them can, The parameters for

& reduced form of equation 1.6.25:

A - Kﬁ'+ a{-s + a-g— 52 + bli- n + b2§ ns2 1.6.28

this representing all the information to be extiracted from

Table 1,6.1, were calculated using a least-squares curve-~fitting

procedure. The results are shown in Tebls 1.6.2 (page 211).

Notice that the parameters a~ in Tabls 1.6.2 are those

for the full equation 1.6.25. The full set of parameters
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TABLE 1.6.1: SCIE VALELCE STATES OF N, AND CORRESPOIDING PARAETA

State and

orbital rfd, to I(sV) B(eV) s n, D,
N(s%ppp) 13,9,  -0.8, 0 2 2
N(sn2pp) 26,92 -1,.05 1 0 L
N(sngp) Vb2 =25, 0 1 3
N(aiainn) 23,91  =7.45 0.5 1 3
N(ai%ainm) 14.18 -1.66 0 1.5 2.5
N(d5ain?T) 22,10 -6.8, 0,50 0.5 3.5
N(aiainm) V.1 -2, 0 1 3
N(trz_{c_lg_tx-n) 20.60  -5.14  0.33 1 3
N(trPtrirn) u.i2  -1.78 0 1.33 2,67
N(trtrten?) 19.72  -4.92  0.33  0.67 3.33
N(teztetete) 18,93  -4.15 0,25 1 3

The values of I and B are taken from Hinze and Jaffé.96

TABLE 1,6,2: PARLGITERS FOR NITROGSN (eV)
K; +19.78 K; + 4.29
blg - 8.16 blx +13.16
b;R + 2,06 L, - 3.29
&) +9.63 el 435.77
a; -16.87 a; + 0.79

aQ
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could be similarly calculated if the necessary promotion energies
were available., Three points are worth making about Table 1.6.2.
First, the parametsrs given reproduce ths values of Table 1.6.1
with a mean deviation of about 7,5/, For comparison, Whitehead

. 23.21:249 give parameters obtained.by fitting only three variables
to not more than six points, and in itself this mathematically
simpler tesk must give greater accuracy, which reproduce observed
values with a mean deviatioﬁ of about 2.%¢ Thus the loss in
accuracy in adopting a simpler equation 1ika 1.6.25 seens to

be not unreasonable, especially since equation 1.6.25 in use
would give much more flexibility than the procedure of Whitehead
et al. Second, it will be seen that a >, which means that

I-E is almost linearly proportional to the s character of the
hybrid orbital. This observation has been frequently confirmed

96,100,127,29 ard makes a useful approximation,

previously,

Similar calculations which were made on other atoms confirm

that the relationship b%h/bgh % - seen in Table 1.5.2 holds

generally for first-row elements, as does the observation that

the b* « b~ pair ere opposite in sign. Fhysically, these observ-

ations mean that ths shielding of the nuclear charge is greatest

when n, = 2, which is a reasonable conclusion, since then the

s orbital occupancy is as high as possible. Tbird, a partial

extension of the calculations to include positive ions of nitrogen,
+

o “ . +
using information from othsr sources, suggests that bE' Y
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apd that b%-and c%-are usually of the same order of magnitude.
If the assumptions of Whitehead g§_§;,249 are correct, then
the situation when all the other orbitals have equal hybridisat-
ion is the limiting case in which n and np may be combined
into Do

The paremeters of equation 1.6.25, then, could be calcul-
ated for every atom of interst and tabulated. The best proced-
ure then for the calculation of the ionic cheracter for all
the bonds of a molecule is a self-consistency procedure in
the occupation numbers of the atomic orbitals, assuning initially
one electron per atomic bonding orbital for every atom in the
molecule, and two electrons in every non-bonding orbital (but
see Chapter 2)., Then A% and B; can be found for two bonded
atoms (equation 1.6.25); iAB fron equation 1,6.19; nA(B) from
equetion 1.6.14 and nB(A) from equation 1.6,15. This new value
of n,(B) can then be used to calculate A% for the orbital of
A vhich forms a bond between A and C, and the same procedure
yields a value of nA(C). All the bonds of A can be dealt with
in turn, and the procedure of "rotating on A" continued until
the velues of nA(B), nA(C) eeo are self-consistent, The final
velue of of n,(B) determinss n (4), end this value can be
kept fixed while rotating on B, The cycle is repezted for
a1l the atoms of the molecule. This proceduré, although not

strictly self-consistent, because of ths limitation of such
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paraméters as nB(A) once nA(B) is fixed, has the advantage
that values of the nA(K) can be obtained which are not greatly
in error compared to the betier values obtainzd by the full
self-consistent group-orbital electronegativity method described
by vhitehead 33_35,249; thus useful values of the nA(K) can ba
got by rotating on atom A only. The method is essentially that
described by Gallais, Voigt and Labarre,78 who give more details.
The whole procedure can be carried out by hand calculation.

Methods similar to those described above have been applied
with considerable success to NQR frequencies in chlorine,250
by Whiteheed end Jaffé, and variants of the idea of group
orbital electronegativities have been used in the interpretation

5 61

of NMR frequencies”  and Taft polar substituent constants,.

Huheey uses a form of the theory of Whitehead and co-iworkers,

’ s s 02,10
in which he dsvelops a deflnltlon;oo’l 2,105

of electronegetivity
which, like the elzctronegativity described here, is variable;
however Huheey assumes that the electronsgativities of 211 the
orbitals are equal — electronegativity is therelore essentially
an atonic property again — and thet all orbitals are equally
hybridised (however he gives no indication that he is evware of
these two assumptions). Zven in this very curtailed form,

the notion of variable electronegativity has remarkable success
in correlating polar substituant conste.nts1 1 and IR couplirg

99

constants,
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1.7 Choice of explicit =tomic orbitals

For the sake of simplicity, many of the decisions which
properly belong to this section have already been made, by
implication or at best without justification, in sections 1.2
and 1.3. Some of the approximations made in these previous
sections can now be rationalised to some extent. ZEven when
these approximetions were made, equation 1.3.11 was derived;
that equetion is a weighted'sun of matrix elements of 1s
atomic orbitals on all nuclei, and of hybrid orbitals hj (J) on
all nuclei. The hybrid orbitals (equation 1,3.2) are functions
of the 2s and 2p orbitels on all nuclei, Thus the best choice
of 1s, 2s and 2p atomic orbitals, on at least first-row nuclei,
neéds to be considered in this section., As has been sz2id earlier,
it will be easiest to consider the form of the atomic orbitals

33

vwhen a nunbar of simplifying assumptions sre made, and then

to considar the changes which follow whan sone of these assunp-

tions are discarded or nodified, Apert fron the approximations
mentionsd in sections 1.2 and 1,3, which relate meinly to the
simplification of th2 molecular orbitals, itwo simplificetions
particularly concernsl with atoric orditals are mede at this
point: it is essumed that the potentiel Tield with vhich the
electrons interact is indspendent of (i) time and (ii) the

angular co-ordinctes of ths electron, A physical interpretation

in an

(%1

of thesc tvo assumptions is that each 2l2etron aove:
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average sphericcally sypamztric potential field; this is of
course the familiar Hartree self-consistent field.
The chojce of the explicit atomic orbitals to be used,

‘i . . 62,208
even with the foregoing simplifications, is a complex question.~’

lost gb initio calculations usually employ furcitions recoznis—
able as atomic orbitals, of one of the forms given below,

but in accurate calculations, the functions are complicated, and
nolecular as nuch as atomic considerations dictate their choice.

If a small basis set of ztomic orbitals is used, an gb initio

calculation usually produces poorer agreement vith empirieccl
values than dces a semi-empirical calculation. Extending the
b351s set of course leads to greater difficulties in computation,
ard to greater difficulty of interpretation in simple chemiczal
terms, although often improving the fit of czlculated to observed
physical quantities, All of this suggests that the most fruitful
approach to the choice of atomic orbitals might be to allow
physical considerations to influence the choics.

The best description of an atomic orbital (40) in a many-
-electron atom is & single function, involving all the co~ordin-

Bern

ates of 211 the electrons and of the nucleus, BZut ths Stern-
- ;penheimer approxination referred tc in section 1.2 makes it
sufficient to refer 21l space co~ordinates of the electrons

to the nucleus as origin; and using the Hartree self-consistent

field approximation, as modified by Fock to take account of
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exchange, yields the well-known Hartree-Fock self-consisient
field furctions (HFFs). These functions are in general sums

of antisymmetrised products of one-electron wave functions,

and only for closed-shell atoms, or atoms with one electron
over, or fewer than, a closed shell, is a one-term function

a good description of the AOs. When available, the many-term
HFF¥ for an atom could be used in reasonably simple calculations,
at the cost of some labour ;nd computer time. In general, however,
it is easier to seek analytical expressions of the HFF, The
factors in the antisymmetrised products are the AOs with which
this section deals. In general, they consist in turn of 2

product:

U = FR(EIOE)O(0)3(=)2(8) 1.7.1
where N' is a normalising factor, indeperndent of the three

spéce co-ordinates r,d axnd ¢ (these ere crdinary spherical
co-ordinates), the spin co-ordinate s (for one electron, s = +%)
and time, t; and the other factors in the product are each
dependent on one only of the five chosen indeperdent variasbles.,
The most general HFF is a function of %, and it is for such
time-dependent functiors that many of the well-known properties
. of HFFs, especially the inclusion of ons normalised deterrdrant
for each: term of a single configuration, can be most readily

19,208

derived, However, it has been shoim that localised

(i.e. time-independent) functions are as mathematically
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satisfactory as the nore general HFPs. This is 2lso more
convenient physically, and indeed it has been implicit in the
preceding sections that the stationary atomic functions could
be used. If assumptions of the perfect-pairing type are used,
and this.is reconsidered later, then S(s) has the same form
in the space co-ordinates for either value of s, Thus S(s)

and T(t) can be absorbed into the normalising factor, and now

Ve N.R(r)e(3)(p) 1.7.2
Since the Hartree-Fock approximation assumes that the potential
in which each electron finds itself is spherically symmetric,
the parts of Qhawrﬂﬁsh are dependent on ¥ and ¢ must simply

be the spherical harmonics, or linear combinations of them,

for the same | ., since they are all degenerate:

+|
oWlele) = 3 al 11 (3,0) 1.7.3

n=-=|

where a& is a mixing coefficient. The expansion of equation
1.7.3 is.discussed in the following section,

The difficulity, of course, lies in the analytical expression
of thé r~dependent part, The best expression would have the

form:

R(r) = pap; (v) exp(-byr™) 1.7.1
i

where a., is a constant (but not & normalisation constant: all
i

normalisation constanits are by convention here included in I),
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pi(r) is a polynomial in r or a variasble directly proportional
to r, and the exponential contains two adjustable parameters bi
and % . For example, in the hydrogen—like functions, one term
only is used in the sum; a; = 1;_xi =1; bi = 2/n, vhere 2Z is
the central charge and n the principal quantum number; and

pi(r) is closely related to the associated Laguerre polynomials

L2|+l .
n+| | .
2] +1
p;(r) = p L7 (p) 1.7.5
vhere p = %?ur 1.7.6

vhen r is measured, as throughout this thesis, in Bohr radii.

For reproducing HFFs analytically, however, more than one
term is of'ten used in the sum of equation 1,7.4, with a simpler
form of pi(r). Typically

p(r) = = % 1.7.7
where n* is now a so-called "effecctive! quantun nuabter. If in
equation 1.7.k, pi(r) is given by equation 1.7.7, and xi=2,
the expansion is Gaussian. If xi=l, the function is of the
form first proposed by Slater?l3 These two values of X, ere
the only two which have been used to any extent?j’ZOS In either
case, bi of equation 1,7.4 is definred very similarly to the
definition given above:
b, 2% /n* or

1 1.7.8
z*/n

n

i

where Z* is an "effective" nuclear charge.
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The Gaussian expansion (xi = 2) has been investigated
by a lerge number of workers, 'S 71,143,186,187,188, 230 The
advantage of this expansion is that the mathematicsl93 of
evaluating matrix elements of a Gaussian function is simpler
for most operators of physical interest. The disasdvantage is
that more terms are needed in the sum of equation 1.7.4 %o
give a satisfactory description of the HFF, A fairly extensive
exemination of the possibilities of Gaussien functions was mad-z

by Reeves and comorkers 1001875188 vel

who have also presented
closed formulae for the evaluation of Gaussian matrix elements,
They consider various methods for finding bi for each of a

number of terms in a2 Gaussian expansion, and succeed to some

extent for some purposes, ihatever the potentialities of Gaussian
functions might be — and their mathematical simplicity is certainly
attractive — ilie uncertainties of evaluazting the increased

number of parameters, the difficulty of allowing for correlation
effects, and the shortage of published studies compared to

Slater orbitals, make the latter the better choice at the moment
for most studies of atomic or molecular properties: they are
probebly 4o be preferred simply because of the amount of inform-
ation availeble for them.

213

The simple formula proposed by Slater was one term

of the sum of equation l.7.k. Thus:

R(r) = rn*-l exo(~z%r/n*) 1.7.9



-22% -

Where now z¥ is written for Z*, and it was for this simplified
form of equation 1.7.4 that Slater proposed "tentative rules"
for finding z* and n* vhich are still widely used., Slater's
nmain eriterion for fixing his rules was the closest possible
approximation of the energy given by a Slater function to
the true energy (energy-minimisation) while avoiding complexity
in the rules., It is interesting that the values of z* found
by Slater semi-enpiricelly have recently been given some nurely
. 92 L e

theoretical support.”” Modifications of the Slater rules, often

s . 98’ l"l‘6 R 1
using more than one exponcntialj and new, though of courss

o - . . .11«1
sinmilar, sets of rules have been proposed, Clementi and Rainmordi,
for example, reported z* for atomic number z up to 36, for 2
single exporential, Energy mininisation for an atom stresses
the matching of the aralytical wave function to the HIF near the
nucleus, in that region where the electronic function has nost
effect on ensrgy. lore recently, Burns™ jaos given tables which
cen be used to find o (whers z* = 2 -0 ) for both single-sxponantial
Sleter functlons (equation 1,7.9) and hydrosen-like wave func
(equations 1,7.5-6), in which the matched quentity Is not
enerzy but the cxpectation valus (mement) of the wava function,

arsy v

\ 2 h J. s PR s
This puts mors ¢uphasis on good rsprocuction of the outer

e

o . . . .
parts of the Hsf.blk Thz distinction vetlwasen maiching the outsr
and matching the inner pert of 2 wave function becomes imporiant
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when orthogonalised Slater wave funcilon
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The difference is less importent when single-exponential
Slater functions, or hydrogen-like functions, are used.
lany other recipes for finiing z* have been proposed,
using for instance covalent radii}8 or electron resonsnce,”°8° 70
There is one point remeining with regerd to Slater orbitals.
For some purposes, espacially connected with the mathematicel
expansions of functions, it is assumed that all atomic orbitals
on one centre ars orthogonal, However the Slater 1s and 2s
orbitals, as given by equations 1.7.2 ani 1.7.9, would noi
be orthogonal in that simple form, A& modified 2s function

or . ,
Xpg C2n readily be constructed, orthogonal to Xls:

or 2%
(XZS - SXlS)/(l -3 )d

1.7.10

-t
=
o
(0]
H
(¢}
w
it

® at
Xlsx2s
It must now be considered vwhether the Slater orbitals,

of whatever form, con be modified 1o taks account of the fact
that assunptions (i) and (ii), page 215, are inexact physically.
Assumption (i) was that the potential field which the electrons
are in is time-indepenient, The corrsctions to the simplest

type of waeve function ©o 21low for the errors inherent in

this assunption ars of course the much-studizd electron correlation

modifications to the wave funciion,
An excellsnt though now somevhat out-of-date review of
5 ' . 2,8 9,42
correlation is given by Lowdin, *2 ani more recent revieus®°3* 19,42

are also rather elesmentary. It is not proposed to reiterate the



-223-

details of corrslation corrections here, znd only these aspects

of corrslation vhich are relevant to this section are discussed

The main difficulty in treating electron correlation is
the usual one of the complexity of the problem, Solutions
which are mathematicelly tractable do not as a rule give very
accurate results physically, while physical exaciness can be
attained only at the price of mathematical complications which
are often overwhelming Ululmﬁt"ly, physical exactness is more
important, and some mathematical difficulties have to be accepted.
Nevertheless it seems likely that in the interprstation of
NQR, there is room for improvement in physical accuracy without
naking the consequent mathematics impossibly difficult.

Ideally, one should use a correlated wave function, dbut
this is a quite unatteinable ideal at present. The "atoms-in-

-

-molecules" &pproach, which has considerable appeal to a chemis%,

&

would allow instead the use of linear combinations of corrslated

¢.g. 10 and this anproach has already been

atomic functions,
implied by the use of LCAO (section 1.2)., But LCAO nescessarily
cannot include many molecular types of correlation whose import-
ance has recently been demonstrated? The separation principle
for g -1t molzcular systems has also been shown5 not to hold
always, so that such peculiarly molecular effects as "rertical™

.

and "in-out" correlation should be considered. However, the

type of correction to be made is so uncertain that 2% present
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any attenpt to include such effects may even decrease the accuracy

.,
of the wave function, F?7F

It is therefore difficult to do
more than acknowledge the probabls importance of these influences.
The main way to date of treating correlation in nany-
elzctron atomic systems depends on the superposition of con-
figurations (configuration interaction). If a set of N ordered
one-electron indices k1< k2< e < kN is called an ordered
configuration X, and if uk is an associated Slater determinant:
)
W (e o2ps wenr X)) = (n!)"’:aet{wkl,cpkz, q)kN} 1.7.11
where the zj are the electron co-ordinates, in general including
spin, then the basis of configuration interaction is that the

correlated wave function mey be described by a linear combin-

etion of the wK:

Y = Z°1:‘“K , 1.7.12
K

The Cx can be determined in the usual way by the use of the
variation principls, and solving the secular equation, If one
term only is token in equation 1.7.12, the result is the con-
ventionzl Hertree-Fock scheme., For helium, taking one deternin-
ant only 1eaaslé5 to a correlation error, the difference between
the exact eigenvalue of the Hamiltondan and its expectation

value forbthe function being considered, of about 26,30 keal/mols.

To get higher accuracy, more terms are needed, but results

show that if the angular dependence of the basis orbitals of
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the WK is expressed in terms of spherical harmonics, convergence
is often slow, For example, a2 conputationzlly staggering 37

19

configurations are needed™ ™ to reduce the correlation error
for Be to just 1 kcal/mole.
If the wave function VU has a symmetry property represented

by a projection operator Op’ then equation 1.7.12 may be mod-

ified to:

Y= Z Cx Opr 1.7.13
K

The basis set WK nay now be reduced to the symmetry-zdapted set,
consisting of these wK whose symmetry under Op is equivalent
‘to the elements of symmetry of Y, This formalism has the edvant-
age also that it leads to a certvain type of splitting of the
secular equation, and greater flexibility in the ﬁasis set is
possible,

If only the leading term in the sum of equation 1.7.13
is used, then a generalisation of the Hartree-Tock mcdel can
be made, vhich 2llows for some correlation effects by using
different functions for each set of electron co-ordinates, es
opposed to the conventional spin-pairing procedure. This is
concisely referred to as "different orbitals for different
zpins™ and the method is therefore in this sense a specizal case
of the symmetry-operator basis expansion method, The correlation

5

error for helium by this method is ebout 16 keal/mole,
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which is at least better than the correlation energy arising
from the use of one ummodified determinant., The conputational
difficulties, however, are still considzsrable.

A system for allowing for correlation which has recently
received much attention is the cluster expansion method.
Starting usually from the HEF for the atom?lo although versions
have bsen proposed which start from analytical Slater and other
functions,kh deviations from the HP? are calculated vhich are
due to the perturbations from binary encounters in the Hartree-
=Fock field of the other electrons. Further deviestions, from
three-body, etc., interactions can then be considered, but
it is usually assuned that two-electron correlation is very
muéh nore iuportant than the higher effects. Vhile this assump-
tion is certainly mathematically convenient, for the treatement
even of binary interactions is very complicated, it is not
certain that it is justified. Although the higher terms seem
to be small individually, their greater nunber, if the total
number of the electrons is not small, may easily make their
total influence appreciable.

All of the foregoing so-called "expansion" methods depend
for their utility on the choice of the basis orbitals of the
VK. Any of the types of analytical function described earlier
in fhis section may be, and have been, used. However, the

basis set used should bs mathematically complete in the senss
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that an arbitrary normalisable one-electron function should

be expressible in that basis. Thus, if nydrogen-like functions
are used, the continuum must be included., Other functions,
however, which are variations of the hydrogen-like functions,

may be used. The basis set need not have a ready physical
interpretation (cf. Gaussian bases) but it is sometimes convenient
to express the total correlated wave function in terms of the
Léwdin147 "natural spin orbitals", If a truncated basis set

is used, then scaling the wave function is important, and leads
to considerable reductions in the correlation error, Scaling

is achieved, for example in a function like the sum in equation'
1.7.12, by multiplying the function by a scaling factor n3ﬁ/é,
where N is defined by equation 1.7.11, and v is adjusteble so

that the virial theorem is obeyed. Iterative alternate solving

for the ¢, then for M, leads to a correctly scaled wave function.

K

The mein method of treating correlation which does not
‘depend on the use of expansions in basis sets of uncorrelated
one-electron functions is perhaps also the most obvious: that of
using correlated wave functions, i.e., functions which include
the interelectronic distances rij explicitly. Two types of
correlated wave functions have been used. The first type heas
proved practical only for two-electron systems, for which

excellent results have been obtainsd. The classic exanple is

1,
the expansion found by Hylleraas for the "S ground state of the
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105

He atom; Hylleraas used power series in (rl+r2), (r2—rl)

and ryoe The second type is capable of much more general
application. It consists in multiplying the wave function

by a correlation factor g(rlZ’rlj’r23 ees ) which is a function
of all the interelectronic distances, This can be extended to
the multiplication of a wave function already modified to

some extent to take account of correlation, Thus a function

of the form of equation 1.7.12, or of equation 1.7.13, may

both be multiplied by g:

V= SZ o ¥y 1.7.14
K

V= 52 cKopr 1.7.15
X

Even if only the leading determinant in either of the sums

in these two equations is taken, the correlation error is
markedly reduced as compared to its value for the corresponding
approximations of taking only one term in the sum of equation
1.7.12 or of equation 1.7.13. For helium, the one-term approx-
imation gives a correlation error of about 2.3 kcal/mole and
1.16 keel/mole for equations 1.7.ls and 1.7.15 respectively.
This improvement is all the more remarkable because the correl-
ation factor used to achieve it ha2d the astonishingly simple
form:

g(r12) = 1 +Cl.121‘l2 1.7.16
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where a12 is en adjustable parameter, In the many-slectron case,
an extension of equation 1.7.16:

= 2 /2 2 = 1 s sd .. V o fe
- 8(r13)1)3 ¥ Zal.]r J Le7.27
i<j

has given considerable reductions in correlation errors.

The figures quoted above show that the method of correlation
factors, especially when combined with other methods, is pot-
entially a very powerful one. Even when it is used alone, the
improvement of the weve function is significant. It will be
seen that the correlation factor is at its most effective when
used on the lead term of a symmetry-adapted basis set determinant,
However, even a single Slater detrminant is much refined by
multiplication by a 835 of the form given by i,7.17. As usual,

a balance has to be struck between accuracy and convenience, and

it does seen that the use of gij multiplyving a singls dstsrainant
is a very fair compromnise, It is of course very far from being
the best availeble method, in the sense of the nost accurate;
but it doss lezad to 2 reduction in the correlation error which
is well worthwhile, considering the simplicity of the procedure.
Nunsrous other methods for taling account of correlation
3 J RAY haY t 176
have bsen proposed, including notably Bohm-Fines' plasna model
; 1s of Iruecl 23,2 1o .4
and the self-consisiency schene of Zrueclmer, It is hovever
not necessary to discuss then here.

The last major nodification to the simple atoaiz orbital
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P!

is of particular importance to the theory of IjR., Assumpiion

(ii), page 215, was that the potentizl field with which +hs

electrons intercct was

co-ordinates, i.e. spherically symmetric., In fact, there are

dependent of the electronic anguler

time~-dependent vaeriotions from spherical symmetrs due to the

other electrons, and the allowvances already discnssed

correlation are necessary partly bzcause of these deviations.

Apart from this, there are deviations from a sphericellyv svmil-
v v

N

etric Tiz2ld bacaunse

point charge ror o charged sphere, hzs a guadrupols mome;

1.

vinich distorts the orbitals of those electrons vhich v

h)

otherwise have becen dgscribsl by a spherically symmetric orbitsl

&) the nucleus itself, baing neither a

(the "cors" electrons) and this distorted orbitel therefore

a2lters the guadrupole in

-

by the electrons which could never be described by o

tercction; (b) this distortion can elso

spherically

syumetric orbital (the "valence" electrors: the 2p, 2py or

2p_, or the hybrii orbitcls in first-row elements), or (c)
P

by extra-ztomic charges. This vwhole set of distortions and

interactions is now referred to as the "Sternheimer eff

. 8,219,222 | .
elthough originclly Sternmheimer™ *7777 Cealt only

effects of types (a) and (b) in a free atom,

\
d<
£
(1)
O

3

layed b

The part

*

. J
Viala

uh

ore electirons in 1R may be lookad

on in two weys. The quadrugaler nucleus, with noment 3, mey

inducs in the core elzctrons 2 guadrupole nement A7), by which

be caused
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A

fte

s medified. The modified "apparent" guadrucole moment 4,

with vhich the field gredient at the nucleus then inter=cts,
is therefore given by:

Q' = Q +AQ 1.7.18
This is the description uced by Sternheimer in his earlier
papers., Alternatively, the distorted core may be considered
to add a contribution to the field gradient at the nucleus,
with which the unmodified Q then interacts. The two descriptions

r
have been ShO’.‘:n)7’ 226

to be equivalent, and the latter will be
used here,
As shown in detail in equation 1,3,11, V&B is a sun of

contributions from various sources:

vaB = Zvi. 1.7.19
3

where here the V& represent contributions from sources including,
to enticipate chapter 2, those outside the molecule., The very
extensive studies of this problem have demonstrated that the
effect of the core polarisation is an addition AVi to each of
the Vi, which can be well represented by the very simple relation-
ship:

AVi = =Y,V 1.7.20
The sign in equation 1.7.20 is chosen because of the convention
that if the core polarisation opposes the other contributions

(shielding) then y,; is positive, ard vige-versz. Thus the
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corrected value of VaB'would be:

Vg = Zvi(l - v,) 1.7.21
i

The quentities \&, the quadrupole shielding fectors, are very
dependent on the source of the contribution Vi, and in particuler
on the distance of the charge or charges producing Vi from the
nucleus, and on the wave function used to describe them if they
are electrons,

The methods used up till about 1961 to calculate Y; end
related quantities havs been thoroughly reviewed by Dalgarno?5
There are at present four important theoretical ways of estim-
ating the Y&. Three of these essentially look on the problem
as one of perturbation with a Hamiltonian of the tyre
r2(3 cos?d - 1). The basic methods of solution are, first,
to solve numerically the first-order perturbation equation
(done especielly by Sternheimer and collaborators76’221’223’225’227)
This method, and the related Thomas-Fermi model, which is not
now used, were historically first to be used. The secord
method is to treat the first-order equation by a variational
procedure of mipimising the second-order energy, thus obtairdng
perturbed wave functions which can be used to calculate Yi
(Das et al.,20797253 puens®, siiimer®? and nga1151%%),

This method ternds to urderestimate Yi for the nuclei of heavy

atons, for which the first methed is better. Both metheds,
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hoviever, ignore coupling betvieen electron orbitals, and the
third method (Dalgarno?5’56 Kanekollk and Allen7) use a fully-
~-coupled approximation,

The most recently developed, and in some respects the
most promising, method is the unrestricted Hartree-Fock (UHF)
method}34 developed especially by Viatson and Freeman?45’246’247’248
This method leads to values of the Y; conzistently greater
than the corresponding values from other met‘nods?48 probably
because the inner shells are allowed to react to the greater
distortion of the outer shells., Iiks the other methods, the
UHF method is more successful with positive, especially unipos-
itive, ions than with negative ions, though even here there
has been limited progress.65’2lF6 The most serious problem in
the UHF approach is that the wave functions for the distorted
c¢losed shells no longer have 18 character, so that the single-
~detrminant wave functions are no longer eigenfunctions of L2
or of 52. The effects of this brealkdown of correct symmetry
are uncertain,

The conclusions reached, by whatever method, on the depend-
ences of the \& are similar, The polarisation of the core
can be analysed into two parts: radial excitations, from one
principal quantum number shell to enother; and angular excit-

ations, within the same prinecipal quantum number. The contrib-

utions to the Yi from these two types of excitation can be
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estimated separately. It is found that the angular contrib-
ution is usually relatively small and shielding (yi >0), while
the radizl contribution may be very large indeed (see below)
and is generally antishielding (yaf:O). The angular contribution
is only slightly, and the radizl part very.strongly, dependent
on the wave function used as a starting point; this can easil:
be understood by inspection of the kind of analytical wave
functions used, e.g. equations l.7.2-4. The inclusion of

. exchange terms is important for ths calculation of the y& for
the ground state of ions, al'bhough223 not so important for
excited states., This has been demonstrated, for instance,

28,22+ 0 posults from Hartree and from Hartree-

by comparisons
-Pock wave functions, the latter giving the lowest y&. The

UHF method takes best account of exchange terms, which the
first method mentioned above neglects completely, and vhich

the second method allows for only partially.

The UHF method, by definition, omits correlation effects
betveen elsctrons. The inclusion of correlation effects is
known89 to be important for evaluations using two-slectron
operators, but not one-electrcn operators like (an)i (equation
1.2,6). On the one hand, therefore, although it is doubtful
what the effect of neglecting electron correlation in wave
functions is for MR, it is on the other hand not certain

9,

that antishielding factors calculated by the UHF method for
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uncorrelated wave functions are meaningful when used with
correlated wave functions, In this connection, it seems not
always to be appreciated that the better a description of the
true state of things a wave function is, then as a rule the
smaller in magnitude will be the Y; derived using it (compare
the results from Hartree and from Hertree-rFock wave functions),
and that for a wave function incorporating all multipole and
distorting effects, correlation, and all other influences, all
the Yi would be zero, fhus, if Yi from the UHF method are used
with correlated weve functions, it might neively be expected
that these \& would be too great in megnitude.

As well as the distorting tendencies (a), (b) and (c)
listed on page 230, there are other such tendencies which may
contribute to the field gradient at the nuclesus. Thess

i
221,225 dipole ef‘f’ec{:se’g'zg2

secord-crder gquadrupols affects,
and relativistic effects?46 all of which are less important
than the effects already outlined, either because the terms
are intrinsically small, or because they of'ien cancel.

Apart from the dependence of the Y; on the wave functions
used to cdz2scribas both core and valence elactrons, they are
very dependent for any type of wave function on the distance R
from the nucleus of the charge or charges meldng the contribution

Vi (equetion 1.7.19). In general, if R is much l2ss than the

atomic radius, (I-Yi) £ 1, and it may not be serious to igznore
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the correction, Ii" R has cbout the value of +he atoaic radius,
and this applies to velence electrons, the value of y& varies
considerably. or a free atom in wvhich only the valence electron
interactions are considered, y&, in these circumstances repres-
ented conventionzlly by R or RQ (the latter will be used to
avoid confusing with R above), is usually positive end has
a value of ~0,1. If R is very much greater thon the atomic
radius, Y. is conventionally represented by“mn, and is typically
large and negative, It may be remarked that Ym is elso the
appropriate factor28 for multiplication of these eflects mentioned
in the preceding parzagraph which arise from charges well outsids
the core.
The modified field gradient 213 of equation 1.7.21 mg

therefore be crudely cpproximated by:

Va|3 = V a1(1 - R!') + Vext(l - y;) 1.7.22
where thz sum of equation 1.7.21 has been split into two terns.,
\'f

val
"valence" 2lactrons, i.e, terns ¥, IV, VI, VIII, IX and X

represents the sum of 2ll the contributions from the

of equation 1.3.11, and veyt reprasents the sum of all contridb-
utions from charges wholly external to the core of 4, i.e. 211

1

tion 1.3.11 except II, whose contribution

fo

the other teras of equ
is effectively included by meking thesz corrsctions, ' and Y;
-

corraction factors which may be approximately zqual o R
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5

or & rang

o

of exact correction factors whosa valuss

(¥

standing
may very betuween wide limits., The validity of this is very

uncertain, particularly for R. which refers %o values of R
<

fer which Y is changing most guieckldy, but no better simple
method is at present available., These considsrations alsc call

into question the Toumes-Dailey device (section 1.).) of defining

o V'.v’ Lls), a 1es he R Ja oy oy . X D
& Qy¢s Which essuies that R is very nearly equal to R,. V.

is usually much smaller {hen V 01’ and when the latter is
non-zero, the former is usuelly disregarded, but this may be
njustified if Y_ is very large, as it is for heavy ions. The
m -
implications of this for the temperature dependence of N R
are indicated in chapter 2.
. 1 s Fa s \] l}!--\r

Iuclily for the interpretation of the N(R of T, the

corrections necessary cre generzlly smaller, and oftsn much

smallar, then those for other atoms, aAlso, the core radius of

the nitrosen etom is guite small, so that the epproximation

o|fe

C

q

Y' £y is bettsr than it sometimes is. For nitrogen, R,
<@ © ]

(the ground state of the nitrozen atom is spherically symmetric;

hovwever the probable valence statzs of nitrogen ars very different

L 13
from the ground state), ard for Yo? recent UIF calculations™™ "

O

p\o)
(o)
{
a2
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~~
[
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51V°'Y (”’ ) = 0.0 and Y
1.8 Evaluation of the intzgrals

Equation 1,3.11 calls for the evaluztion of the following

types of one-electron integral:
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i) (cl)Alan.;l (b“) l-centre, terms II, IV ani VI;
(ii) (¢quap.lldlﬁ) symnetrical 2-centre, teras III, V and VII;
(1id) (Q}quaﬁ.thi\*) unsyametrical 2-centre, terms VIII, IX

and X; and

N

(iv) ((bquapAM)C) -centre, term XI.
If correlated wave functions are used, corresponding two-slectron
integrals mey be needed., The subscripts denote the nucleus
on which the operator or orbital is ecentred., B and C in this
section simply mean nuclei other than 4,

If the l])K are ordbitals based on a Gaussian set, fairly

193

simple closed formulae can be given, Follovding the conclusions
of the previous section, however, the use of Goussian orbitals
will not be developed here, ard only the eveluation of matrix
elenents in a Slater basis will be considered., The nost common-
ly used form of the Slater-type orbitals q)nlm is:

Guim = ValoRal) | 1.8.1
In this fori, q’nlm is an eigenfunction of gf ¥ and Iiz. R
is the radizl part, and Ytln is a spherical harmonic inv and¢
vhose definition is taken here in the form:
Y,I" i} {W(:‘- _ :1.2)'m| /2]/2| l!}. X (d|+|m| /d.:cl“m )(x2 _ 1)| eimkp

1.6.2

where X = ©0SY

and e in this eguation only is the exponential Dbase.

The orbitsls used in the preceding sectlons, however, ars the
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standing-viave solutions, which are linesr combinations of the

inm. The relationships are:
0Qs) = dyg | 1.8.3%
0(2s) = dyoq 1.8, 3b
$(2p,) = /%-(d)le + 4y o) 1.8.3c
$(2py) = /'1554’211; 1) 1.8.34
Wap,) = by 1.8.3e
etc.

In consequence, the angular parts of the sterding-wave solutions
are correspornding linear combinations of the Y;. The angular
parts for the most important wave funciions for the first-row

elements become:

0(M)o(p)(1s) = 6(Ne(P)(2s) = 1 1.8.4a
0(9)0(p) (22, ) = sindoosy 1.8.4b
O(3)¢(p)(2py) = sindsing 1.8.k¢
0(9)o(p)(2p,) = cosd 1.8.4d

Thus the angular part for ZPCL is sinply a/r, where a=x, ¥ or z.

The radial part of the Slater wave functions is s5%ill

D

given by equation 1.7.9:

Rh = rn—l exp(-Lr/n) 1.8.5
where now [ is used for the effective nuclsar charge, and n

is exactly the principal quantim nunber,

The description of the functions is completed by listing

the values of 1ii:



N(1s) = (§3/n:)"12" 1.8.6a
N(2s) = (gs/%n)% 1.8.6b
N(pr) = N(pr) = H(2pz) = (25/32ﬂj% 1.8.6¢

Extensions of equations 1,8,4-6 for other orbitals are of course

readily aveileble in standard texbsto0? 2

if they should be
necessary,
The integration of the angular parts is readily enough

carried out using the following standard integrals:

fcosmx sin x d&x = ~(cosm+lx)/(m +1) 1.8.7
f<>os x sin™x dx = (sinn+1x)/(n + 1) 1.8.8
me-1, n+l
m_o .. n_ . cos x sin "x  m=l m-2 . n_ .
jcos % sin x dx = e + —==[cos” "sin'x dx 1.8.9

n-1 m+l.
sin "x cos x - o=t fcovmx sinn"?‘ dx 1.8.10
D+ n n+nd “° * o

j cos™x sin"x dx
The values of the definite integrals over O-T and 0-21 are
needed separately for many of the expansions of multicentre
integrals, and for convenience they are set out in Table 1.8.1,
page 241, for the most commonly occurring functions,
The radial integrals ere simply evaluated by using:
=}
jxn.e:cp(-:j.x) = n'/ anfl (n e positive integer;

0 2>0) 1.8.11

. A . . G
For noninteger n, enalytical closed-foru functions are avzz.:w.lab'l.e2J9
but since Slater functions with nonir®eger n have not been

used in section 1.7, the eveluation need not be discussed here,

As already indicated in section 1,7, the radiel part is that
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TAPLE 1.8.1: VALUES OF j ? £(x)dx FOR ANGULAR FUNCIION
o

£(x) a =T a =
1 T 2n
sin x 2 0
cos X 0 0
sin’x /2 | T
cos X sin x 0
cosZx /2 T
sinx L/3 0
cos X sinzx 0 0
cos?'x sin x 2/3 0
cosx 0 0
sin'"x 3n/8 3/
cos x sin’x 0 Y
cos®x sin’x 1/8 =/
cosox sin x 0 0
cos*x 3n/8 3/
sin’x 16/15 0
cos x sin'x Y Y
cos®x sindx 4/15 0
cos’x sin’x 0 0
cos’*x sin x 2/5 0
cos x 0 0
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part of the atomic wave function whose anslytic form presents

most difficulty.228 The radial integral

J £ (r). (£2).0(r) rar = <1/ro> 1.8.12
where<:l/f§>is as usual the average value of l/r3 for the electron
in that orbital, The quantity'<l/%3> is ons vhich is found
in many spectroscopic contexts apart from N3R, and it is some-
times possible to find empirical or semi-empirical values for

t.194’128 If these values are ugsed, then of course the N
of equation 1.8.6 need to be modified so as rot to include
the radial normalisation factor twice over. If Slater-type
orbitals are used, reference to Table 1.8.1 and evaluation
of equation 1.8.11 show that, if only orbitals with n=1 or 2

are used, the only non-zero one-centre matrix elements for

first-row elements are:

(pulqaa a) = —e.§3/30 = 4 1.8.13a
(Paqup a) = +e.§3/60 = d2 1.8.13b
(pa|an ‘p) = 4. 0M0 = s 1.8.13¢

In view of the facts that the one-centre matrix elements,
connecting orbitals on A only, are larger than the multicentre
matrix elcments considered later, and that the Townes-Dailey
theory virtually considers only such matrix elements, it is of
some interest to examine the implications of equations 1.8.13
for matrix elements diagonal in A. In particular, the off-

-diagonal tensor components, given by 1.8.13c, may be written:
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V) = =(og - @y )(epnse, 8.529.6)5 o 1.8.14a
VyZ(A) = +[(a12 + a,22 - 1), - (14) + a32(a3 -al*)]

X (g2 fogedls 1804
v (8) = -(aj -ah)(alaBah/a5a6)s 1.8.1c

in the notation of previous sections. Bquations 1.8.14 show
that, if one-centre contributions alone to the tensor wlﬁ are
considered, then the off-diagonal components are zero, and the
molecular axes Xyz are parallel to (but not necessarily con-
gruent with) the principle axes XY, if a; =2y =a =0 (no
hybridisation) or if az = a, = 0 (spz hybridisation); but if
3 = 0 (sp2 hybridisation) then only if a, =a,. The

first two conditions are those encountered, or assumed, most

only a

’ s s o2
often in halogen compounds. When the hybridisation is sp,

then the condition a, = @, is essentially the familiar one

2 " Tk
that the two hybrid bonds directed away from the z 2xis must
have equal ionic characters.

It is 2lso of interest that, if the xyz and XYZ axes

are congruent, ths condition for cylindrical or higher syumetry

(M= 0) can be shown to be:

2 2.2
Oﬁ(l e T )T+

2_2 2 2
C(S [&2 3-3 - 1 (l - 8‘1 )]
2 2 2 2
*»ah[uz 8" - 25 (1 - 2 )] =0 1.8.15
XZquation 1.8.15, in the special conditions just listed, is

of course simplified; and many of the conclusions of the Tovmes

ard Dailey aralysis turn up as spscial cases of the boundary



conditions for equations 1.8.14 and 1.8,15 taken together,

In the generel case, determination of the direction of
the principal axes is difficult., However, in the interpretat-
ion of results, great simplification is sometimes made possible
by symmetry considerations., Thus, any n-fold rotation or
rotation-reflection axis (n>2) means that 7 = 0, In addition,
q = 0 if two or more rotation axes, égégiid or higher, exist,
as in cubic or tetrahedral.symmetry. Only two twofold rotation
axes, or a reflection plane containing one twofold axis, define
the principal axese.

The evaluation of two-centre matrix elements is more diff-
icult, The simple overlap terms, which are needed for some
purposes connected with the interpretation of N3R, have been
thoroughly tabulated?z particularly by lulliken g§_§1,164 No
comparable tabulation exists for the matrix elements of q

o ’
157 P

and except in a few favourable cases analytical closed

expressions have not been found.56
In general, matrix elements of the pattern (BIAIB) are
evaluated most conveniently by expanding the operator centred
on A about a new origin centred on B. For the purposes of
such an expansion, it is more convenient to revert to the qbll
and 451-1 wave functions than to use the Py forms, Matrix

elements evaluzted in this wey can of course be easily recon-

verted to matrix elements for the pa form of the wave function
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by.use of equation 1.8,3, The method of expansion is described,
and has been developed in deteil, by Pitzer g§_§;,177 The
operator is expanded in terms of spherical harmonics about B,
and the resulting infinite sum of integrals is eveluated by
integration separately in three ranges 0 to R-g, R-€ to R+g,

and R+€ tow (R is the internuclear distance AB). € is then
put equal to zero and the integrals in the three ranges edded.
\'Pl'a:l.il.acvegl"3 who simplifies this very tedious procedure to some
extent by introducing iiigner 3-j symbols into the evaluation,

as suggested by Edmonds§9

gives explicit formulee for the

matrix elements (¢B|qzzA|¢B) — page 162 of reference 2,3,
Two-centre matrix elsments of the pattern (AlAlB) are

more difficult to evzluate than two-centre matrix elements of

the other type. IExpansion of the function on 3 2bout A gives a

doubly infinite sum of one-centre matrix elenents, which can

13,14 i

be expressed, as described by Barmett and Coulson n

terms of "Z functions". These ars defined by:

@ 1
2, 100 T) =:‘[o exp(=ut). Ly (3,%57) 6% ay 1.8.16
wvhere |, m and n are integral parameters, % = EA/EB and ths
§K refer to the radial part of the orbitesl centrad on K and
have the same meening as in egquation 1.8J43; t = gBrA +ith T,
the distance from 4; T = QBR, and the functions gm’n(l,t;I)

Z ..
are definedl‘ when m=0 a5 & product of two staniari Zessel

functions of purely imcginary argwient, and as 2 welszhted sun
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of such products when n#d. The evaluation of the Z functions
is fully described by Barnett and Coulson, Again using Wigner

3-j symbols, Wu‘.’a:l.lacezl"3

gives a number of explicit expansions
in terms of Z functions for some unsymmetrical two-centre
matrix elements (there are errors in Wallace's tabulation).

209

For noninteger n, methods are available for expressing
two~centre overlap and Coulomb integrals, which could be extended

to the evaluation of matrix elements of qa Azain, hovever,

this need not be discussed here, Simpler E;osed expressions

which apply to linear molecules only are given for both types

of two-centre integral by lclean end Yoshimine.157
The value of three-centre integrals is so small as not

to justify £he labour of computing them, except in a few special

situations, the most important of which are multicentre molecular

orbitels, which generally imply conjugation and have already

been excluded, and lineer molecules, in certain of which three-

~centre integrals may have slightly higher velues, although

5till very small compared to those of the one- end two-centre

integrals. Closed expressions for three-centre integrals in

e linear molecule are again given by Liclean and Yoshimine.l57
If & correlation factor g(rij), as described in section

1.7, is included in the wave function, then as well as the

preceding types of matrix element, integrels of the form:

0
- np=2
f ary ar, v, "1 1,0 ey - GT,)e(ry,) 1.8.17
o
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will need to be evaluated, Here, the subscripts 1 end 2 refer
to the two electrons and all other symbols have their previous

meanirg. The evaluetion of such integrals has been discussed in

a very general way by Karl:,Ll5 and for more limited circumstances,

and consequently with simpler closed expressions, by many

192

authors, such as Roberts,;”” whose treatment would be adequate
for any ordinary purpose connected with the interpretation of

NQR.



CHAPTER 2 INTERIOLECULAR EFFECTS AID

TEMPERATURE DEPENDENCE

2.1 Introduction

The existence of intermolecular effects is demonstrated
by the difference between the nuclear quadrupole coupling
constent in the gaseous state and that in the solid state:
the first is obtained usually from microwave spectroscopy and
the second from pure NQR, The difference depends on the compound
being studied; uéually eQq for the sclid is lower than in the
gas, For nitrogen-containing compounds, the solid at 77°K
has, typically, a value of eQgq some 10% to 20% lower than the
value in the gas (see Appendix Cl).

Intermolecular contributions to the field gradient arc
therefore smaller than intremolecular contributions, and the
difficulty of estimating them is greater than even the difficulty
of estimating intramolecular efflects. BSuch success as has
been attained in the study of intermolecular contributions
hes been more qualitative than quantitative. However, an outline
of current methods of making these estimations is given in
this chapter.

Three ways might be distinguished in which the quadrupole
coupling constant in the solid state could be altered from its
value in the gas state by the influence of other molecules.

There is the direct effect of charge distributions in nearby
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molecules, as modified by the electrons of the molecule under
consideration. This is deslt with in section 2.2, There is
the indirect effect of the change in the actual molecular wave
functions becezuse of the Van der Waals interactions betvieen
nolecules, discussed in section 2,3, Finally, chemical bonds,
and especially hydrogen bonds, may exist in the solid and not
in the gas: the changes due to this new bonding are relatively
large, and it might be said‘that the molecules in the solid
are different from those in the gas. This forms the theme of
section 2.4.

In compounds of nitrogen, as in most other compounds,
the value of the quadrupole coupling constant is found to be
very temperature-dependent. The temperature coefficients found
for nitrogen-containing compourds vary over e wider range than
those found, for example, for chlorine, but usually the temper-
ature coefficient is negative, and its magnitude is from 10~
to 1070 Mc/sec/degree. Sections 2.5 and 2,6 deal with this
subject.

There are many other observable effects of the crystal

8
structure on the quaedrupole resonance spectra.5 Most import-

k9
58

ently, treatments analogous to the Bloch equations for i
exist for spin-echo end other transient-effect experiments
and for broadening not associated with thermal motion§’58’77

These topics are however peripheral to the main object of Part C,



=250~

and are not considerecd further.

2.2 Direct intermolecular effects

In the gas, thermal motion averages to zero (or nearly
to zero) the effects of charges on molecules other than that
containing nucleus A, but in the solid, theimal motions are
much more restricted and there are residual effects from these
charges on the electric field gradient temsor at the nucleus.

Suppose the molecule in which a particular nitrogen nucleus
A is situated is surrounded by other molecules, labelled 1 ...
i ... mn, Consider first the contribution of one molecule, thought
of simply as a charge distribution, to the tensor WJB; The
potential, Vi, from a charge distribution described by a function
pi(g), located near & point r,, where r, is large compared to
molecular dimensions, is given by:

A =][pi(£)/(§_-gi)] a 2.2.1

Fquation 2.2.,1, if expanded using the binomiel theorem (the

procedure is of course like that used in chapter 1 of Part B),

becomes:

v, = jp/ri dt + j(p;.u_ri/riz)dt
j[ [9(3(2.31,1)2 - rz)/2ri3’] dT + ... 2.2.2

where u , is the unit vector gi/%i.

The first term in equation 2.2.2 is a monopole term, the secord

a dipole term, the third a quadrupole term, and so on, The
n
2n-pole moment can be Qefined by its general component 2 By« ooy’
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znnoi"-an ) fp(ﬂn] %)t 2.2.5
i=1

Thus the contribution to V of the 2% -pole term has the form
/ D+l (the exact form depens actually on the exect definitions
adopted for the p: equation 2.2.3 is only a common form).

Therefore, if the aff component of the contribution of the

2n-pole term of the ith molecule is represented by nVaBi » then
nvCLB ; has the space-dependent part:
(n+1)n+3)ap- (n+ l)r 5 B
- n+5 2.2.’!—
i

Equations like equation 1.2.6 represent the special case of
expressions like 2.2.4 when n = O,
The total contribution to VCLB from m external charge

distributions would therefore be:

nl m j
5 3 s

51 i=1

However, the Sternheimer effect for molecules has to be taken
into account. It has been shown28 that the modification of

V., due to monopole, dipole ... effects can be descrited by

af
multiplying by the same factor (l—YM). Finally, then,
nomo
= 1-
=L i=l

Yy is anelogous toy for the atom. The value of Yy hes not

been widely scudied58’65’226 but rough seni-empirical
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considerations55 suggest that for most covalent molecules,
o<y, <1 (for example for Li,s Y, hes been calcula.ted.226 to
be 0,24 ), and so the effect of the correction factor in equation
2,2.6 is probably to reduce the magnitude of the contributions
jvaei. |

It can be seen from expression 2.2.4 that JWIBi has the
dimensions of ri‘(j*3) , 80 that the magnitude of jqui falls
off quite quickly as j incfeases, and in practice terms for
j = 3 are very rarely considered. Furthermore, for a neutral
molecule, the "monopole moment" (i.e. charge) given by equation

2.2,3 is obviously zero, and so, in consequence, is °va If

Bi.
the molecule has no dipole moment, lzlﬁi is also zero, and
so on., Finally, even if quﬁi or lqlﬁi are not zero, in many
molecular crystals, the terms in the suamation of the Klﬁi’
i.e. the summation over the molecules, are roughly equal in

7

magnitude but opposite in sign, and the result of the summation

over all the molecules is much smaller in magnitude than is

any one term,

The conclusion is, therefore, that, unless most of the

following conditions are met:—

(i) NM'>> 0,

(ii) intermoleculer distances are about equal to intramolecular

distances,

(1ii) the molecules are charged ( this includes ionic crystals,



-253-

where the "molecules" are ions),

(iv) the molecules have a large dipole or higher multipole
moment,

(v) one particular molecule is at a site of very low crystal-
line symmetry (this does sometimes occur because for |
example of strains in the cnysta177),

then direct effects may to a very good approximation be neglected.
In cexrystals of organic‘nitrogen-containing compounds, it

is likely that nonc of these conditions, except (ii), and

ocoasionally (iii) or (iv), is usually operative., With these

few exceptions, then, the approximation applies to the compounds

considered in this thesis.

2,3 Indirect intermolecular effects

Apart from the direct effect discussed in the preceding
section, neighbouring molecules can also afiect the field
gradient tensor indirectly. The energy of cohesion of molecules
in a molecular crystal is made up from (i) direct Coulomb
interactions betwsen charge distributions on the molecules,

(ii) contributions from polarisation ard dispersion forces
betwesn the molecules, (iii) possible hydrogen bonding, and
(iv) sometimes true "chemical bonds. Any or all of these
influences may affect the molecular wave function, ani so
alter from their valuss in the gas phase either or both of

the "atomic" and "molscular" coeffiecients dealt with in sections
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1.5 and 1.6 respsctively. Effects (1) and (ii) are considered
in this section, and effects (iii) and (iv) in the next one:
to some extent this division is arbitrary, and effects (i)

to (iv) simply represent increasing electronic perturbation
froan the state in the isolated molecule.

Fundamentally, the electronic wave function for a molecule
in a crystal is different from the wave function for the isol-~
ated molecule because additional potential terms, arising from
the presence of thz other molecules, have to be included in
the Schrdédinger equation., Any attempt to estimate the new
wave function by incorporating these new terms is likely to
succeed only for very simple crystals indeed, and those at
very low temperatures: the solid phases of He and Ne are examples.
For molecules of practical interest, an approach more likely
to be fruaitful is to take the isolated-molecules wave funciion
(itself inexact) and to try to estimate the perturbations which
are induced on that by the other molecules, This involves a
knowledge of the dependences of the lattice energy on the
crystal and other envirommental parameters.

Thera ars two theoretical problems in the treatnent of
intermolecular forces in a crystal: the delermination of the
forces, and hence energy, batween two otherwise isolated mol-
eculss; and the statistical-mochanical generalisation of the

results to an assembly of molecules in a erystal. Both problems,
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and especially the first, are unsolved, and a general theory
of intermolecular forces seems unlikely in the foreseceable
future,

If for the present discussion other thermodynamic effects
such as the effect of entropy are neglected, it can be said
that the wave function of a molecule in a crystal is such as
to minimise potential energy. If it is assuma2d that the isol-
ated-molecule wave function does this for the isolated molecule,
the perturbation arises from the minimisation of solid-state
energy. Binary intermolecular interaction forces are generally
classified21 as short~ranfe and long-range forces,

Short-range forces are overwhelmingly repulsive, governed
meinly by the Pauli exclusion principle, although also having
contributions from simple interelsctronic repulsion terus,

The associated energy, ES, can be shown by quantum-mechanical
calculations to have the form:

Eg = F(r,d,p) exp(-ar) 2.3.1
there r,d, and @ are the co-ordinates of onz molecule with
respect to axes fixed in the other, F(r,d,9) is e polynomial

in r ,9and ; if r is small, other terums describing the orient-
ation of the second molecule are Of course necessary. In
favourable ca3zes,dard ¢ are not necessary in the description;

this is sometimes true because of thermal motion. ES incraases

rapidly with decreasing r and is numerically tha same as,
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a}though oprosits in sign to, the energy which would in incom-
plete orbitals have led to chemical combination, Intermediate-
-range forces, or "long short-range" forces?1 such as charge
exchange, are sometimes considered, but therzs is little evidence
of their importance.

The long-range binary forces are predominantly attractive.
They are conventionally divided into dipole-dipole, dipole-
~induced-dipole, and dispersion forces, For all of these
forces, also, the molecular orientation is almost certainly
jmportant, unless ths molecule has high symmetry intrinsically
or because of thermal motion, but in practice most work has
concentrated on the elucidation of the dependence on simple
separation, The long-range energy of interaction between
two molecules 1 and 2 a distance r apart, and with dipole

monents and polarisabilities Mo u2 ard aqs a2 respectively, is:

Zplzu 2 Vv,V
1 2 2 2 3 1'2
EL = - ;% =E + RO, 4,y 4 Zhea, v, -V, 2,3.2

The first term in the brackets represents the dipole-dipole
interaction, It is the averasge attractive energy of two dipoles,
end it is therefore temperature-dependent; the use of the
Boltzmann distribution in the evaluation of this tera accounts
for the presence of the Boltzmenn constant k. It is assuned

that there are no net charges on any of the molecules, that
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is that there are no ions. If ions are present, there is of
course a Coulombic attraction term proportional to r-l, and
this is much the most important term; +the existencs of such
an overvhelmingly important term makes the interpretation of
NQR results in ionic crystals rwuch easier than it is in molec-

ular crystals.hj’-n’lz5

The dipole-dipole term is in fact

the leading term in the expansion of the multipole interaction
energy (compare equation 2,2,2): higher multipole interaction
terms depend on higher inverse powers of r and are therefors
smaller, although they may neced to be considered for some
purposes.158

The second and third terms in brackets in equation 2.3.2
are dipole-~induced-dipole terms. They are generally small,
unless the dipole polarisability a is very large. As for the
dipole-dipole terms, higher multipole terms exist, but they
are very small indeed.

The fourth term in brackets in equation 2,3.2 represents
London (dispersion) forces, which, it seems likely, are most
important for crystals of most organic comfounds, especially
those containing1tsystems.178 In this term, Vi and v, represent
the characteristic frequency of the charge distribution.
Especially in non-polar molecules, the London term is usually

the largest of the terms in equation 2.3.2. This, together with

the facts that London forces are additive pairwise to a reasonable
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approximation, and for simple molecules at least are lititle
dependent on orientation, has led to most work being done on
the assumption of the dominance of dispersion forces in molec-
ular erystals, and within its obvious limitations, this has
been developed and modified considerably.9

By combining equations 2.3.1 and 2,3.2, the lattice energy
B for an unmixed crystal at constant temperature can be written:

E o= -ar® 4 B D 2.3.3

where A replaces the term in brackets in equation 2.3.2, and
Br = has been used instead of the form of equation 2.3.1 for

E.; although the latter is more accurate, it is mathematically

X

less convenient, Values of n which have been used range fronm

9 to 12 (Lennard-Jones potential). The difficulties in using

an expression such as 2.3.3 in an attenpt to evaluate the

change in molecular electronic wave functions are enormous.

The principal onss are:

(i) p ,a andv all depend in an uncertain way on the wave
function;

(i) even if these dependences were known, an iterative mininm-
isation of B, with respect to r and the three interconnected
varisbles W, and v is probably necessary: the iteration
may not be convergent, and it is mathematically formidable;

(iii) even if (i) end (ii) wers overcome, equation 2,3.3, or

even equations 2.2.1 and 2.2.2 together, are of uncertain
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accuracy: only leading terms in expansions are taken,

and the expansions themselves may not be justified.9

In face of these difficulties, most workers have interpreted
effects of the type discussed here only qualitatively.58 Thus,
if E in equation 2,3.3 is to be minimised, tgen, given the
internolecular separation, A should be maximised., From equation
2.3.,2, this means that P, end v should be maximised also,
and changes in the wave function which tend to increase |, a
or V should be favoured. Uhfortunateiy, the increase of all
three parameters is usually not consistent. Exemples ere

58

known” where the change in NQR coupling constants of halogens
can be accounted for by an increase inp. However, p for
nitrogen~containing compounds does not usually depend simply
on the ionic character of a bond between nitrogen and another
elemont: in such a situation, increassd ionic character would
tend to increase q in many molecules. The dependence of & on

35 and usually a is strongly

the wave function is very complex
anisotropic, so generalised statements are even more difficult
to make than for the effect of changes in . It is very roughly
trus, however, that g-systems have higher s than have g-systems,
The value of V increases as the extension of the wave function,
as measured for instance by <r2>', decreasss, but no detailed

study of its variation for molecules exists., Thus the variation

of @ end v can be accompanied by very complicated changes
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in hybridisation.

2.4 Intermolecular bonding

If hydrogen bonding is included in the phrase "intermolecular
bonding", it is likely that intermolecular bonding effects
make the most significant contributions to the change in nuclear
quadrupole parameters in passing from the gas to the solid
phase., The most successful explanations of such changes have
depended on intermolecular bonding in the crystal; however the
great difficulty of making arguments based on indirect effects
should bs remembered. Thus, intermolecular bonding has been

58

invoked with considerable success” to explain the NJR frequencies
of the solid halogens. In nitrogen NQR, the decrease of 12,6%

in eQq in going from gas to solid inANﬂs was accounted for by
0'Konski and Flautt168 by supposing an increase in ionic char-
ecter on the formation of hydrogen bonds, for example, and

the interpretation of the observed elq for BrCN and ICN by
Watkins and Poundzhk in terms of intermolecular bonding is

& classic example of this approach.

An estimate of the efflect of hydrogen bonding depends on

having a theory of the hydrogen bond, and there is no general
175

agreement on such a theory. The three most popular accounts,

which are obviously not mutuelly exclusive, are the electrostatic
model, the VB description, and the MO description, in order of

decreasing popularity. The electrostatic model attributes
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the energy of the bond H...B in A-H...B to the electrostatic
attraction between the positive hydrogen and the resultant
negative charge distribution, including the lone-pair distribution,
on B, The latter can be determined from the non-bonding orbital

as given by equations like equation 1.3.2, Either the charges

139

can be placed to give the correct dipole moment, or the

hybridised non-bonding orbital can be replaced by a point charge

d,199 and the energy calculated. There are

at its centroi
special difficulties in using the electrostatic picture of the
hydrogen bond to predict quantitatively the change in N3R
frequencies from those in the isolated molecule: the argument
back from simple phyéical quantities like dipole moment directly
to associated quantum mechanical features like the wave function
is notoriously full of pitfalls.

The VB description depends usually on the five canonical

structures shown below at most:

¢a A~ B  covalent A-H

U A~ HY'.....B ionic (no charge transfer)

¢, A~ H——3 covalent H-B (with charge transfer)

Qa At E B ionic (no charge transfer)

qﬁ A H B* covalent A-B (with charge transfer)
The coefficients of mixing a ... & corresponding to ths wave

function labels given as subscripts above can be estimated

. 8
semi-empirically, as by Coulson and Danlelssone or by an attenmpt
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at a more rigorous variational calculation.l‘LB’z37 Unfortunately,
the values of a ... e are very strongly dependent on uncertain
parameters, and estimates of them made rest on a number of
assumptions which are difficult to justify quantitatively.

Thus Coulson and Damielssonl*8 assume that the ionic character

does not change when the i-bond forms, in direct contradiction

to the experimental findings of for example O'Konski and Flautt}68
and that the A-H distance is constant, which agrees poorly

175

with other experimental evidence. 1he less empirical procedures
give values of a ... e which do not depend on unattractive
physical assumptions, but which do depend on mathenatical
assunptions made to increase the tractability of complicated
integrals; and egain the coofficients depend strongly on para-
meters whose value is uncertain, e.g. in ice I, for rO—H = 1,00 2,
c2 Zz 0,11, whereas for Yoog = 1.07 ﬁ, 02 £ 0,22, Nevertheless,
if reliable values could be found, the contribution of the H-
-bord to the components of WIB could be found very simply
indeed.

Like the VB picture, the 10 description would essentially
be used to calculete afresh the centribution of the electrons
involved in the H-bord to the WJB’ rather than to attempt to
find changes from the value in the isolated molecule. The L0
description of the H-bond has received surprisingly little atti-

. , . 1 ad b R Al
ention, considering the attractions of simplicity which it has,



=263~

The treatment given by P:i.men‘l:e].17[F

can be generalised to give
three orbitals from the three component atomic orbitals ( since
the H-bond involves four electrons, more than the bonding
orbital must e considered ). The three hydrogen-bgnd orbitals
are:

(vonding) ¢l

(nonbonding) b,

N [(hA+blhB) + als]
)\Z[bzhA - hB] 2.4.1
)3[(hA + bth) - aES]

are normalising constants, s is the 1z

]

(antibording) ds
where A, )2 and )3
orbital of hydrogen, and hA and hB are appropricte orbitals,

of the general form given by equations 1.3.2, on A ard B,

The coefficients & aj, bl’ b2 and b3 could be determined
semiempirically from a knowledge of the physical characteristics
of the bond, or from electronegativity considerations like those
outlined in section 1.6. The detailed estimation of the co-
efficients of a generalised li0 description of a H-bond does not
seem to have been ﬁade, although this would be very interestinrg
and useful in its application to NJR.

The situation then is that, although the electrostatic
model of the hydrogen bord is most often used, the quantum
mechanicel descriptions, either VB or 0, offer the best hope
for at least e semi-quantitative account of the effect of
hydrogen-bond formation on NJR frequencies,

The largest changes between gas and solid occur when



28 -

new chemical bonds are formed in the solid, Although such a
phenomenon is often of great chemical interecst, there is little
that is now from the point of view of calculating the KQR
frequencies in the solid. A different molecule exists, and

the obvious procedure is to try to calculate the components

VhB at the quadrupolaer site for the new molecule, using the
methods, extended or modified as necessary, discussed in chapter
1. The description by Vatkins and Pou:fld'.zz*l‘L of the solid-state
NQR of ICN and BrCH in this way, using VB language, is well-

58

~lnovm”  and need not be repcated here; it is a good example
of this for the Townes and Dailey theory.

2.5 Temperature dependence: introduction

As stated in section 2.1, the temperature dependence
(g%- of most NQR lines is negative, But in addition, the depend-
ence of NQR frequency on temperature is often interrupted by
one or more discontinuities. These may be due to phase changes,
which usually cause sudden sharp shifts in the resonance frequency;
or to the onset of hindered rotaticn, which is characterised
by the gradual broadening and disappearance of the resonance
lines, In the sccond situation, the rescnence can sometines
be detected at 2 higher temperature end at a much lower fregu-
ency. The temperature deperdence is generally markedly different

in different phases,

The second type of discontinuity is discussed in the
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rext section,

Most measurements of temperature dependence are made at
constant pressure. Apart from the effect of temperature on the
vibrational-rotational crystal motions, and through them on
the field gradient at the nitrogen nucleus, there are effects
due to volume changes. The twin dependence on volume and temp-

erature may be expressed in a complete differential:

av = %%)v ar 4+ (%Tdv 2.5.1
so thet (g%)P (g;)v + @%)T (g-vf)P 2.5.2

where o is the volume coefficient of expansion., The first
term on the right of equation 2,5.3 is the temperature depend-
ence discussed in section 2.6. The second term describes the
volume-dependent frequency change. The two effects can be
separated by making measurements of the pressure dependence

of the resonance frequency, at constant temperature. Then,

iy = g_\é_)T av 2.5.4
" @), - GE), - 5L,

where B is the compressibility. From a knowledge of ¢ and B,
(%’_,) in equation 2.5.3 can be found.

v . CNAYER
The a priori calculation of (5?)T involves a knowledge

of the temperature and volume dependences of the effects
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discussed in sections 2,3 and 2.4, Kushida gﬁ_g&,ljB suggest

the decomposition of the term:

&), = G- &+ &) F @ 2.5.6

where N(T) is a sum of temperature-dependent vibration-effect

terms., They pcstulate two limiting cases. In a perfect ionic

3

lattice, q would be proportional to r °, where r is the inter-

ionic distance. Then, if

Vo<1 2.5.7
and q o< r-5 2,5.8
-1 dg
while %%-:lo. In a molecular crystal, except at high pressures,

the volume variations of q and M depend on intermolecular
effects, and little progress seems feasible in the theoretical
caleulation of their influences. However since Vv in a solid
is usually less than v in a gas, it is a reasonable guess that

v, >0, This qualitative argument suggests that (§¥) is
v P av. T

negative when the field gradient is largely due to surrounding
ions, and positive in molecular crystals.
A considerable range of relative importance in tha two

58

terms of equation 2.5.3 has been observed.”  This relative

importance depends of course on ths value of o as well as on

the values of (§¥) and (QM) « The latter term has been dealt
ally aV/p

with briefly, and the calculation of the former, %ths Miirect"
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term, will now be considered.

2.6 The direct temperature dependence

The theoretical treatment of the direct temperature effect
was first set out by Bayer,l7 extenied by Kushida,132 and
somewhat modified by Skripov.212 Since no temperature-dependence
measurements or calculations were done for this thesis, and
since the theory is very well-knovm, it will be summarised
here very briefly. A fgller account is given for instance by
Das and Hahn.58~

The simplest case, when y=0 and only torsional vibrations
ere important, is considered. This amounts to the oscillation
of the principal axes of the wlB tensor about their equilibrium
positions., For oscillations about the principal axes X, ¥
and Z fixed in the molecule (these are the seme principal axes as

are used in chapter 1), new tensor components for space-fixed

axes X'Y'2' may be written:

Vgs = (1 -0,7 -0, W + 8,y + 0,57,

Vyps = 80 + (1= 07 =85, + 6,5,

Vg = O, + 7V + -0, - 0,5, 2.6.1
Yoy = OVxx + Oy - )Wy - 087y,

Vyige = =68 Vxy *+ Oy + (88 - 6)Vy,

Vaigr = (08¢ = Oy)Vyz - 88Ty *+ O4Vy,

where GK is the small displacement about axis K, and only

terms up to and including GK? have been retained. Since the
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torsional frequencies are high compared to the NQR frequencies,
the values of GK_and,GK? in equation 2.6.1 can be replaced
by averages. Now

<6x> = <9Y> =<O,> = 0 2.6.2
so that X'Y'Z2' is also the principal axes system. The values
of GK? can be approximated by replacing the three torsional

motions by quantum~-mechanical oscillators, so that

2 2. _ 1 1 ]
AKU)K<GK > = th [2 + exp(huk/kr) T 2.6.3
vhere AK and wK are, respectively, the moment of inertia and

the torsional frequency about the exis K.

From equations 2.6.3 and 2.6.2 in 2.6,1, the new components
of V._ can be found, and hence the new values of q and M, which
can be substituted in an equation like equation 1.1l.1l, to
give a new value of v. Finally, differentiation with respect

to T gives the direct temperature-dependerce coefficient

%%- . Such a process, ifn'<<1, gives for I=1 (i.e. nitrogen)
v
E E
1 (vy . =X SN I o 2.6k
v aT)V © 2erd A (1 - 5y)" a0 - EBy)
where B = exp (i, /KT) 2.6.5

and v is the frequency of the stationary molecule,
o

It might be pointed out here parenthetically that the
treatment just outlined assumes that the temperature variation
is entirely due to variation in the Bolizmann occupation of

the torsionzl levels, which affects V_ ., equation 1.7.21,
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wbereas Véxt in that equation is supposed to be relatively
independent of temperature. As a rule this is probably right,
but if ‘Xnis large, the variation of véxt may also need to be
allowed for.

Often for nitrogen,y is large, and equation 2,6.4 must

be extended accordingly. An important point about equation
2.6.5 is that it mekes (g-‘f negative. Referring back to
equation 2.5.3 and to the cz;clusions come to in section 2.5
regarding (g%) , it appears, since (g%) is usually negative,

the temperatu?e-dependent term given b§ equation 2.6.k4, the
direct term, must usually be larger than %%-T, the volume term.
However, as the temperature decreases, the direct term decreases
much more quickly than the volume term, and sometimes the
latter may bscome dominant in equation 2,5.3. In that case,
there is a temperaturs, often in the range 150° - 250O X,

at which (g%) is zero; above this tempsrature it is negative
and the direci term is dominant., This theoretically predicted

behaviour has bsen quite satisfactorily demcnstratedl5’58’189

in several compounds.

It was assumad in the derivation of equation 2,6.4 that the
torsional frequenciestuK were high compared to thz resonance
frequency. This is generally true, but in certain compounds
at low temperatures the W, may be less than v: the "stationary"

value v, is close %o the value observed., At high temperatures,



the rapid torsional motions cause an alteration in the resonance
frequency, and an equation describing this frequency Vp can
readily be written down from equations 2.6.1; equation 2.6..

was derived from such an equation, As has been shown, in
general VT<:\%’ Then at intermediate temperatures, the resonance
is "smeared out' between Vo and V,, and is often so broadened as
to be unobservable, This is the simple explanation for ths
discontinuities which were feferred to at the beginning of

section 2.5 as being due to the onset of hindered rotation,



CHAPTZR 3 TRIAL CALCULATIONS OF

FISLD-GRADIZNT TZNSORS

3,1 Introduction

Although most of the individual methods, discussed in
chapter 1 of this Part, of putting values on the various para-
meters from vwhich the electric field gradient tensor can be
determined from an equation like equation 1,3.11, are described
elsewhere, some of these methods, and particularly the method
of calculating the "molecular" coefficients M3 as described
in section 1,6, have been modified or extended by the author,
Also, it seems that the combination of methods described in
sections 1.4 to 1.8 has not been epplied to the calculation
of field-gradient terms at nitrogen nuclei, starting the calcul-
ations from other molecular quantities, It seemed worthwhile
to attempt to apply these methods in a few cases of interest.
The main theoretical difficulty is that most of the parameters
discussed in sections 1.4 to 1.8 could be detrmined in a number
of different ways, and it is difficult to decide on first
principles which is to be preferred. The calculations of
which the results are given in this chapter are preliminary
trials, undertaken to see if the methods show enough promise
to warrant a more detailed examination than is given in chapter

1.

Although the methods of chapter 1 are much less difficult .
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mathematically than the calculation of XIB from a correct
Hartrse-Fock wave function, the calculations which have to be
‘done are nevertheless quite formidable, and only a few simple
molecules have been studied, with the help of simplifying
assumptions,

3.2 The molecular calculations

A simplified version of the methods of chapter 1 was
applied to the molecules shown in the second column of Table
3,2,2, No attempt was made to estimate the effects of the
solid state, or of temperature, on the frequencies, The moleculss
were deliberately chosen to avoid so far as possible complications
of unknown structure and bonding: for example the series XCN,
although of greaf interest for the‘theoretical ralculation
of NQR paraneters, have uncertain amounts of' double-bond charac-
ter in the X-C bond.

The required interatomic distances and interbond angles
were taken from "Interatomic Distances" and Supplement.llo
The nitrogen hybridisation coefficients a; in compounds 1 and 2,
and the corresponding coefficients for carbon in compound 2,
were estimated using bord engles in equation 1,5.1. The
ad jacent 130-15N coupling constants for compounds 3, 5 and 6
are unforturately not availeble, and the 130-15N coupling

' 2
constant for compound 4 is anomalous, 0 so the generally good

values of j end k cannot be used in equation 1.5.%. Accordingly,
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the nitrogen and carbon hybridisation in compounds 3 to 6
was taken to be sp, with two equivalent bords, although this
165,166

-is unsatisfactory and probably wrong (see section 3.3).

The "molecular" cosfficients were calculated as indicated
at the end of section 1.6 (page 213). The iteration procedure
was carried out for all the atoms of the molecule, using the
obvious simplificetions from molecular symametry when possible,
except for compound 2, for which only the carbon parameters were
ad justed; this fixes the nitrogen parameters, The simplified

equation 1,6.25 was used for nitrogen. The coefficients of

that equation can be estimated by using the relationships

suggested on pages 212 and 213: b% % c%-ani b% - cig the latter
is the less reliable., These lead to:
+ +
by = byp/2 3,2.1

+ + +
= + Lbl + l6b2

o7

These equations, end the values given in Table 1.6.2 on page
211, leave only the problgm of separating X and bl. The X
values were estimated from the values of I and E for N4+, for
which ng, = n.p = 0, with the assumption of no hybridisation.

This is certainly inexact, but enough atomic parameters for
greater accuracy were not available, The method of Vihitehead
gi.gl,zhg was used for carbon; these authors do not give para-
meters for sp hybridised carbon, and these had to be calculated.

The final orbital occupation numbers ng and Ry equation 1.6.21,
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were used to calculate [ (sce later),

The choice of the atomic orbital is probably the most
"@ifficult and the most crucial choice., A Starnheimer correction
was applied by multiplying terms I?;\:V and JIXof equation 1.3.11
by 0.9, see page 236, and no attempt was made to use correlated
wave functions,

The choice of a method fér finding the effective charge(
is very imporitant because of the §3 dependence of YﬁB ¢ equation
1.8.13. Some idea of the usefulness of different systems nay

be geined from Table 3.2.1. Column 2 of that Table shows

TABLE 3.2.1 COMPARISON OF VALUES OF { (SEE TEXT)

Colunn 1 2 3 ) 5 6
Ly =10 A 3.3 3.9 5
ey 109.7 8.4 5.2 6.1 .

the value of (qu)at in Me/s which is most often used in the
Townes-Deiley analysis for luN and 55Cl. Column 3 gives the

value of [, es calculated from equation 1.8.,13 for 14N and a

35 L, 8

Cl, using for ©'N Q = 1..7 x 10'2

corresponding equation for
-26
e.s.u, cm2 end for 35Cl Q =~7.97 x 10 ""e e.s.u, cmz. The

fourth, fifth and sixth colunns give for comparison the values
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of [ which would be calculated by the rules of Burns?7 Slater213
and Barnes and Smith12 respectively. The last is included
- because these values come from a consideration of quadrupole
hyperfine structure in atomic spectra, with interpolations.
Sternheimer corrections are not made in Table 3.2.1 since
the Townes and Dailey treatment essentiall ignores them. However,
the estimation of atomic effects should include spin-dependent
effects, which can reasonably be neglected in most molecules.
For this and other reasons, Table 3.,2.1 is more illustrative
than quantitative. As can be seen, the velues of Burnms, which
are intended to reproduce the outer parts of the wave function,
are lowest, and those of Barnes and Smith highest: they would
appear to be too high. From considerations of this kird, it was
decided to use Slater rules for a single-exponential function,
s well as a modified set of rules which were devised for
the purpose, not only of course from a consideration of Table
3,2,1 although they happen to give "good" values for comparison
in that Table. The new rules were based on a consideration only
of elements up to and including Cl, and could certainly not be
extended to heavier eléments without the modifications suggested
in section 3.3. The screening parameter g ([ = Z -0 ) is caleul-
ated by dividing the electrons into groups as in the unrmodified
Slater rules, and allowing a contribution to g of 0.4 frem

each electron in the same group as the electron under consideration
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(Slater 0.35), 0.6 for each electron in the next group in
towards the nucleus (Slater 0.85), and 1,0 for each electron
- further in (Slater 1.0). Physically, this means naively
that, since the shielding of the lower-lying electrons is being
given less weight, and conversely, more allowance is being made
for penetration of outer electrons, and the wave function for
these electrons, nearer the nucleus, is being enhanced, For
the purposes of trial only; those modified values were used as
well as the unmnodified Slater values, and the results ere shovm
in Table 3.2.2. In both cases, the values of [ were aljusted
for the variation in ng and np calculated, This emounts to
the correction suggested by Tovnzs and Schawlow?36 who give
values for €, where e3q is to be multiplied by (1+g) for each
stage of ionisation. As a rough check, application of the
Slater rules to the first ionisation of N gives a correction
equivalent to € = 0.30 and, for Cl, € = 0.18, The modified
rules give 0.31 and 0.12 respectively. The corresponding
figures given by Townes and Schawlow are 0,3 and 0.15. The
correction for ionisation was, obviously, not applicd,
One-centre and symmetrical two-centre integrals (see the
classification scheme on page 238) were calculated as described
in full and as suggested, respectively, in section 1.8. Un-
symmetrical two-centre integrals were not however evaluated

as discussed in section 1.8, although that method is almost
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certainly the most accurate. The evaluation of the 2 functions
is long iffi t; i integrals
ong and difficult; instead the integral (¢quzzAl¢h)
. were approximated by the expression:
= 1 -
(gla,, \19,) = 25,52 = 15,4 ) [Wgla,,,105) + (Gla,,,10,)] 3-2.2
vhere 8,, = (QAI¢B)
and ISAB' is the magnitude of SAB’ for which the tabulated values

16

of Mulliken et al. were used. The evaluation of the matrix
elements in square brackets has just been dealt with, Equation
3.2.2 is simply an extension, to matrix elements of C of

53

the approximation given by Cusachs and Cusachs”” for matrix
elements of ég%?i So far as the author knows, it has not previous-
ly been applied in this way, although Cotton and Harris suggest
& similar extension&6 of Mulliken's earlier and less accurate
approximation, without saying how effective it is in use, or
whether they have used it. But equation 3.2.2 did give apparently
reasonable values, and is much easier to use than the full
analytical evaluation.

The results of the foregoing are given in columns 3 and
L of Table 3.2.2 on page 278. Colunns 5 and 6 give observed
values of elq, taken from Appendix Cl, where references can be
found,

3,3 Discussion ani conclusions

Most of the experimental pavers reporting the values

quoted in Table 3.2.2 give some discussion of the results, all
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TABLE 3.2.2: RAESULTS OF TRIAL CALCULATICIS

No. Cpd. I(eqa),| (cale)? I(eq),| (calo)® eQq(obs)® enq (obs)?
1 NH, 2.6 3.1 3.1607 ~4,092
2 N(GHz); kO 5.0 5.1939  =5.47

3 HCN 3.1 3.9 4.0183  -4.58

L HyCON 2.9 3.1 3.73718°  a.2u

5 013CCN 3.8 L.7 - o7

6 Fy00N 4.7 5.6 54,0521 -
Notes.

a Given in Mc/s to the nearest 0.1 lle/s. Calculated using
Slater rules.
Given in lc/s to the nearest 0.1 Mc/s. Calculated using
modified Slater rules.
In Mc/s for the solid at 77° K.
In Mc/s for the gas (from microwave spectroscopy).

Mean for two frequencies for two crystalline forms,
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in terms of the Townes-Dailey description, applied rathsr

quantitatively, The lower coupling constant of CH,CN compared

3
to that of HCN is explained by hyperconjugation, which is supp-

osed to be decreasingly important in the series CH,CN, CC1l_CW,

3 3

CFBCN. Whether or not some such effect is important, it can
be seen from the Table that some at least of the difference
can be accounted for by changés in the atomic orbital popul-
ations. However, as remarﬁed in section 3.2, the assumption
of constant hybridisation in the series 3 - 6 is a poor one,
and no doubt there ere changes in hybridisation: this would
affect all the molecular parameters,

In addition, Kern and Karp1u5121 have calculated (qu)zz
for N in HCN using 2-exponential basis orbitals (except for H,
for which they used one exponential) to describe the Hartree-
Fock functions for the molecule., The result of their calculation
was -1.66 Mc/s, Similarly, Kernt20 used a number of published
exact weve functions for NHB' which gave results ranging from
2.6 to -6.4 Yc/s. Considering the difficulty and rigour of
these calculations, these results are disasppointing. The large
errors yrobably flow from small errors in choosing the orbital
exponents [, as discussed in section 3.2, This is probably
further demonstrated by the value of -9.5 lc/s. obtained |

earlier for HCH by Bassompiére}6 Of course the values in the

fourth column of Table 3.2.2 wers obtained from rather arbitrarily
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ad justed values of {; column 3 shows how much worse the results
ffom simple Slater exponents are,

Since solid-state effects were ignored, the values should
perhaps be compared to the gas-phase values in column 6.

Apart from the value for C1l_CCN, which is, fortuitously of

3

course, exactly right, and the value for FBCCN for which no
comparison can be made, all of the values are too low. This
agrees with the suggestion made earlier that perhaps [ nceds

to be quite high in NQR theoretical cealculations. However,

the trend and the order of magnitude are more or less correctly
predicted.,

The molecules in Table 3.2.2 were selected to avoid serious
complications in describing the bonding; they are of two chemical
types only; and the results may not be typical even for these
types. Nevertheless, it does seem that semi-empirical calculation
gives as good results, for nitrogen at least, as more rigorous
calculations, with much less effort. The main problem is the
eveluation of [; it is possible that investigation like Burns'527
but with the aim of reproducing NJR results, and using different
shielding for s and p electrons, would give quite good prediction

of NQR frequencies with much less labour than an 2b initio

MO calculation.,



APPENDIX C1 OBSERVZD NQR OF 14N

Note The following tables are interded to list every observat-
ion published of a nuclear quadrupole coupling constant for |
th, by whatever experimentel method. The literature has been
searched up to the end of December 1967, but the lists may not
be complete because, apart from the possibility of overlooking
a paper, issues of some less common foreign journals for the
end of 1967 had been neither received nor ebstracted in the
abstracting journals by February 1968, when the tables were
finally produced, Values of doubtful accuracy, or with very
large quoted errors (over 100j) have been omitted unless the
compound is of particular interest. No list purporting to
approach couprehensiveness has been published for several years,

Column 1 gives the reference nunber (see appendix C2). Where
more than one report has been been made of the sane expsrimental
quantity, only that seeming to be the most accurate or reliable
has been included.

Columnn 2 gives the compound, formula, and experimental
method., If no irdication of the last is given, it is to be
tzken to be pure NQR. MW is used to abbreviate microwave spectro-
scopy: if only coupling constants along the principal inertial
axes are given, these are quoted in this column in the order

) S xbb unless othervise indicated; always of courss
aa



Xeo = -(xaa + Xgp)e MR end ESR have their usual meanings,

Extra information is sometimes included: t.d. is short for

-282-

temperature dependence, and all temperatures are in °k.

error is +1 in the last quoted figure.

In the columns giving results, if no error is given, the

The symbol + with no

figure following it is used to show that the error is not stated,

but is greater than 41 in the last place,

are

interpolations.

Figures in brackets

TABLE 1: ALIPHATIC AMINES

167
1l

85
150

239

methylamine, CH,NH MW

372
d-methylenine, CD3ND2' MW, 2.35
40,05, 2,1240.05
ethylenediamine, HN(CH,) N,
t.d. 77-280 '
hexanediamine, H,N (CH2 ) G,

cyanamide, H2§_CN. M. 3.054,1.85+

piperazine, HI: (02H)+) ot

t.d. 255-546. at 300, w1=3.0161,
dwy Px
w2=3.6035, T 20 ¢/s/ K,

au,

== = 38 c/s/ K. |

77

77

300

(77

eQq, Mc/s

-3.640.3

3.9965

4.03

L3

Y

31.3

35

26,6

31)
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TABLE 1 (CONTINUED)

] T, K| eQq, Me/s N,5%
88{triethylenediamine, Ni(CZHA)BEN 77 |&.9247 0
153|trinethylanine, (CH,),N. 1. - |-5.47 0
168 " 77 |5.1939+0.0001 0
2, |hexenethylenetetramine, (CH2')6N4 299.64.4.083+0,0001 0
273 |4.4265+0.0001 0
199  |4.L74740.0001 0
77  |4.5435+0.0001 0
TABLE 2: AROHATIC AMINES
130 [p~chlorcaniline, p-Cl.CéﬂyNHz 77 |4.117 2.3
130 |p~-bromoaniline, p-Br.CGHLNH2 77 J4.135 23,1
130 |p~phenylenedienine, 77 |3.91 + 0.001 26.4
p-NHz.CsﬁhNHZ. Other transns.
(Pvery weak): 2.690%, 2.69,%,
3,2109, 5.2129
85 |2-aminopyridine, Z-EﬂZ.CSHL;I 7 13.745 3.5

(probably the N underlined)
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TABLE 3: "AMINES": N IN COWJUGATED SYSTELS

* T, K
1.4340.03 -
&1 7
77
7
11
mean 77
85 |Y-picoline, A-CH3.CSH4N 190
17
197 |[pyridazine, 71
68 " Wo '406!1-, 1.38 -
”/\
197 pyrimidine,ligzj 77
N
197 lpyrazine, [?i] 77
N —OH
. . ~\
252 |cyanuric acid, rw(i;gzéf 77
Lines at 2.7915 & 2.7829 due
not to 40, but diff. sites.
=
252 melamine, mn( O » 77
Ry
Line at 2.5865 - ring N?
129 [cyanuric chloride, (CNCl)3 77

o

eQq, Me/s

4572
k.591

k. 57k
k601
L5845
1. 3736

b 10
5.18892+

b y3621%
l&- . 857 83:

?

4.083

37.4
39.3
41.5
40.3
39.6
33.68
.2
8.5+

38.6

53.6

>,

>

1-7




TABLE 4: AMNIDSS AlD RELATED COLPOULDS
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T, K] eQq, Mc/s N,%
131{formanide, HCOMH, MY. 1.9+,1.7¢ | -
87 " 77 |2.274 37.8
130|urea, NH,CONH, 77 |3.507 32,3
86] " Lines at 2.3260,2.8741
(et 199). t.d. 0.17% & 0.325
kc/deg. resp. (77 |3.507 32.3)
252|d-urea, co(m)z)2 . One line 77
et 2,9140
191 {carbamyl fluoride, NHZCOF. W -  |=4.05 16.5
TABLE 5: UNCONJUGATZD CYANIDES (NITRILZS)
238lhydrogen cyanide, HCN. M7 - 1-4.58+0.05 0
166 n 195 |3.8904+0.0003 [0
77  |%.0183+0.0003 |0
238|cyanogen fluoride, FCN. MW - |-2.67+0.05 0
238|cyanogen chloride, CLCN, M - |-3.63+0.1 0
31 " nothing seen at 199 77 |3.219+0,001 1.57
238|cyanogen bromide, BrlN, M - |-3.83+0.08 0
2L, " 297.213.2851+0.0002 |0.14
(calculated assuming 140 when  |273 |3.2979+0.0002 |0
two lines seen) |199 [3.32.9s0.0002 Jo.32
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TABLE 5 (CONTINUZD)

/o

238

119

166

2.2

85

231

165

137

32
85

cyanogen bromide, BrCN (cont.)
(calculated assuming 1#0)
cyanogen iodide, ICN. M

LI (caled. using
reptd, frequencies). No reson-

ance seen at 77, 2.52-2,57

methyl cyanide (acetonitrile),
CHBCN._MW

" aform: slow cooling

B form: fast cooling
monochloroacetonitrile,
ClCHZCN. My
"

trifluorocacetonitrile, FBCCN. ki
trichloroacetonitrile, ClBCCN.
propionitrile (ethyl cyanide)

CHyCH,CN I, =3.3%

i sobutyronitrile, (Cﬁj)ZCHCN

one line at 2.880

e, OK'

7

299.8
273
199
(77

11

1

77

7
77

eQq, Mo/s

3.35,41+0,0002

-3.8040.1

3.3899+0,0002
3.3935+0,0002
3.4016+0,0002

3.411

14, 214+0,016
3.7380+0.0003
3.7375+0.0003

3.8943
~le 73
- .0521+0.0003

3.7756+0.0003

0.1,

0)

0.46

0.82

0.53+0.02

2.08+0.01
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TABLE 5 (COifrLilUZD)

17, K] eQq, Mc/s M,5%
84 [n-butyronitrile, CHB(CHZ)ZCN
one‘line seen, no freq, given
32|malononitrile, CNCH20N 77 |3.9216+0.0003 |7. 57+0.01
229|t.d. 140 to 298
173|sulphur dicyanide, S(CH )2 . -
My -1.51+, 0,30+
205|silyl cyanide, H :,)Si CN. M - |=%.740.5 0
2 0}lgerayl cyanide, H 5GeCN. W - [-5.040.1 0
150|cyanamide, NH,CN. M7 -3.304,
2,86+
TABLE 6: COMJUGATEZD CYANIDES  (see also Table 3)
88|cyanogen, (CN)2 77 |4.269 2.2
45]acrylonitrile, CH2 :CHCN., MW - |-4.2140.Q4 0
238}cyanocacetylene, CiSCCI{, LI - |-4.28+0.05 0
204 Imethyleyanoacetylene, CH 50 $CCH.INI - |-k.b4#0.5 0
165 |benzonitrile, 06H5CN 77 |3.885L40.C003 [10.73+0.02
165 [picolinonitrile, 2-Cli.C.H N 77 |3.9583%0,0003 |[7.16+0.02
165|isonicotinonitrile, 4-Cli.CoH N 77 |3.8951#0.0003 |1..4,+0.02
4 )
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TABLE 7: CCIiPOUINDS RELATZD TO CYANIDES

119]|methyl isocyanide, CHBNC. M
207|isocyanic acid, HN:C:0. MW
52imethyl isocyanate, CHBH:C:O. oty
108|methyl thiocyanate, CHBSCN

108|2thyl thiocyanate, CHBCHZSCN

108|ethylene thiocyanate, (CHZSCH)2

107 {potassium thiocyanate, KSCN
107 |potassiun selenocyanate, KSeCN

207 |isothiocyanic acid, HN:C:3. X

T, °K

198

e34q, Hc/é
0.483+0,017
2.00+40.05
2.3+
3,1.786
345154
3.5903
3.5005
3.5240
3.5448
2.4,31440,0002
2.84,940.0002

1.2+40,2

0

46.29
L7.32
47.35
47,2
47.06
46,71
2.81+0.02
%,9740.02

0

TABLE 8: OTHIR ORZAIIC COLPOUIDS
N
172[diazirine, <:& A 1.0,

X -X.. b=6 2+Oo3

ﬂ‘ﬂ" 1 -3.99,1.58
[«)

s " " 387
/N

o
XaaXpo? Xec sll < 1.

N
N\/

Mt =0.69+0.09,-0.55+0.13

cc o
60| oxazole,
60|isoxazole
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TABLE 8 (COWTINUED)

66]1,2,5-thiadiazole ﬂ_——”

N \s/

}:IW 100’ ch-xb-b=5—2.'t 0‘3
232 |ethyleneimine, CHBCH:I‘-IH.

MW 0.69,2,17

93 |N-methyl ethyleneimine,

CHBCH:NCHT M 3.35+0,02,

0.63 +0.02
196 |N-methyl methyleneimine,

CH2 :I{CHB. nW l. 91‘.0.3, 3. 22‘_00 2

203 |diazomethane, CHZNZ.!S.'I

1240 |formaldoxime, H,C:NOH (d~fornm,

2
X=3.1)

95| nitroetihylene, CH2 s CHIY o M
-0.883+0.0:9,+0,01:40.02,

eQq, Me/s

5.0(=x,,?)

i

1]:;‘"’

#0

TABLE 9: INORGANIC CO:POTDS

Lif nitrogen, N, M (finds o)
200 " line shopes, t.d.
1.5-34.5  (assuming =C)
159 nitrogen in B-quinol clathrate

79 ammonia, NH,. MV

J 3

2 4. 6497

“3.6

—4.0924+0.0015
)

0?
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TASLE 9 (CONTINUED)

138
138

138
118
35

35 4

13

72

117

195

255
L

ammoria, Il}{j. (cont.)
I’H’ﬂ)2

D/H ratios.

- IH)H2 for various

d-ammoniza, NLD3
L MW
cmmorium dihydrogen phosphate,

(NHu)HZPQ#

R
\{ it

(1\1)4)1)2?01* MR

hydrazoic acid, H{‘Iy jaurt

HN NI
a

By

potassiun azide, KN3 NHR
miaNpN
hydrazine, H2NI‘IH2. 3]
" 2 XTL posns.

nitrous oxide, 1‘!20. L0
r,ar-.po
nitric oxids, NO, ifi

nitrogen dioxide, N02. MW

0. 90;"‘0’12’_3.4210012

~-zmnonium dihydrogen phosphate,

» R < ™ R

7

291

291

77
7

elq, lc/s

3,1607

3.2307
"'lQ-o 10

0.0%6

0.0273

. .85+0.10

-1.3540.10
0.7

1.,028+0.03

1.79+0.03

-..09?

1..819

4,821

~0,792+0.005

-0.238+0,005

-2

32

L2

78.6
82,8

0%
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TABLE 9 (COHTINUED)

50

50

160

160

81

83

82

82

12),

123

215

39

Irans-nitrous acid, HOMO. ILIJ
1.91+40.12,-5,39+0.30

d-trans-nitrous acid, DONO. IV
1.68+0.12,-5.17+0.30

nitric acid, HONO, . I
0.93+0.05,~0.82+0,05

denitric acid, DONOZ. v
0.82+0.05,-0.62+0.05

sodiunm nitrate, NaNOs. NR

nitrosyl fluoride, NOF. I
1.740.1,-5.040.1
nitrosyl chloride, NOCL, 1LV
l.in.h,“k.8ip.2

nitrosyl bromide, NOBr. M7
19py 0.440.3,~% k405
Bl 0.640.5,-4.4+0.3

thionitrosyl fluoride, NSF. IV

thionitrosyl trifluoride, NSF3.
MW

nitryl fluoride, NOZF. PN
0.7+,1.54

nitryl chloride, NOZCl. |

edq, Mc/%

0.745

+1.19+0.05

-5.86+0.05

0

small
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TABLE 9 (CONTINUED)

2
L9
15,

difluoramine, FZNH. W

nitrogen trifluoride, NF,. LW

3

edq, Mc/s
~8.940.4
-7.09
7.0681+0,0007

0.11240,002
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APPAIDIX C3 SULILARY OF PART C

In chapter 1, the factors which contribute to the electric
field.gradient tensor and so to the nuclear quadrupole resonance
(NQR) frequencies in an isolated molecule are analysed. Methods
of finding various molecular and atomic parameters which are
needed for estimating the contributions of these factors are
reviewed and discussed, and a few possible extensions or modif-
ications of some of these methods are suggested. Hathematical
techniques for evaluating the integrals which come out of these
methods are also briefly reviewed, Chapter 2 contains a short
discussion of intermolecular effects on the electric field grad-
ient tensor,

In chapter 3, the results of the application of the methods
described and suggestsd in chapter 1 to some simple molacules
are given, with some further discussion of points of important
deteil, These results seem to be promising enough to justify
a proper, more detailed, study of the possibilities of semi-

-ompirical calculations of NQR frequencies.



