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Abstract

This thesis consists of five chapters. In the first chapter I provide the introduction to the
three essays examined in this thesis. In the second chapter I examine the impact of
securitization on U.S. bank holding companies’ (hereafter BHCs) credit risk, credit risk
taking, profitability, and capital level between 2001 and 2013. I also study the effect of the
credit enhancements and liquidity provision on BHCs’ performance between 2001 and 2013.
Since securitization is an endogenous decision, I use the treatment-effects model to control
for the selection bias and observe a positive relationship between securitization and credit
risk. I also find that securitization decreases BHCs’ profitability, but that securitization
increases BHCs’ capital levels. Although it is possible that relatively risk-averse BHCs may
consciously increase their capital buffer by retaining earnings, for example, I do not exclude
the possibility that BHCs engaged in regulatory capital arbitrage to increase their capital
level. Nevertheless, I find that use of securitization for capital regulatory purposes is
mitigated by the risk-retention mechanism, i.e. credit enhancements and liquidity
provision—banks had to keep the required capital for their extended guarantees. However,
as was uncovered during the financial crisis, these credit and liquidity risk-reducing tools

were not sufficient to prevent the recent turmoil in the securitization markets.

The third chapter analyzes information opacity and systemic risk for the U.S. BHCs in
the context of the asset-backed commercial paper (hereafter ABCP) between 2001:Q2 and
2012:Q4. Banks which set up costly ABCP conduits might have benefited from the
regulatory capital relief and from providing financing alternatives to their clients. However,
they faced costs in terms of the increase in information opacity through the provision of
ABCP guarantees to BHCs’ own and third-party sponsored ABCP conduits. Furthermore, I
observe that higher information asymmetry about BHCs’ value is associated with higher

volatility of returns and also with higher systemic risk.

In the fourth chapter I examine the proposal to limit bank size, which is known as tackling
the banks’ incentive to become “too big to fail”, and also how this regulation to curb bank
size may affect banks’ operating costs. I examine the relationship between the size of BHCs
and BHCs’ operating costs from 2001:Q2 to 2014:Q1 to evaluate the costs that the newly
suggested regulations on bank size might bring. I find that rules to limit the size of banks

could significantly reduce economies of scale. In particular, if large and cost-efficient banks
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become split into smaller parts, data processing, legal fees, audit and consulting expenses,
in addition to expenses on premises and automated teller machines (hereafter ATMs) are

likely to increase.

I also pay particular interest to legal fees and litigation settlement; I find evidence that
larger banks, but not necessarily systemically more risky banks, face litigation charges more
frequently. I do not find evidence that larger banks face a lower probability of being fined.
This suggests that another phenomenon known as “too big to jail” may not be true, if the
assumption is that the misconduct detection is perfect. I do, however, observe that penalties
had little effect on BHCs’ profitability, and that some of the largest banks continuously face
litigation charges. In turn, this could possibly imply that benefits from wrongdoing

outweighed the costs.

The fifth chapter summarizes major findings and concludes.
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Chapter 1

Introduction

1.1 Introduction

The 2007-2009 global financial crisis is viewed as the most severe since the Great
Depression. Many large financial institutions were on the brink of collapse as a result of

excessive exposure to securitized assets.

To stabilize the financial system, the U.S. Treasury Department launched a bailout
program called the Troubled Asset Relief Program (hereafter TARP). Its purpose was to bail
out the troubled financial institutions. The U.S. Treasury had to purchase assets and equity
from financial firms to strengthen the financial sector and prevent avoidable foreclosures.'
TARP programs included several programs of which the largest was the Capital Purchase
Program (hereafter CPP) targeted at banking organizations. As part of the CPP, the Treasury
invested approximately $245 billion in over 700 banking institutions. Of these banking
organizations, 32 were among the biggest banks in the U.S. in the fourth quarter of 2011.
This gave rise to a widespread public dissatisfaction with the fact that taxpayers’ money had

to be used to save the “too big to fail” banks.

Another TARP program, called the Term Asset-Backed Securities Loan Facility
(hereafter TALF), created jointly by the Fed and the Treasury in 2009, provided eligible
borrowers with three-year and five-year non-recourse loans, collateralized by asset-backed
securities (hereafter ABS). Under TALF facilities, around $71 billion in loans were provided
to troubled financial firms. The Treasury committed to provide the Federal Reserve up to
$20 billion under TARP in credit protection for the TALF. In July 2010, this amount was
reduced to $4.3 billion, and in June 2012 was subsequently reduced again to $1.4 billion.
The outstanding amount of TALF loans fell from $24.7 billion at the start of 2011 to $5.3
billion as of June 20, 2012. As of the end of March 2012, all loans were performing as
scheduled (FSOC, 2012). Just like CPP, TALF has also generated widespread public debate,

! American International Group (AIG), General Motors, Chrysler, Fannie Mae and Freddie Mac also received
capital injections in the form of preferred and common stocks (Barth, Prabha, and Swagel , 2012).

* This term is used to denote financial firms that would substantially damage the financial system and the rest
of the economy should they go bankrupt.
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with regards to the regulation of banking activities and the moral hazard problem of “too big

to fail” banks.’

The “laissez-faire” approach toward regulation of investment banks has widely been
believed to be a contributor to the depth of the recent economic downturn. Following the
events of August 2007, supervisors have suggested various regulations to limit the scope of
banking activities. For example, capital regulations have been revised and increased in the
Basel III Accords. The U.S. has also passed the Dodd—Frank Wall Street Reform Act and
Consumer Protection Act that included the “Volcker Rule” which was designed to limit
U.S. banks’ exposure to hedge funds and private equity vehicles. In addition, following the
unpopularity of TARP and to address the issues and prevent the possible activation of
programs like TARP in the future, policy regulators have produced the new orderly
liquidation authority in Title II of the Dodd—Frank Act. This involves making bondholders
and other creditors more prone to incur losses if a financial institution fails, as opposed to
making taxpayers incur the losses if government steps in to save the failing banks. Title II
does not eliminate the possibility for the deployment of government funds to save some
firms. However it gives extra protection to taxpayers in the event of a possible failure of a
large financial institution because bondholders will be first to incur losses. This has been
welcomed by the public; however, the Dodd—Frank Act sparked much discussion, especially
from the regulated financial institutions. Many banks argued that it would have significant
adverse consequences for corporations, investors, financial markets and the U.S. economy

(Lester and Bovenzi, 2010).

The major financial innovations that contributed to the recent crisis and the changes in
the regulations of bank activities after 2007 have motivated the compilation of this thesis. In
particular, this thesis focuses on the securitization activities of the big banks, which were
made possible with the passing of the Gramm-Leach—Bliley Act (hereafter GLBA). In 1999,
GLBA removed business operation restrictions on all types of banking and financial
institutions. Banks could loan and securitize, innovate, make swaps and reinsure, hedge and

guarantee and become closely interconnected. Financial innovation such as securitization

? The CPP is now closed. The Treasury has reported that as of June 2012 all the repayments along with
interest, dividends and other income exceeded the original disbursement. Moreover, Treasury estimates that
the total gain to taxpayers from the $245 billion disbursed under all bank support programs under TARP will
ultimately exceed $20 billion (FSOC, 2012).

* The Volcker rule prohibits insured depository institutions and any company affiliated with an insured
depository institution from engaging in proprietary trading and from acquiring or retaining ownership
interests in a hedge fund or private equity fund. These prohibitions are subject to a number of statutory
exemptions and restrictions.
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increased the interconnection between the financial firms and made it more challenging to
determine where credit risk ultimately lies. August 2007 began with the seizure in the
banking system precipitated by BNP Paribas announcing that it was ceasing activity in three
hedge funds that specialised in US mortgage debt. This was the moment when banks realized
that the derivatives on their balance sheets were worth significantly less than banks had

previously imagined.

In the second chapter of this thesis, I explore whether current U.S. BHCs’ exposure to

securitized assets had an adverse impact on their risk, profitability and returns.

In addition, sophisticated and complex securitization programs are also thought to have
increasingly compromised the financial transparency of banks, resulting in a highly opaque
banking sector and an erosion of trust in the financial sector as a whole. To put differently,
apart from discussing motivations and consequences of asset securitization, I focus on the
benefits and costs benefits of securitization structures. In particular, I examine the opacity’
in the banking industry and analyze how information opacity was affected by the banks’

exposure, via various guarantees, to asset-backed commercial paper (hereafter ABCP).

ABCP, which is at the epicenter of discussion in my third chapter, is different from ABS.
ABCP programs provide corporations with alternatives to direct debit issuance and term
ABS. The main difference is that ABCP is generally issued with maturities of under three
months unlike ABS, which are longer term. ABCP conduits issued high levels of debt with
practically no equity and yet they managed to obtain the highest ratings from the ratings
agencies due to the credit and liquidity back-up lines provided by the agents extending the
guarantees (BlackRock, 2013).

Then, in the third chapter I describe the basic structure of ABCP conduits and their
connection with sponsoring financial institutions through guarantees. Standard & Poor’s

(2003) defined structured finance as “a type of financing in which the credit quality of the

> I define bank opacity as the extent to which financial accounting information creates uncertainty about
intrinsic value (Bushman and Williams 2013). The proxy for information opacity is the bid—ask spread.
Based on the microstructure theory, it is rational to expect that if investors find it difficult to assess the value
or riskiness of firms, this will be reflected in the bid—ask spread (Kyle, 1985). My results will bear direct
policy implications, i.e. given that increased financial disclosure lessens information opacity, this will lead to
less ambiguity about the true value of the financial institution.

% Typically, ABCP conduits benefit from two-tiered enhancement (liquidity and credit enhancements)
whereas an ABS has typically one level of credit enhancement. This gives some protection for the repayment
of principal and interest if the maturing ABCP cannot be rolled over in the market. In addition, an ABS
usually has exposure to a single sector (e.g. mortgages, student loans, automobile or industrial loans), while
most ABCP conduits have diversified portfolios of assets (BlackRock, 2013). Over the past years, the cost of
providing liquidity support has risen due to the increased capital requirements and regulatory scrutiny.
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debt is assumed to be based on a direct guarantee from a creditworthy entity or on the credit
quality of the debtor’s assets, with or without credit enhancement, rather than on the
financial strength of the debtor itself.” The definition summarizes well why guarantees are

important and their role during the recent economic downturn.

As for the existing empirical evidence on ABCP conduits, Acharya et al. (2013) show
that banks that set up ABCP conduits suffered significant losses because conduits could not
be rolled over to maturing ABCP. This raises the need for evaluation of benefits and losses

to banks from setting up these conduits.

Acharya et al. (2013) assess the benefits to banks by quantifying how much profit
conduits yielded to banks. Assuming a risk weight of 100 percent for underlying assets,
banks could avoid capital requirements of around 8 percent by setting up conduits relative
to on-balance sheet financing. Assuming that banks could finance short-term debt at close
to the riskless rate, which is consistent with the rates paid on ABCP before the start of the
financial crisis, and taking an equity beta of one and a market risk premium of 5 percent,
banks could reduce the cost of capital by 40 basis points by setting up conduits relative to
on-balance sheet financing. Assuming that conduits have no costs, and that revenues are
equal to profits, banks were earning (prior to a run on the ABCP market) a carry of about
ten basis points on conduit assets. Comparing the costs and benefits of conduits, it seems
clear that conduits would not have been profitable if banks had been required to hold equity
against assets in their conduits, to the same extent as for assets on their balance sheets. In
fact, banks would have made a loss (negative carry) of 30 basis points on each dollar
invested, had they kept these assets on their balance sheets. However, given that banks were
not required to hold equity to the same extent as for assets on their balance sheets, they could
earn a profit of ten basis points. Conduits were thus a relatively low-return activity but
offered a way for some banks to attract money market savings and effectively increase bank

size without increasing regulatory capital.’

7In 2003 the Financial Accounting Standard Board required banks to consolidate all SPV in which they were
the main beneficiary. However, in 2004, the Office of the Comptroller of the Currency (OCC), the Federal
Reserve (Fed) and The Federal Deposit Insurance Corporation (FDIC), The Office of Thrift Supervision
(OTS) announced that ABCP conduits were exempt from this directive. In practice, however, the credit and
liquidity guarantees provided the same protection because the definition of the asset default was such that
ABCP always matures before assets are declared in default and thus liquidity protection was enough for
ABCP buyers to feel safe and invest in ABCP. This resulted in the rapid growth of ABCP after 2004. Gilliam
(2005) notes that regulatory charges for conduit assets were 90 percent lower than regulatory charges for on-
balance sheet financing.

18



The shadow-banking environment facilitated the structure and evolution of the ABCP
market. The profits shown above explain well why ABCP has grown in popularity over time.
For example, ABCP was only about 6 percent of the total commercial paper market in 1990,
but by mid-2007 it accounted for about 60 percent of the total market, or approximately $1.2
trillion (Figure 1.1).

Figure 1-1 - Asset-backed Commercial Paper Outstanding
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Source: Board of Governors of the Federal Reserve System (US) retrieved from Federal Reserve

Bank of St. Louis; September 30, 2016.

Note: The above graph shows the asset-backed commercial paper outstanding. The asset-backed
commercial paper (ABCP) market collapse occurred on August 9, 2007
It is important to note that shadow banking was perceived as stable and non-risky because

of the guarantees provided from the private sector. Operations of many shadow banking
vehicles and activities are interlinked with traditional banking via credit enhancements,
liquidity back-up lines, implicit support to SPVs, and so forth. However, once the solvency
of the put providers (e.g. banks and insurance companies) was questioned, shadow banking
underwent a major collapse, partly because credit ratings, risk managers and investors
themselves underestimated the tail risks in the private sector guarantees. The run on the
shadow banking system began on 9" August 2007, when BNP Paribas suspended the
calculation of the net asset value of its three mortgage-backed securities funds (Kasperczyk
and Schnabl, 2013).
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This led to the freezing of the market. Many large ABCPs which had recourse to their
sponsors had to be taken back onto banks’ balance sheets. The high opacity of these
structures meant that banks themselves were not sure who and when would be affected by

these events.

Events reached momentum after the collapse of the Lehman Brothers on 17th September,
2008. The Federal Reserve had to step in and directly repurchase ABCP from the market to
prevent catastrophic consequences. There has been no single conduit declaring bankruptcy

throughout this recent economic downturn (Acharya et al., 2010).

Once the crisis had begun, many economists stated that it had been unavoidable, that
many warning signals had been received, and that many people in the industry saw this
collapse coming (Rajan, 2005). In contrast to Rajan (2005), IMF (2015) stated that crisis
came as total a surprise. In turn, The Financial Crisis Inquiry Commission (2011) concluded
that the recent financial crisis was avoidable. Thus, it is of great interest to explore whether
investors took into account that the banks that provided guarantees to these conduits might
run into difficulties and whether they anticipated that given the adverse state of the economy,

the government would step in and help BHCs to fulfill their commitments.

Existing literature on bank opacity and market microstructure is not conclusive on

whether or not off-balance sheet activities increase bank opacity.

Acharya et al. (2010) show that in the period preceding the 2007-2009 financial crisis,
there was no relationship between exposure to ABCP and stock returns. This may suggest
that investors were ignorant about the exposure of their bank to ABCP. Thus, it is reasonable
to assume that the same may be true for the guarantees. Acharya et al. (2010) mention that
the credit guarantees directly affect the ability of the conduits to issue ABCP after the
financial crisis, i.e. conduits that have weaker guarantees could see diminished ability to
issue ABCP. Regarding the investors, Acharya et al. (2013) examine the risk transfer from
the perspective of the investor buying ABCP. The focus in Chapter 3 is purely on the
investors of the BHCs who extended the guarantees but did not necessarily themselves

sponsor ABCP to address the issue of information opacity.

Acharya et al. (2013) show however that commercial banks with higher exposure to
ABCP conduits, in terms of the ratio of total ABCP outstanding to bank equity, had a larger
decline in stock returns around the beginning of the financial crisis, i.e. 9th August 2007.
Acharya et al. (2010) focus on the total amount of ABCP; but I am interested in ABCP

guarantees. In contrast to their study, I examine how credit and liquidity guarantees impacted
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the stock price of the banks that extended this protection before and after the crisis. In
addition, I differentiate between the guarantees to own versus third-party conduits, based on
the supposition that third-party assets might be more opaque. It is possible that credit
guarantees were ignored, not only by investors, but also by bank managers who did not keep
pace with financial engineering (Acharya et al., 2013; Allen, et al. 2009) or were simply due

to moral hazard arising from the presence of government guarantees.

To be more precise, I examine whether investors in the banks had taken into account that
some banks extended protection to their ABCP conduits and to the third-party ABCP
conduits. The fact that BHCs extended protection and thus in fact held all the risk on-balance
might show a negative effect of credit guarantees on BHCs’ stock returns and higher returns
volatility, if investors were aware of the risk BHCs were exposed to and took that into
account when buying the shares of these BHCs. However, if investors were not aware of the
risk posed or they believed that banks were in a good enough condition to extend protection
if called upon or if they believed that no matter what happened, banks would receive help

from the government, I should not observe any effect.”

In addition, I also study guarantees and systemic risk.” I examine whether guarantees to
ABCP increased systemic risk, as, recently, many critiques have stated that it was primarily
guarantees that banks provided, which made the banking industry more interconnected and
more fragile. Thus while, it is intuitive that guarantees increased systemic risk, to the best of
the author’s knowledge no study has previously looked at the effect of guarantees to ABCP

conduits on systemic risk.

Subsequently, in the third essay, I explore the reasons for banks to grow in size.'’ It is
rational to expect that economies of scale may be the reason why banks may want to become
large to save on operating costs. Alternatively, it might be the case that banks may want to

grow in size because they anticipate that regulatory authorities is more likely to treat large

¥ Regarding the expectation of the government intervention, the U.S. government’s long-standing policy of
“constructive ambiguity” (Freixas 1999; Mishkin 1999) is designed to encourage this type of uncertainty, i.e.
that investors do not expect the government to actually implement “too big to fail” policies, as there is no
formal obligation to do so.

? I measure systemic risk as marginal expected shortfall (MES) and systemic risk (SRISK). The metrics I use
for systemic risk have the advantage that they are used by regulators for monitoring financial stability and
that their properties have been extensively discussed in the recent literature (e.g. Adrian and Brunnermeier ,
2012).

10 As for the size of the banks, it is worth noting that the assets of the 50 biggest banks (7 of them were U.S.
banks) were nearly equal to world GPD in the fourth quarter of 2011. The 30 biggest world banks’ assets
exceed three-fourths of world GDP (Barth et al., 2012).
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banks more favourably and save them if necessary, since their collapse can have
disproportionately large effect on the economy. It is also possible, that banks want to become
large so that they are “too big to jail”!", that is regulators may want to go light on some of

the biggest banks.
The following findings emerge from the three essays:

* Securitization increased bank credit risk and reduced bank profitability after the
financial crisis. However, it increased bank capital adequacy. In particular,
securitization increased capital level only before and during the crisis and decreased
capital level after the financial crisis. These results are consistent with the fact that the
regulatory loopholes were eliminated, and that banks stopped retaining their earnings

to increase capital buffers.

* Banks that provided credit and liquidity enhancement to their own ABCP conduits and
conduits sponsored by other banks had higher information opacity than BHCs which
had no exposure to ABCP programmes. Exposure to ABCP conduits increased

information opacity only after the crisis but exerted no effect before the crisis.

* Analysis also revealed that exposure to conduits had significant effect on the volatility

of returns, while bank opacity significantly increased systemic risk.

* Significant economies of scale were observed as BHC grew in size between 2001:Q2

and 2014:Q4.

* Size in turn was positively correlated with the probability of facing litigation charges,

i.e. larger banks were more often involved in litigation settlements.

"' The political power of large banks and risks of economic impact from major prosecutions has led to use of
the term "too big to jail", usually when referring to the leaders of “too big to fail” financial institutions. “Too
big to jail” can be used, for instance, in the context of the Department of Justice (DoJ) who applied unequal
justice to the very large banks and did not prosecute the bank managers.
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Chapter 2

The Effects of Securitization On U.S. Bank Holding

Companies’ Performance

“Securitization is one of the major financial innovations to have occurred over

recent decades” .

Alan Greenspan (1998)

2.1 Introduction

The lethal cocktail of fundamental and structural weaknesses in the U.S. economy and a
new generation of regulators and their policies, including innovative liquidity injection tools,
sophisticated derivatives markets and different hazardous incentive structures of financial
firms contributed to the current economic downturn.'> Asset-backed finance, commonly
referred to as securitization, is regarded as one of the main culprits of the recent financial
crisis (Brunnermeier, 2009). Although it is the U.S. that is perceived to be the largest market
for the securitization activities, securitization programs have also become widespread in
Europe. They have also been important in Asia and Latin America (Gyntelberg and

Remolona, 2005; Scatigna and Tovar, 2007) B

Existing literature provides mixed evidence on how securitization affects bank
performance. Although it has been documented that securitization affects banks’ insolvency
risk, leverage, credit risk, profitability and capital level, researchers provide different
conclusions regarding the direction of the effect and the channels through which
securitization activities affect bank performance measures. While some academics find that
securitization has a positive effect on banks’ financial health (e.g. Cebonoyan and Strahan,
2004; Jiangli and Pritsker 2008; Shin, 2009; Panetta and Pozzolo, 2010), others (Dionne and
Harchaoui, 2003; DeMarzo, 2005; Di Cesare, 2009; Casu et al., 2011) provide evidence that
securitization actually has a negative or no impact on banks’ performance. The difference in

the effect of securitization on banks’ performance usually stems from how much risk is

2 For the genesis of the current crisis, Allen et al. (2009) and Diamond and Rajan (2009) provide a synopsis
of the current economic downturn and conjectures about causes and remedies.

" Global securitization programmes differ significantly in terms of the legal, tax, and accounting
requirements of the seller’s country.
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transferred from the banks to outside investors, as well as how a securitizing banks in the

data samples reinvest their proceeds from the securitized assets.

This thesis attempts to fill the gap in the asset-backed finance literature, and analyze the
effect of securitization on BHCs’ performance measures before and after the crisis. In
particular, it examines empirically the effects of securitization on BHCs’ credit risk, their
credit risk taking, profitability and capital levels over from 2001:Q2 to 2012:Q4. I also
examine the credit and liquidity enhancements to BHCs’ own and to third-party
securitizations, and what role they played in BHCs’ securitizations. This is important as it
may have a direct implication on the ongoing discussion on how to redesign the risk retention

mechanism, i.e. how to better align banks’ incentives in lending and securitization.
9

I analyze the relationship between securitization and BHCs’ credit risk, profitability and
capital level using the treatment effect model. I choose this model in order to address the
endogeneity problem that is persistent in many similar studies on the effects of securitization
on banks’ performance. In addition, I focus on banks’ exposure to securitization via their
extended credit enhancements and liquidity lines. To the best of my knowledge, the only
study that examines the relationship between securitization, credit risk taking and credit
enhancements is Casu et al. (2013). They find that credit enhancements reduce credit risk. I,
however, depart from their study and analyze in greater detail how credit enhancements and
liquidity provision, extended to the BHCs’ own and third parties’ sponsored conduits
affected BHCs’ profitability and capital level. I explore the effect of securitization on BHCs’
credit risk, credit risk taking, profitability and capital level, as well as how the credit and
liquidity enhancements affected the BHCs’ performance over time, i.e. before, during and

after the crisis.

This analysis is of paramount importance, with wider policy implications. For instance,
as reflected in the recently introduced banking regulations, the Dodd—Frank Act requires
sponsors to disclose to investors all the representations and warranties given to rating
agencies, as well as fulfilled and unfulfilled repurchase requests, aggregated by the

originator, in order to allow investors to identify originators with underwriting deficiencies.

Finally, I also examine the relationship between banks’ performance measures and
securitizing of different asset classes to get a deeper insight into which asset classes exerted

the most effect on BHC’s credit risk, credit risk taking, profitability and capital level.

The remainder of the chapter is organized as follows. First, I provide the background on

securitization. Then I review the relevant literature on securitization and the risk retention
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mechanism. Subsequently, I describe the data selection and sample specification. Then I
proceed to the empirical specification and results of the empirical analysis. Next, I proceed

to the robustness tests. Finally, I discuss the findings and conclude.
2.2 Background

Securitization is a financial operation by which a bank'* transforms illiquid assets or
rights to flow of income payments into a fixed-income instrument that is homogeneous,
standardized, liquid and suitable for sale to the third parties. The special feature of the
securitization is that it reduces irregular flows in payments of the underlying cash flow and
transforms the underlying cash flows into stable payments. This transformation of illiquid
claims into marketable securities is made through a remote bankruptcy SPV ' that has
ownership rights to the instrument, but is by law separate from the originating firm.
Essentially, assets are sold to the SPV. The SPV pays for these assets by issuing bonds, notes
or short-term commercial paper. The originating bank usually continues to act as a servicing
agent in the securitization program. It will continue to collect receivables on behalf of the
SPV in exchange for a fee. These fees have been one of the major reasons why banks
engaged in securitization on such a scale prior to the recent financial crisis, along with other
often mentioned motives such as the need to obtain new sources of funding, to transfer credit

risk, to find new profit opportunities and to comply with the regulatory capital rules.

The vast majority of existing studies on European banks (e.g. Martin-Oliver and Saurina,
2007; Agostino and Mazzucca, 2008), for example, conclude that the main driver of
securitizing banks in Europe was the need to obtain liquidity. In the U.S., however,
securitization was primarily a means for financial institutions to comply with regulatory
capital requirements (Calomiris and Mason, 2004; Acharya et al., 2010). As for the range of
assets that can be securitized, these typically include: mortgage loans, credit card
receivables, auto loans, commercial and industrial loans, home equity loans, and other
innovative developments including the securitization of commodity risk and catastrophe risk

(de Vries, 2008).

The advent of securitization also gave rise to new theories about a banking model, known

as the “originate-to-distribute” (hereafter OTD) model, where banks were originating their

'* Although the are significant differences between a BHC and a bank (e.g. banks take deposits and make
loans to consumers and corporations; BHCs own or control these banks, and also own other businesses), |
use these two terms interchangeably.

"> A special-purpose vehicle, or SPV is a subsidiary of a company formed by a company for a particular
project or task which is bankruptcy remote from the main organization.

25



loans with the intention to sell them off. The OTD model gradually replaced (but did not
eliminate) the traditional “buy and hold” (hereafter BH) model. In a traditional BH model, a
bank would extend a loan to a borrower and hold the loan on their balance sheet until
maturity, while monitoring the borrower’s performance along the way. However, with the
liberalization and deregulation of the financial sector in the U.S. in the early 1980s, the
traditional banking model became less profitable (Edwards and Mishkin, 1995).
Securitization appeared at the same time, suggesting that banks switched from on-balance
sheet financing to off-balance sheet financing due to the decline in profitability (Cardone-

Riportella et al., 2010; Panetta and Pozzolo, 2010; Gorton and Metrick, 2011).

OTD has contributed to the following: two main roles of banks, i.e. liquidity
transformation (Diamond and Dybvig, 1983) and delegated monitoring (Diamond, 1984),
have lost their significance. This is not surprising: since securitizing banks are no longer the
primary holders of illiquid assets, they have fewer incentives to monitor their borrowers (see
e.g. Pennacchi, 1988; Loutskina and Strahan, 2007). To overcome this problem of
informational asymmetry, several risk retention mechanisms have been designed for and

adopted by banks.

Theoretical studies on the credit risk transfer mechanisms, optimal retention mechanism
and informational asymmetries have found the following. DeMarzo (2005) notes that by
pooling assets, then tranching them into different risk categories and retaining interest in the
equity tranche, banks can signal the quality of the sold loan portfolio and optimality of the
debt contract. Hence, such risk retention is a result of the signaling equilibrium where
securitizing banks, in an attempt to signal the value of assets, retain poorer quality assets on
their balance sheets (Greenbaum and Thakor, 1987; Instefjord, 2005). In the same vein, Kiff
and Kisser (2010) argue that equity tranche retention is the best instrument to incentivize

loan screening.

In contrast, Fender and Mitchell (2009) suggest that it is the mezzanine tranche retention
that is the optimal tool to align bank incentives. They model a principal-agent problem,
where a loan’s originating institution extends loans to borrowers and has the option to screen
its borrowers at a cost, in order to increase its expected return. They show that mezzanine
tranche retention may ensure more diligent screening than both equity and vertical slice
retention (7.e. retaining equal amounts of each tranche in the securitization structure). They
note that mezzanine tranche retention may be better than equity tranche retention because if
banks are forced to retain equity tranche and know that there will not be any residual left,

there is no incentive for them to screen loans at all in the first place. This is especially true
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in a recessionary economy, because it is more likely that in a bad state of the economy equity
tranches would be completely wiped out. Thus, in bad times, the benefits of screening are

virtually non-existent, and so banks have little incentive, if any, to extend good loans.

As for risk retention, if the level of risk retention is designed to signal the commitment of
the bank to its own securitization activities, then I would expect to observe that the retained
interests should decrease credit risk. If, on the contrary, it is designed to reflect the risk of
the underlying assets, and the level of retained risk closely mimics the expected loss, this
may result in an increase in banks’ credit risk. That is, the effect of retained interest on credit
risk is ambiguous ex ante. Moreover, there is no unilateral consensus in the literature on how

to overcome asymmetric information problems pertinent to the securitization markets.
2.3 Literature Review

There are three main strands in the securitization literature related to this thesis. The first
strand contains theoretical studies on the economic benefits of securitization. The second
strand examines empirically the effects of securitization on banks’ performance. The third

strand analyzes the optimal design of the risk retention mechanism.
2.3.1 Economic benefits of securitization

One of the main reasons why banks securitize is because securitization allows them to
manage their risk exposure; it provides them with the option to transfer credit risk and
diversify their funds. For example, banks that have a relatively high proportion of risky loans
on their balance sheets may decide to securitize more in order to reduce their credit risk
(Cumming, 1987; Dell’Ariccia et al., 2009) and to reduce expected losses (Wagner and
Marsh, 2006). Certainly, the degree by which a bank can reduce its credit risk can vary. For
example, a bank may decide to retain some portion of the securitized assets instead of selling
all their assets, and may choose only to remove the first losses or the so-called equity tranche
from the SPV. This way it secures a sufficient degree of credit improvement for subsequent

tranches and limits the credit risk transfer to the final investors.

Other benefits from asset securitization discussed in prior studies include diversification
of funding alternatives, immediate access to capital for expansion purposes, ability to focus
on competitive advantages and the ability to manage earnings. For instance, securitization
allows banks to recognize accounting gains when the market value of their loans exceeds
their book values (James, 1988; DeMarzo, 2005; Karaoglu, 2005). They can also redeploy
funds obtained from their sold loans toward more profitable investments (Greenspan, 2004;

Schuermann, 2004). In addition, banks may securitize their loans to benefit from the
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intermediation profit (Duffie, 2008). Lockwood et al. (1996) also report that the cash inflows
from the issued asset-backed securities (hereafter ABS) could be used to retire existing debt
which in turn reduces banks’ interest expenses, increases their reported earnings, and
increases stockholders’ equity. As for the reported earnings, Karaoglu (2005) finds that
banks choose which loans to securitize and thus they bias the estimated fair values of retained
interest. Karaoglu (2005) and Pavel and Phillis (1987) find that banks that securitize or sell
loans have higher loan concentrations and, therefore, greater needs for asset diversification
than non-securitizing banks. In addition, these studies find that banks are more likely to

securitize loans if they have a competitive advantage in originating loans.

Dechow and Shakespear (2009) show that managers tend to time their securitizations to
maximize the window dressing benefits offered by securitization accounting rules. They find
that securitizations are more often reported in the last few days of each month and the last
few days of the quarter. In turn, Loutskina and Strahan (2009) note that another feature of
the securitized assets is that these are more liquid than other assets, which renders banks

more immune to liquidity shocks. Consequently, it enhances banks’ financial stability.

With respect to the motivation to obtain immediate access to capital, Karaoglu (2005)
finds that banks that sell or securitize loans have higher growth expectations and greater
liquidity needs, compared to banks that do not engage in securitization. Wagner (2007)
however reports that increased liquidity of a bank increases banking instability. This is in
contrast to the commonly accepted view that higher asset liquidity directly benefits stability,
by encouraging banks to reduce the risks on their balance sheets and by facilitating the
liquidation of assets in an adverse state of events. Thus, it also makes financial crises less
costly for banks. Banks may have an incentive to take on more new risks and thereby offset
the positive direct effect on stability. This evidence is in line with the results of Instefjord
(2005) who notes that when a bank has access to a wider selection of instruments to manage
risks, it is likely to engage in excessive risk taking. Cardone-Riportella et al. (2010) analyze
the sample of Spanish securitizing banks over the time period 2000-2007 and also find that
securitization may make banks actually less risk averse to the prospect of an own crisis
situation. The rationale is that they can more easily liquidate parts of their balance sheet

through securitization operations.
2.3.2 Securitization and bank performance

Prior to the recent global financial crisis, securitization was seen as a tool that enabled
more sophisticated banks to disperse risk or to pass credit risk to institutions with far less

leverage. This led to an overall improvement of bank financial stability (Duffie, 2008). In
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addition, Altunbas et al. (2009) and Loutskina and Strahan (2009) find that securitization
increases banks’ lending ability. However, they also found that by making illiquid loans
more liquid, securitization could enhance, ceferis paribus, banks’ risk taking (Ambrose et

al., 2005) and increase their credit risk.

Securitization does not necessarily lead to credit risk diversification, but it could actually
promote the retention of risky loans on banks’ balance sheets (Instefjord, 2005; Chiesa,
2008). For example, Purnanandam (2009) compares performance of loans that had
originated with U.S. banks and were to be retained with loans that had originated but were
to be sold between 2006 and 2008. He shows that banks that were extensively securitizing
during the pre-crisis period had originated loans of inferior quality. After the crisis erupted,
banks that were “stuck” with these loans on their balance sheets had significantly higher
charge-offs and higher borrower default rates. These findings are consistent with evidence
in Mian and Sufi (2009), Keys et al. (2007) and Dell’ Ariccia et al. (2012) who find that in
the last decade, U.S. banks securitized their worst mortgage loans. Similarly, Cerrato et al.
(2012), who studied U.K. banks from 2000 to 2008, report that banks that issued more ABS
before the crisis, suffered more defaults after the financial crisis. These results are also
consistent with Di Cesare (2009), who shows that Italian banks that securitized before the
crisis, experienced a higher increase in their default probability during the crisis, however,
they contradict evidence in Ambrose et al. (2004), Dionne and Harchaoui (2003), Aggarwal
et al. (2001) and Nadauld and Sherlund (2013) who suggest that banks retained more risky

assets on their balance sheets, while securitizing their less risky assets.

Regarding bank’s insolvency risk, Casu et al. (2013) who examine the relationship
between banks’ retained interests in securitizations and insolvency risk for 197 U.S. BHCs
from 2001 to 2007 find that the provision of credit enhancements significantly increases
bank insolvency risk. In particular, retained interests increase the insolvency risk for “large”
securitizations while having a risk-reducing effect for “small” and/or first-time
securitizations. In addition, they find that the most subordinated (first-loss) position has the

largest impact on banks’ Z-score'®. This finding aligns well with evidence from Franke and

"®The Z-score is an indicator of a bank’s probability of insolvency in the sense that it estimates the number of
standard deviations that the bank’s profits have to fall below its expected value before its equity becomes
negative. It combines banks’ buffers (capital and profits) with the risks they face (measured by the standard
deviation of returns). That is, a Z-score is calculated as Z = (ROA + E/A)/a(ROA), where ROA is return on
assets, £/A denotes the equity to asset ratio, and 6(ROA) is the standard deviation of return on assets. [ used a
3-quarter rolling time window to calculate the volatility of returns in the denominator of the Z-score (Stiroh
and Rumble, 2006; Hesse and Cihdk, 2007). A higher Z-score indicates that a bank is more stable, where the
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Krahnen (2005), who show that systematic risk by the banks in their sample, measured by
the banks’ equity beta, increases because securitizing banks retain the equity tranche, i.e. the
largest part of the risk remains within the banks. Franke and Krahnen (2005) analyze 73
securitization announcements of 27 banks in Europe between 1999 and 2002. Their results
suggest that banks’ systematic risk increases due to securitization transactions because banks
invested their newly obtained funds to invest in riskier projects. They attribute such a finding
to the possibility of tranching the securities. That is, a post-event increasing beta should
result from the fact that the first-loss piece exhibits a higher probability of failure than less
risky senior tranches being transferred to external investors. Hansel and Krahnen (2007)
confirm previous findings, showing that the credit risk transfer activity enhances the
systematic risk (equity beta) of the issuing bank and that overall credit securitization

increases banks’ risk appetite.

As far as the relationship between securitization and banks’ profitability is concerned, the
impact of securitization on banks’ profitability is not clear either. Securitization provides a
larger investment set and allows banks to improve their profitability (Jiangli and Pritsker,
2008). Jiangli and Pritsker (2008) in their analysis of U.S. BHCs find that securitizing banks
that are active tend to have lower insolvency risk and higher profitability than banks not
active in the securitization market. It is also possible that increased competition in the
underlying credit market may have led to lower spreads, and thus reduce banks’ profitability

(Instejford, 2005).

Earnings management is another motivation for securitizing financial assets has often
been presented in the literature; however, the evidence how securitization affects earnings
or profitability is mixed. Consistent with the view that securitizations are used to manipulate
earnings, Dechow and Shakespear (2009) find that some financial firms tend to report
significant securitization gains when income is low. Dechow and Shakespear (2009) find
that the reporting of gains or losses from securitization transactions appears to be influenced
by financial reporting incentives, such as exceeding analyst forecasts. Karaoglu (2005) finds
that securitization gains are negatively related to the change in earnings before securitization
effects. In turn, Udhe and Michalak (2010) who study securitization and systematic risk in
the European banking sector over the period 1997-2007 find that securitization has a

positive impact on leverage and return volatility, and a negative effect on profitability.

value of the Z-score depends positively on the bank’s profitability and capital ratio and negatively on the
variability of the bank’s profits (Laeven and Levine, 2009).
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As for the effect of securitization on capital levels, it is intuitive to expect that
securitization should increase banks’ regulatory capital levels, because banks are not
required to hold extra capital for securitized assets. They have to hold extra capital only for
the part of securitization for which they provide liquidity or credit enhancements. In other
words, in order to meet both of the economic capital requirements banks could alter the
numerator, for instance by retaining earnings and issuing equity, or they could change the
denominator, by cutting back assets and reducing lending, or shifting toward less risky
assets. Securitization offered a third option: to decrease regulatory and market capital
requirements. However, it is challenging to prove that banks engaged in securitization
mainly to comply with the regulatory Basel II rules, because banks may have consciously
chosen to hold an extra capital buffer. In fact, prior literature recognizes the ability to obtain
off-balance sheet treatment through sale accounting as one of the motivations for financial
asset securitizations (Ambrose et al., 2004; Minton et al., 2004). However, many studies
report (e.g Shin, 2009) that securitization allows banks to avoid regulatory capital
requirements and lower their credit standards, which adds negatively to their financial

stability.

Overall, studies find mixed evidence on the hypothesis that financial institutions’ decision
to securitize is motivated by the desire to minimize regulatory capital. This has been among

the primary motivations for the analysis in this chapter.
2.3.3 Securitization and risk retention

The cost of credit enhancements is the largest expense in structuring the ABS following
the coupon rate paid to investors. The Basel Committee on Banking Supervision (2002)
defines credit enhancement as “a contractual arrangement in which the bank retains or
assumes a securitization exposure and, in substance, provides some degree of added

protection to other parties to the transaction”. While accounting rules'’ require securitized

"7 Under SFAS 140, securitization can be accounted for either as sales or secured borrowings. For a transfer
of financial assets to a special purpose entity (SPE) to qualify for sale accounting treatment, it must meet the
following criteria: (1) the assets must be isolated from the transferor and its creditors even in bankruptcy; (2)
the SPE has the right to pledge or exchange the assets; (3) the transferor does not maintain effective control
over the assets through certain forms of continuing involvement. If the securitization receives sale accounting
treatment, then the transferor: (1) removes the assets from its balance sheet; (2) records cash proceeds in the
amount received and recognizes any non-cash proceeds in the securitized assets at fair value; (3) recognizes
retained asset- backed securities at the book value of the securitized assets times the fair value of the retained
securities divided by the fair value of the securitized assets; (4) recognizes retained contractual interests other
than asset-backed securities (e.g., servicing assets and recourse liabilities) at fair value; (5) records a gain or
loss on sale to balance the journal entry. If the securitization is accounted for as a sale and additional
conditions are satisfied the issuer does not have to consolidate the assets and liabilities held by its SPEs. If
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loans to be sold without recourse,'® originators retain credit risk exposure through internal
(structural or cash flow driven) or external (e.g. third-party guarantee) risk retention
mechanisms. That is, banks may retain risk through extending warranties, liquidity facilities,

early amortization provisions, tranches cover or excess spreads.

It is worth emphasizing that ABS issued by banks are not a legal obligation of the
originating bank, however, banks often provide credit or liquidity enhancement to ABS for
reputational reasons. Guarantees also improve the credit rating of the security, and
consequently, its marketability (Chen et al., 2008)."” Hence, additional credit enhancements
may be provided to ensure that securities issues by the SPV are AAA rated. Rating agencies
typically required the seller’s interest component to be around 4 to 12 percent of the
receivables for the ABS to receive AAA ratings, as noted in the “Report to the Congress on

Risk Retention” (BGFR, 2010).*

the transfer is accounted for as secured borrowing, the financial assets remain on the balance sheet and the
issuer recognizes a liability for the proceeds from this transfer (see Gorton and Souleles, 2005).

' In other words, the sale of the assets by the originating bank to the SPV may be re-characterized as a
secured loan. In this case, the assets would not be removed from the originator’s balance sheet r and the
transfer would be enforceable for failure (Walker, 2014). In fact, the economic substance of many
securitizations is a secured borrowing because originators retain most if not all the risks associated with
transferred assets (Ryan, 2002). Niu and Richardson (2006) find evidence that a debt-to-equity ratio of 5.9
reported in their study using sale accounting would increase to 10.2, had the transferors accounted for the
transfers as secured borrowing. In the same vein, Landsman et al. (2011) find that the market views asset
securitizations with low retained interest as sales, whereas with high retained interest as secured borrowing.
In general, the off-balance sheet treatment was easier to achieve under U.S. Generally Accepted Accounting
Principles (GAAP) than under International Financial Reporting Standards (IFRS) rules, which are used in
Europe. In 2010, however, changes to U.S. accounting rules related to SPE reduced the ability of transactions
to obtain off-balance sheet status.

' Chen et al. (2008) state that the two most important types of such ABS are credit enhancing interest-only
strips (CEI) and subordinated ABS (SUB). CEI have considerably more concentrated risk than SUB, all else
being equal. CEI are a type of ABS that receive the difference, if positive, between the interest rate paid on
the securitized loans and the weighted-average interest rate paid on the other ABS, referred to as the excess
spread. Though referred to only as credit enhancing, these strips typically concentrate all of the risks of the
securitized loans, particularly prepayment risk, since if the loans prepay the excess spread disappears.
Because CEI have no right to the principal payments on the securitized financial loans, they usually have
very small value compared to their risks. Contractual interests that bear first risk of loss are similar to
derivatives in having relatively small value and concentrated risk compared to the securitized assets. In
addition, Chen et al. (2008) find that risk retention by banks varies by type of securitization and is relatively
low in the case of mortgages, while relatively high for revolving loans such as credit loans.

%% Also in March 2001, the Fed allowed BHCs to include credit ratings in calculating regulatory capital for
holding the securities. Before 2001, capital charges were generally determined by asset type rather than credit
quality. For instance, mortgage-backed securities (MBS) guaranteed by a government agency (e.g. Fannie
Mae) carried a 20 percent risk-weighting in which case the capital charge was 20 percent of 8 percent, i.e. 1,6
percent, in contrast to 8 percent for corporate loans, whereas non-agency MBS which were perceived to have
similar risk, had a higher capital charge. Thus, after 2001:Q2, a regulatory capital charge was determined
based on the securities’ credit ratings. AAA and AA securities carried 20 percent risk-weighting, A-rated
securities have 50 percent risk-weighting, BBB-rated and BB-rated securities have 100 percent risk
weighting, respectively. In other words, poor credit quality securitized assets became more expensive as they
required more capital charges. It is also worth mentioning that some BHCs could still use their own Value-at-
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Gorton and Souleles (2005) also find that market prices of ABS securities reflect the
originator’s ability to provide recourse. In practice, however, banks have little choice over
the amount and type of contractual retained interests that they provide because those are
usually determined by credit rating agencies and underwriters (Casu et al., 2013). In
summary, the purpose of risk retention is to create information-insensitive and liquid
securities (Dang et al., 2012), which are defined as securities that are immune to adverse
selection in the trading process (i.e., the value of which does not depend on insider

information).
2.4 Data and Descriptive Statistics

2.4.1 The data and sample

The key source of financial data on U.S. BHCs is the FR 9YC Consolidated Report of
Condition and Income, completed quarterly by BHCs*'. The data has since 1986 been
provided by the Federal Reserve Bank of Chicago. It is by far the most comprehensive
database for the analysis of BHCs. Following previous research, I have used this data for
BHC:s rather than the Call Reports submitted by commercial banks, because risk and capital
management are typically exercised at the highest level of the financial group (Casu et al.,
2013). However, the results could be generalized and extended to commercial banks for the
following reason. As noted by Mandel et al. (2012), while BHCs control a large number of
non-bank subsidiaries, most assets are generally held in a small number (between one and
five) of domestic commercial banks. For example, the largest BHC by total assets, JPMorgan
Chase, controls 3,391 subsidiaries, of which 2,940 are domestically domiciled, and only four
are domestic commercial banks. However, these banks and their subsidiaries do hold 86
percent of the firm’s total assets. The share of total assets held within the BHC’s banking
subsidiaries varies significantly across firms. For smaller BHCs, this fraction is close to 100
percent. For MetLife, Goldman Sachs and Morgan Stanley, which engage in relatively little

traditional lending and deposit taking, banking subsidiaries contain a strikingly small

Risk (VaR) models to calculate capital requirements on their trading book. BHCs which were subject to the
market risk capital guidelines could use their VaR model to calculate their capital requirements, as long as
their consolidated trading activity (defined as trading assets and liabilities for the previous quarter) equals 10
percent or more of BHCs assets for the previous quarter or is $1 billion or more (Erel et al., 2012).

*I BHCs are companies that own or control one or more commercial banks. A majority (around 84 percent)
of commercial banks are part of the BHC structure. This includes the bank and any non-bank subsidiaries
such as broker-dealers, investment companies or insurance companies. As of the end of 2011, there were
4,743 top tier BHCs in the United States (excluding Puerto Rico), with aggregate assets of about $17.4
trillion. Aggregate pretax income in 2011 totalled $148 billion, an increase of 26 percent from 2010 (FSOC
Annual Report, 2012).
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fraction of the firm’s assets (3.2 percent, 11.2 percent and 10.5 percent, respectively). For
the other largest BHCs, which have considerable retail banking operations but also engage
in securities dealing and underwriting, insurance, etc., the fraction of bank assets falls
between these two extremes, varying between 69 percent and 93 percent of firm assets
among the four largest firms. Authors also note that these estimates of commercial banking
assets are calculated by summing total assets, as reported in the Call Reports of each
commercial banking subsidiary. From a consolidated BHC perspective, this calculation will
overstate commercial bank assets in cases where there are related party exposures among
commercial banks within the same BHC (since these should in principle be “netted out”

from a consolidated perspective).

However, Mandel et al. (2012) report that such an overstatement should be small in
practice. In addition, securitization may involve a couple of subsidiaries of BHCs which may
affect the capital and liquidity planning of the whole group (Aggarwal and Jacques, 2001;
Thomas and Wang, 2004). The FR Y-9C data provides consolidated BHCs financial data
that encompasses balance sheet data, income sheets, a schedule of off-balance sheet items,
with the detailed information on banks securitization activities. My main variables, i.e.
securitized loans and retained interests by type of interest and type of loan, are collected
from schedule HC-S, Servicing, Securitization and Asset Sale Activities of these FR Y-9C
reports. Schedule HC-S was first provided in FR Y-9C reports in the second quarter of 2001,
which determined the starting point in my sample. From June 2001, U.S. banks have been
required to provide detailed information on their securitization activities in the regulatory
forms. Specifically, banks are required to report the following items on the securitization
schedule: (i) securitized assets, as an outstanding principal balance of assets sold and
securitized with servicing retained or with recourse or other seller-provided credit
enhancements; (ii) maximum credit exposure arising from recourse or other seller-provided
credit enhancements®, provided to the reported securitization structures in the form of (a)
credit-enhancing interest-only strips; (b) subordinated securities and other residual interests;
(c) standby letters of credit and other enhancements; (iii) unused commitments to provide
liquidity to securitization structures; (iv) past due amounts, charge-offs, and recoveries on
the securitized assets; (v) seller’s interests in the form of securities and loans; (vi) past due
amounts, charge-offs, and recoveries in seller’s interest. Schedule HC-S instructions define

these strips as an on-balance-sheet asset that, in form or in substance represents the

*2 Ashcraft and Schuermann (2008) provide a more general discussion of enhancements.
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contractual right to receive some or all of the interest due on the transferred assets and
exposes the bank to credit risk that exceeds its pro-rata share claim on the underlying assets
whether through subordination provisions or other credit-enhancing techniques. Elsewhere,
the HC-S instructions note that the field for credit-enhancing, interest-only strips can include
excess spread accounts. Excess spread is the monthly revenue remaining on a securitization
after all payments to investors, servicing fees, and charge-offs. As such, excess spread—a
measure of how profitable the securitization is—provides assurance to investors in the deal
that they will be paid as promised. Excess spread accounts are the first line of defense against
losses to investors, as the accounts must be exhausted before even the most subordinated

investors incur losses.

The second class of enhancements, subordinated securities and other residual interest, is
a standard-form credit enhancement. By holding a subordinated or junior claim, the bank
that securitized the assets is in the position of being a first-loss bearer, thereby providing
protection to more senior claimants. In that sense, subordination basically serves as a buffer
or collateral. However, in the asymmetric information context, holding a subordinate claim
gives the bank the stake that can motivate it to screen the loans carefully before it securitizes
them and to continue monitoring the loans after it securitizes them.  The bank’s willingness
to keep some risk may serve as a signal that it has screened loans adequately and plans to

monitor diligently.

The third class of enhancements, i.e. standby letters of credit, obligates the bank to
provide funding to a securitization structure to ensure that investors receive timely payment
on the issued securities (for example, by smoothing timing differences in the receipt of
interest and principal payments) or to ensure that investors receive payment in the event of
market disruptions. The facility counts as an enhancement, if and only if advances through
the facility are subordinate to other claims on the cash flow from the securitized assets.
Although not technically classified as an enhancement, a fourth item on Schedule HC-S that
I consider, comprises of unused commitments to provide liquidity. Unused commitments

represent the undrawn balance on previous commitments.

The schedule also provides information on: (i) maximum amount of credit exposure
arising from credit enhancements provided by the reporting institution to other institutions’
securitization structures (an aggregate measure of credit enhancements including standby
letters of credit, purchased subordinated securities, and other enhancements); (ii) reporting
institution’s unused commitments to provide liquidity to other institutions’ securitization

structures.
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Credit-enhancing interest-only strips receive no principal and typically are subservient to
subordinated ABS, and so they are riskier than subordinated ABS, all else being equal (Chen
et al., 2008). For example, any amount unpaid to the subordinated ABS holders must be
compensated in subsequent years before any amount can accrue to the benefit of the credit-
enhancing interest-only strip. To put it another way, credit-enhancing interest-only strips are
a type of ABS that receives the difference, if positive, between the interest rate paid on the
securitized loans and the weighted-average interest rate paid on the other ABS, referred to
as the excess spread. Thus, credit-enhancing interest-only strips have some of the character
of residual interest. Credit-enhancing interest-only strips have no right to the principal
payments on the securitized financial loans; as a result, they usually have very small value
compared to their risks. Although referred to only as credit-enhancing, these strips typically
concentrate all of the risks of the securitized loans, particularly prepayment risk, since if the
loans prepay then the excess spread disappears (Chen et al., 2008). Credit-enhancing
interest-only strips are reported from the second quarter of 2001; subordinated securities and
standby letters of credit are reported from the first quarter of 2003. Sellers’ interest is
reported only for home equity line, credit card, and commercial and industrial loan

securitizations.

For reporting, the data on securitization activities are broken down into seven categories
according to the underlying assets: (i) 1-4 family residential loans; (ii) home equity lines;
(ii1) credit card receivables; (iv) auto loans; (v) other consumer loans; (vi) commercial and

industrial loans; (vii) all other loans, all leases, and all other assets.

My quarterly panel data is significantly larger compared to previous studies. In addition,
the time horizon allows me to focus on the relationship between securitization and banks'
exposures before, during and after the 2007-20009 crisis. I draw upon Baele et al. (2011) and
Casu et al. (2013) to choose the control variables for my regressions (definitions of the

variables are provided in Appendix 1).

When constructing the dataset, I follow Casu et al. (2013). I exclude BHCs with negative,
missing or zero values for total assets, deposits, loans and securitization activities in any
quarter (330 observations are dropped). I also delete observations where loans to assets ratios
exceed 100 percent (17 observations are dropped) and where capital is missing or negative
(1013 observations are dropped). Subsequently, I define BHC as a securitizer if it securitizes
in any of the quarters within the sample period. This selection procedure leaves me with 342

securitizing BHCs and 2,682 non-securitizing BHCs from 2001:Q2-2013:Q2.
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In March 2006, the minimum reporting size for BHCs was raised from $150 million to
$500 million. This significantly skews the sample. To overcome this problem, I delete all
observations that do not reach the minimum reporting threshold over the sample period. This
ensures that banks that began reporting prior to 2006 continued reporting after the threshold
was raised from $150 million to $500 million in 2006. I adjust the threshold of $500 million
for price level per quarter with base March, 2006. This method of deleting the observations
ensures that these are not deleted randomly, but helps to preserve all the observations of the
BHC:s that once having started reporting continue to do so even after a temporary drop in
their total assets. This procedure drops around 50 observations per quarter from 2001 to

2006. Final data sample consists of 1,718 BHCs, of which 299 securitize their loans.

Finally, to prevent outliers from driving the results, I winsorize all variables at 1 percent,
a standard procedure used in similar studies. Detailed information on the FR 9-YC item
codes used in this study and information how I calculated all the variables is included in

Appendix 1.
2.5 Summary statistics

My final sample consists of observations for 48 quarters. The summary statistics are
provided in Table 2.1 and the comparison table of the securitizing versus non-securitizing
BHC:s is provided in Table 2.2, along with lowest, mean and highest values, and differences

in mean values along with their statistical significance.

The most striking difference between securitizers and non- securitizers is the size
measured by BHC’s total assets (Table 2.2). Securitizing BHCs are about 21 times larger
than non-securitizing BHCs. This is consistent with the previous research which finds that
larger banks tend to securitize more often (Hénsel and Bannier, 2007; Martin-Oliver and
Saurina, 2007; Uzun and Webb, 2007; Jiangli and Pritsker, 2008; Minton et al., 2005).
Further, non-securitizing BHCs tend to hold about 5.3 percentage points more of liquid
assets than securitizing BHCs, which is consistent with findings in Karaoglu (2005). This is
also well aligned with the evidence in Loutskina (2011), that securitizing BHCs usually have
better access to external sources of liquidity than non-securitizing BHCs. Loans to total
assets ratio is 3.3 percentage points lower for securitizing BHCs than for non-securitizing

BHC:s.

Univariate comparisons also reveal that the leverage ratio is 3.3 percentage points higher
for securitizing BHCs than for non-securitizing BHCs. This is consistent with prior research

(e.g. Pavel and Phillis, 1987). As for capital levels, bank capital is 3.7 percentage points
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higher for non-securitizing BHCs than for securitizing BHCs, and the difference is
statistically significant. This is consistent with the findings in Cebenonyan and Strahan
(2004) who note that securitizing banks tend to have lower capital levels. Nonetheless, in
my sample, both groups have capital levels well above the regulatory capital requirements.
This is interesting especially in the view of the argument that banks securitized primarily to

benefit from the regulatory capital arbitrage.

As for the profitability, securitizing banks tend to be approximately 20 percentage points
more profitable than non-securitizing banks. Charge-off ratios are higher for securitizing
banks (15 percentage points), while credit risk measured as non-performing loans (NPL) the
total assets ratio is higher for non-securitizing banks (5 percentage points). The former aligns
well with evidence provided in Jiangli and Pritsker (2008) and Keys et al. (2007), who report

that securitizing banks have less of an incentive to monitor their loans.

As far as the risk-weighted assets to total assets (hereafter RWATA) ratio is concerned,
securitizing banks have a higher RWATA than non-securitizing banks. It may seem intuitive
to expect such a finding because banks that have a higher RWATA will want to securitize

more to offload their risk; however, the difference is not statistically significant.

As for the loan composition, real estate loans constitute the largest share of the loan
portfolio for both securitizing and non-securitizing BHCs (68 percentage points and 73
percentage points of the loan portfolio, respectively), and the difference is statistically
significant. This is followed by commercial loans (15 percentage points and 16 percentage
points for non-securitizing BHCs and for securitizing BHCs, respectively). This may be
intuitive when one considers the fact that real estate loans are usually safer than commercial
loans; thus securitizing banks hold more commercial loans and fewer real estate loans as
compared to the non-securitizing BHCs. Univariate analysis also indicate that securitizing
BHCs have 38 percentage points higher consumer loans, 6 percentage points more
commercial loans and 49 percentage points more other loans than non-securitizing BHCs,
although commercial loans are considered to be riskier than real estate loans; again, this may
seem intuitive. As for other loans, however, the statistics are not very intuitive, because
“other” loans include both loans to financial institutions, agricultural loans, and other
different types of loans with different risk levels. Thus, for such types of loans, the riskiness

is difficult to evaluate because these loans are presented in FR-9YC forms in aggregate form.

As for the income composition, interest income is the major source of revenue for both
securitizing BHCs (around 70 percentage points) and non-securitizing BHCs (around 79

percentage points). In addition, securitizers have 11 percentage points lower deposit ratios
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than non-securitizers. Loan to deposit ratio is 16 times higher for securitizers than for non-
securitizers, which may be intuitive, given that securitizers tend to lend more on average,
especially when they plan to securitize their loans afterwards. The difference is significant
both statistically and in terms of its economics magnitude. As far as the trading assets ratio
is concerned, securitizing BHCs have a 13 times higher trading ratio than non-securitizing

BHC:s.

As for the securitization activities, the summary statistics show the following. The
securitization-to-total-assets ratio is around 6 percent. This ratio varies significantly between
BHCs, from 0 up to 842 percent. This variation is mainly driven by mortgage securitization.
Mortgage securitization accounts for the greatest share of securitized assets (around 4
percent of total assets), followed by credit card securitization (0.5 percent), and automobiles
(0.1 percent). Credit enhancements to total assets is about 1.6 percent, of which subordinated
securities account for around 0.5 percent of credit exposure; standby letters of credit
constitute 0.7 percent; credit enhancement interest-only strips ratio is around 0.4 percent,
and the liquidity provision ratio is around 0.16 percent. As for the exposure arising from
providing credit liquidity and liquidity enhancements to third-party securitizations, this
constitutes around 0.02 percent and 0.01 percent of total assets, respectively. Securitizers
provide more both credit enhancements and liquidity provision to third-party securitizations

than non-securitizing banks.

Finally, the descriptive statistics for the 299 BHCs that have non-zero securitization
values for all types of securitization activities show the following. 216 BHCs engage in
mortgage securitizations, 39 BHCs engage in home equity securitizations, 45 BHCs handle
credit card securitizations, 50 BHCs participate in automobile securitizations, 47 BHCs
engage in commercial and 105 BHCs perform other loans securitizations. I find that credit
enhancements are most often provided to mortgage securitizations, followed by other loans

securitizations, home equity, commercial, auto and credit card securitizations.

As for the distribution of credit exposure across the three forms of retained interest
(credit-enhancing interest-only strip (hereafter CEI) ratio, subordinated security (hereafter
SUB) ratio and standby letter of credit (hereafter SLC) ratio, it differs significantly across
different securitizations. I find that SUBs are the most widely used form of credit
enhancements. As for the liquidity provision, it varies between 0.2 percent for credit card
securitization to 2.9 percent for other loans. The seller’s interest is largest in non-zero credit
card loans securitization activities at around 13 percent, followed by home equity loans

securitizations (9.3 percent) and declines to 1.4 percent for mortgage loans securitizations,
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consistent with Chen et al. (2008) who find that SUB ABS are provided on average four
times more often than CEI for different classes of loan securitizations. To provide the
magnitude of the credit enhancements in dollar terms, I observe that they trended upwards
from about $25 million in 2001:Q2 to around $70 million in 2009:Q1 (in percentage terms
around 2-3 percent per securitized asset). Then, in the following quarter, total enhancements
increased almost twice as much, mainly because of the rise in the enhancements on credit

cards (to around $164 million or around 6 percent per securitized asset).

Finally, univariate comparisons in show that charge-offs to securitization ratios are 0.4
percent for non-zero mortgage securitizations, 0.7 percent for non-zero values in other loans,
0.8 percent for non-zero commercial loans securitizations, 1 percent for auto securitizations,
1.1 percent for home equity loans securitizations, and around 2 percent for credit card

securitizations.

To conclude, securitizing banks are significantly larger and hold fewer liquid assets but
they have more diversified loan portfolios. They are also more risky and more profitable,

earning a higher share of revenue from non-interest income compared to non-securitizers.
2.6 Methodology and Empirical Strategy

2.6.1 Treatment effect model

In contrast to previous studies, which estimated a linear model in a pooled sample, I
employ a treatment effects model to account for the selection bias, because existing evidence
suggests that banks do not securitize randomly. For example, if a BHC that has more non-
performing loans is more inclined to securitize, the OLS estimates could overestimate the
effect of a securitization decision on the non-performing loans. The treatment effect model

that I use is similar to Heckman’s sample selection model, which I discuss here.

Heckman’s sample selection model was a pioneering approach for correcting selection
biases (Guo and Fraser, 2010) in the last three decades. The logic behind Heckman’s sample
selection model is to estimate the probability of a participant to be in the sample, and
subsequently use that information for estimating the outcome of interest. In the sample of

this chapter, Guo and Fraser (2010) note that a treatment effect model is better suited
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compared to the standard Heckman selection model.”> The estimation procedure may be

summarized as follows.

I specify two equations: a selection equation and an outcome equation. Participation in
the sample is determined by some observed variables that determine the selection plus an
error term that includes all unobserved selection factors. In predicting the selection
condition, the binary dummy variable that indicates whether participants have self-selected
themselves into the sample is treated as an endogenous latent variable, and its expected value
is estimated based on both observed and unobserved factors (Morgan and Winship, 2007).
Then, the error term from the selection equation, which is treated as a true omitted variable,
referred to as the unobserved heterogeneity, which determines the selection bias (Guo and

Fraser, 2010), is used to estimate the outcome equation in the second stage.

This procedure is Heckman’s lambda method for correcting selection bias, where the
inverse Mill’s ratio is estimated in the selection equation, based on the probability of
choosing the treatment, including all unobserved characteristics. Including the inverse Mill’s
ratio in estimating the outcome equation of interest, an omitted variable is taken into account,
which essentially removes variance in the error term that is because of the selection. This
ensures that errors of the selection equation and the outcome equation no longer correlate

(Wooldridge, 2002).
The selection (2.1) and outcome (2.2) equations are the following:
Wi YZitui (2.1)
wi= 1 if w; >0 or w; =0 if wi*<0
Y= BX; +owit & (2.2)

where w; and Y; are the dependent variables, and Z; and X; are vectors of independent
variables, w; represents the treatment indicator and u and ¢ are error terms. Substituting the
selection into the outcome equation leads to two regressions for two separate regimes
(treated banks (2.3) and non-treated banks (2.4)).
Yi,t= BXi,t-l + 6(}/Zi,t-l + ui,t) + &t (2-3)

Yi,t= BXi,t-l + &y (2-4)

** The treatment effect model differs from the sample selection model in two aspects: (1) a dummy variable
indicating the treatment condition w; (i.e., w;= 1 if participant i is in the treatment condition, and wi =0
otherwise) is directly entered into the regression equation and (2) the outcome variable y; of the regression
equation is observed for both w; =1 and w; = 0.

41



That is, w; is the endogenous variable that indicates whether a bank securitizes or not (the
treatment indicator). The difference from the standard Heckman model is that the first stage
outcome variable Y; is observed for all banks in the sample. Therefore, it is not in the “non-
observability” of this continuous variable where the selection takes place. Furthermore, in
the treatment effect model, the treatment dummy is directly included into the outcome

equation.

Following Casu et al. (2013), I lag all control variables by one-quarter (except for the
securitization dummy) to additionally address the problem of reverse causality in my
estimations. Next, [ address serial correlation in securitization at the bank level by clustering
standard errors at the bank level (Michalak and Uhde, 2013), since some of the banks in my
sample continuously securitize over the entire sample period, while others do not. I also use

time dummies to account for business-cycle effects in my sample.

Subsequently, I have to use at least one additional control variable to identify the selection
equation. Thus, following Demirgiic-Kunt and Detragiache (2002), I include an additional
variable “fad”, which stands for the popularity or enthusiasm for banks to securitize their
loans, into the selection equation. I borrow fad variable from the study on deposit insurance
and banking crises by Detragiache and Demirgiic-Kunt (2002). They use a multivariate logit
model, where they try to purge the endogenous component of the deposit insurance variable
in the first stage. For the two-stage logit model to be properly identified there has to be at
least one variable that is correlated with the probability of adopting an explicit deposit
insurance scheme, but is uncorrelated with the country’s probability of experiencing a crisis.
Detragiache and Demirgiic-Kunt (2002) hypothesize that, when deciding whether to
implement deposit insurance, policymakers are influenced by choices made by policymakers
in other countries. As explicit depositor protection becomes more widespread, it becomes a
sort of “universal practice” or a “fad”, and countries become more prone to adopting it. To
capture this “fad” element in the deposit insurance adoption decision, they use the proportion
of countries in the sample, which have already adopted explicit deposit insurance. In a
similar fashion, I use “fad” as a percentage of banks within the same size (in terms of assets)
decile that engage in securitization activities. “Fad” captures the popularity of securitization
and is similar to the contagion effect. That is, it takes into the account the fact that banks

may feel under pressure to securitize, when other banks of similar size engage in

42



securitization. Such herding behavior is common in practices of financial institutions™". It is
a well-documented fact in banking literature that banks compete on the variety of services
provided and may mimic each other’s behavior. I observe, inter alia, that the percentage of
securitizing banks increases with size. That is, while only 3 percent of the banks in the first
size decile securitize, the percentage of securitizing banks increases to more than 50 percent

for the largest banks.

I improve upon the existing studies on securitization activities by using a treatment effect
model. Thereby, I address the problem of the selection bias that plagues a number of existing
studies and therefore raises doubts about the validity of their results. Although some more
sophisticated models (e.g. Kyriazidou (2001) or Semykina and Wooldridge (2005; 2010)

proposed conditional maximum likelihood (CML) estimation procedure)

may handle sample selection bias better that the treatment effect model, this does not
mean that it was applied incorrectly for the estimation purposes of this chapter (e.g. Affinito

and Tagliaferri (2010) use similar methodology in their robustness checks).
2.6.2 Dependent variables

My dependent variables are the following: credit risk, credit risk taking, profitability and
capital level. Following previous studies, I proxy credit risk by RWATA? and the non-
performing loans (hereafter NPL) ratio, calculated as the ratio of loans that are past due 90
days or more or that are non-accrual. I choose to include NPL as a measure of asset quality™
instead of a charge-off ratio, which is also often employed in similar studies. I also choose

NPL, because the NPL measure is less likely to be subject to managerial discretion and thus

24 The instrument chosen is similar to most "peer effects", however, it seems to suffer from Manski's
reflection problem. One of the most suitable econometric methodology to cater to all features in this data is
the Wooldridge suitable conditional maximum likelihood (CML) estimator, which can cater to state
dependence, unobserved heterogeneity in the form of fixed effects and serves as a correction for sample
selection bias. However, the methodology of CLM is beyond the scope of this thesis. Consequently, this
method will not be employed, but it provides an interesting avenue for future research.

%% Under Basel Accords, banks assets and off-balance sheet activities are divided into four risk categories:
assets with zero default risk (e.g. Treasury bills); low risk assets 20 percent (e.g. interbank deposits or claims
conditionally guaranteed by OECD central governments); medium risk 50 percent (e.g. residential
mortgages) and assets with high default risk (e.g. commercial loans). To calculate risk-weighted assets, the
bank applies a risk weight w; to each asset of a risk group j on its balance sheet. There are four major risk
weights: 0 percent, 20 percent, 50 percent and 100 percent. Some assets, such as securitized assets get
weights between 20 percent and 200 percent depending on credit ratings (Kisin and Manela, 2014). A risk-
weighted asset (RWA) measure is then calculated using relative risk weights per category between 0 and 1:
RWA=0 x category I+0.2 x category II + 0.5 x category III + 1.0 x category IV.

%% As noted by Casu et al. (2012), RWATA might be less inefficient in capturing the true credit risk position
of a bank compared to NPL, which is regarded as an ex-post measure of the credit risk.
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it is likely to be a better indicator of asset quality (Moyer, 1990; Shrieves and Dahl, 1992).
Also, charge-offs do not happen immediately, while NPL reflect in 90 days, if problems with
the payments arise. In turn, credit risk taking is the change in RWATA between the current
and following quarter.”” As for profitability, it is measured as returns on assets (hereafter
ROA). I choose ROA rather than return on equity (hereafter ROE) because it is less
influenced by a bank’s leverage than ROE (Cardone-Riportella et al., 2010). Moreover, since
charge-offs and ROA are cash flow variables, differences are taken over the year to obtain

the true quarterly ratio. Thus, these variables are missing for the first two quarters of 2001.

As for the capital level, the literature has not unilaterally agreed which definition of
capital ratio should be used.” I use the Tier 1 risk-based capital ratio, since this is the

measure that is used most frequently in similar studies (Casu et al., 2011; Baele et al., 2011).

2.6.3 Independent variables

Control variables are chosen based on the variables used in previous studies. In particular,
I use control variables from Cebenoyan and Strahan (2004), Stiroh (2004a; 2004b; 2006),
Jiangli et al. (2007), Jiangli and Pristker (2008), Loutskina and Strahan (2009); Baele et al.
(2011), and Casu et al. (2013). In addition to the securitization dummy, which indicates if a
bank securitizes in a certain period or not, I include bank’s size (log of total assets). I include
“size”to capture a possible impact on bank risk taking through a number of channels. For
instance, Loutskina (2005) notes that only the largest banks in the U.S. have a sufficient
number of loans to enable access to securitization markets. Also, since setting up SPV is
costly, only large banks usually undertake securitizations. I expect a positive relation
between bank size and credit risk, because larger banks are more likely to engage in credit
risk taking due to implicit government guarantees (Kacperczyk and Schnabl, 2011; banks
are “too big to fail” (i.e. banks expect to be bailed out in adverse states of events). As for the
profitability and capital level, I expect a priori that more profitable and better capitalized
banks should have fewer incentives to engage in securitization. I also expect that these
variables will be negatively associated with a bank’s risk. Additionally, I include

nontraditional income (non-interest income normalized by net operating revenue) to capture

Tuse a change in RWATA as a credit risk-taking measure because of the accompanying difficulties
involved in differencing NPL quarterly.

*¥Stiroh (2006) and Casu et al. (2011) use the equity to assets ratio, Cebenoyan and Strahan (2004) use
capital to risky assets ratio, and Baele et al. (2011) use the Tier 1 risk based capital ratio without explanations
for their choice. A fourth candidate would be to include the Tier 1 leverage capital ratio. Berger et al. (1995)
study the literature on capital ratio, and conclude that a/l measures are imperfect.
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risk associated with different types of revenue-generating activities such as trading or
investment banking (Stiroh, 2006). I also include liquidity ratio, loan ratio, and leverage
capital ratio (leverage/tier 1 capital). In addition, I use dependent variables as control
variables, except when they enter their own regressions, e.g. capital is used as a control
variable in the regression where NPL is the dependent variable, but capital is not used in the
regression where capital is the dependent variable. I also include credit enhancements and
liquidity provision by the banks for their own and for third party securitizations scaled by
BHCs’ total assets. I also alternate by scaling credit enhancements and liquidity provision
by the securitized assets and by bank capital, since the capital cushion is meant to provide
rescue in the adverse state of the world, i.e. scaling by BHC’s capital can possibly better
reflect BHCs’ ability to provide recourse to their securitized loans. I do not venture any

expectation about the effect it will exert on the dependent variables in any of my regressions.

Subsequently, to analyze the risk retention mechanism more profoundly, I decompose the
retained interest ratio into: Credit Enhancement Ratio (I also split it later into CEI, SUB and
SLC Ratios; Liquidity Provision Ratio; Seller’s Interest Ratio; Third-party Credit
Enhancement Ratio; Third-party Liquidity Provision Ratio.

2.7 Empirical Results

This section presents empirical results. First, I discuss the validity of the model. Then, I
discuss results per dependent variable, i.e. BHCs’ credit risk, credit risk taking, profitability
and capital levels. The main results are from the treatment effect model regressions, which
are reported in Tables 2.4- 2.14. Finally, I discuss the regression estimates for credit and

liquidity enhancements and how the effect has changed after the 2007-2009 financial crisis.

The correlation between the error terms of the selection regression and the outcome
regression (i.e rho=0) can be rejected in all the specifications of the treatment regressions.
This shows that the securitization decision is indeed endogenous and that the treatment effect
model is a more appropriate model to examine the effect of securitization on BHCs’
performance measures compared to the OLS panel regressions. In addition, I find that the
variable “fad” is positive and statistically significant at 1 percent across all first-stage
regressions. This suggests that the pressure to securitize stemming from other securitizing

BHCs does affect a BHC’s decision to securitize its assets.

In addition, I find that securitization increases credit risk (coefficient on securitization
dummy (secdummy) in RWATA and NPL regressions is positive and statistically significant

(Table 2.4, Column 3 and 7). As for the credit risk taking, I observe that securitization
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reduces bank credit risk taking® (secdummy is negative and statistically significant in
ARWATA regression in Table 2.4 Column 5). As for profitability, in contrast to the majority
of existing studies, I find that securitization reduces profitability (secdummy exhibits a
negative and statistically significant coefficient on Profitability in Table 2.4 Column 9). It is
highly likely that my findings may differ from previous research because my sample period
covers the financial crisis. As for capital, I observe that securitization increases capital levels
(the coefficient on secdummy in the Capitalization regression is positive and statistically

significant Table 2.4 Column 11).

Turning to other control variables, I find that larger banks are more profitable but have
lower capital levels (size exhibits a positive and statistically significant coefficient on
Profitability in Table 2.4 Column 9, while it shows a negative effect on capital levels in
Column 11). Further, I observe that banks with a higher share of NPL engage in credit risk
taking on a higher scale, which may be because banks try to generate higher revenue to cover

possible forthcoming losses (Table 2.4 Column 5).

Regarding credit enhancements are concerned, I find that credit enhancements increase
credit risk, which may seem intuitive since by retaining interest in securitization, banks
expose themselves to additional risk (Table 2.4 Column 7). I also observe that banks that
provide credit enhancements also engage in more credit risk taking (Table 2.4 Column 5).
However, I also find that credit enhancements increase profitability (Table 2.4 Column 9).
As for capital level, I find that credit enhancements and liquidity provision reduce capital
level (i.e. the coefficient on Credit Enhancements and Liquidity Provision is negative and
statistically significant in Table 2.4 Column 11). This may seem intuitive because when a
bank provides explicit support, it must hold a certain amount of the risk-based capital. That
is, an increase in the number of risk-weighted assets implies a decrease in the risk-weighted

capital ratio.”’

% Casu et al. (2011) find a negative effect of securitized assets on the credit taking, which is primarily
attributed to the securitization of mortgages, HEC, and other consumer loans. This implies that banks take
less risk to compensate for holding certain securitized assets such as commercial loans. However, they stress
that the impact of securitization on the credit risk taking of the BHCs is ambiguous and it depends on the
transaction.

3% When a bank increases total capital to adjust exactly for the rise in risk-weighted assets, the capital ratio
will remain unchanged after securitization. Instead, if the bank increases capital more than required by the
risk-weighted assets, the capital ratio will increase. This means that the bank is taking additional protection
against credit risk, to account for risks which are not explicitly specified in the regulations.
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As for liquidity provision to third-party securitization, I find that liquidity provision
decreases bank credit risk taking (i.e. the coefficient on the Third Part. Liquidity Provision
in the ARWATA regression is negative and statistically significant in Table 2.4 Column 5).
This may suggest that banks exposed to other banks cannot perfectly monitor those banks,
they cannot “monitor the monitor” (i.e. to monitor whether other banks are monitoring their
own borrowers (Freixas and Rochet, 2008) and thus they adjust their own risk-taking
behavior accordingly so that they meet their obligation to extend credit lines if required. As
for the liquidity provision to the third parties, I find that it decreases bank capital levels, as
expected (Table 2.4 Column 11) .*!

Furthermore, I would expect that providing credit guarantees to third parties should have
a positive effect on BHCs’ profitability because banks may choose whether to sell or not to
sell the “guarantees” and to which banks to sell this protection against an adverse state of
events. Ex ante 1 would expect that guarantees should increase banks profitability because
banks can usually choose whether to extend the guarantee or not (any uncertainty about the
quality of the loans provided by other banks will be reflected in the price of the guarantee).
However, it is possible that my findings are influenced by the recent financial crisis. It has
been noted that during the economic downturn, risk was not assessed correctly; it was
underestimated, and consequently the guarantees were too cheap compared to the risk that
they covered. Also, other studies report that banks that engage in securitization transactions
have higher information opacity than banks with no asset securitizations (Cheng et al., 2008).
They also find that information opacity increases with the magnitude of the securitized
assets. However, I do not observe that providing credit enhancements to other securitizations
increases bank profitability. That is, the finding referred to by Casu et al. (2013) as a possible
positive diversification effect, i.e. investing in other institutions’ structures might have a

positive effect on bank performance, is not confirmed in my results.

I also decompose securitization assets into different types of securitization and rerun the
regressions. The results reported are presented in Table 2.5- 2.9. In particular, I show that
credit card, automobile loans and securitization of other loans increased credit risk (Table
2.5 Column 5 and Column 11 and Table 2.7 Column 7 and Column 11, respectively). I also

find that residential and credit card securitizations increased profitability (Table 2.8 Column

* It is important to point out, however, that the hypothesis that there is a correlation between the error terms
of the selection regression and the outcome regression (rho=0) cannot be rejected in RWATA treatment
regressions, which indicates that some other estimation technique may be superior to the treatment effect
model. For that reason, I present results from RWATA regression, however, I refrain from drawing causal
interpretations.
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5 and 11). In addition, I observe that securitization of commercial loans reduced capital
levels while other loans increased capital levels. Results also show that residential and credit
card increased capital levels, however, results are not consistent across various

specifications.

In contrast to the majority of existing studies that suggest a positive effect of