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Abstract 

The development of renewable energy has made a significant contribution to the 

mitigation of global climate change and environmental pollution. In particular, the installed 

capacity of intermittent wind and solar power in the world has increased significantly in the 

past decade, and this growth is expected to be maintained in the future. Due to the 

intermittence and uncontrollability of wind and solar energy, the integration of wind and 

solar energy into power systems brings significant impacts on the operation and profit of 

power systems.  

This thesis focuses on exploring the wind and solar power variability and its impacts 

on power system integration. Chapter 2 proposes a new measure to assess the variability of 

wind power, solar power and mixed wind-solar at one site, and the variability of 

interconnected wind and solar power from different sites in both the time domain and 

frequency domain. In the time domain, the measure mainly includes inter-annual variation, 

smoothness coefficient and correlation coefficient; while in the frequency domain, it mainly 

includes frequency spectrum analysis, fluctuation rate, and cumulative energy distribution 

index. The implications of the proposed measure are explored to facilitate power system 

integration. Without loss of generality, enormous wind and solar data collected at various 

locations and spanning a long period are employed to assess the variability of wind and solar 

power, which are taken from National Renewable Energy Laboratory (NREL) databases. 

The measurement results indicate that the variability of solar power highly depends on the 

latitude of its geographic location; the interconnection of wind power can effectively reduce 

the variability of wind power in the high-frequency range; the intermittent wind/solar power 

in the time domain can be treated as a Quasi-Time-Invariant (QTI) source of power 

harmonics in the frequency domain.  

Based on the proposed variability measure, Chapter 3 investigates the impacts of the 

wind and solar power variability on the sizing of the standalone wind/solar power systems. 

Taking the impacts of wind and solar power variability into consideration, big data 

simulations of the six Satandalone Wind Power (SAWP) and six Standalone Photovoltaic 

power (SAPVP) systems with the same residential load demand at the six sites were carried 

out to reveal the dependency between the sizing of the system components (i.e., the battery 

and the wind turbines/PV panels) and the power supply reliability. Case studies of optimal 

sizing of the SAWP system at Chicago and optimal sizing of the SAPVP system at Houston 



 
 

iv 

 

were carried out to demonstrate the feasibility of the proposed methods, which aims is to 

minimize the system cost while satisfying the requirement of power supply reliability. 

The chapter 4 attempts to employ the cumulative energy distribution index to evaluate 

the variability costs for the integration of high penetration level wind/solar power into power 

grids. Big data simulations of the Electric Reliability Council of Texas power system 

(ERCOT) in 2018 reveal the impacts of grid flexibility on wind/solar energy curtailment rate 

and capacity factor at different penetrations. The maximum wind/solar energy penetration 

can be roughly determined according to the requirements of the wind/solar power capacity 

factor and energy curtailment of the power systems with specific flexibility. A case study of 

70% grid flexibility with 20 wind farms and 10 solar plants interconnected ERCOT power 

system shows that the developed large time scale variability costs index can be used to 

estimate the variability cost when wind and solar energy penetration is between 30% to the 

maximum penetration. 
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Chapter 1  

Introduction 

Since 1960, human activities have become the main factor in climate change [1-4]. A 

growing consensus over the dangers posed by climate change has prompted people and 

governments worldwide to seek ways to generate that energy while minimizing carbon 

emissions and other environmental impacts. Over the past 40 years, the global population 

grew from 4 billion to more than 7 billion people [5]. The increase in the proportion of 

middle class living in cities further increases the global energy consumption and carbon 

emissions. Fortunately, the development of renewable energy offers a viable option for the 

mitigation of carbon emissions and energy deficit. Rapid technological progress, combined 

with falling costs enables renewable energy, especially wind and solar power, to provide an 

answer to the Energy Trilemma as shown in Figure 1.1 [6-9].  

 

Figure 1.1 The Energy Trilemma. 
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1.1 Development of renewable energy 

The issues of climate change and energy deficit significantly boost renewable energy 

integration. The global renewable energy capacity (including hydropower) reaches 6674 

TWh in the year of 2017 with 4065 TWh hydropower, 1128 TWh wind power, 584 TWh 

solar power and 585 TWh other renewable power as shown in Figure 1.2 [10]. It can be seen 

that, besides hydropower, the installed capacity of wind and solar power has increased 

significantly in recent years which far exceeds the installed capacity of other renewable 

power. In addition, due to the limited potential of hydro resources, the global growth rate of 

hydropower is estimated at about 2.4% in the future [11-13]. On the other hand, the abundant 

wind and solar resources are bound to cause wind and solar power to become the emphasis 

of future renewable energy development. 

 

Figure 1.2 Global energy consumption [10]. 

 

In fact, many regions have taken strong initiatives to increase their renewable energy 

capacity in a certain period. For example, in Europe, ETP Smart Grids proposed the Strategic 

Research Agenda 2035 which expected more than 34% of the gross electrical energy 

consumption would be supplied by renewable energy by 2035 [14]. In China, China National 

Energy Administration established The 13th Renewable Energy Development Five Year Plan 

which announced that 680 GW renewable energy capacity will be installed by 2020, and the 
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share of renewable energy in total primary energy consumption will increase to 15% by 2020 

and to 20% to 2030 [15]. Also, in the United States, 29 states adopted Renewable Portfolio 

Standards (RPS) that mandated a certain proportion of renewable energy in the overall 

energy consumption, and most states’ targets are between 10% to 50% [16]. Among these 

plans, the new installation of wind and solar power occupies the majority of renewable 

energy development goals. By the end of 2019, the top 10 countries of wind and solar power 

installed capacity are shown in Table 1.1. China has the largest installed capacity of wind 

and solar power by far, followed by the USA. 

Table 1.1 
The top 10 countries of wind and solar power installed capacity in 2019 [17]. 
 

Wind power Solar power 

Country Installed capacity 

(TWh) 

Country Installed capacity 

(TWh) 

China 406 China 224 
USA 300 USA 107 
Germany 126 Japan 73 
UK 65 Germany 47 
India 63 India 46 
Brazil 56 Italy 24 
Spain 55 Australia 17 
France 34 Spain 15 
Canada 30 UK 13 
Sweden 22 South Korea 13 

 

1.2 Motivation and problem formulation 

Renewable energies are quickly becoming significant sources of electricity supply. 

However, due to their intermittent and undispatchable nature, variable renewable energies 

(primarily wind and solar power) will increase the operational costs and reliability of 

electricity systems because system operators have to resort to additional flexible resources 

(such as storage technologies or dispatchable electrical generators) to balance fluctuations 

and uncertainties in the output of wind and solar power. Otherwise, the unbalance between 

the wind and solar power supply and the time-varying load demand will cause power outages 

in the case of insufficient wind and solar power, or will bring power losses in the case of 

excessive solar and wind power [18]. It can be said that, the mitigation of wind and solar 
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power variability will impose prominent impacts on operation reliability and system 

economy of electrical power systems.  

1.3 Review of wind and solar power integration 

It is a big challenge to effectively cope with the variability of wind and solar power 

for integrating high levels of renewable generation into electricity systems. It is a must to 

better understand and depict the wind and solar power variability for its effective mitigation.  

1.3.1 Variability analysis of wind/solar power 

Variability of wind and solar power is a multi-faceted spatial and temporal concept 

described by a range of measurable parameters on different timescales or in different 

magnitude variation range, such as statistical distribution, persistence, frequency, 

correlation, and so on. Regarding the cost and reliability of a system with high renewables 

penetrations, these distinct characteristics may give rise to a range of different implications 

for power system integration. Generally speaking, variability analysis can be classified into 

time domain analysis and frequency domain analysis.  

a. Time domain 

YH. Wan analyzed the wind power of 6 sites in Texas, Lowa and Minnesota at 1 

second, 1 minute and 1-hour time scale [19]. It found that wind power variations on hourly 

timescales were much larger than the sub-hourly variations, reaching up to 70% of the entire 

rated capacity of the wind farm, although it was discovered that such events were very 

infrequent. Meanwhile, there are some studies approved that the change in wind speed is 

complex and is affected by the terrain [20-22]. They found wind speed-ups in complex 

terrain are reduced when compared to those found above isolated hills or ridges in the USA, 

Canada, UK.   

Solar power variability is affected by many environmental factors and it is hard to find 

how solar power changes at different time scales. E. Friis-Christensen and K. Labitzke 

presented that the changes in solar irradiation are periodic which can be a one-year cycle or 

a multi-year cycle [23, 24]. Some studies have confirmed that cloud, volcano and internal 

climate oscillations will cause solar power variability [25-29]. In addition, measurements 



Chapter 1 
Introduction 
 

5 

 

show that 10 to 20% of solar irradiance will be absorbed by the stratospheric ozone that 

implied geographical latitude might affect solar power [30-33]. 

In the time domain, wind power and solar power vary in different time scales [34]. The 

step-change analysis of the power produced by wind and solar plants and the duty ratio of 

power ramp is used to evaluate the wind and solar power variability [35-37]. 

Geographical distribution and power source interconnection are essential directions 

for studying wind and solar power variability. H. Holttinen and G. Sinden studied the 

reduction of wind variability due to geographic dispersion on a one-hour level in the Nordic 

countries and the UK [38-40]. They point out as geographical distance increase, 

interconnected wind farms show a smoothing effect on wind power variability. The 

smoothing effect of solar power variability due to geographical spreading has been explored 

in Germany as well [41]. A similar smoothing effect also was found for seven interconnected 

solar plants in Spain [42].  

Correlation analysis is also often used to explore wind and solar power variability. 

Some studies identified a weak correlation between wind power generation and load demand 

in Ireland [43], Germany [44] and Finland [45]. In addition, G. Giebel and L. Landberg also 

confirm this weak correlation based on a European scale with about 60 sites of 3-hour wind 

data resolution [46, 47]. Moreover, some studies found the negative correlation between 

wind and solar power in Sweden [48], Iberian Peninsula [49] and the USA [50]. These imply 

that wind and solar power are two utterly different energy sources and hybrid wind and solar 

energy may reduce overall variability.  

b. Frequency domain 

Some studies found the Power Spectra Density (PSD) in the frequency domain of the 

power output of wind turbine and Photovoltaic (PV) panel followed a Kolmogorov spectrum 

at high frequency as shown in Figure 1.3, while the PSD of output power from 

interconnected wind and solar plants decreased rapidly at high frequency [51-55]. In 

addition, the red line in Figure 1.3 is the fitting curve of the wind power in the frequency 

domain that follows the f−5/3 Kolmogorov curve. Thus, according to f−5/3 Kolmogorov power 

spectrum of the wind power generators, the power density of wind power significantly 

decreases the growth of the frequency.  
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In addition, the PSD of interconnected disperse wind or solar power is found to blow 

the f−5/3 Kolmogorov curve in high frequency band. That also implies that geographical 

dispersion and wide-area interconnection could help reduce overall variability and help the 

long term integration of wind energy to power systems. 

 

Figure 1.3 Wind power output shows the Kolmogorov spectrum feature [52]. 

 

So far, the variability analysis focuses primarily on the behavior of of wind and solar 

power. The variability analysis in the time domain qualitatively describes the variations of 

the wind and solar power. The power spectrum analysis preliminarily demonstrates the 

power fluctuations and its distribution in the frequency domain. However, for optimal 

integration of wind and solar power into both standalone power systems and power grids, 

distinct characteristics of wind and solar variability still need to be identified and assessed, 

and their specific implications for power system integration need to be determined.    

1.3.2 Standalone wind/solar power systems 

Standalone wind and solar power are employed by remote household users where the 

electricity obtained from the power grid is not affordable but has excellent local renewable 

energy resources. For example, T. Ma et al.,  H. Fathabadi et al. and AH. AI-Badi et al., 

investigated the standalone alone wind and solar power system in the remote islands and Al 

Duqm in Oman [56-59]. They find that with the effective variability mitigation method like 

energy storage devices, the standalone power system can be powered only by the wind and 

solar resources. AH. AI-Badi pointed out that when the average wind speed beyond 5.3 m/s, 

the standalone wind power system can provide a lower cost of energy than the conventional 
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power resources in Oman. The average wind speed in Oman is more than 5.3 m/s which 

means it is completely feasible to adopt standalone wind power in Oman. T. Ma introduced 

pumped hydro storage for the standalone hybrid wind and solar system to a remote island in 

Hong Kong. The hour-by-hour simulation results indicate that the intermittent nature of the 

renewables can be compensated which implies that technically the energy storage based 

renewable power system is an ideal solution to achieve 100% energy autonomy in remote 

communities. Moreover, standalone wind and solar power are also employed in some special 

cases. For example, W. He presents a case study of integrating a 20 MW standalone wind 

farm into an offshore oil and gas platform [60]. He assessed the benefits of fuel consumption 

and carbon emissions reduction and the stability of this standalone wind power system. The 

results confirm the feasibility of offshore wind power for offshore drilling platforms. 

Similarly, AAM. Zin explored the potential of standalone hybrid wind and solar power 

systems for Iran drilling oil rigs in the desert [61]. He found that for the reliable operating 

of the standalone hybrid wind and solar power system for the drilling oil rigs, the electricity 

generation is increased by around 18% to 0.938$/kWh. However, since the stand-alone 

system can be installed locally, there is no need for expensive transmission costs. Moreover, 

this study also found that hybrid wind and solar power will reduce 50% dependency on 

battery.  

a. Variability mitigation measures 

 

Figure 1.4 A standalone PV-hydrogen power system [62]. 
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A typical Standalone wind/solar power system generally consists of a wind turbine 

and/or PV panels, an energy storage system, and an end-user load. Basically, the generated 

wind and solar power should produce sufficient electricity to meet the load demand. 

However, the mismatch between intermittent wind/solar power and varying load demand 

would cause power outages in the case of a power supply deficit, and power losses in the 

case of excessive power supply. To increase the power supply reliability and the system 

efficiency, the energy storage is incorporated to make the wind and solar power dispatchable. 

There are many researches try to find an optimal combination of multiple energy storage 

devices to minimize wind and solar variability. For instance, Figure 1.4 shows a Standalone 

PV Power (SAPVP) system that includes the battery system for short-term energy storage 

and a hydrogen system for long-term energy storage [62]. Through two energy storage 

devices, most of the wind and solar power fluctuations can be buffered. However, due to the 

efficiency of industrial electrolysis is up to 70% [63] and the efficiency of the fuel cell is 

between 50% to 60% [64], the gross efficiency of the hydrogen system is usually less than 

40%. Meanwhile, most long-term energy storage devices have significant high initial costs 

and maintenance costs [65-67]. Thus, research on reducing wind and solar power 

fluctuations through energy management strategies can improve power supply reliability, 

but generally leads to low system efficiency and poor system economics. 

In addition, standby diesel generators can be optionally added into the standalone 

wind/solar power systems to compensate power outage, but would incur expensive costs of 

carbon-emitting fuel, operation and maintenance in the life cycle [68-70]. Oversized wind 

turbines or PV panels also help reduce the power outages at the expense of an extra installed 

cost of the wind turbine and PV panel [71].  

b. Optimal sizing methods 

There are many optimal sizing methods proposed for standalone wind/solar power 

systems. A. S. AI Busaidi directly used average annual load demand to determine the size 

of wind turbines and PV panels which ignores the variations of annual wind and solar power 

[69]. R. Hosseinalizadeh implemented iterative algorithms to optimize standalone 

wind/solar power systems in terms of minimizing the system costs in Iran [72]. This study 

also set the system reliability must reach 98%. M. Smaoui proposed an optimization 

methodology based on an iterative technique to optimize the size of standalone wind and 

solar power systems in order to supply a desalination unit for Kerkennah Island in South 

Tunisia [73]. The main objective of this optimization was minimizing the system cost. This 
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study found that the complementary characteristics of the hybrid wind and solar power can 

reduced system costs because of the reduction of energy storage requirements. R. Belfkira 

gave a multi-objective optimization method called DIRECT to optimal sizing standalone 

wind and solar power systems [74]. This study found a global optimum of system costs and 

energy availability for remote users. C. E. C. Nogueira used linear programming to optimal 

sizing standalone wind and solar power systems by minimizing the system costs while letting 

the wind and solar power output meet the load demand [75]. Genetic Algorithm, which 

usually is used to solve the non-linear problem, is one of the most potent optimization 

algorithms which has been paid attention in the sizing of standalone wind and solar power 

system. H. Chen used the adaptive Genetic Algorithm to optimal sizing of the standalone 

wind and power systems in Taiwan in terms of minimum system costs [76]. Moreover, some 

researches proposed big data management which includes data integration, data storage, data 

analytics, data visualization, data transmission and so on to optimal sizing standalone 

wind/solar power systems as well [77-79].  

Table 1.2  
Common approach for optimal sizing of standalone wind and solar power systems. 
 

Optimization approaches References Disadvantages 

Graphic construction method [80, 81] Few system parameters are considered 

Probabilistic method  [82-84] 
Cannot represent the dynamic 
characteristics of wind and solar power 
variability 

Iterative technique [72, 73, 76, 85]  
Increased computational efforts and 
errors 

Artificial intelligence [86-88] 
Results are only for unique systems, 
conclusions are not universal 

Multi-objective optimization [74, 89, 90] Need to set multiple optimization goals 

 

There are various approaches for optimal sizing of standalone wind/solar power 

systems. Table 1.2 summarised conventional optimization methods with corresponding 

references and disadvantages. Although different optimization methods are studied for the 

sizing of standalone wind/solar power systems, it is vague that how the optimal sizing of 

these standalone systems can be efficiently achieved by using these optimization techniques 
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without taking the impacts of wind and solar power variability into careful consideration. 

Given the full or high penetration of random and uncontrollable wind and solar power in 

standalone systems, it remains an open issue to quantify the wind and solar power variability 

and the impacts of wind and solar power variability on the optimal sizing of standalone 

wind/solar power systems, especially on the determination of battery capacity [91, 92].     

1.3.3 Grid-connected wind and solar power systems 

Global climate change and environmental pollution make lots of international 

resolution policies and carbon emission reduction goals have been released, which leads to 

significant growth in variable renewable energy [93-95]. The research on the energy level of 

grid-connected variable renewable energy mainly focuses on the feasibility of high variable 

renewable energy penetration and system economics. 

a. High variable renewable energy penetration 

High variable renewable energy penetration (wind and solar power) will significantly 

challenge system reliability. P. Denholm studied the combination of wind power generation 

and high capacity of compressed air energy storage which found that this combination can 

improve the wind energy penetration to more than 50% in the Midwestern United States 

under a variety of operating conditions [96]. I. Komusanac carried out that hybrid 1.65 GW 

of wind power plants and 1.6 GW of solar power plants will increase the renewable energy 

penetration to 36% in the Republic of Croatia via a simulation model EnergyPLAN [97]. P. 

Denholm evaluated the life cycle and cycling emissions of dispatchable generators in the 

high wind penetration power system of Ireland [98]. It found that with an increase in wind 

power, cycling emissions had an increasing trend and the life cycle of dispatchable 

generators was reduced significantly. P. Denholm also investigated the impacts of system 

flexibility on wind and solar energy penetration [99, 100]. It found that with 100% system 

flexibility of the Texas power system, the maximum wind penetration will be 80% and 

maximum solar penetration will be 50%. In addition, the maximum wind and solar energy 

penetration will drop rapidly with the reduction of system flexibility. 

Currently, many research work mainly studied the impacts of high penetration of wind 

and solar energy on system performance. However, the impacts of wind and solar power 

variability on wind and solar energy penetration is often neglected. Moreover, some studies 



Chapter 1 
Introduction 
 

11 

 

find that energy storage can improve wind and solar energy penetration, but the system costs 

may significantly increase. 

b. Integration cost 

Variable wind and solar power require additional power system flexibility to integrate 

into a reliable power grid. The integration of wind and solar power needs more ancillary 

services which cause integration costs [101]. In the past, the integration costs have been paid 

by end-users, but utilities have begun to wind operators for costs arising from the integration 

of high wind and solar penetration in their system[102]. With the increase of wind and solar 

energy penetration, the cycling and ramping of the operating reserves will undoubtedly 

increase and lead to higher integration costs. The wind/solar power integration cost can be 

decomposed to variability costs and uncertainty costs (mainly refers to extra expenses caused 

by prediction errors) [103]. P. Denholm explored the impacts of the system flexibility on 

wind/solar power system integration, and the cost of wind and solar power at high 

penetration is roughly set to 1.2 times the base cost that is very inaccurate [99, 100].  

 

Figure 1.5 Conceptual diagram of how reference [102] partition wind energy into hourly 
energy, load following, and regulation components. 
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W. Katzenstein proposed a new approach to decompose wind energy into up energy 

and down energy to evaluate the sub-hourly variability cost for individual wind farms in 

Texas as shown in Figure 1.5 [102]. The hourly energy component qH is the decision variable 

in the optimization approach and is set at the level that minimizes the total costs of the load 

following and regulation components. Noted that in that paper, the energy balancing price 

includes up balancing price and down balancing price for up and down energy regulations. 

However, this approach is hard to be commonly used because of the limitations of data 

availability (in lots of regions, Up-regulation price and Down-regulation price are not 

included in the electricity market). S. Diaf, A. A. Shata, M. A. Ramli and D. Saheb-Koussa 

gave formulas of the present value of wind and solar power systems but even not cover the 

integration costs in the total annualized costs [104-107]. L. Hirth presented a new definition 

of the integration costs as the composition of balancing costs, grid-related costs and profile 

costs [108]. However, for a high penetration wind/solar power system, the variability cost 

must be considered for unbiased integration costs. Given the high penetration of intermittent 

wind and solar power, it remains an open issue to quantify the variability cost.   

1.3.4 Energy storage technologies 

The integration of high penetration level intermittent energy resources rests on 

sufficient power system flexibility. Energy storage provides a very common measure to 

enhance power system flexibility and mitigate power fluctuations. Table 1.3 lists major 

technical specifications of several common energy storage facilities, such as the typical 

charge time, capital cost, cycle durability and efficiency of common energy storage [91, 109-

117]. It can be seen that some novel energy storage technologies have a very fast ramping 

rate of charging and higher efficiency. However, the expensive capital cost and restricted 

operating conditions make these methods unable to be installed on a large scale. Therefore, 

it is unrealistic to use these energy storage methods to eliminate the high-frequency 

variations of wind energy. In this section, the widely used energy storage in the standalone 

power system and grid-connected power system will be specifically introduced.   
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Table 1.3  
Technical parameters for different energy storage method [91, 109-117] 
 

Energy Storage  Capital Cost ($/kWh) Service Life (years) Efficiency (%) 

Superconducting 

Magnetic Energy 

Storage 

1000-10000 virtually unlimited > 90 (high-

temperature 

environment)  

Super Capacitor 10000 10 - 15 85 – 95 (self-

discharge 50% 

in 30 – 40 days) 

Flywheels 1000 - 5000 15 - 20 80 - 90 

Lead-acid battery 100 5 - 15 75 - 90 

Lithium-ion battery 300 - 600 14 - 16 90 - 100 

Pumped Hydro 

Storage 

5 - 100 30 – 60 65 - 80 

 

a. Lead-acid battery 

The lead-acid battery is a very mature battery technology that is widely used in 

standalone power system. It consists of stacked batteries immersed in a dilute solution of 

sulfuric acid (H2SO4) as an electrolyte. The positive electrode of each battery is composed 

of lead dioxide (PbO2), while the negative electrode is composed of sponge lead (Pb). During 

the discharge, both electrodes are converted to lead sulphate (PbSO4). During the charging 

cycle, both electrodes return to their initial state [118]. The Lead-acid battery normally has 

the life cycle of 1200 – 1800 cycles with a round trip efficiency of 75% - 90%. The lifetime 

of the lead-acid battery strongly depends on the operating temperatures, and the lifetime of 

the lead-acid battery is approximately 5 – 15 years [119].   
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b. Lithium-ion battery 

The lithium-ion battery is often used in small devices such as mobile phones in the 

past. However, with the development of lithium-ion batteries, more and more standalone 

power systems have begun to use lithium=ion batteries as energy storage devices [120]. The 

operation of lithium-ion batteries is based on the electrochemical reaction between positive 

lithium ions (Li+) and anode and cathode active materials. Lithium-ion batteries are made of 

anode and cathode plates filled with liquid electrolyte materials. The electrode area is 

defined by a porous separator of polyethylene or polypropylene, which allows lithium ions 

to pass through. The cathode material is usually based on lithium metal oxides, such as 

lithium cobalt oxide (LiCoO2), and the anode material is graphite (C). The electrolyte is 

usually a non-aqueous organic liquid, such as PC, EC or DMC [121]. 

c. Pumped Hydro Storage 

Pumped Hydro Storage is suitable for the large-scale energy storage of grid-connected 

power system. It works based on the management of the gravitational potential energy of 

water by pumping water from the lower reservoir to the upper reservoir during periods of 

low power demand. When the demand for electricity is high, water flows from the upper 

reservoir to the lower reservoir, thereby starting the turbines to generate electricity. 

Generally, the lifetime of the Pumped Hydro Storage is about 30 – 60 years with the 65 – 

80% round trip efficiency [122]. 

1.3.5 Energy management for the operation of the renewable 
power system 

Reasonable energy management strategy is the key to system operation optimization. 

The energy management strategy should ensure high system efficiency and high reliability 

at the lowest cost. Some key parameters that are widely considered for the optimization of 

renewable energy management (wind and solar power) are summarized below [123]:  

• Potential energy from the primary energy resources, such as wind and solar. 

• Capital cost, operating cost, charging cycles and lifetime of the energy storage 

devices.  

• Fuel price if the system includes additional power generators.   
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a. Standalone power system  

The standalone power system normally consists of power generators, energy storage 

devices and load. The key of optimal energy management strategies for standalone wind and 

solar power systems is to adjust the power flow for the economic operation. D. Ipsakis et al. 

proposed three energy management strategies (different operating logic) for a standalone 

hybrid wind and solar power system with hydrogen fuel cell and lead-acid battery [124]. It 

compared three energy management strategies via sensitivity analysis which consider some 

parameters such as state of charge and output/input power of hydrogen fuel cell and lead-

acid battery. Moreover, these three different energy management strategies lead to a different 

lifetime of hydrogen fuel cell and lead-acid battery which can help system operators to select 

the most suitable strategy. D. Ipsakis et al. also proposed two improved energy management 

strategies that use a hysteresis band for the same standalone power system [125]. The results 

showed hysteresis band based energy management strategies could help to reduce the start-

up and shut down cycles of the energy storage devices via preventing them from an irregular 

operation.  

Similar, E. Dursun et al. investigate three developed energy management strategies for 

standalone hybrid wind and solar power systems with proton-exchange membrane fuel cell 

and battery banks [126]. Due to the price of the proton-exchange membrane fuel cell is high 

and its membrane lifetime is short, these strategies aimed to increase the operation of the 

membrane meanwhile ensure the economic operation of the system. After comparison, it 

found that the third developed strategies can carry out the best results in terms of battery 

efficiency with an efficiency rating of 85%. The third strategy specifies that when the battery 

state of charge is within the set limit and the wind and solar power output can meet the load 

demand, the excess power will operate the electrolyzer. However, when the battery state of 

charge is below the set limit and the wind and solar power output can meet the load demand, 

the fuel cell operates to supply the load and charge the battery.  

M.S Ismail et al. presented a techno-economic analysis and energy management 

strategy for a standalone solar power system with a battery bank and a microturbine in 

Palestine [127]. It found that when microturbine running as a backup charging device of 

battery, the Cost of Energy for the system is 0.284$/kWh. However, if the microturbine runs 

in its cogeneration mode to directly supply the load demand, the cost of energy for the system 

will decrease to 0.263$/kWh. It also proved that using microturbine as a backup source using 

showed more attractive on the Cost of Energy comparing with a diesel generator.  
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On the other hand, some studies using intelligent techniques on energy management. 

S. Abedi and et al. used iterative optimization algorithm to determine the values of energy 

management strategy parameters and the sizing parameters for standalone wind and solar 

power with battery bank [128]. These values have to meet the operational constraints of 

output power, battery state of charge, and the power ramp rate of each device. This energy 

management strategy is integrated with sizing algorithms to minimize the overall system 

cost.    

It can be seen that, various energy management strategies can effectively improve the 

economical operation of standalone wind and solar power systems. However, many energy 

management strategies are only suitable for a specific region. Wind power and solar energy 

have strong randomness, so wind speed and solar irradiance are different at different 

locations. Thus, developing energy management strategies without considering the variable 

nature of wind and solar power in the province, the results will not be universal. 

b. Grid-connected power system 

Most of the studies for grid-connected renewable energy systems strongly 

recommended implementing energy management to control the flow of energy among the 

various energy generation and storage systems from one side of the grid to the other. N. 

Karami and et al. developed an energy management strategy for a grid-connected solar 

power system with a fuel cell at the power generator side. By using the MPPT with Perturb 

and Observe technique for solar power and fuel cell, the system can generate maximum 

power output [129]. The objective of this energy management strategy is remaining the 

stable operation of power supply, saving the energy from no load situation and sending the 

surplus energy to the grid. After modeling 16 different cases, the results showed that the 

proposed strategy are able to make the proposed system to supply the load demand without 

interruption.  

Kim and et al. examined the environmental and techno-economic feasibility of hybrid 

wind and solar power systems in Jeju, South Korea [130]. By using the energy management 

strategy from HOMER, which is a simulation software for renewable energy study, it found 

the most economically feasible hybrid system. Very similar, G. J. Dalton, D. Saheb-Koussa 

and et al. also used using the energy management strategy HOMER to found the most 

economically feasible grid-connected wind/solar power system [131, 132].    
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A. Ozbilen and et al. discussed the environmental and economic feasibility of hydro 

and wind plants with a hydrogen storage device in Ontario [133]. The analysis results 

showed that the system is viable and the payback period is around 17 years for an average 

electricity price of 4.6 ¢/kWh when the proposed energy management is adopted. This 

strategy claim that electricity must first be converted to hydrogen and then transferred to 

storage tanks during excess energy production.     

 The energy management strategies for grid-connected wind and solar power systems 

focus on economic feasibility. Similar to standalone wind and solar power system, the 

variability of wind and solar power will strongly affect the energy management strategies. 

Moreover, different power grids have different structures and load distribution. Therefore, 

the variability of wind and solar power and the load demand should be considered for the 

development of energy management strategies.       

1.4 Research objective and content 

This research aims to explore the variability of intermittent wind and/or solar energy 

to facilitate optimal integration of wind and/or solar into off-grid and grid-connected power 

systems.  

The main research contents of this research work include: 

• Propose a new measure of wind and/or solar power variability in the time and 

frequency domain, and utilize it to comprehensively assess the variability of wind 

and/or solar power data from two NREL databases to gain insights into the variability 

of wind and/or solar power and its specific implications for power system integration.  

• Investigate the impacts of wind/solar power variability on the optimal sizing of 

standalone winds and/or solar power systems. Case studies of optimal sizing of 

standalone wind and/or solar systems across North and South America are carried 

out to demonstrate how to take the variability of wind and/or solar power and its 

impacts on the power system integration. 

• Investigate the impacts of wind/solar power variability on the integration costs of 

wind and/or solar power into the power grid. A case study of the impact analysis of 
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wind and solar power variability on wind and solar energy penetration in the Electric 

Reliability Council of Texas power system (ERCOT) is to be carried out. 

1.5 Organization of the thesis 

The remaining parts of this thesis are organized as follow: 

Chapter 2 – Variability analysis of wind/solar power 

This chapter reviewed two previous variability analysis method in the time domain 

and proposed a factor to evaluate the inter-annual variation of wind/solar power in the time 

domain. In addition, a frequency spectrum based approach is developed to quantify the wind 

and solar power variability in the frequency domain. Big data analysis of wind/solar power 

data at 12 locations across North and South America are carried out to investigate the wind 

and solar power variability. 

Chapter 3 – Optimal sizing of standalone wind/solar power systems 

This chapter investigated the impacts of wind/solar power variability on the optimal 

sizing of standalone winds/solar power systems. The measurement results of wind/solar 

power variability are applied to the system sizing of standalone wind/solar power systems. 

Furthermore, big data simulations of six Standalone Wind Power (SAWP) systems at six far 

apart sites across USA and six Standalone Photovoltaic Power (SAPVP) systems at six sites 

from latitude 0° to 50° across North and South America with the same residential load 

demand, provide QTI dependence curves of power supply reliability against the battery 

capacity and the PV panel/wind turbine size to quantify the impacts of wind/solar power 

variability on the system sizing. Case studies of optimal sizing of standalone wind/solar 

systems are carried out to demonstrate how to take the variability of wind/solar power 

variability and its impacts on the power system integration. 

Chapter 4 – Implications of variability on grid-connected wind and solar power 

This chapter investigated the impacts of wind and solar power variability on the 

integration costs of wind and solar power into the power grid. A case study of the impact 

analysis of wind and solar power variability on wind and solar energy penetration in the 

Electric Reliability Council of Texas power system (ERCOT) is to be carried out. 
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Chapter 5 – Conclusions  

This chapter drew the conclusions of this thesis. The contributions of this research 

work have been summarized and the future research ideas are presented. 
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Chapter 2  

Variability analysis of wind/solar power  

2.1 Introduction  

Variability of wind and solar power has significant impacts on the development of 

wind and solar power systems. Variability is a multi-faceted spatial and temporal concept 

described by a range of measurable parameters on different timescales or in different 

magnitude variation range. In this chapter, a set of methods of the comprehensive analysis 

of wind and solar power variability is proposed in both the time domain and frequency 

domain. Regarding the cost and reliability of a system with high renewables penetrations, 

relevant distinct characteristics of variability are identified to explore their implications for 

power system integration. Two open-source databases of National Renewable Energy 

Laboratory (NREL) are employed for this study, where wind speed data collected at six 

locations uniformly distributed over long distances across the USA during 2007 to 2012 and 

solar irradiation data collected at six locations evenly from latitude 0°-50° across North and 

South America during 1998-2017.  Big-data analysis is carried out to assess the variability 

of these wind and solar data. In addition, the impacts of geographical dispersion on 

wind/solar power variability, and the impacts of grid interconnection on wind/solar power 

variability are explored. 

2.2 Wind and solar data  

For the observation and analysis of the variability of wind and solar power, all the 

wind and solar information data is extracted from the publicly available databases of NREL 

- Wind Integration National Dataset (WIND) Toolkit and National Solar Radiation Data 

Base (NSRDB).  

WIND Toolkit provides a 5-min interval 80m wind speed data and electrical power 

output only across the United States, which includes meteorological conditions for more than 

126,000 locations from 2007 to 2012 [134]. Note that, the wind power output data of WIND 

Toolkit is emulated with ten 3MW Vestas V90 wind turbines model in 3TIER model 

package at every 4 square kilometer area for all potential wind sites in the USA. Details of 

the data set compilation are available in the report presented by the 3TIER Corporation 

[135]. 3MW Vestas V90 wind turbines are large commercial wind turbines used in power 
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grids and the wind tower height is usually between 80m and 100m, which is not suitable for 

SAWP systems. Thus, wind power output for SAWP systems is emulated with a typical wind 

turbine model.  

NSRDB provides a 30-min interval and 4-km horizontal resolution solar radiation, 

surface wind speed and meteorological data across North and South America from 1998 to 

2017 [136]. The solar power data for our study are emulated with a simplified PV panel 

model equipped with Maximum Power Point Tracking (MPPT) function using Matlab. Note 

that NSRDB can only provide earth surface wind speed data. 

In this thesis, wind and solar data are extracted from the corresponding highest 

resolution database in various situations to minimize the uncertainty of results. Table 2.1 

lists the detailed database selection for all the research scenarios in this thesis.  

Table 2.1  
Database selection for different research scenarios. 
 

Research scenario 
Adopted database 

WIND Toolkit NSRDB 

Wind power variability analysis √  

Solar power variability analysis  √ 

Hybrid wind and solar power variability analysis  √ 

SAWP systems √  

SAPVP systems  √ 

Standalone hybrid wind and solar power systems  √ 

Grid-connected wind power √  

Grid-connected wind and solar power √ √ 

 

2.2.1 Wind data 

a. Wind power generation 

The process of turning the blades of the wind turbine through the wind to convert 

kinetic energy into electrical energy is called wind power. Wind speed is an important 

parameter affecting wind power output and wind resource assessment which is a 

fundamental atmospheric quantity caused by air moving from high to low pressure. Wind 
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speed increases typically with height above the earth's surface. It is mainly affected by 

factors such as the roughness of the ground, the presence of obstacles and the difference of 

land-ocean surface temperature. For a typical 3-blade wind turbine, wind power output PW 

from the wind can be theoretical modeled [137] as 

3
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where v represents the wind speed, the cut-in wind speed normally vi ∈ [1.5, 3.5] m/s, the 

rated wind speed normally vr ∈ [12, 17] m/s, the cut-off wind speed vo is usually set as 25 

m/s, the air density � is about 1.225 kg/m3 at sea level and at 15 ℃, AW presents the blade 

swept area, �W is the power generation efficiency of the wind turbine, and CP is the power 

coefficient with maximum value CPmax = 16/27 ≈ 0.593 [67]. Note that, in this chapter, annual 

power generation from the wind turbine is assumed to meet 1.1 times a typical residential 

load (about 5.55 MWh per year) to determine uniform AW. The detailed information of the 

typical residential load will be given in Chapter 3 and the 1.1 times is because of the energy 

flow which will also be described in Chapter 3. 

 

Figure 2.1 Theoretical power curve of a wind turbine. 

Considering mechanical wear, minimum power output, safe operation and so on, wind 

turbines have an output power curve as shown in Figure 2.1. The minimum wind speed of 

wind turbine operation is called cut-in wind speed. Below cut-in wind speed, the wind 
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strength is not sufficient to overcome the inertia of the rotor so that wind turbines do not 

produce any power below this wind speed. The maximum wind speed of the safe operation 

is called cut-out wind speed. Beyond cut-out wind speed, wind turbines may suffer 

irreversible damage. The wind speed that wind turbines can produce rated output power is 

called rated speed. When actual wind speed is between rated wind speed to cut-out wind 

speed, the control system will regulate wind turbines to produce the rated output power.  

b. Database selection 

For the simulations and case studies of wind power, all the 5-min interval wind data 

will be obtained from the WIND Toolkit. In addition, the wind output power used in wind 

power variability analysis and sizing of SAWP systems is modeled by the Eq. (2.1). However, 

for grid-connected wind power systems, the wind turbines are usually not designed to 

completely follow the theoretical wind power curve because of the power ramp rate 

requirement. 3TIER model has already limited the wind power output to control the power 

ramp remain within the standard all the time. Therefore, for the study of grid-connected wind 

power, wind electrical power output data directly uses the wind power data in the WIND 

Toolkit.  

WIND Toolkit is one of the widely used datasets for solar-related studies [138-140]. 

C. Draxl validated the WIND Toolkit by comparing the wind data of WIND toolkit to the 

wind data from anemometers at six locations [134]. It found that the bias in 5-minute wind 

data ranges from -0.97% to 1.8%. In this study, there are no missing wind data for selected 

locations. 

Moreover, because the wind power output is greatly affected by the height of the wind 

turbine hub, the original wind speed data needs to be converted to the wind speed at required 

height upon demands. Commonly, extrapolation methods are used to convert wind speed. 

The vertical extrapolation of wind speed at the wind turbine hub height can be calculated via 

using the following wind profile power laws 

1

( )H h

H
v v

h
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where vH is the wind speed at objective height H, vh is the wind speed at original height h, ε 

is the exponential coefficient that is recommended value of 0.2 for onshore by the IEC 

standards [106, 141]. 

The logarithmic law of wind speed is defined as:  

ln( )

ln( )
H h

H

v v
h

λ

λ
= ⋅        (2.3) 

where λ is the surface roughness. Logarithmic law has a constraint which is the original 

height mush be anemometer height so that in this thesis, the original wind speed is converted 

via Eq. (2.2). 

c. Locations selection 

 

Figure 2.2 Six selected locations across the USA for the research of wind power variability 
and SAWP systems. 
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Figure 2.3 12 selected locations for interconnected wind power in Colorado State of the USA. 

 

As mentioned above, WIND Toolkit can provide very high-resolution wind power data 

across the USA for our studies. The wind speed is greatly affected by the terrain so that for 

wind power studies, the wind power data at different locations with different 

geomorphological features should be widely selected. Figure 2.2 shows the six selected 

locations for wind power variability analysis and sizing of SAWP systems. These six 

locations are evenly distributed along the West Coast, East Coast, Central, and South of the 

United States. As shown in Figure 2.3, for the analysis of interconnected wind power, 5-min 

wind power data collected at 12 selected locations in Colorado State will be used. 
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d. Wind speed data 

 

Figure 2.4 Wind speed for the year 2012 W2012 at (a) San Francisco, (b) Los Angeles, (c) 
Denver, (d) Houston, (e) Chicago, (f) New York. 

 

Figure 2.4 gives an example of wind speed data for the year 2012 in San Francisco, 

Los Angeles, Denver, Houston, Chicago and New York. It can be seen that:  

i. The profiles of wind speed at six locations are different from each other, and 

present high degree of randomness.  

ii. Wind speed has less fluctuation in summer at Los Angeles, and more 

fluctuation in summer at Denver.  
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iii. The profiles of the wind speed of six selected locations do not show the annual 

distribution of wind speed has any pattern related to its geographical locations 

(e.g., east coast or west coast). 

Note that it is well known that the profile of wind speed data at one location can be thought 

to be quasi-periodic yearly.  

In order to more intuitively observe the wind speed in different locations throughout 

the year, statistical methods are usually used. The mean value of wind speed and solar 

irradiation can directly reflect the potential of wind resources. The mean value of wind speed 

can be described as: 

1

1 WN

avg i

iW

v W
N =

= ⋅        (2.4) 

where vavg is the average wind speed, Wi is the wind speed of i-th sample, NW is the sample 

number of wind speed data. 

In addition, Standard Deviation (SD) is a measure of the amount of variation or 

dispersion of a set of samples in statistics. A low SD means that the sample values are close 

to the mean of the set, while a high SD indicates that the sample values are spread out over 

a wider range. Thus, higher SD implies a more significant variation of the samples, and vice 

versa. SD of wind speed can be formulated as follow: 
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where σW is the SD of wind speed. 

Table 2.2 gives the average value of mean and SD of wind speed from 2007 to 2012 

at six selected locations. Ann represents annual and Q1 to Q4 means quarter 1 to 4 (spring, 

summer, fall, winter). The average annual mean of wind speed provides numerical evidence 

to show that wind speed has strong randomness and may be affected by local terrain. 

Moreover, SD of San Francisco is much higher than the other 5 locations which imply the 

wind power variation in San Francisco is stronger and it leads to the poor reliability of wind 

power systems in San Francisco.    



Chapter 2 
Variability analysis of wind/solar power 
 

28 

 

Table 2.2  
The average annual/quarter mean and standard deviation of wind speed from 2007 to 2012. 
 

Location 
vavg (m/s) σW  (m/s) 

Q1 Q2 Q3 Q4 Ann Q1 Q2 Q3 Q4 Ann 

San Francisco 7.23 9.17 8.74 6.50 7.91 1.60 2.09 1.83 1.53 1.99 

Los Angeles 5.38 5.06 3.86 4.60 4.72 1.29 1.69 1.42 1.14 1.45 

Denver 6.62 7.58 6.44 6.33 6.75 1.47 1.73 1.71 1.35 1.62 

Houston 7.14 6.90 4.74 6.51 6.51 1.11 1.47 1.27 1.27 1.42 

Chicago 8.48 7.75 8.41 6.24 7.71 1.40 1.49 1.14 1.35 1.55 

New York 8.16 6.91 6.14 8.04 7.31 1.44 1.42 1.31 1.47 1.58 

 

2.2.2 Solar data 

a. Solar power generation 

The PV panels convert the sun's irradiation into electricity by exciting electrons in 

silicon cells using the photons from sunlight is called solar power. Solar irradiance is an 

important parameter affecting solar power output and solar resource assessment which is 

radiant energy emitted by the sun, particularly electromagnetic energy. Solar irradiation 

(received by PV panels) is mainly affected by factors such as the distance from the sun, the 

weakening of the atmosphere and the covering. Due to most of the commercial PV panel 

commonly uses MPPT to maximize power extraction under all conditions, the output power 

of the PV panel is considered to be linearly related to solar irradiation. In addition, this study 

focus on investigating the wind and solar power variability so that the environmental factors 

are set to constant to ensure unbiased research. Thus, the dust, shading, aging, snow covering 

temperature losses and not consider for the PV panels and the ambient temperature is 

assumed to remain 25℃. Subsequently, the solar power output of PS in the 100-kW Grid-

Connected PV Array model can be simplified as [83]:  

S I S PVP S A η= ⋅ ⋅        (2.6) 

where SI represents the solar irradiation in kW/m-2 and AS represents the size of the PV panel 

in m2, ηPV denotes the power generation efficiency of the prevalent commercial PV panel 

which is about 15% at ambient temperature 25℃[142]. Note that, in this chapter, annual 
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power generation from the PV panel  is assumed to meets 1.1 times a typical residential load 

(about 5.55 MWh per year) to determine uniform AS. The detailed information of the typical 

residential load will be given in Chapter 3 and the 1.1 times is because of the energy flow 

which will also be described in Chapter 3. 

b. Database selection 

For the simulations and case studies of solar power, all the 30-min interval solar data 

will be obtained from NSRDB. And all the solar power output data is obtained from the 100-

kW Grid-Connected PV Array model in Matlab and its simplified formula is expressed in 

Eq. (2.6). Note that, the solar power output data from Matlab model is also used in grid-

connected solar power systems because of the data limitation. However, due to the low 

penetration of solar power for most of the power grid, the error of solar output power 

modeling will not have much impact on power system analysis. 

NSRDB is one of the widely used datasets for solar-related studies [143, 144]. There 

are several previous works that validated NSRDB datasets: M. Sengupta used the solar data 

of NSRDB from 1998 to 2016 to compare with solar data from 9 ground stations including 

7 from the SURFRAD network. GHI and DNI were validated on various temporal scales 

(hourly, daily, monthly, and yearly) [136]. Furthermore, D. Yang also validated NSRDB 

data from 1998 to 2016 against ground-based measurements from 7 SURFRAD stations. It 

revealed that the bias in hourly-averaged NSRDB GHI data ranges from -2.6% to 4.0% 

[145]. In addition, in this study, perhaps it is because the simulation locations are all around 

larger cities, so there is no missing data.  

Note that solar irradiation consists of Direct Normal Irradiance (DNI), Diffuse 

Horizontal Irradiance (DHI), Global Horizontal Irradiance (GHI) and Global Normal 

Irradiance (GNI). GHI is the total irradiance from the sun on a horizontal surface on Earth. 

It is the sum of DNI and DHI which can be described as:  

GHI DHI DNI cos( )z= + ⋅           (2.7) 

where z is the solar zenith angle. The solar zenith angle is related to the geographical latitude 

L and it can be described as: 

cos( ) cos( ) cos( ) cos( ) cos( )z L Lφ φ= ⋅ + ⋅          (2.8) 
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where ϕ is the solar declination angle. The solar declination angle is the angular distance of 

the sun north or south of the equator. ϕ varies from 23.45° North to 23.45° South every year. 

The declination angle is calculated using [146]: 

284
23.45 sin(360 )

365

dφ += °⋅ °⋅           (2.9) 

where d is the day of the year. Generally, the solar irradiation used in calculating the output 

power of solar panels is GHI, so that the solar irradiation mentioned in this thesis refers to 

GHI. 

c. Locations selection 

 

Figure 2.5 Six selected locations across North and South America for the research of solar 
power variability, SAPVP systems and standalone hybrid wind and solar power systems. 

 

NSRDB can provide a wider geographical context for 30-min interval wind and solar 

data. Different latitudes have very different sunshine durations on the same day, so it is 

necessary to explore solar power variation at different latitudes. Figure 2.5 shows six 

locations have been evenly selected from latitude 0° to 50° with every 10° a step across the 

North and South America. Note that the daytime in the winter at the regions that located 
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above latitude 50° is very short and the regions more than latitude 66° even have the polar 

night [147]. Solar power is not a cost-effective power generation option in these areas, so 

that these high-latitude locations are not considered in this research.  

d. Solar irradiation data 

 

Figure 2.6 Solar irradiance for the year 2017 S2017 at (a) Quito, (b) Valencia, (c) Mexico City, 
(d) Houston, (e) Salt Lake City, (f) Vancouver. 

 

Figure 2.6 gives an example of solar irradiation for the year 2017 at Quito, Valencia, 

Mexico City, Houston, Salt Lake City and Vancouver. It can be seen that:  
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i. as the latitude increases, the annual maximum solar irradiation decreases, and 

the annual maximum solar irradiation of Vancouver (Lat 50°) is below 1000 

W/m2;  

ii. the profile of the solar irradiation at Quito (Lat 0°) looks the flattest, and the 

solar irradiation in winter reduce significantly with the increase of the latitude 

which results in the sharper profile of solar irradiation at higher latitudes (the 

peaks in the summer and the bottoms in the winter);  

Note that it is well known that the profile of solar irradiance data at one location can 

be thought to be quasi-periodic yearly.  

From Figure 2.6 it can be seen that solar irradiation is closely correlated to geographic 

latitude. Generally speaking, the lower the latitude, the higher the solar irradiance, and vice 

versa. This is because when the latitude is low, the solar zenith angle is large and the distance 

of solar radiation passing through the atmosphere is short so that less solar irradiation is 

weakened by the atmosphere. On the contrary, if the latitude is high, the solar zenith angle 

is small and the distance of solar radiation passing through the atmosphere is long so that 

more solar irradiation is weakened by the atmosphere which is shown in Figure 2.7. Thus, 

solar irradiation generally decreases with the increase of the latitude. Moreover, high latitude 

locations have longer daytime in the summer but shorter daytime in the winter. Therefore, 

the profile of the solar irradiation at higher latitude regions appears as a convex shape.  
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Figure 2.7 Schematic diagram of solar irradiation emits at different latitude regions. 

 

Similarly, the mean value of solar irradiation can directly reflect the potential of solar 

resources. The mean value of solar irradiation can be described as: 

1

1 SN

avg i

iS

I S
N =

= ⋅        (2.10) 

where Iavg is the annual average solar irradiation, Si is the solar irradiation of i-th sample, NS 

is the sample size for solar irradiation data. 

In addition, in order to simply observe the fluctuation of annual solar irradiation, SD 

of solar irradiation can be formulated as follow: 
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where σS is the SD of solar irradiation.  

Table 2.3  
Average annual mean and standard deviation of solar irradiation from 1998 to 2017. 
 

Location 
Iavg  (W/m2) σS  (W/m2) 

Q1 Q2 Q3 Q4 Ann Q1 Q2 Q3 Q4 Ann 

Quito 214 216 241 224 224 136 137 152 144 284 

Valencia 256 222 223 211 227 165 138 138 137 260 

Mexico 

City 
252 280 240 217 247 167 175 154 146 322 

Houston 158 258 247 147 203 108 151 148 103 263 

Salt Lake 

City 
129 280 267 108 196 94 158 157 82 267 

Vancouver 70 215 214 50 137 55 117 124 41 200 

 

Table 2.3 gives the average value of mean and SD of solar irradiation from 1998 to 

2017 at six selected locations. Ann represents the annual and Q1 to Q4 means quarter 1 to 

4. The average annual mean of solar irradiation further provides numerical evidence to show 
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that solar irradiation is affected by the latitude (relatively high at low latitudes and vice 

versa). In addition, the annual mean and SD of solar irradiation in each quarter implies that 

solar radiation in high latitudes is much larger in the second and third quarters than in the 

first and fourth quarters but also more variable.  

2.2.3 Hybrid wind and solar data 

a. Database selection 

For grid-connected wind and solar power systems, the wind and solar power from the 

WIND toolkit are usually taken from different geographic locations. Furthermore, solar 

power usually only takes a small share of the power sources of the power grid,  and is often 

far less than wind power. 

For standalone hybrid wind and solar power systems, both the wind turbines and PV 

panels should be installed in the same location. Although WIND Toolkit can provide higher-

resolution wind power data, the scope of data collection is limited to the United States. Thus, 

the 30-min interval wind speed data in NSRDB is implied for the study of standalone wind 

and solar power systems. It is worth noting that because the wind speed data of NSRDB is 

the surface wind speed, in order to unify with the WIND Toolkit data, the 80m wind speed 

can be converted from the surface wind speed via the extrapolation method. 

b. Location selection 

Due to the latitude’s effect on the solar power as mentioned above, the research of the 

variability of hybrid wind and solar power and the standalone wind and power systems will 

also evenly select six locations from latitude 0° to 50° with every 10° a step across the North 

and South America as shown in Figure 2.5. 

2.3 Variability analysis in the time domain 

Variability analysis of wind and solar power in the time domain provides operators 

and designers an intuitive way to understand the characteristics of wind and solar power. 

Standard Deviation (SD) is one widely used measurable parameter for assessing the variation 

of the data. Since SD reflects the degree of dispersion of a data set around its average value, 

the SD value of wind and solar power output can represent the degree of variation of the 

wind and solar power, or the smoothness of the wind and solar power. In addition, SD can 
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also be used to evaluate the variation of hybrid of wind and solar power (either in standalone 

systems or grid-conneccted systems) or interconnection of wind power from disperse 

geographic locations. In addition, the Pearson correlation coefficient is used to assess the 

complementary degree between the wind power and the solar power (either in standalone 

systems or grid-conneccted systems), or between the wind power from dispersing 

geographic locations.  The weaker the correlation between the two sets of data, the stronger 

the complementarity. In this Section, considering its implications for power system 

integration, the variability of wind and solar power will be explored from various 

perspectives in the time domain. 

2.3.1 Inter-annual variation 

It is well known that the profile of annual wind or solar power at one location can be 

treated as quasi-periodic yearly. The inter-annual variation of wind and solar power can 

provide a margin factor to determine the annual fluctuation of wind and solar power supply. 

In the time domain, the inter-annual renewable energy variations for years y0 to Y can be 

expressed as 
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where ERE(y) is the total annual renewable power generation for the year y, δIRE max is the 

upper bound of IRE(y), δIRE min is the lower bound of IRE(y). Note that in this thesis, wind and 

solar power is mainly investigated so that ERE(y) includes total annual wind power generation 

EW(y), total annual solar power generation ES(y), total annual hybrid wind and solar power 

generation EW&S(y); IRE(y) is the ratio of the total renewable energy (also includes the ratio 

of the total wind energy IW(y), the ratio of the total solar energy IS(y), the ratio of the total 

hybrid wind and solar energy IW&S(y))in the year y to the average for the years y0 to Y. Eq 

(2.12) can be used to determine the inter-annual variation of wind and solar power. δIRE max 

can represent the margin of the inter-annual variation which can help the sizing of wind 

turbines or PV panels in standalone power systems. A larger δIRE max indicates a larger size 

of wind turbines or PV panels are needed to reduce the unbalance between the wind and 

solar power supply and the load demand.    
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a. Wind power 

Table 2.4 lists the annual wind energy generation at six sites as shown in Figure 2.2 

for the years 2007 to 2012. It can be seen from Table 2.4 that Los Angeles and Houston have 

the largest variations of wind energy generation: the highest energy generation above 6 MWh 

and lowest energy generation below 5 MWh. 

Table 2.4  
Annual wind energy generation at the six sites for the years 2007-2012. 
 

          EW(y)       
            (MWh) 
 
Year 

Location 

San 
Francisco 

Los 
Angeles 

Denver Houston Chicago New York 

2007 5.72 5.94 5.77 6.33 5.77 5.44 

2008 5.55 5.38 5.66 4.44 5.77 5.44 

2009 5.61 4.61 5.05 5.77 5.27 5.66 

2010 5.38 6.33 5.33 5.55 5.27 6.27 

2011 5.27 5.77 5.61 6.33 5.77 5.38 

2012 5.72 5.27 5.83 4.94 5.44 5.16 

 

Table 2.5 gives the inter-annual wind energy variations at the six sites for the years 

2007 to 2012. From the data listed in Table 2.5, it is not difficult to know that Los Angeles 

and Houston have the biggest inter-annual variation (0.83 at the year of 2009 and 0.8 at the 

year of 2008 separately) which means wind power in Los Angeles and Houston have more 

significant annual variance. In addition, δIW max and δIW min provide the specific upper and 

lower bounds of inter-annual variation of wind power. Los Angeles and Houston show the 

larger value than the other four sites which reach +14% and -17%/-20%. Furthermore, these 

imply that the SAWP systems in Los Angeles and Houston need cost more on wind turbines 

to ensure that the power supply reliability can meet the requirements during the operating 

time. 
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Table 2.5  
Inter-annual wind power variations at the six sites for the years 2007-2012. 
 

     IW(y) 
 
Year 

Location 

San 
Francisco 

Los Angeles Denver Houston Chicago New York 

2007 1.03 1.07 1.04 1.14 1.04 0.98 

2008 1.00 0.97 1.02 0.80 1.04 0.98 

2009 1.01 0.83 0.91 1.04 0.95 1.02 

2010 0.97 1.14 0.96 1.00 0.95 1.13 

2011 0.95 1.04 1.01 1.14 1.04 0.97 

2012 1.03 0.95 1.05 0.89 0.98 0.93 

δIW max +3% +14% +5% +14% +4% +13% 

δIW min -5% -17% -9% -20% -5% -7% 

 

b. Solar power 

Table 2.6 lists the annual solar energy generation at six sites as shown in Figure 2.5 

for the years 1998 to 2017. It can be seen from Table 2.6 that solar energy generation is 

gently fluctuating every year at six sites. There is not a big variation that happened during 

the study period. 

Table 2.7 gives the inter-annual solar energy variations at the six sites for the years 

1998-2017. From the data listed in Table 2.7 it can be seen that, the inter-annual variations 

of solar power are very different from wind power that there is no significant inter-annual 

variation for six sites. δIS max and δIS min of solar power shows that inter-annual variation varies 

within ±10% which means solar power has better annual stability than wind power. 

Furthermore, these imply that the SAPVP systems cost less on PV panels to ensure that the 

power supply reliability can meet the requirements during the operating time. 

  



Chapter 2 
Variability analysis of wind/solar power 
 

38 

 

Table 2.6  
Annual solar energy generation at the six sites for the years 1998-2017. 
 

   IS(y) 
 
Year 

Location 

Quito Valencia Mexico City Houston Salt Lake City Vancouver 

1998 5.66 5.61 5.77 5.66 5.27 5.22 

1999 5.49 5.72 5.72 5.88 5.66 5.16 

2000 5.66 5.77 5.72 5.77 5.61 5.33 

2001 5.88 5.83 5.66 5.50 5.77 5.55 

2002 5.94 5.83 5.66 5.50 5.83 6.11 

2003 5.66 5.55 5.55 5.38 5.61 5.77 

2004 5.72 5.55 5.44 5.27 5.61 5.77 

2005 5.55 5.55 5.50 5.77 5.55 5.44 

2006 5.44 5.50 5.50 5.55 5.61 5.66 

2007 5.49 5.49 5.50 5.22 5.77 5.16 

2008 5.27 5.66 5.50 5.61 5.61 5.38 

2009 5.44 5.49 5.55 5.38 5.50 5.94 

2010 5.33 5.27 5.55 5.66 5.33 5.55 

2011 5.55 5.22 5.77 5.94 5.33 5.22 

2012 5.49 5.38 5.50 5.66 5.55 5.11 

2013 5.66 5.55 5.50 5.55 5.44 5.50 

2014 5.61 5.66 5.33 5.44 5.50 5.72 

2015 5.72 5.61 5.33 5.33 5.55 5.88 

2016 5.44 5.44 5.44 5.50 5.55 5.72 

2017 5.27 5.38 5.61 5.55 5.55 5.83 
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Table 2.7  
Inter-annual solar power variations at the six sites for the years 1998-2017. 
 

   IS(y) 
 
Year 

Location 

Quito Valencia Mexico City Houston Salt Lake City Vancouver 

1998 1.02 1.01 1.04 1.02 0.95 0.94 

1999 0.99 1.03 1.03 1.06 1.02 0.93 

2000 1.02 1.04 1.03 1.04 1.01 0.96 

2001 1.06 1.05 1.02 0.99 1.04 1.00 

2002 1.07 1.05 1.02 0.99 1.05 1.10 

2003 1.02 1.00 1.00 0.97 1.01 1.04 

2004 1.03 1.00 0.98 0.95 1.01 1.04 

2005 1.00 1.00 0.99 1.04 1.00 0.98 

2006 0.98 0.99 0.99 1.00 1.01 1.02 

2007 0.99 0.99 0.99 0.94 1.04 0.93 

2008 0.95 1.02 0.99 1.01 1.01 0.97 

2009 0.98 0.99 1.00 0.97 0.99 1.07 

2010 0.96 0.95 1.00 1.02 0.96 1.00 

2011 1.00 0.94 1.04 1.07 0.96 0.94 

2012 0.99 0.97 0.99 1.02 1.00 0.92 

2013 1.02 1.00 0.99 1.00 0.98 0.99 

2014 1.01 1.02 0.96 0.98 0.99 1.03 

2015 1.03 1.01 0.96 0.96 1.00 1.06 

2016 0.98 0.98 0.98 0.99 1.00 1.03 

2017 0.95 0.97 1.01 1.00 1.00 1.05 

δIS max +7% +5% +4% +7% +5% +7% 

δIS min -5% -6% -4% -6% -5% -8% 

 

c. Hybrid wind and solar power 

Table 2.8 gives the inter-annual variations of hybrid wind and solar power at the six 

sites as shown in Figure 2.5 for the years 2017 and Table A.1 to Table A.19 gives the inter-

annual variations of hybrid wind and solar power for years 1998-2016 which is listed in 

Appendix A. S/W ratio represents the proportion of solar power out and wind power output 

in the gross power generation. For example, 0% S/W ratio means solar power output accounts 

for 0% of gross power output and wind power output accounts for 100% of gross power 
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output; 30% S/W ratio means solar power output accounts for 30% of gross power output 

and wind power output accounts for 70% of gross power output. From the data listed in 

Table 2.8 and the data in Table A.1 to A.19, it can find that, hybrid wind and solar power 

will not bring any improvement for inter-annual variations. In fact, hybrid wind and solar 

power show features of the weighted average of wind and solar power but not mitigation of 

inter-annual variations. Therefore, hybrid wind and solar power will not bring any cost-

benefit for wind turbines and PV panels. 

Table 2.8  
Inter-annual hybrid wind and solar power variations at the six sites for the year 2017. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.00 1.16 0.90 1.03 1.12 1.14 

10% 0.99 1.14 0.91 1.03 1.11 1.13 

20% 0.98 1.12 0.92 1.02 1.10 1.12 

30% 0.98 1.10 0.93 1.02 1.08 1.12 

40% 0.97 1.08 0.94 1.02 1.07 1.11 

50% 0.96 1.06 0.95 1.01 1.06 1.10 

60% 0.96 1.04 0.96 1.01 1.05 1.09 

70% 0.96 1.02 0.98 1.01 1.04 1.08 

80% 0.95 1.00 0.99 1.00 1.02 1.07 

90% 0.95 0.98 1.00 1.00 1.01 1.06 

100% 0.95 0.97 1.01 1.00 1.00 1.05 

 

2.3.2 Smoothness coefficient 

Interconnected wind and solar power is considered as a method to smooth the 

fluctuation of gross wind power output [51, 148]. In order to measure the smoothing effect 

of interconnected wind and solar power, the smoothness coefficient S is defined in the time 

domain: 

Single Interconnected

Single

S
σ σ

σ
−

=       (2.13) 
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where S is the smoothness coefficient of interconnected wind and solar power. σSingle is the 

SD of single wind or solar power output and σInterconnected is the SD of interconnected wind 

and solar power. σSingle and σInterconnected can be denoted as:  
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where PSingle is the output power of a single wind or solar site, ��
����� is the average output 

power of a single wind or solar site, NSingle is the sample size for the output power data of a 

single wind or solar site; PInterconnected is the output power of interconnected wind and solar 

sites, ��������	������
  is the average output power of interconnected wind and solar sites, 

NInterconnected is the sample size for the output power data of interconnected wind and solar 

sites.  

Larger S means a better smoothing effect on power fluctuation. In addition, if S is 

negative, it means that the interconnect wind and solar power even bring more power 

fluctuation that is not expected. Note that most of the wind and solar power variability 

analysis in the time domain is based on the SD. However, the SD of wind and solar power 

is mostly affected by the sample size. The larger the sample size, the larger the standard 

deviation value will be. Thus, the variability analysis in the time domain which is represented 

by the smoothness coefficient can only provide a very rough reference for the system 

designers and operators. It is hard to consider its implications for power system integration 

in practice.   

Table 2.9 shows the smoothness coefficient varies with the different number of 

interconnected wind turbines from 2007 to 2012. It can be seen that S increases with the 

increase in the amount of interconnected wind power, and this trend is saturated when 

enough interconnected wind turbines. These imply that, interconnecting wind turbines can 

mitigate the wind power fluctuation but this mitigation is decayed with the number of 

connected wind turbines increase. 
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Table 2.9  
S varies with the different number of interconnected wind turbines from 2007 to 2012. 
 

 
   S 

 

Year 

Number of interconnected wind turbines 

2 3 4 5 6 7 8 9 10 11 12 

2007 -0.32 -0.02 0.05 0.12 0.17 0.17 0.19 0.20 0.19 0.18 0.17 

2008 -0.21 0.06 0.14 0.19 0.24 0.22 0.23 0.23 0.22 0.22 0.22 

2009 -0.18 0.09 0.16 0.22 0.28 0.26 0.27 0.28 0.27 0.27 0.28 

2010 -0.13 0.12 0.19 0.23 0.28 0.28 0.27 0.27 0.26 0.26 0.27 

2011 -0.14 0.11 0.17 0.21 0.26 0.26 0.26 0.27 0.26 0.26 0.27 

2012 -0.18 0.07 0.14 0.20 0.25 0.26 0.26 0.26 0.25 0.25 0.25 

 

Table 2.10  
S varies with the different mixed proportions of solar/wind power at Houston from 2007 to 
2012. 
 

   
   S 

 

Year 

Mixed proportions of solar/wind power 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

2007 0.09 0.11 0.05 -0.07 -0.24 -0.43 -0.64 -0.87 -1.10 -1.34 

2008 0.11 0.14 0.09 -0.03 -0.20 -0.40 -0.62 -0.85 -1.09 -1.34 

2009 0.11 0.14 0.09 -0.02 -0.19 -0.39 -0.60 -0.83 -1.07 -1.32 

2010 0.10 0.13 0.07 -0.07 -0.25 -0.46 -0.69 -0.94 -1.19 -1.44 

2011 0.11 0.14 0.08 -0.05 -0.24 -0.45 -0.68 -0.93 -1.18 -1.44 

2012 0.10 0.11 0.05 -0.09 -0.27 -0.48 -0.71 -0.96 -1.21 -1.46 

 

Table 2.10 shows the smoothness coefficient varies with the different mixed 

proportion of solar/wind power at Houston from 2007 to 2012. It can be seen that S decreases 

with the increase of the mixed proportion of solar/wind power, and when the mixed 

proportion beyond a specific value, S will be negative. These imply that, in Houston, 

interconnecting wind turbines can mitigate the wind power fluctuation but this mitigation is 

decayed with the increase in the number of interconnected wind turbines. S of other five 

selected locations as shown in Figure 2.5 that are Quito, Valencia, Mexico City, Salt Lake 

City and Vancouver is listed from Table A.20 to Table A.24 in Appendix A. Table A.21, 

Table A.22 and Table A.23 show the similar pattern of change of S as Table 2.10. However, 
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Table A.20 and Table A.24 show an increase of S before the mixed proportion of solar/wind 

power reaches 0.3 and 0.2 separately. These imply that when mixing wind and solar power 

(more wind power) at very high latitude (about Lat 50°) or very low latitude (about Lat 0°) 

locations, power fluctuations can be reduced. However, because results show that wind and 

solar hybrids can sometimes reduce power fluctuations and sometimes increase power 

fluctuations, S cannot determine the benefits of wind and solar power complementary. 

2.3.3 Correlation coefficient 

Correlation coefficient r is an essential parameter for evaluating the complementarity 

of interconnected wind and solar power in the time domain [48, 149]. It can be described as  
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where r is the correlation coefficient of interconnected wind and solar power, xi and yi are 

the individual sample points indexed with i, x  and x  are the mean value of xi and yi, n is the 

sample size.  

In this study, xi and yi could be interconnected wind power or interconnected wind and 

solar power which is depend on research objectives. Note that in this study, Pearson’s 

correlation coefficient or called Pearson’s r is employed that is used for data-based 

correlation analysis. The correlation coefficient is a parameter that indicates the strength of 

the linear relationship between two variables. The larger the correlation coefficient, the 

stronger the correlation between the two variables, and vice versa. For wind and solar power 

output, the smaller the correlation coefficient means that the peak-cutting and valley-filling 

occur more between the two resources, that is, the complementarity of two power sources is 

strong, and vice versa. Furthermore, r can vary from 0 to 1, when r falls between 0 to 0.4 

which means low correlation; when r falls between 0.4 to 0.7 which means moderate 

correlation; when r falls between 0.7 to 1 which means high correlation. Note that the 

correlation coefficient can only reflect the complementarity of the output power amplitude 

of interconnected wind and solar power. However, considering the complex superposition 

effect of interconnected wind and solar power, complementarity is difficult to quantify the 

mitigation of power fluctuations directly.  
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Figure 2.8 shows r varies with the increase of the distance between two wind turbines. 

It can be easily seen from Figure 2.8 that with the rise in the distance, the correlation between 

the output power of two wind turbines is significantly decreasing and when the distance 

beyond 150km, the output power of two wind turbines shows low correlation. These imply 

that the complementarity of interconnected wind power is significantly affected by distance. 

The longer the distance between two wind turbines, the stronger the complementarity of the 

wind power output. 

 

Figure 2.8 Correlation coefficient varies with the distance between two wind turbines from 
2007 to 2012. 

 

Figure 2.9 shows the correlation coefficient varies with the different mixed proportions 

of solar/wind power for six selected locations from 2007 to 2012. The solar/wind mix is 0 

which means pure wind power (when solar/wind mix is 0, r is self-correlation of wind power 

which is 1), and the solar/wind mix is 0 which means pure solar power (when solar/wind 

mix is 1). It can be seen from Figure 2.9 that when solar/wind mix is 1, for all six selected 

location from 2007 to 2012, all the r are below 0.4 which mean wind and solar power have 

a very low correlation and high complementarity. Thus, r of wind and solar hybrids is 

showing a linear decline in general. Figure 2.9 (a), (d) and (f) show the lowest value around 

0.8 mixed proportion which implies when wind and solar power are mixing by 0.8 

proportion, wind and solar hybrid can achieve the best complementarity. Figure 2.9 (b), (c) 

and (e) show the lowest r occurs when the mixed proportion is 1 which implies when wind 

r
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and solar power are equal mixings, wind and solar hybrid can achieve the best 

complementarity. It provides a useful index to determine the optimal S/W ratio. 
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Figure 2.9 Correlation coefficient varies with the mixed proportion of solar/wind power at (a) 
Quito, (b) Valencia, (c) Mexico City, (d) Houston, (e) Salt Lake City, (f) Vancouver from 2007 

to 2012. 

 

2.4 Variability analysis in the frequency domain 

It can be seen from Section 2.3 that the variability analysis in the time domain can 

easily quantify the inter-annual variation of wind and solar power which can help system 

designers and operators determine the reliability margin of the system operation. However, 

the smoothness factor and correlation coefficient in the time domain can only be used to 
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roughly evaluate the fluctuation of interconnected wind and solar power. It is hard to 

consider their implications for practical power system integration.  

Frequency spectrum analysis is widely used in signal processing to analyze signal 

characteristics [150, 151]. In this section, a set of power spectrum based measure in the 

frequency domain is developed to quantify the variability of wind and solar power for 

optimal power system integration.  

2.4.1 Frequency spectrum analysis  

Based on the power spectrum of wind and solar power, the mitigation of wind and 

solar power variability can be treated as the filtering of power harmonics in the frequency 

domain. Thus the variability mitigation capacity of generators, energy storage, and demand 

response can be easily determined by comparing their power ramping rate and power 

capacity with the power spectrum of the wind and solar power.   

For further analysis, the normalized annual renewable power generation data with 

sampling time interval TS at one site can be expressed as 
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where PRE(i) is the annual renewable power generation, and PN-RE(i) represents the 

corresponding nominalized value. Note that the renewable power mainly refers to wind and 

solar power so that the normalized annual renewable power generation can be specifically 

derived as normalized annual wind power generation PN-W(i), normalized annual solar power 

generation PN-S(i) and normalized annual hybrid wind and solar power generation PN-W&S(i).         

A Fast Fourier Transform (FFT) is a type of algorithm that can rapidly compute the 

Discrete Fourier transform (DFT) of a sequence. Because computing a sequence of a dataset 

directly via DFT usually is far too slow, FFT is introduced for practical computation. FFT 

factorizes DFT matrix into a product of sparse factors, and it reduces calculation times from 

N2 to NlogN, which makes a massive reduction of computing speed [152]. The FFT is 

obtained by decomposing a sequence of values into components of different frequencies (i.e. 

harmonics). Note that Fourier Transform can only be applied to periodic signals. For wind 

and solar power, in spite of the stochastic intermittence, both PN-W(i) and PN-S(i) show quasi-
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periodic features at different timescale. For instance, the peaks of seasonal wind and solar 

power production regularly occur during a specific season across years for most of the 

locations. Therefore, an N-point-long equal interval time sample of the normalized 

renewable power generation PN-RE is used to construct the value at frequency domain point 

i. Thus, the DFT of PN-RE can be described as 

1
( 2 / )

1

( ) ( ) ,  0,  1,  ...,  1
N

i N ki

RE N RE

k

h i P k e i Nπ
−

−
=

= = −       (2.17) 

where hRE(i) denotes the harmonic component of PN-RE at frequency point i, ei2π/N is a 

primitive N-th root of 1. Note that hRE(i) will be written as hW(i) for wind power harmonics, 

hS(i) for solar power harmonics, and hW&S(i) for hybrid wind and solar power harmonics.        

It should be noted that, because the PSD of wind and solar power follows the 

Kolmogorov spectrum profile, the profile of |hRE(i)| in the frequency domain will also follow 

a similar curve, and is quasi-periodic. However,  the phase angle ∠hRE(i) of each harmonics 

in Eq. (2.17) is highly time-variant and statistically random, although the profile of annual 

PN-RE(i) is quasi-periodic yearly. Hereinafter, only the quasi-periodic |hRE(i)| are employed 

to facilitate the measurement of wind and solar power variability in the frequency domain, 

while time-variant ∠hRE(i)  of wind and solar power will be neglected. 

a. Wind and solar power 

Figure 2.10 shows an example frequency spectrum of annual wind and solar power 

harmonics without the DC component, where f(i) denotes the corresponding frequency of 

the i-th order harmonics. It can be observed in Figure 2.10 that the profile of hW(i) and hS(i) 

decreases with the increase of frequency in the band of (4×10-6, 1.39×10-4) Hz or (2, 69) 

hours that mean the distribution of wind and solar power harmonics is different from white 

noise (the high-frequency and low-frequency harmonic content of white noise is almost 

equal). The impact of the variability of wind and solar power on its integration depends more 

on high-frequency power fluctuations. Figure 2.10 proves that the high-frequency content of 

wind and solar power fluctuations has a decreasing trend, which implies that the mitigation 

of high-frequency disturbances of wind power is economically feasible. Moreover, 

comparing Figure 2.10 (a) and (b), it is clear that the harmonics of wind and solar power 

have a big difference at 1.16×10-5 Hz (24 hours),  2.32×10-5 Hz (12 hours) and 4.63×10-5 Hz 

(6 hours). Solar power harmonics have such big spikes that are caused by the diurnal cycle 
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of solar irradiation: there is only half a day of sunlight per day and solar irradiation in the 

morning increase from zero to peak value, and the opposite in the afternoon. Therefore, it 

can be foreseen that solar energy change is very obvious on the time scale of 24 hours, 12 

hours and 6 hours. Although the temperature difference produces the wind speed, that is, the 

sun is indirectly generated, but because the wind speed has been affected by too many 

environmental factors, the change of wind energy on these time scales is not very significant. 

 

Figure 2.10 Frequency spectrum of (a) wind power and (b) solar power at Houston in 2012. 

 

b. Interconnected wind power 

In order to explore the power distribution of interconnected wind power in the 

frequency domain, FFT is used to transform the output power of the different amount of 

interconnected wind turbines in 12 selected locations in Colorado State from 2007 to 2012 

as shown in Figure 2.3, and the frequency spectrum is shown in the Figure 2.11. It can be 

seen from Figure 2.11 that the harmonics of wind power within the frequency band higher 

than 10-6 Hz trends to be reduced with the increase of the number of interconnected wind 

plants. Moreover, this downward trend is becoming saturated as the number of connected 

fans increases. The results prove that the interconnected wind turbines will significantly 

mitigate the wind power fluctuations above 10-6 Hz, but not affect the wind power 

fluctuations below 10-6 Hz, and this mitigation will weaken as the number of wind turbines 

increases.  
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Figure 2.11 Frequency spectrum of different amount of interconnected wind turbines at 12 
selected locations in the (a) year of 2007, (b) year of 2008, (c) year of 2009, (d) year of 2010, 

(e) year of 2011, (f) year of 2012. 

 

By analyzing the frequency spectrum of interconnected wind power, the power system 

operators and designers can quantify the power fluctuations in each frequency band (also 

can be easily transformed to time scale by T=1/f). Then, they can use the most cost-effective 

mitigation method of power fluctuation to mitigate the specific power fluctuation according 

to actual requirements.  

c. Interconnected wind and solar power 

Figure 2.12 shows the frequency spectrum of different mixed wind/solar proportions 

for six selected locations across North and South America as shown in  Figure 2.5 in 2012. 

W/S means the mixing ratio of wind and solar power: 100% means pure wind power, and 
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0% means pure solar power. It can be seen from Figure 2.12 that solar power has more high-

frequency harmonics than wind power, and the harmonics of the output power wind and 

solar hybrid are more like the average of both. Therefore, it is not clear to see from the 

frequency spectrum that hybrid wind and solar power can effectively improve the mitigation 

of the variability of wind and solar power. 
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Figure 2.12 Frequency spectrum of different mixed proportions of interconnected wind and 
solar power in 2012 at (a) Quito, (b) Valencia, (c) Mexico City, (d) Houston, (e) Salt Lake City, 

(f) Vancouver. 
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2.4.2 Fluctuation rate 

Being considered as a power harmonic source, the fluctuation of annual renewable 

power generation can be characterized by using the total harmonic distortion of renewable 

power relative to the constant DC power component. Consequently, a fluctuation rate of 

annual renewable power generation is defined as 
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where the fluctuation rate of renewable power for the year y is denoted as FRE(y), FREavg is 

the average value of FRE(y) from the year y0 to Y, δFRE max and δFRE min are the lower bounds 

of FRE(y). Note that FRE(y) can also be derived as a fluctuation rate of wind power FW(y), 

fluctuation rate of solar power FS(y), and fluctuation rate of hybrid wind and solar power 

FW&S(y). Similarly, FREavg can also be derived as an average fluctuation rate of wind power 

FWavg, average fluctuation rate of solar power FSavg and average fluctuation rate of hybrid 

wind and solar power FW&Savg. Eq. (2.18) is used to calculate the fluctuation rate of wind and 

solar power. FRE(y) in the frequency domain is somewhat equivalent to the SD in the time 

domain. Like the inter-annual variation, δFRE max can be used to determine the size (margin) 

factor of the battery bank. Larger δFRE max indicates that a larger margin for battery bank is 

needed. 

According to Eq. (2.18), for a constant DC power, i.e. hRE(y)(0) > 0 and hRE(y)(i) = 0 (i 

= 1, 2, …, NRE - 1), FRE(y) = 1; otherwise power harmonics with hRE(y)(i) > 0 (i = 1, 2, …, 

NRE - 1) would bring a larger FRE(y) > 1. That means that an intensive power fluctuation with 

more incorporated power harmonics will lead to a large FRE(y). Subsequently, the bigger 

FRE(y) is, the higher the variability of renewable power will be. Therefore, FRE(y) can be 

used to indicate the renewable power variability in the frequency domain. Since FRE(y) is 

obtained based on the FFT, its value reflects the actual ratio of annual renewable power 

fluctuations, that is, FRE(y) is a factor to quantify the variable annual renewable power.   
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a. Wind power 

Table 2.11 lists the values of FW(y) and FWavg at the six sites from 2007 to 2012. It can 

be seen that, the annual wind power variability of six sites can be ranked Los Angeles > 

Denver > New York ≈ Chicago ≈ Houston ≈ San Francisco. FWavg at Los Angeles is around 

two times of those at the other five sites. Moreover, δFW max and δFW min further show that Los 

Angeles and Houston have a larger annual variation of power fluctuation than other sites. 

That implies that, the most fluctuated wind power might lead to the poorest power supply 

reliability of SAWP systems at Los Angeles. The SAWP systems at Los Angeles need to 

cost more on mitigation of wind power variation for reliable operation. Moreover, it can be 

found that the rankings of the value of FRE(y) at the six sites align with the rankings of 

corresponding SD.  

Table 2.11  
Fluctuation rates of wind power at six sites for the years 2007 to 2012. 
 

        FW(y) 
Year 

Location 
San 
Francisco 

Los Angeles Denver Houston Chicago New York 

2007 1.93 4.37 2.68 2.10 2.00 2.10 

2008 1.97 4.21 2.61 2.05 2.01 2.18 

2009 1.97 4.31 2.71 1.97 2.03 2.15 

2010 1.98 4.18 2.72 1.94 2.05 2.03 

2011 2.04 4.16 2.67 1.87 2.02 2.21 

2012 1.96 4.66 2.60 2.08 2.03 2.20 

FWavg 1.93 4.37 2.68 2.10 2.00 2.10 

δFWmax +3.0% +7.9% +1.9% +5.0% +1.5% +2.8% 

δFWmin -2.5% -3.7% -2.6% -6.5% -1.0% -5.6% 

 

b. Solar power 

Table 2.12 lists the values of FS(y) and FSavg at the six sites from 1998 to 2017. It can 

be seen that, the annual solar power variability of six sites can be ranked Quito ≈ Valencia 

≈ Mexico City ≈ Houston ≈ Salt Lake City < Vancouver. Note that, with the highest latitude 

of 50°, the variability of solar power at Vancouver is significantly higher than those at other 

sites. Moreover, δFS max and δFS min further show that Vancouver has a bit larger annual 

variation of power fluctuation than other sites. That implies that, the most fluctuated solar 
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power might lead to the poorest power supply reliability of SAPVP systems in Vancouver 

(high latitude regions). The SAPVP systems at high latitude regions need to cost more on 

mitigation of solar power variation for reliable operation. Moreover, it can be found that the 

rankings of the value of FRE(y) at the six sites align with the rankings of the corresponding 

SD. 

Table 2.12  

Fluctuation rates of solar power at six sites for the years 1998 to 2017. 

 

        FS(y) 
Year 

Location 

Quito Valencia 
Mexico 
City 

Houston 
Salt Lake 
City 

Vancouver 

1998 2.18 2.16 2.16 2.24 2.36 2.62 

1999 2.19 2.14 2.16 2.18 2.29 2.62 

2000 2.18 2.14 2.15 2.21 2.30 2.54 

2001 2.17 2.13 2.17 2.23 2.27 2.50 

2002 2.17 2.14 2.16 2.23 2.26 2.44 

2003 2.21 2.18 2.19 2.25 2.28 2.49 

2004 2.20 2.17 2.19 2.29 2.29 2.51 

2005 2.22 2.17 2.18 2.21 2.30 2.52 

2006 2.23 2.18 2.19 2.24 2.29 2.53 

2007 2.24 2.17 2.19 2.26 2.26 2.57 

2008 2.26 2.17 2.20 2.24 2.29 2.53 

2009 2.25 2.18 2.21 2.29 2.28 2.47 

2010 2.23 2.20 2.18 2.25 2.32 2.53 

2011 2.23 2.20 2.16 2.22 2.30 2.56 

2012 2.22 2.17 2.20 2.23 2.32 2.64 

2013 2.21 2.17 2.19 2.25 2.31 2.57 

2014 2.22 2.17 2.21 2.27 2.29 2.48 

2015 2.20 2.16 2.21 2.28 2.27 2.49 

2016 2.22 2.17 2.19 2.23 2.29 2.49 

2017 2.22 2.18 2.17 2.22 2.29 2.45 

FSavg 2.21 2.17 2.18 2.24 2.29 2.53 

δFSmax +2.1% +1.5% +1.4% +2.2% +2.8% +3.8% 

δFSmin -2.0% -1.7% -1.3% -2.8% -1.1% -3.4% 
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c. Hybrid wind and solar power 

Table 2.13 lists the values of FW&Savg at the six sites from 1998 to 2017 and the 

minimum value for each location has been highlighted in the yellow zone. It can be seen 

that, Hybrid wind and solar power can effectively reduce power variability. However, it is 

hard to determine the optimal W/S mixed ratio for all the six locations because the all mixed 

ration varies from 60% to 20% which is a large range. These imply hybrid wind and solar 

power can reduce annual power variability but because it is hard to determine the certain 

mixed ratio, hybrid wind and solar power are not universal for system design.  

Table 2.13  
Average fluctuation rates of hybrid wind and solar power at six sites from 1998 to 2017. 
 

       FW&Savg 

 

W/S ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

100% 2.42 2.27 3.16 2.17 2.83 2.28 

90% 2.33 2.15 2.95 2.06 2.62 2.05 

80% 2.26 2.05 2.76 1.97 2.44 1.87 

70% 2.21 1.97 2.59 1.92 2.30 1.75 

60% 2.18 1.93 2.45 1.90 2.19 1.71 

50% 2.16 1.92 2.33 1.91 2.13 1.74 

40% 2.17 1.94 2.25 1.96 2.11 1.85 

30% 2.20 1.99 2.22 2.04 2.14 2.07 

20% 2.24 2.07 2.22 2.15 2.23 2.25 

10% 2.30 2.18 2.26 2.28 2.35 2.51 

0% 2.38 2.31 2.35 2.43 2.51 2.80 

 

2.4.3 Cumulative energy distribution 

In Section 2.4.1, the wind and solar power fluctuation are transformed into a 

combination of sinusoidal harmonics and a DC component via FFT. Thus, wind and solar 

power harmonics can be treated as a power harmonics source. For wind and solar power, the 

mitigation of the power fluctuation is a puzzle. The wind and solar power design lack an 

assessment of the power fluctuation in various frequency bands. Herein, a cumulative energy 

distribution index DRE(j) for annual renewable energy in the frequency domain is developed 

to determine the total power fluctuation for continuous frequencies. It can be described as  
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      (2.19) 

where eRE(y)(i) with i = 1, 2, …, N - 1 represents the energy of i-th order renewable energy 

harmonic for the year y; T(i) = 1/f(i) is the period of i-th order renewable power harmonics 

of frequency f(j); DRE(y)(j) with j = 1, 2, …, N - 1 denotes the ratio of the total renewable 

energy harmonics within [f(j), 1/2TS] Hz to gross annual renewable energy generation; 

DREavg(j) is the average of DRE(y)(j) for years y0 to Y. A larger DRE(y)(j) means more gross 

variability energy in the frequency range of [f(j), 1/2TS] Hz; and vice versa. Note that eRE(y)(i) 

can be derived as i-th order wind energy harmonic eW(y)(i), i-th order solar energy harmonic 

eS(y)(i)  and i-th order hybrid wind and solar energy harmonic eW&S(y)(i). Similarly, DRE(y)(j) 

and DREavg(j) can be derived as the corresponding factor for wind energy, solar energy and 

hybrid wind and solar energy as well. 

Figure 2.13 shows DWavg(j) and DSavg(j) at selected 6 locations as shown in Figure 2.2 

and selected 6 locations as shown in Figure 2.5 separately. Figure 2.13 (a) shows that, all 

DWavg(j) at the six sites are close to each other with noticeable differences among each other 

in the frequency band of [1×10-6, 1.67×10-3] Hz or [0.167, 278] hours, and all DWavg(j) 

increases smoothly with the decrease of frequency f(j). Among them, Denver and Houston 

have higher DWavg(j) in the high-frequency band that implies wind power in Denver and 

Houston has more high-frequency power fluctuations. In addition, Los Angeles has less 

DWavg(j) in the high-frequency band that implies wind power in Los Angeles are more smooth 

in small time scales. As shown in Figure 2.13 (b), for six selected locations as shown in 

Figure 2.1, the higher the latitude is, the lower DSavg(j) in the high-frequency range of 

[7.29×10-7, 2.78×10-4] Hz is. Figure 2.13 (b) also shows that two big energy jumps occur at 

frequencies of 1.16×10-5 Hz (24 hours) and 2.32×10-5 Hz (12 hours). This is consistent with 

cyclic changes in daily solar power. 

For both wind and solar power, higher DWavg(j) and DSavg(j) implies more gross energy 

fluctuations, which mean higher cost of mitigations for power fluctuations. Therefore, for 

wind power, sites in Denver and Houston need to spend more money on smoothing power 
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fluctuations. For solar power, sites in low latitude locations need to cost more on smoothing 

power fluctuations.    

 

Figure 2.13 Dwavg(j) versus f(j) at six selected locations across USA and (b) DSavg(j) versus f(j) 
at six selected locations across North and South America. 

 

Figure 2.14 shows DW(y)(j) from 2007 to 2012 at each location almost overlap each 

other, but except with small but noticeable variations in the frequency band of [1×10-5, 

1.67×10-3], Hz at San Francisco and Los Angeles which is due to there is the uncertainty of 

annual wind speeds on the west coast of the United States, and sometimes even wind 

drought. The high degree of similarity among all DW(y)(j) at each location clearly 

demonstrates that, the energy distribution of annual wind power is QTI. In other words, the 

wind power variability at each site can be considered to be QTI in the frequency domain. It 
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should be pointed out that, although the phase angle ∠hRE(i)  of renewable power harmonics 

is time-variant and radom, all DRE(y)(j) at each location almost overlap each other, that is to 

say, the distribution of annual wind and solar power is QTI. Therefore it is reasonable to 

neglect ∠hRE(i)  in the analysis of wind and solar power variability. 

(a) (b)

(c) (d)

(e) (f)  

Figure 2.14 DW(y)(j) with frequency f(j) for the years 2007 to 2012 at (a) San Francisco, (b) Los 
Angeles, (c) Denver, (d) Houston, (e) Chicago, (f) New York. 

 

Figure 2.15 also shows DS(y)(j) from 2007 to 2012 at each location almost overlap each 

other. Comparing with DW(y)(j), DS(y)(j) for each year is closer, that is because solar power 

has more obvious daily and seasonal cycles. The high degree of similarity among all DS(y)(j) 

at each location clearly demonstrates that, the energy distribution of annual solar power is 



Chapter 2 
Variability analysis of wind/solar power 
 

58 

 

QTI. In other words, the solar power variability at each site can be considered to be QTI in 

the frequency domain. 

(a) (b)

(c) (d)

(e) (f)  

Figure 2.15 DS(y)(j) with frequency f(j) for the years 2007-2012 at (a) Quito, (b) Valencia, (c) 
Mexico City, (d) Houston, (e) Salt Lake City, (f) Vancouver. 

 

QTI of wind and solar power in the frequency domain implies that the proposed 

method for quantifying the variability of wind and solar power in the frequency domain is 

sufficiently reliable and feasible. Thus, proposed wind and solar power variability analysis 

can be applied to system design and long-term planning and can ensure long-term credibility 

of decisions. 
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2.5 Summary  

The mitigation of wind and solar power variability has always been a challenge for 

wind and solar power integration. In this chapter, the variability of wind and solar power has 

been comprehensively quantified in both the time domain and frequency domain. The 

proposed measurement parameters for wind and solar power variability include: inter-annual 

variation, smoothness coefficient, correlation coefficient in the time domain; and frequency 

spectrum analysis, fluctuation rate and cumulative energy distribution index in the frequency 

domain. It has been found from the analysis results that: 

I. In view of its quasi-periodic characteristics, the intermittent wind/solar power in the 

time domain can be treated as a QTI source of power harmonics in the frequency 

domain. The mitigation of wind/solar power fluctuations can be treated as the 

filtering of power harmonics. 

II. The intensity and variability of solar power highly depend on the latitude of its 

geographic location. Low-latitude regions have intense solar irradiation throughout 

the year, and solar irradiation in winter and fall at the low-latitude regions is much 

higher than in spring and winter. The intensity and variability of wind power are 

irrelevant to the geographic latitude. 

III. The interconnection of wind power can effectively improve the smoothness of wind 

power and reduce wind power variability. However, the smoothness of mixed wind 

and solar power is not superior to either wind power or solar power at all locations.   

IV. The correlation between interconnected wind power will drop rapidly with the 

increase of the distance between sites. The interconnection of wind and solar power 

doesn’t help reduce the gross correlation.   

V. The interconnection of wind power can significantly mitigate high-frequency power 

fluctuations but this mitigation will trend to saturate with the increase of the number 

of intercommoned wind turbines. The interconnection of wind and solar power does 

not show significant effects on power fluctuation mitigation.  

The measurement results of wind and solar power provide us insights into the 

variability of wind and solar power with implications for optimal integration of wind and 
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solar power into power systems. Chapter 3 and Chapter 4 will demonstrate how to explore 

the implications of the proposed measures to the wind and solar power variability for the 

design of off-grid power systems and grid-connected systems, respectively.  
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Chapter 3  

Optimal sizing of standalone wind/solar power 

systems 

3.1 Introduction  

 
A standalone wind/solar power system is widely used in remote areas where mains 

electricity and/or conventional fuels are unavailable or cost-prohibitive [67, 137, 153, 154]. 

It can be treated as an electrical power system with 100% penetration level wind/solar power. 

The variability of intermittent wind/solar power makes it difficult to determine the optimal 

sizing upon the requirements of system costs and power supply reliability. So far, the optimal 

sizing of wind and solar power systems is still an open issue.  

Based on the variability analysis results in Chapter 2, this chapter investigates the 

impacts of wind /solar power variability on the optimal sizing of standalone wind/solar 

power systems. A case study of the SAWP system in Chicago and a case study of the SAPVP 

system in Houston are carried out to demonstrate the impacts.  

3.2 System description 

In this thesis, the standalone wind and solar power systems are specific to the 

standalone residential users. The system load consists of a home's basic household 

appliances. In addition, this study assumed that the power supply reliability for this kind of 

standalone power system does not need to be 100%. A more detailed system structure will 

be introduced in the following text.  For most standalone wind/solar power systems, the lead-

acid battery bank is usually adopted as the energy storage to mitigate the wind/solar 

variability and improve the system flexibility. 
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3.2.1 System structure 

 

Figure 3.1 The typical standalone (a) wind power, (b) solar power, (c) hybrid wind and solar 
power systems. 

 

The diagrams of the typical SAWP, SAPVP and standalone hybrid wind and solar 

power systems are illustrated in Figure 3.1. All these systems consist of wind, solar or wind 

and solar power generators, a battery bank and a residential load, where power converters 
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act as the power interfaces of the wind generator/battery/load to the electricity bus with the 

conversion efficiency of the power generator ηW = ηS ≤ 95%, the conversion efficiency of 

residential load ηL ≤ 95% and the battery round-trip efficiency ηB ≤ 81% [35, 155, 156]. For 

considerations of safety and service life, the battery bank should avoid being overcharged 

and undercharged. As mentioned above, although the installation of additional diesel engines 

can improve power supply reliability and reduce the required battery bank capacity, the 

system cost has increased significantly. Furthermore, some studies have proposed that the 

energy storage of standalone power systems are divided into long-term energy storage and 

short-term energy storage. Short-term energy storage usually uses batteries, while long-term 

energy storage usually uses hydrogen fuel cells. However, due to the low efficiency and high 

cost of hydrogen fuel cells, long-term energy storage equipment such as hydrogen fuel cells 

are rarely used in practical standalone power systems. Therefore, the standalone power 

system discussed in this thesis does not consider diesel generators and long-term energy 

storage equipment. 

3.2.2 Energy management strategy 

In the typical SAWP, SAPVP or standalone hybrid wind and solar power systems with 

energy storage like shown in Figure 3.1, the energy flow is mainly divided into two routes: 

one is the electric power has been directly delivered to end-user side; another is the electric 

power will be delivered to the load side after being stored in the battery bank. During the 

process of energy has been stored into the battery bank, the excess generator power will be 

stored for future power output deficit. Therefore, the battery bank is employed to smooth the 

generation-load power mismatch ∆P = PRE - PL as shown in Figure 3.2 (‘+’ means battery 

bank may charging and ‘-’ means battery bank may discharging). Note that the renewable 

power generation PRE can be derived as wind power output PW, solar power output PS and 

hybrid wind and solar power output PW&S. The operation of the SAWP, SAPVP or standalone 

hybrid wind and solar power systems would fall into the following scenarios: 

• When PW&S ≥ PL and the battery is not overcharged, the load demand PL is met and 

the battery bank is charged with the excessive power ∆P = PW&S - PL ≥ 0. 

• When PW&S ≥ PL and the battery is fully charged, the load demand PL is met and the 

excessive power ∆P = PW&S - PL ≥ 0 is discarded as power loss. 
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• When PW&S < PL and the battery is not over-discharged, the battery bank releases 

power to compensate for the power deficit ∆P = PW&S - PL ≤ 0. 

• When PW&S < PL and the battery is over-discharged, the battery bank is charged with 

PW&S and the power outage occurs. 

 

Figure 3.2 The power mismatch between PRE and PL. 

 

3.3 The mitigation of wind/solar power variability  

Since the only sources of generated power for standalone wind and solar power systems are 

wind and solar, the reliability of standalone wind and solar power systems is directly related 

to the fluctuation of wind and solar power. In the case of the battery bank is not considered, 

when the wind and solar power output does not meet the load demand, if the generated power 

output is greater than the load demand, there will be a waste of power output; or the generated 

power is less than the load demand, this will cause the power outage. Therefore, investigating 

the generation-load mismatch power of the standalone wind and solar power systems 

becomes the key to improve system reliability and reduce system costs. 

3.3.1 Generation-load power mismatch  

The load profile for standalone power systems in this thesis is based on the research 

of individual household electricity demand by the University of Oxford and the 

comprehensive load model in the renewable energy simulation software Trnsys [155, 157]. 

Due to the standalone wind/solar power system for this study refers to the standalone 

residential power system (no more additional power generator and cannot connect to the 

power grid), so that the small amount of power outage is allowed to happen. In fact, for the 

standalone residential power systems, because the user's electricity habits are different, the 

load profile can be various. For example, for those who need to go to work during the day, 

the daily peak electricity consumption is concentrated in the morning and night. For those 
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who do not need to go to work, the daily peak electricity consumption may last from noon 

to night. Moreover, for users in warm regions, the annual electricity consumption may exist 

in the summer for air conditioning. For users in cold regions, the annual electricity 

consumption may increase in the winter for heating. For the structure of a standalone power 

system in this thesis, since there is no load shifting, it should ensure that the load mode is 

fixed to analyze the impact of other variables. Moreover, due to the periodic characteristics 

of wind and solar power (for example, solar power have the diurnal cycle), so that for the 

standalone residential power system, generation-load power mismatch or called power 

imbalance like shown in Figure 3.2 has existed.    

(a)

(b)

(c)
 

Figure 3.3 A typical average annual residential power consumption (a) 24-hours load data 
(b) one-year load data, (c) Load harmonic spectrum. 
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Figure 3.3 illustrates the typical average annual residential load PLavg employed in the 

research with 518.26WLP =  and its normalized power harmonics spectrum. Figure 3.3 (a) 

shows the 24-hours load profile that is called dual-peak profile which means the daily load 

consumption reaches its peak value in both morning and evening. Figure 3.3 (b) shows the 

distribution of annual load consumption that winter is a peak in electricity consumption of 

the year. Figure 3.3 (b) shows the power harmonic spectrum of load consumption. 

Comparing with the power harmonic spectrum of wind and solar power as shown in Chapter 

2, it can be seen that, the power fluctuations of the load are more significant, and the spikes 

at high frequencies are far more than those of wind and solar power. These imply that, a high 

degree of the periodicity of the load demand leads to spikes at specific harmonic frequencies 

above 9×10-6 Hz. In comparison, the energy distribution of wind and solar power is of a 

much higher degree of randomness. In view of the quasi-periodic characteristics of both the 

wind and solar power and the load demand, the annual generation-load mismatch power ΔP 

= PRE - PL can also be represented as a combined power harmonics and a DC power 

component. 

Since both PRE and PL are quasi-periodic, the power mismatch ΔP = PRE - PL will also 

be quasi-periodic. By using FFT, annual ΔP can be transformed into normalized mismatch 

power harmonics data ( )0 ( ) 1M yh i≤ ≤  with i =0,1, 2, …, N - 1. Subsequently, the energy 

eM(y)(i) of the i-th order mismatch power harmonics will constitute the energy spectrum of 

ΔP, which can be calculated as 

( ) ( )

( )

( ) ( ) ( ) / 2
, 1,2,..., 1

( ) ( )

M y M y

Y

Mavg M yn y

e i h i T i
i N

e i e i
=

 = = −
= 

     (3.1) 

where eM(y)(i) with i = 1, 2, …, N - 1 represents the energy spectrum of i-th order mismatch 

power for the year y, eMavg(i) is the energy spectrum of mismatch power for the years y to Y. 

For standalone renewable energy systems, due to the specific system structure as 

shown in Figure 3.1, the transmission efficiency ηT from PRE to PL can be calculated as [62]: 

(1 )T Bη β β η= + − ⋅       (3.2) 
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where β denotes the ratio of wind and solar power generation directly transferred to the load 

via electricity bus, and the other (1-β) via the battery. In addition, when the electricity 

transfer via the local power network, part of the electrical energy will be converted into 

thermal energy which will cause power loss. Without loss of generality, the correction 

coefficient γ is introduced to compensate for the power loss on the local power network:  

1

T

γ
η

=        (3.3) 

For the analysis in this section, for wind/solar power systems, this study assumes that 

50% power directly transfers from the power generator to load β = 0.5 which means that 

50% generated power will directly transfer to load, and 50% generated power will charger 

the battery and battery will power the system when energy deficit happened. Without loss of 

generality, as mentioned at the beginning of this section, ηB is assumed for 81% in this study, 

so that via Eq. (3.2) and (3.3),  the correction coefficient γ ≈ 1.1 is introduced to compensate 

for the mismatch transmission loss. 

Figure 3.4 gives that the energy spectrums of average annual wind power eWavg(i), the 

average annual mismatch power eMavg(i) and the average annual load consumption power 

eL(i) of PW, PL and ΔP at six locations for years 2007 to 2012 in the case of:  

W L
P Pγ= ⋅        (3.4) 

where ��� is the average wind power output and ��� is the average load demand. 

The power generation of the standalone power systems is set to be slightly larger than 

the load demand which is because of the loss of energy transmission. It should be noted that 

average wind power data and average mismatch power for the study period was used to 

calculate the energy harmonics data in this case. It can be seen from Figure 3.4 that, the 

mismatch energy harmonics data eMavg(i) almost overlap with the wind energy harmonics 

data eWavg(i) at every location but clearly distinguishable from load consumption energy 

harmonics eL(i). That implies that the wind power fluctuation dominates the mismatch power 

of SAWP systems. Therefore, the mitigation of the mismatch power of SAWP systems can 

be simply considered as the low-pass filtering of wind power harmonics. 
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(a) (b)

(c) (d)

(e) (f)  

Figure 3.4 Energy spectrum of average annual wind power, average annual generation-load 
mismatch power and average annual load demand from 2007 to 2012 at (a) San Francisco, 

(b) Los Angeles, (c) Denver, (d) Houston, (e) Chicago, (f) New York. 

 

Figure 3.5 gives that the energy spectrums of average annual solar power eSavg(i), the 

average annual mismatch power eMavg(i) and the average annual load consumption power 

eL(i) of PS, PL and ΔP at six locations for years 1998 to 2017 in the case of: 

S L
P Pγ= ⋅        (3.5) 

where ��� is the average wind power generation and ��� is the average load demand. 

As shown in Figure 3.5, because eMavg(i) and eSavg(i) nearly overlap each other and are 

well above eL(i), it implies that the solar power variability dominates ΔP. In addition, both 
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eM(n)(i) and eSavg(i) drop with the increase of frequency within [6×10-8, 2.78×10-4] Hz, while 

large spikes are occurring at specific harmonic frequencies within [1×10-5, 2.78×10-4] Hz. 

Moreover, the two largest energy spikes at 1.16×10-5 Hz (24 hours) and 2.32×10-5 Hz (12 

hours) which are caused by cyclic changes of daily solar power and load demand. Hence, 

the mitigation of the power mismatch power of SAPVP systems can be treated as the low-

pass filtering of solar power harmonics.  

(a) (b)

(c) (d)

(e) (f)  

Figure 3.5 Energy spectrum of average annual solar power, average annual generation-load 
mismatch power and average annual load demand from 1998 to 2017 at (a) Quito, (b) 

Valencia, (c) Mexico City, (d) Houston, (e) Salt Lake City, (f) Vancouver. 

 

It can be seen from Figures 3.4 and 3.5 that the generation-load mismatch power of 

standalone wind/solar power systems is dominated by wind and solar power. This is because 

for standalone wind/solar power systems, the load pattern is relatively fixed, and wind and 
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solar power is the entire power source, so that the variability of wind or solar power itself 

directly leads to generation-load power mismatch. Because wind and solar power dominated 

the generation-load power mismatch, and the power harmonics of the two are almost 

coincident, the study of generation power mismatch can be directly transformed into the 

study of wind and solar power fluctuations. According to the QTI of the wind and solar 

power in the frequency domain confirmed in Chapter 2, exploring the optimization of 

standalone wind and solar power systems in the frequency domain will have many 

advantages such as simplicity, fastness, long-term effectiveness, and high credibility. 

3.3.2 Energy filter concept 

 

 

Figure 3.6 A model of low-pass energy filter for the battery bank. 

 

Since the intermittent wind and solar power in the time domain can be treated as a QTI 

source of power harmonics in the frequency domain. Hence the mitigation of wind/solar 

power fluctuations can be treated as the filtering of power harmonics. The battery bank 

which can smooth short-term rapid power fluctuations, can be regarded as a low-pass energy 

filter. Figure 3.6 shows a model of energy filter for the battery bank. As shown in Figure 3.6, 



Chapter 3 
Optimal sizing of standalone wind/solar power systems 
 

71 

 

if the i-th mismatch power harmonics ( )( )( )sin 2 / ( ) ( )
M y

h i t T i iπ ϕ+ , with T(i) and 

0 ( ) 2iϕ π≤ ≤  being the period and phase angle of the harmonics respectively, can be 

filtered out by the battery bank, the active battery capacity Bac should be large enough to 

accommodate the energy fluctuation eM(y)(i) caused by i-th order mismatch power harmonics. 

Moreover, the initial state of charge SoCini for the battery bank in this thesis is set as: 

max min( ) / 2iniSoC SoC SoC= +      (3.6) 

where SoCmax is the maximum state of charge for the battery bank and SoCmin is the minimum 

state of charge for the battery bank. 

 

Figure 3.7 Effect of battery capacity on the filtering effect of generation-load mismatch 
power harmonics. 

 

Figure 3.7 gives a schematic diagram of the average generation-load mismatch energy 

spectrum of the solar power at Houston. It can be seen that the general trend of eMavg is 

increasing with the decreases in frequency. However, because of the strong periodicity of 

solar power and load demand, eMavg is not monotonously increasing. There are a few 

significant spikes within the high-frequency range. This implies when the filter bandwidth 

is selected in the high-frequency range (battery bank capacity is small), the filtering effect 

of the battery bank might be worse than the expected or less predictive. For example, if the 

filter bandwidth is 1.56×10-4 Hz, the battery bank is supposed to filter most of the energy 
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harmonics in the higher frequency range which is pointed out as the filtering area in Figure 

3.7. However, due to there are several harmonics spikes beyond the filtering area, the battery 

bank cannot filter these spikes well. Nevertheless, with the increase of the battery bank 

capacity (the filter bandwidth is covering more low-frequency range), the filtering area will 

cover more harmonics spikes which leads to a better filtering effect of the battery. Moreover, 

for the generation-load mismatch energy spectrum, there are not so many significant spikes 

so that the battery bank for the wind power system will be more effective.  

Due to eM(y)(i) decreases with the increase of frequency. Therefore, if Bac is large 

enough to filter out i-th order mismatch power harmonics, the battery would be able to filter 

out higher order mismatch power harmonics. It implies that, Bac actually corresponds to the 

bandwidth of the low-pass energy filter. Furthermore, because the wind/solar power 

fluctuation dominates the mismatch power, the mitigation of mismatch power in the 

standalone wind/solar power systems can be simply considered as the low-pass filtering of 

only wind/solar power harmonics. Therefore, according to the QTI of wind/solar power, it 

is reasonable to believe that it is universal to model battery bank through the concept of low-

pass energy filters. Moreover, because wind and solar power dominate generation mismatch 

power so that the variability analysis for wind and solar power in Chapter 2 can be used to 

determine the battery bank size. In fact, the proposed cumulative energy distribution index 

DRE(j) for annual renewable power in the frequency domain can more clearly reveal the 

relationship between energy filter bandwidth and energy fluctuation distribution. Based on 

the energy distribution analysis results in Chapter 2, a higher DWavg(j) and DSavg(j) means 

that, a low-pass energy filter of battery bank with the same active capacity Bac could more 

efficiently reduce the wind/solar power fluctuations and then more rapidly improve the 

power supply reliability. For instance, the power supply reliability of the SAWP system at 

Denver might increase with the fastest rate in the frequency range of (1×10-6, 1.67×10-3) Hz 

because DWavg(j) there is the highest among all six locations. The power supply reliability of 

the SAPVP system at Quito might increase with the fastest rate in the frequency range of 

(1×10-7, 2.78×10-4) Hz because DSavg(j) there is the highest among all six locations. 

3.4 System parameters 

The optimal system sizing is a key factor in the development of reliable, efficient and 

cost-effective stand/alone wind and solar power systems. The power supply reliability and 

cost-effectiveness are two primary concerns of most standalone wind/solar system owners. 
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The most common objective of optimal sizing of standalone wind/solar systems is to 

minimize the system cost while satisfying the requirement of power supply reliability. 

3.4.1 Impacts of wind/solar power variability 

a. Size factor 

Size factor α is used to determine the size of wind/solar generators. Generally speaking, 

a larger size factor will lead to higher power supply reliability of standalone wind/solar 

power systems. Figure 3.8 shows the schematic diagram of generation-load mismatch power 

changes with the different size factor α for standalone wind/solar power systems. It can be 

clearly seen that, generation-load power mismatch in SAWP systems fluctuates more 

randomly, while the mismatch in SAPVP systems fluctuates more regularly due to the daily 

solar irradiation pattern. 

Figure 3.8 (a) shows a diagram of the generation-load power mismatch of a SAWP 

system without a battery bank, where ‘-’ means that ∆P = PS - PL < 0 and will lead to power 

outages; ‘+’ means that ∆P = PS - PL > 0. It can be seen that the high intermittence of wind 

power makes it difficult for wind power output to meet the load demand properly, so that 

the generation-load mismatch power of the SAWP systems is large. On the other hand, it 

can be seen that the wind is continuous and the probability of wind turbines shutdown is 

relatively small. Therefore, increasing the size of wind turbines, that is, increasing the wind 

power output can play a greater role in mitigating the energy deficit. As shown in Figure 3.8 

(a), as α increases, the area of the ‘-’ in the figure becomes smaller and smaller, but when α 

is large enough, the wind power output will basically completely cover the load demand. 

Subsequently, it is difficult to reduce the energy deficit by increasing the size of the wind 

turbines when α is large enough. Therefore, it can be inferred that increasing the size of wind 

turbines can effectively reduce the energy deficit, thereby improving the power supply 

reliability of the SAWP systems, but when the wind turbines are enlarged to a sufficient size, 

this increase tends to be saturated. 

Figure. 3.9 (b) shows a diagram of the generation-load power mismatch of a SAPVP 

system without a battery bank, where ‘-’ means that ∆P = PS - PL < 0 and will lead to power 

outages; ‘+’ means that ∆P = PS - PL > 0. Solar power and wind power are two completely 

different resources. Solar power has a clear periodicity, that is, the sun rises during the day 

and falls at night, so that the output power of solar energy at night is zero. The diurnal cycle 
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of solar power results in that the night energy deficit of SAPVP systems without energy 

storage devices cannot be mitigated via increasing α. As shown in Figure 3.8 (b), as α 

increases, the area of the ‘-’ in the figure does not change so much. Thus, the enlargement 

of the PV panel size cannot reduce the power outages caused by such deficit solar power at 

nights. It can be inferred that increasing the size of the PV panel cannot effectively reduce 

the energy deficit, so that the power supply reliability cannot be significantly improved. 

 

Figure 3.8 The generation-load mismatch power of (a) SAWP and (b) SAPVP systems with 
various α. 
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b. Margin factors of wind turbines and PV panels 

The margin factor of wind turbine mW is used to account for the worst inter-annual 

variations of wind power in the sizing of the wind turbine. mW is proposed to ensure that in 

the worst year of wind resources, the wind turbine can still generate enough power to meet 

system reliability requirements. In the time domain, the inter-annual variations of wind 

power for years y0 to Y at each site can quantify the difference of gross annual wind energy 

generation. Thus, mW that used to account for the worst inter-annual variations of wind speed 

can be calculated as:   

( )min1 1W IWm δ= +       (3.7) 

where δIW min is the lower bound of IW(y). 

Similarly, in the time domain, inter-annual variations of solar power for years y0 to Y 

at each site can quantify the difference of gross annual wind energy generation. Thus, the 

margin factor of PV panel mS that used to account for the worst inter-annual variations of 

solar irradiation can be written as: 

( )min1 1
S IS

m δ= +         (3.8) 

where δIS min is the lower bound of IS(y). 

Note that mW and mS are margin factors of wind turbines and PV panels for standalone 

wind/solar power systems. These factors are to ensure that in the worst year of wind or solar 

resources, the wind turbine or PV panel size is large enough to avoid energy deficit. 

However, in the grid-connected wind and solar systems, wind and solar power is only a part 

of the total generated power, so the mW and mS are no longer needed. In this case, the margin 

factor of the overall power generation should be considered. 

c. Margin factor of the battery bank  

Energy storage is the most important measure to mitigate generation-load mismatch 

power in the standalone wind/solar power systems. Therefore, the margin factor of the 

battery bank capacity is needed to ensure the battery bank can mitigate the power 

fluctuations in the year with maximum annual power variation. As mentioned above, the 
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fluctuation rate is proposed to quantify the power fluctuation of the annual renewable power 

output. In addition, because in the standalone wind/solar power systems, wind/solar power 

variation dominates generated-load mismatch power. Therefore, the margin factor of battery 

bank capacity mB can be determined based on the fluctuation rate in the frequency domain. 

Consequently, mB that used to cope with the worst annual wind power fluctuation in the 

sizing of a battery bank of the SAWP systems is defined as: 

max1B FWm δ= +              (3.9) 

where δFWmax is the upper bounds of FW(y). 

Similarly, mB that used to cope with the worst annual solar power fluctuation in the 

sizing of the battery bank of the SAPVP systems is defined as: 

max1B FSm δ= +                   (3.10) 

where δFSmax is the upper bounds of FS(y). 

3.4.2 Primary sizing principles 

The first step of the synthesis of standalone wind/solar power systems is to determine 

the right sizes of the wind turbines/PV panels and the battery bank to enable standalone 

wind/solar power systems to provide reliable and cost-effective electricity to meet the load 

demand. In Chapter 2, formulas for calculating the output power of wind turbines and PV 

panels have been given. In this section, the proposed size factors and margin factors will be 

applied to the optimal sizing of standalone wind/solar power systems. 

a. Size of wind turbines and PV panels 

For a given load demand PL throughout T, the size of the wind turbines/PV panels for 

building a self-sustainable and reliable standalone wind/solar power systems should at least 

satisfy:  

0 0

0 0

1 1

1 1

T T
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where ���, ��� and ���are the required average wind power generation, required average solar 

power generation and the given average load demand, respectively; α ≥ 1 is the size factor; 

γ ≥ 1 is the correction coefficient to account for the transmission power losses; and mW / mS 

≥ 1 is the margin factor of the wind turbines /PV panels to account for the wind speed or 

solar irradiation variations. Note that for the actual SAWP systems, due to the randomness 

and uncertainty of the wind power, this study assumed β = 0.5 and according to Eq. (3.2) 

and (3.3), γ ≈ 1.1. However, for the actual SAPVP systems, considering the cyclic daily 

unavailability of solar irradiance at night so that the battery bank will operate more 

frequently, it is reasonable to assume β = 0.3 and according to Eq. (3.2) and (3.3), γ ≈ 1.14. 

Note that the coefficients α, γ , mW and mS are not considered in conventional sizing method 

[67, 158, 159], i.e. α = γ = mW = mS = 1. Because these studies ignore specific annual and 

inter-annual power variability, many results are only valid for specific situations or locations, 

while long-term validity and generality are often overlooked. 

b. Battery bank capacity 

As an energy storage device, the battery bank is utilized to smooth the generation-load 

mismatch power ∆P. The active battery bank capacity Bac in hours can be expressed as 

( )1/ac B n B LB m B DoD Pη= ⋅ ⋅ ⋅ ⋅              (3.12) 

where Bn is the nominal battery capacity in kWh, DoD is the depth of discharge of the 

battery, mB is the margin factor of the battery capacity, and ���is the average load demand in 

kW ( ���  = 518.26 W in this chapter). Considering the inter-annual variations of the 

generation-load mismatch power, the margin factor mB ≥ 1 is utilized to account for the worst 

power fluctuation.  

3.4.3 Power supply reliability 

As shown in Figure 3.2, the deficit generation-load mismatch power ∆P = PRE - PL < 

0 will cause power outages. In standalone wind and solar power systems, power outage time 

directly reflects power supply reliability. If the power outage time is short, the power supply 

reliability is high and if the power outage time is long, the power supply reliability is low. 

To evaluate the power supply reliability of renewable energy systems, the reliability factor 

RRE is defined as 
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( )1 100%
RE out op

R T T= − ×              (3.13) 

where Tout is the total power outage time, Top denotes the operating time (usually is a year) 

and RRE is the power supply reliability of standalone renewable energy systems. A large RRE 

indicates a high power supply reliability, and vice versa. Note that RRE can be derived as the 

power supply reliability of SAWP systems RW, the power supply reliability of SAPVP 

systems RS the power supply reliability of standalone hybrid wind and solar power systems 

RW&S.  

3.5 Big data simulation results 

In this section, big data simulations will be carried out to provide the dependence of 

power supply reliability on the size factor and battery capacity. The wind speed data for 

SAWP systems in the 5-minutes interval is obtained from WIND Toolkit at six locations 

from 2007 to 2012 shown in Figure 2.2, and wind speed and solar irradiation date for SAPV 

and standalone hybrid wind-solar systems in the 30-minute interval are obtained from 

NSRDB at six locations from 1998 to 2017 shown in Figure 2.5. In addition, the load demand 

will use the typical annual load consumption shown in Figure 3.3 with ��� = 518.26 W. 

3.5.1 SAWP systems 

Six SAWP systems having the same residential load demand shown in Figure 3.3 are 

configured for the six sites. When W W L
P m Pα γ= ⋅ ⋅ ⋅  with α = 1 and γ = 1.1 and 

corresponding mW, the required wind turbine size at the six sites can be calculated using Eqs. 

(2.1) and (3.11). The battery bank needs to be determined by the required power supply 

reliability, but the margin factor mB can be calculated using Eq. (3.10). 

a. Margin factor of wind turbines 

 
Table 3.1 gives the margin factor of wind turbines at the six sites for the years 2007-

2012. It can be seen that, (i) the wind speed significantly varies from site to site; (ii) mW 

significantly varies from site to site. From the data listed in Table 3.1, it is not difficult to 

know that, Houston has the biggest inter-annual variation which means the SAWP system 

in Houston need cost more on the wind turbine to ensure that the power supply reliability 

can meet the requirements within the operating time. 
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Table 3.1  
Margin factor of wind turbines at the six sites for the years 2007-2012. 
 

 
Location 

San Francisco Los Angeles Denver Houston Chicago New York 

δIWmin -5% -17% -9% -20% -5% -7% 

mW 1.05 1.20 1.09 1.25 1.05 1.08 

 

b. Margin factor of the battery bank 

Table 3.2 lists the average fluctuation factor FWavg and margin factor of battery bank 

at the six sites for the study period. It can be seen that, in terms of FWavg, the six sites can be 

ranked Los Angeles > Denver > New York ≈ Chicago ≈ Houston ≈ San Francisco.  FWavg at 

Los Angeles is around two times of those at the other five sites, and the maximum fluctuation 

rate δWFmax = 7.9% in Los Angeles is the highest among the six sites. That implies that, the 

most fluctuated wind power might lead to the poorest power supply reliability of SAWP 

systems at Los Angeles. 

Table 3.2  
Margin factor of battery bank of SAWP systems at the six sites for the years 2007-2012. 
 

 
Location 

San Francisco Los Angeles Denver Houston Chicago New York 

δFWmax +3.0% +7.9% +1.9% +5.0% +1.5% +2.8% 

FWavg 1.98 4.32 2.67 2.00 2.02 2.15 

mB 1.03 1.08 1.02 1.05 1.02 1.03 

 

c. Power supply reliability of SAWP systems  

Six SAWP systems having the same residential load demand shown in Figure 3.3 are 

configured for the six sites. When W S L
P m Pα γ= ⋅ ⋅ ⋅  with α = 1 and γ = 1.1 and 

corresponding mW listed in Table 3.1 at the six sites, the required wind turbine size at the six 

sites listed in Table 3.3.  

Figure 3.9 shows the simulation results of the dependence of the power supply 

reliability of SAWP systems RW on the active battery capacity Bac and the wind turbine size 

factor α respectively: (i) with a given α, RW quasi-linearly increases with the growth of Bac, 
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where the unit of Bac is 
LP hours⋅ , abbreviated Hours; (ii) the lines of RW against Bac parallelly 

move up with the growth of α; (iii) compared with Figure 2.13 (a), a higher cumulative 

energy distribution index DWavg(j) would lead to a faster ramping rate of RW against Bac, e.g., 

RW at Denver increases with the fastest rate among all six sites when Bac ≤ 100 hours 

Table 3.3  
Wind turbine size and average wind speed. 
 

Locations Swept area of wind turbine 
AW (m2) 

Average wind speed 
vavg (m/s) 

San Francisco 3.80 7.91 

Los Angeles 21.65 4.72 

Denver 6.74 6.75 

Houston 8.40 6.51 

Chicago 3.87 7.71 

New York 4.56 7.31 

 

Table 3.4 lists RWavg of all six SAWP systems with Bac = 100, 101 and 102 Hours and α 

= 1.0, 1.5 and 2.0 respectively, where RWavg is the average value of RW for the study period. 

Table 3.4 indicates that, with the same Bac and α,  taking the mW and mB into consideration, 

the ranking of RWavg at the six sites is Los Angeles < Denver < New York ≈ Chicago ≈ 

Houston ≈ San Francisco. It can be seen from Table 3.2 that, the six sites are reversely ranked 

Los Angeles > Denver > New York ≈ Chicago ≈ Houston ≈ San Francisco with respect to 

the average fluctuation factor FWavg. The consistency between RWavg and FWavg indicates the 

high degree of dependence between these two indicators – with the same Bac and α, the 

higher FWavg is, the lower RW is. Therefore, the proposed fluctuation factor of wind power 

provides a useful quality index to the wind resource assessment for the development of the 

SAWP systems. 
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(a) (b)

(c) (d)

(e) (f)  

Figure 3.9 Power supply reliability RW against active battery capacity Bac with α = 1.0, 1.5, 2.0 
for the years of 2007 to 2012 at (a) San Francisco, (b) Los Angeles, (c) Denver, (d) Houston, 

(e) Chicago, (f) New York. 

 

Table 3.4  
Average power supply reliability Rwavg with Bac = 100, 101 and 102 Hours and α = 1.0, 1.5, and 
2.0. 
 

Size factor α = 1.0 α = 1.5 α = 2.0 

         Bac(Hours) 
 

RWavg (%)  
100 101 102 100 101 102 100 101 102 

San Francisco 56 68 78 64 76 88 69 81 92 
Los Angeles 41 51 63 46 60 75 50 67 85 
Denver 47 62 76 54 72 90 59 78 94 
Houston 60 71 84 69 80 95 74 86 98 
Chicago 55 65 78 64 74 90 69 80 96 
New York 55 65 78 64 75 91 69 81 97 
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Generally speaking, the simulation results shown in Figure 3.9 confirm the validity of 

the new measure of wind power variability. Since the wind power variability at one site can 

be treated as a QTI power harmonics source in the frequency domain, the dependence of RW 

on Bac and α shown in Figure 3.9 can also be treated as QTI, which can be used as datasheet 

for simplifying the optimal sizing of the battery and the wind turbine.  

3.5.2 SAPVP systems 

Six SAPVP systems having the same residential load demand shown in Figure 3.3 are 

configured for the six sites. When S S L
P m Pα γ= ⋅ ⋅ ⋅  with α = 1 and γ = 1.14 and 

corresponding mS, the required PV panel size at the six sites can be calculated using Eqs. 

(2.6) and (3.11) with vi =2 m/s, vr =14 m/s, vo=25 m/s, � =1.225 kg/m3 and CP =0.593 [155]. 

The battery bank needs to be determined by the required power supply reliability but the 

margin factor mB can be calculated using Eq. (3.9). 

a. Margin factor of PV panels 

Table 3.5 lists the margin factor of PV panels at all six sites during 1998-2007. It can 

be observed that mS slightly varies from 1.04 to 1.08 for all six sites. That implies that the 

inter-annual variations of solar power do not change very much from year to year and from 

site to site. Because of the relatively small mS of the SAPVP system, the cost of PV panels 

is relatively low as well. 

Table 3.5  
Margin factor of PV panels at the six sites for the years 1998-2017. 
 

 
Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

Latitude ≈ 0° ≈ 10° ≈ 20° ≈ 30° ≈ 40° ≈ 50° 

δ ISmin -5.09% -5.48% -4.04% -5.49% -4.61% -8.04% 

mS 1.05 1.06 1.04 1.06 1.05 1.08 

 

b. Margin factor of the battery bank 

As given in Table 3.6, mB slightly varies from 1.01 to 1.04 for all six sites. Taking the 

maximum fluctuation rate δSFmax into consideration, in terms of FSavg, the six sites can be 
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ranked Quito ≈ Valencia ≈ Mexico City ≈ Houston ≈ Salt Lake City < Vancouver. Note that, 

with the highest latitude of 50°, the variability of solar power at Vancouver is significantly 

higher than those at other sites. 

Table 3.6  
Margin factor of battery bank of SAPVP systems at the six sites for the years 1998-2017. 
 

 
Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

δ FSmax +2.13% +1.45% +1.36% +2.17% +2.82% +3.78% 

FSavg 2.21 2.17 2.18 2.24 2.29 2.53 

mB 1.02 1.01 1.01 1.02 1.03 1.04 

 

c. Power supply reliability of SAPVP systems 

Six SAPVP systems with the same residential load demand shown in Figure 3.3, are 

settled in the six sites. When S S LP m Pα γ= ⋅ ⋅ ⋅  with 1α =  and γ = 1.14 and corresponding 

mS listed in Table 3.5 at the six sites. The required solar panel sizes at the six sites are 

calculated and listed in Table 3.7. It can be seen from Table 3.7 that the solar irradiation on 

Earth’s surface drops with the increase of the latitude, but variations in atmospheric 

transmissivity due to meteorological events (e.g., cloud cover) could weaken the solar 

irradiation. For instance, the solar irradiation at Mexico City of latitude 20° is the highest 

instead of those at Quito and Valencia. 

Table 3.7  
PV panel size and average solar irradiation. 
 

Location Latitude 
PV panel area 

A (m2) 
Average solar irradiation 

Iavg (W⋅m-2) 
Quito ≈ 0° 9.84 447.64 
Valencia ≈ 10° 9.66 455.90 
Mexico city ≈ 20° 8.90 494.60 
Houston ≈ 30° 10.87 405.22 
Salt Lake City ≈ 40° 11.23 392.31 
Vancouver ≈ 50° 16.07 274.58 

 

Figure 3.10 gives the simulation results of the responses of RSavg versus Bac for the 

SAPVP systems with α = 1.0, 1.5 and 2 at six sites respectively. It can be seen from Figure 
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3.10 that: (i) if Bac < 12 hours, RSavg increases with the growth of Bac, while the enlargement 

of the PV panel size has a slight impact on the RSavg; (ii) if Bac>24 hours, the increment of 

either PV panel size or battery capacity can improve the power supply reliability; (i) the 

power supply reliability of the SAPV system generally decreases with the growth of the 

latitude.  

Generally speaking, Figure 3.10 shows the QTI impacts of solar power variability on the 

sizing of the battery bank and PV panel. The QTI responses of RSavg versus Bac and α shown 

in Figure 3.10 can be used as a look-up datasheet for simplifying the optimal sizing of SAPV 

systems. 

(a) (b)

(c) (d)

(e) (f)

 

Figure 3.10 Average power supply reliability RSavg versus active battery capacity Bac with = 
1.0, 1.5, 2.0 for the years of 1998 to 2017 at (a) Quito, (b) Valencia, (c) Mexico City, (d) 

Houston, (e) Salt Lake City, (f) Vancouver. 
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3.5.3 Standalone hybrid wind and solar power systems 

Six standalone hybrid wind and solar power systems with the same residential load 

demand shown in Figure 3.3, are settled in the six sites. When S S LP m Pα γ= ⋅ ⋅ ⋅  with 1α =  

and γ = 1.1. mW&S and mB are assumed to 1 in order to achieve the unbiased study of wind 

and solar mixed power.  

Table 3.8 gives the simulation results of the responses of RW&Savg versus Bac for the 

standalone hybrid wind and solar power systems with W/S mixed ratio from 100% (pure 

wind) to 0% (pure solar) at Quito. The minimum value of RW&Savg for different Bac has been 

highlighted in the yellow zone. It can be seen from Table 3.8 that: (i) if Bac < 14 hours, more 

wind power in the hybrid systems will bring smaller power supply reliability; (ii) if Bac>17 

hours, 40% solar power in the hybrid systems can improve the power supply reliability. 

However. With the increase of Bac, the improvement of power supply reliability trend to 

depend on more wind power participation. Table B1 to Table B5 (in Appendix B) is the 

simulation results of the responses of RW&Savg versus Bac for the standalone hybrid wind and 

solar power systems at Valencia, Mexico, Houston, Salt Lake City and Vancouver. All of 

the results show that it is hard to find the optimal mixed ratio for standalone hybrid wind and 

solar power systems.   
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Table 3.8  
The average power supply reliability RW&Savg versus active battery capacity Bac with wind 
and solar mixed ratio varies from 100% to 0% for the years of 1998 to 2017 at Quito. 
 

 RW&Savg W/S mixed ratio 

Bac 100% 90% 80% 70% 60% 50% 40% 30% 20% 10% 0% 

1 47.78 47.86 47.39 47.03 46.86 46.68 46.30 45.95 45.63 45.40 44.03 
2 52.20 52.27 51.74 51.25 51.02 50.75 50.29 49.85 49.45 49.53 48.96 
3 54.55 54.70 54.15 53.75 53.47 53.19 52.78 52.11 51.40 50.14 48.67 
4 56.11 56.17 55.73 55.32 55.04 54.76 54.36 53.83 53.25 52.97 51.54 
5 58.09 58.22 57.79 57.37 57.09 56.83 56.41 55.81 55.03 54.07 53.28 
6 59.80 59.91 59.46 59.10 58.84 58.48 58.04 57.43 56.83 56.17 54.25 
7 61.86 62.01 61.57 61.14 60.75 60.44 59.96 59.30 58.59 57.76 56.81 
8 63.85 63.96 63.53 63.06 62.67 62.26 61.60 60.94 60.18 59.42 58.22 
9 66.29 66.41 65.85 65.27 64.81 64.32 63.60 62.78 61.85 60.97 59.40 
10 69.02 69.04 68.56 67.99 67.47 66.79 65.94 65.04 64.07 63.20 61.26 
11 71.88 71.85 71.37 70.73 70.07 69.32 68.19 66.83 65.58 64.43 63.36 
12 75.33 75.49 75.15 74.73 74.25 73.57 72.53 71.11 69.48 67.65 65.37 
13 78.63 79.01 78.88 78.69 78.49 78.04 77.15 75.93 74.32 72.33 69.09 
14 81.40 81.91 81.99 81.96 81.97 81.80 81.16 80.07 78.51 76.33 72.75 
15 83.92 84.61 84.86 85.07 85.26 85.29 84.96 84.11 82.58 80.07 75.80 
16 86.04 86.81 87.25 87.62 87.95 88.19 88.07 87.50 86.30 83.78 78.78 
17 87.72 88.58 89.12 89.59 90.01 90.34 90.38 90.01 89.01 86.43 81.25 
18 89.00 89.9 90.50 91.03 91.52 91.93 91.97 91.65 90.72 88.17 82.97 
19 90.07 91.01 91.67 92.25 92.76 93.16 93.31 93.01 92.10 89.34 84.05 
20 90.92 91.86 92.58 93.19 93.79 94.21 94.37 94.15 93.22 90.39 84.93 
21 91.62 92.61 93.32 93.98 94.59 95.05 95.22 94.98 94.05 91.17 85.72 
22 92.20 93.16 93.93 94.61 95.23 95.71 95.89 95.71 94.74 91.77 86.33 
23 92.70 93.70 94.44 95.15 95.79 96.25 96.46 96.27 95.27 92.29 86.79 
24 93.08 94.13 94.91 95.61 96.25 96.70 96.92 96.74 95.70 92.74 87.20 
25 93.46 94.48 95.28 95.96 96.58 97.07 97.27 97.12 96.08 93.11 87.53 
26 93.76 94.79 95.55 96.26 96.88 97.37 97.59 97.43 96.38 93.45 87.83 
27 94.01 95.06 95.86 96.52 97.14 97.64 97.85 97.68 96.64 93.72 88.06 
28 94.26 95.26 96.06 96.73 97.37 97.82 98.03 97.87 96.85 93.94 88.30 
29 94.47 95.49 96.27 96.93 97.55 98.02 98.20 98.02 97.01 94.11 88.49 
30 94.67 95.68 96.44 97.10 97.70 98.15 98.35 98.15 97.15 94.30 88.69 
31 94.83 95.83 96.59 97.26 97.85 98.29 98.46 98.27 97.27 94.43 88.84 
32 95.00 95.99 96.72 97.38 97.97 98.40 98.55 98.33 97.36 94.55 88.95 
33 95.13 96.11 96.86 97.50 98.06 98.48 98.64 98.42 97.43 94.63 89.08 
34 95.26 96.24 96.97 97.60 98.16 98.57 98.70 98.50 97.52 94.73 89.14 
35 95.38 96.33 97.08 97.70 98.25 98.65 98.78 98.57 97.59 94.83 89.27 
36 95.50 96.44 97.17 97.79 98.33 98.72 98.83 98.63 97.66 94.89 89.35 
37 95.60 96.55 97.26 97.86 98.38 98.78 98.89 98.68 97.73 94.97 89.42 
38 95.70 96.64 97.35 97.96 98.47 98.84 98.96 98.73 97.78 95.03 89.51 
39 95.80 96.72 97.44 98.02 98.54 98.89 98.99 98.77 97.83 95.09 89.58 
40 95.90 96.83 97.53 98.09 98.60 98.95 99.04 98.82 97.87 95.16 89.68 
41 95.99 96.92 97.59 98.15 98.65 99.00 99.10 98.86 97.91 95.22 89.74 
42 96.08 96.99 97.64 98.22 98.70 99.05 99.13 98.89 97.95 95.27 89.80 
43 96.16 97.08 97.72 98.27 98.75 99.10 99.17 98.93 97.97 95.32 89.88 
44 96.25 97.14 97.77 98.32 98.79 99.14 99.21 98.96 98.02 95.37 89.92 
45 96.33 97.21 97.83 98.36 98.84 99.17 99.24 98.99 98.04 95.38 89.97 
46 96.40 97.26 97.89 98.42 98.88 99.20 99.26 99.01 98.07 95.42 90.03 
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47 96.47 97.31 97.94 98.45 98.93 99.22 99.29 99.04 98.09 95.46 90.09 
48 96.54 97.36 97.98 98.50 98.96 99.25 99.31 99.06 98.11 95.48 90.12 
49 96.60 97.43 98.03 98.54 99.00 99.28 99.33 99.09 98.14 95.50 90.16 
50 96.67 97.47 98.07 98.59 99.03 99.30 99.37 99.12 98.16 95.54 90.23 
51 96.71 97.51 98.12 98.61 99.07 99.33 99.39 99.13 98.17 95.56 90.28 
52 96.77 97.56 98.16 98.65 99.09 99.35 99.40 99.15 98.20 95.58 90.29 
53 96.83 97.62 98.19 98.68 99.14 99.39 99.43 99.16 98.20 95.62 90.32 
54 96.88 97.67 98.25 98.73 99.15 99.40 99.45 99.18 98.22 95.64 90.37 
55 96.93 97.71 98.28 98.76 99.18 99.43 99.46 99.20 98.23 95.67 90.43 
56 97.00 97.74 98.31 98.78 99.20 99.44 99.48 99.21 98.25 95.65 90.45 
57 97.03 97.77 98.35 98.81 99.23 99.46 99.50 99.23 98.27 95.69 90.48 
58 97.08 97.81 98.37 98.83 99.25 99.48 99.51 99.25 98.28 95.70 90.51 
59 97.12 97.85 98.40 98.87 99.27 99.50 99.53 99.26 98.29 95.74 90.53 
60 97.15 97.88 98.44 98.89 99.30 99.51 99.53 99.27 98.30 95.74 90.59 
61 97.20 97.93 98.47 98.91 99.31 99.52 99.55 99.29 98.31 95.77 90.60 
62 97.24 97.95 98.49 98.94 99.34 99.54 99.56 99.30 98.32 95.77 90.62 
63 97.29 98.00 98.53 98.96 99.36 99.55 99.58 99.31 98.33 95.80 90.66 
64 97.32 98.01 98.55 98.98 99.38 99.56 99.59 99.33 98.34 95.80 90.67 
65 97.35 98.05 98.57 99.01 99.40 99.59 99.60 99.34 98.35 95.82 90.73 
66 97.37 98.08 98.60 99.02 99.41 99.60 99.61 99.34 98.35 95.84 90.73 
67 97.41 98.11 98.62 99.05 99.43 99.61 99.62 99.36 98.36 95.85 90.76 
68 97.44 98.13 98.65 99.07 99.44 99.62 99.63 99.36 98.39 95.86 90.79 
69 97.46 98.17 98.67 99.10 99.45 99.63 99.64 99.38 98.38 95.86 90.81 
70 97.50 98.19 98.69 99.12 99.46 99.64 99.65 99.39 98.40 95.87 90.85 
71 97.53 98.22 98.72 99.14 99.48 99.64 99.66 99.39 98.40 95.9 90.86 
72 97.56 98.24 98.74 99.16 99.49 99.66 99.68 99.40 98.41 95.9 90.88 
73 97.60 98.27 98.75 99.17 99.50 99.67 99.68 99.41 98.41 95.91 90.92 
74 97.63 98.28 98.77 99.19 99.52 99.67 99.69 99.42 98.42 95.93 90.91 
75 97.67 98.31 98.79 99.21 99.53 99.68 99.70 99.43 98.42 95.94 90.94 
76 97.69 98.33 98.82 99.23 99.54 99.69 99.70 99.44 98.43 95.95 90.96 
77 97.73 98.35 98.84 99.25 99.55 99.71 99.71 99.44 98.44 95.95 90.96 
78 97.75 98.38 98.85 99.27 99.56 99.72 99.72 99.45 98.45 95.96 90.99 
79 97.78 98.39 98.88 99.28 99.57 99.73 99.72 99.46 98.46 95.97 91.00 
80 97.81 98.41 98.89 99.30 99.58 99.73 99.73 99.47 98.47 95.99 91.02 
81 97.84 98.43 98.91 99.31 99.59 99.74 99.74 99.47 98.48 96.00 91.06 
82 97.86 98.45 98.93 99.34 99.60 99.75 99.74 99.48 98.47 95.99 91.06 
83 97.88 98.47 98.95 99.35 99.61 99.76 99.75 99.48 98.48 96.00 91.06 
84 97.91 98.50 98.97 99.36 99.62 99.76 99.75 99.49 98.48 96.02 91.12 
85 97.94 98.51 98.98 99.37 99.63 99.77 99.76 99.49 98.50 96.01 91.09 
86 97.94 98.54 99.00 99.38 99.64 99.78 99.77 99.50 98.50 96.04 91.14 
87 97.97 98.55 99.01 99.39 99.65 99.78 99.77 99.50 98.51 96.05 91.13 
88 97.99 98.58 99.03 99.41 99.66 99.79 99.77 99.51 98.51 96.05 91.17 
89 98.01 98.61 99.04 99.42 99.68 99.79 99.77 99.52 98.51 96.05 91.17 
90 98.03 98.63 99.06 99.43 99.69 99.80 99.78 99.52 98.52 96.05 91.19 
91 98.06 98.65 99.08 99.44 99.70 99.81 99.78 99.52 98.53 96.07 91.19 
92 98.08 98.66 99.09 99.45 99.71 99.81 99.78 99.53 98.52 96.08 91.21 
93 98.09 98.68 99.11 99.46 99.72 99.82 99.79 99.53 98.53 96.08 91.23 
94 98.12 98.69 99.12 99.47 99.72 99.82 99.79 99.53 98.53 96.09 91.24 
95 98.14 98.70 99.14 99.49 99.73 99.82 99.80 99.53 98.53 96.09 91.26 
96 98.16 98.73 99.16 99.50 99.74 99.83 99.80 99.54 98.53 96.09 91.26 
97 98.18 98.74 99.17 99.50 99.75 99.83 99.80 99.54 98.54 96.12 91.28 
98 98.20 98.76 99.18 99.52 99.75 99.84 99.80 99.55 98.55 96.13 91.28 
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99 98.21 98.77 99.19 99.53 99.76 99.84 99.81 99.55 98.55 96.12 91.31 
100 98.23 98.79 99.21 99.54 99.76 99.85 99.81 99.56 98.55 96.11 91.32 

 

Generally speaking, hybrid two variable renewable energy sources (wind and solar 

power) can indeed reduce the overall power variability, but it is difficult to determine the 

optimal mixing ratio. For standalone wind and solar power systems, the size of the system 

is critical but the uncertain mixing ratio of the wind and solar makes it difficult to determine 

the size of the standalone hybrid system. Therefore, this study will not continue to discuss 

hybrid wind and solar systems in the study of standalone wind and solar power systems.  

3.6 Optimal sizing process 

The optimal sizing of standalone wind and solar power system aims to a reliable 

system operation with minimum system costs. Figure 3.10 generally describes the proposed 

sizing approach. γ is the correction coefficient; AW and AS are the size of wind turbine and 

PV panel; mB is the margin factor of the battery bank; mW and mS are the margin factors of 

wind turbine and PV panel; α is the size factor of wind and solar generators; Bac is the active 

battery bank capacity and Bn is the nominal battery bank capacity; RW and RS are the power 

supply reliability of the wind and solar power, and Rset is the set power supply reliability; 

COEW and COES are the Cost of Energy of wind and solar power. The proposed optimal 

sizing method is to determine the margin coefficient of the wind turbine/PV panel and the 

battery bank through inter-annual variation of the wind and solar power. Then, this approach 

quantifies wind and solar power fluctuations to determine the relationship between size 

factor and power supply reliability. Subsequently, the minimum Cost of Energy with 

acceptable power supply reliability can be figure out. The specific calculation method and 

function of each coefficient will be elaborated in the following sections.   
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Select a pair of α and Bac 

Calculate COEW or COES 
using Eqs. (3.14) and (3.15)

Store the pair of α and 
Bac

Are all pairs tested?

Select the pair of α and Bac with 
the minimum COEW or COES 

No

Yes

Wind speed or solar 
irradiation data

Load demand data

Battery 
specification data

A given γ   

Determine mW and 

mS using Eqs. (3.7) 
and (3.8)

Determine AW or AS 
using Eqs. (2.1), (2.6) 

and (3.11)

Determine mB  
using Eqs. (3.9) 

and (3.10)

Figure out Bn ~ Bac

Figure out QTI datasheets of RW 
and RS against α and Bac shown 

Figure 3.9 and Figure 3.10 

Determine primary range of α and 

Bac to meet RW > Rset or RS > Rset in 
Figure 3.9 and Figure 3.10  

 

Figure 3.11 The process of optimal sizing of SAWP and SAPVP systems using the proposed 
approach. 

 

3.7 Case studies  

For standalone wind/solar power systems, end-load users are concerned about power 

supply reliability and system costs. One typical design scenario for the optimal sizing of 

standalone wind/solar power systems is to build the most cost-effective system subject to 

various constraints, especially the constraints on the power supply reliability. Thus, the 

optimization of standalone wind/solar power systems should aim to achieve the required 

power supply reliability at the lowest systems costs. 
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3.7.1 System costs 

For the standalone wind and solar power systems mentioned in Chapters 2 and 3, the 

system costs include the cost of wind turbines or PV panels and the cost of the battery bank. 

The costs of each component are mainly divided into installation costs and maintenance 

costs. Usually, when calculating the system costs of power systems, in order to make the 

costs of different power resources comparable, Cost of Energy (COE) is introduced to 

represent the cost of unit energy output ($/kWh) [68, 154]. Higher COE means higher system 

costs and vice versa. The COE of SAWP systems COEW can be described as:  

( )
cost of battery bank

cost of wind turbine

( ) Bi Bm n BWi W W Wm

W

W L W L

C C B mC A m C Y y
COE

R P dt R P dt

α γ + ⋅ ⋅⋅ ⋅ ⋅ ⋅ + ⋅ −
= +

⋅ ⋅ 

6444444447444444448G555555555555555555H

          (3.14) 

where CWi and CBi denote the initial cost coefficients of wind turbines in $⋅m-2,  and battery 

bank in $⋅kWh-1 respectively; CWm and CBm denote the maintenance and replacement cost of 

wind turbines in $⋅m-2 and battery bank in $⋅kWh-1 respectively.  

The COE of SAPVP systems COES can be described as: 

( )
cost of battery bank

cost of PV panel

Bi Bm n BPi S S Pm S S

S

S L S L

C C B mC A m C A m
COE

R P dt R P dt

α α + ⋅ ⋅⋅ ⋅ ⋅ + ⋅ ⋅ ⋅
= +

⋅ ⋅ 

6444444447444444448G55555555555555555H

          (3.15) 

where CPi denotes the initial cost coefficients of PV panels in $⋅m-2, CPm denotes the 

maintenance of the PV panels in $⋅m-2.  

3.7.2 Optimization objective and constraints 

Based on Eqs. (3.14) and (3.15), the optimal sizing objective of standalone wind/solar 

power systems is finding the minimum COE: 

}{Optimization objective min COE→           (3.16) 

and the constraints of this optimization is  
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W set

S set

R R

R R

≥
 ≥

              (3.17) 

where Rset is the specified minimum required power supply reliability. Noted that using Eq. 

(3.14), (3.15) and (3.16) to optimize wind and solar power systems are actually determining 

the minimum cost set of the wind turbine and PV panel size and the battery capacity (AW, AS 

and Bn) subject to the constraint of Eq. (3.17).  

3.7.3 SAWP system in Chicago 

A case study of the optimal sizing of a SAWP system in Chicago with a typical 

residential load demand shown in Figure 3.3 with ��� = 518.26 W is presented. The wind 

speed data of Chicago from 2007 to 2012 are extracted from the WIND Toolkit. The case 

study is following the proposed sizing process shown in Figure 3.2. The sizing constraints 

for the minimization of the COEW can be specified as:  

min 100%
W set Wavg

R R R≤ ≤ <         (3.18) 

where RW min represents the minimum system reliability of the SAWP system (RW min = 55% 

at Chicago, as shown in Figure 3.9 (e)). Note that, based on the dependence relationships of 

RW vs. Bac and RW vs. α as shown in Figure 3.9 (e), the sizing constraint zone is enclosed by 

a convex combination of quasi-linear lines, which might help simplify the sizing 

optimization of the SAWP systems. For this case study, the specification objective of the 

SAWP system is set as Rset = 80% and the life cycle is six years.  

From Figure 3.10 (e), it can be seen that, if RW ≥ Rset =80%, the constraint of active 

battery capacity for the minimization of the cost function in Eq. (3.14) can be explicitly 

specified as 10 hours < Bac < 1500 hours. Obviously, the explicit constraint of Bac could lead 

to a significant reduction of computation in the optimal sizing.  

Details of the wind turbine and lead-acid battery [160] are listed in Table 3.9. Noted 

that, the price of commercial wind turbines has a big difference because of the difference in 

a specific configuration. The values of CWi and CWm in Table 3.9 are according to the wind 

turbine price of Bergey, Jacobs, and Endurance’s product [161, 162]. Moreover, the cycle 

life of the lead-acid battery bank nonlinearly depends on the depth of discharge DoD in 
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practice (DoD indicates the percentage of the discharged battery relative to the total battery 

capacity). For instance, as shown in Table 3.9, if DoD = 10%, the battery capacity will fall 

under 80% of the original capacity after 6200 times complete charge/discharge cycles, while 

DoD = 20%, the cycle life will drop to 5700 times.  

Table 3.9  
Details of wind turbines and lead-acid battery bank. 
 

Wind turbines Lead-acid battery bank DoD (%) Cycle life 

CWi 1000 $/m2 CBi 225 $/kWh 10 6200 

CWm 100 $/years CBm 0 $/m2 20 5700 

Life 20 years  Life DoD-dependent 50 1800 

ηW 90% ηB 81% 80 600 

    100 425 

 

Figure 3.12 shows the average Number of annual complete charge/discharge Cycles 

(NoC) of battery bank NoCavg decreases with the growth of Bac, while it doesn’t change very 

much with α = 1 ~ 2. Note that, this study assumes that a complete charge/discharge cycle 

of the battery bank means the SoC of the battery bank is charged from 0% to 100% and 

discharged from 100% to 0% no matter how many times of the charging/discharging process 

the battery bank really underwent. If the battery capacity is allowed to fall under 80% of the 

original capacity, the life cycle of the battery would be prolonged. In addition, since the 

battery capacity will fall under 80% of its original capacity after the cycle life of the battery, 

the final battery capacity can be chosen as B*= Bn/80% =1.25Bn to guarantee the system 

reliability always meet the specific required reliability Rset over the study period, where Bn 

is calculated by using Eq. (3.12). From Table 3.9 it can be seen that, if a large DoD is taken, 

the life cycle of the battery bank might be shorter than 6 years, that is to say, the SAWP 

system needs several sets of the battery bank for sustaining its regular operation over 6 years. 

Based on Table 5 and Fig. 12, the most cost-effective final battery capacity B* in our case 

study is figured out by 

( )* 1.25 1.25 /n cB B a L B BN B NB B P DoD mη= = ⋅ ⋅           (3.19) 

where NB is the required number of the battery bank. The results of most cost-effective final 

battery capacity B* is listed in Table 3.10 
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Figure 3.12 NoCavg of the battery bank of the SAWP system in Chicago with α from 1 to 2 for 
the years 2007-2012. 

 

Based on Figure 3.9 (e) and Table 3.3, 3.9 and 3.10, the results of the optimal sizing 

of the SAWP system in Chicago are listed in Table 3.11. The minimum COEW of 0.026 

$⋅kWh-1 occurs at Bac = 20 hours, DoD = 80%, and α = 1.6. Therefore, taking the QTI 

impacts of wind power variability into consideration, (i) according to Table 3.10, the final 

battery capacity would be chosen as B* = 1.89Bac LP  ≈ 19.60 kWh; (ii) according to Table 

3.3, the selected wind turbine swept area is α × AW=1.6 × 3.87 ≈ 6.19 m2.  

Table 3.10  
Most cost-effective final battery capacity B*. 
 

Bac (hours) DoD (%) NB B* (kWh) 

1 ~11 50 1 3.03Bac��� 

12 ~ 19 100 2 3.03Bac��� 

20 ~ 32 80 1 1.89Bac��� 

≥ 33 100 1 1.51Bac��� 
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Table 3.11  
COEW with different wind turbine size factor and active battery capacity. 
 

Battery bank 
Capacity 

COEW ($/kWh) 

DoD 
(%) 

Bac 
(Hours
) 

α=1.0 α=1.1 α=1.2 α=1.3 α=1.4 α=1.5 α=1.6 α=1.7 α=1.8 α=1.9 α=2.0 

50 ≤10 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 0.027 
50 11 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 0.028 
100 12 n/a n/a n/a n/a n/a n/a n/a n/a n/a 0.028 0.028 
100 13 n/a n/a n/a n/a n/a n/a n/a n/a n/a 0.029 0.029 
100 14 n/a n/a n/a n/a n/a n/a n/a n/a 0.029 0.029 0.030 
100 15 n/a n/a n/a n/a n/a n/a n/a n/a 0.030 0.030 0.030 
100 16 n/a n/a n/a n/a n/a n/a n/a 0.030 0.030 0.031 0.031 
100 17 n/a n/a n/a n/a n/a n/a n/a 0.031 0.031 0.031 0.032 
100 18 n/a n/a n/a n/a n/a n/a n/a 0.031 0.032 0.032 0.033 
100 19 n/a n/a n/a n/a n/a n/a n/a 0.032 0.033 0.033 0.033 
80 20 n/a n/a n/a n/a n/a n/a 0.026 0.027 0.027 0.027 0.028 
80 21 n/a n/a n/a n/a n/a n/a 0.027 0.027 0.027 0.028 0.028 
80 22 n/a n/a n/a n/a n/a n/a 0.027 0.027 0.028 0.028 0.028 
80 23 n/a n/a n/a n/a n/a n/a 0.027 0.028 0.028 0.028 0.029 
80 24 n/a n/a n/a n/a n/a 0.027 0.028 0.028 0.028 0.029 0.029 
80 25 n/a n/a n/a n/a n/a 0.028 0.028 0.028 0.029 0.029 0.030 
80 26 n/a n/a n/a n/a n/a 0.028 0.029 0.029 0.029 0.030 0.030 
80 27 n/a n/a n/a n/a n/a 0.029 0.029 0.029 0.030 0.030 0.030 
80 28 n/a n/a n/a n/a n/a 0.029 0.029 0.030 0.030 0.031 0.031 
80 29 n/a n/a n/a n/a n/a 0.030 0.030 0.030 0.031 0.031 0.031 
80 30 n/a n/a n/a n/a 0.030 0.030 0.030 0.031 0.031 0.031 0.032 

≥ 80 ≥ 31 
≥ 
0.105 

≥ 
0.048 

≥ 
0.036 

≥ 
0.030 

≥ 
0.030 

≥ 
0.031 

≥ 
0.031 

≥ 
0.031 

≥ 
0.031 

≥ 
0.032 

≥ 
0.032 

 

This case study shows that, the QTI impacts of wind power variability shown in Figure 

3.9 allows the designer to locate the explicit constraint of battery capacity rapidly and then 

significantly reduce the search computation burden in the optimal sizing of SAWP systems. 

3.7.4 SAPVP system in Houston 

A case study of the optimal sizing of a SAPVP system in Houston with a typical 

residential load demand shown in Figure 3.3 with ��� = 518.26 W is presented. The wind 

speed data of Houston from 1998 to 2017 is extracted from NSRDB. The case study is 

following the proposed sizing process shown in Figure 3.11. Based on the QTI responses of 

Rsavg versus Bac shown in Figure 3.10 (d), there are two scenarios with different constraints 

of power supply reliability for the optimal sizing of the SAPVP system in Houston. 
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1) Scenario 1: RS min < Rset < Rsavg < 82% 

From Figure 3.10 (d), it can be found that the minimum active battery capacity is Bac 

≥ 14 hours with α = 2 in this scenario. Hence the design constraints for the minimization of 

COES in Eq. (3.16) can be explicitly specified as Rset < RSavg≤ 1, 1 ≤ α ≤ 2, and Bac ≥14 hours. 

Moreover, as shown in Figure 3.10 (d), Rsavg monotonously increases with the growth of 

either Bac or α. Thus, the design constraints form a convex zone, which would help simplify 

the sizing optimization 

2) Scenario 2: 82% < Rset ≤ Rsavg ≤ 1 

From Figure 3.10 (d), it can be found that the minimum active battery capacity is Bac 

≥ 14 hours with α = 2 in this scenario. Hence the design constraints for the minimization of 

COES in Eq. (3.16) can be explicitly specified as Rset < RSavg≤ 1, 1 ≤ α ≤ 2, and Bac ≥14 hours. 

Moreover, as shown in Figure 3.10 (d), Rsavg monotonously increases with the growth of 

either Bac or α. Thus, the design constraints form a convex zone, which would help simplify 

the sizing optimization. 

 

Table 3.12  
Details of PV panels and lead-acid battery bank. 
 

PV panels Lead-acid battery bank DoD (%) Cycle life 

CPi 830 $/m2 CBi 225 $/kWh 10 6200 

CPm 0 $/m2 CBm 0 $/m2 20 5700 

Life  25 years  Life DoD-dependent 50 1800 

ηPV  15% ηB 81% 80 600 

    100 425 

 

For this case study, the specification objectives of the SAPVP systems are set as Rset = 

83% and the life cycle is 20 years. It is clear that our case study is in Scenario 2. Details of 

the chosen PV panel [163] and lead-acid battery are listed in Table 3.12. Note that, the cycle 

life of the lead-acid battery nonlinearly depends on DoD in practice. For instance, as shown 

in Table 3.12, if DoD = 10%, the battery capacity will fall under 80% of the original capacity 
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after 6200 times complete charge/discharge cycles, while DoD = 20%, the cycle life will 

drop to 5700 times. 

 

Figure 3.13 NoCavg of the battery bank of the SAPVP system in Houston with α from 1 to 2 
for the years 1998-2017. 

 

Figure 3.12 gives the NoCavg of battery bank versus Bac and α. Note that, because the 

battery capacity will be below 80% of its original value after the cycle life of the battery, the 

final battery capacity can be chosen as B*= Bn/0.8 =1.25Bn to guarantee Rset < RSavg over the 

specified life cycle of 20 years (study period according to the data availability), where Bn 

can be calculated by using Eq. (3.12). From Table 3.12, it can be observed that, if DoD ≥ 

50% is taken, the life cycle of battery bank might be much shorter than 20 years, that is to 

say, the SAPV system needs several sets of the battery bank for regular operation over 20 

years. For example, if a set of battery bank with Bac = 12 hours and DoD = 50% is employed 

in the SAPVP systems, the cycle life of the battery bank is 1800 times and NoCS of the 

battery bank is above 300 times, then the life cycle of one set of battery bank will be less 

than 6 years. Therefore at least 4 sets of battery banks are needed. According to Table 3.12 

and Figure 3.11, the most cost-effective final battery capacity B* in our case study is figured 

out using Eq. (3.19) and the results of most cost-effective final battery capacity B* is listed 

in Table 3.13,  

According to Figure 3.10 (d) and Table 3.7, 3.12 and 3.13, the results of the optimal 

sizing of the SAPVP systems at Houston are given in Table 3.14. It can be found from Table 

3.14 that, the minimum COE of 0.059 $⋅kWh-1 occurs at Bac =17 Hours, DoD = 20%, and α 
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= 1.2. Therefore, taking the QTI impacts of solar power variability into consideration, the 

results of optimal sizing of the SAPVP system at Houston are: (i) according to Table 3.13, 

the final battery capacity would be chosen as B* = 7.72Bac���≈ 67.7 kWh; (ii) according to 

Table 3.7, the area of PV panel is α ×10.87 ≈ 13.04m2. 

Table 3.13  
Most cost-effective final battery capacity B*. 
 

Bac (hours) DoD (%) NB B* (kWh) 

1 ~11 50 1 3.03Bac��� 

12 ~ 19 100 2 3.03Bac��� 

20 ~ 32 80 1 1.89Bac��� 

≥ 33 100 1 1.51Bac��� 

 

Table 3.14  
COES with different PV panel size factor and active battery capacity. 
 

Battery bank 
Capacity 

COES ($/kWh) 

DoD 
(%) 

Bac 
(Hours
) 

α=1.0 α=1.1 α=1.2 α=1.3 α=1.4 α=1.5 α=1.6 α=1.7 α=1.8 α=1.9 α=2.0 

50 ≤13 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 
50 14 n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 0.087 
50 15 n/a n/a n/a n/a n/a 0.080 0.082 0.083 0.085 0.086 0.088 
50 16 n/a n/a n/a 0.080 0.081 0.082 0.083 0.084 0.086 0.087 0.089 
20 17 n/a n/a 0.059 0.060 0.062 0.063 0.064 0.066 0.067 0.069 0.070 
20 18 n/a n/a  0.061 0.062 0.063 0.064 0.066 0.067 0.068 0.070 0.071 
20 19 n/a n/a 0.063 0.064 0.065 0.066 0.067 0.068 0.070 0.071 0.072 
20 20 n/a 0.064 0.065 0.065 0.066 0.067 0.069 0.070 0.071 0.072 0.074 
20 21 n/a 0.066 0.067 0.067 0.068 0.069 0.070 0.071 0.073 0.074 0.075 

≥ 20 ≥ 22 
≥ 
0.088 

≥ 
0.068 

≥ 
0.069 

≥ 
0.069 

≥ 
0.070 

≥ 
0.071 

≥ 
0.072 

≥ 
0.073 

≥ 
0.074 

≥ 
0.076 

≥ 
0.077 

 

This case study shows that, the QTI impacts of solar power variability shown in Figure 

3.10 allow us to rapidly locate the explicit constraint of battery capacity and then 

significantly reduce the search computation burden in the optimal sizing of SAPVP systems. 

3.8 Summary   

The variability of intermittent wind and solar power has significant impacts on the 

power supply reliability and system costs of standalone wind/solar power systems. In this 
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chapter, this study investigates the impacts of the wind and solar power variation on the 

optimal sizing of the standalone wind/solar power systems based on the proposed variability 

quantification measures in Chapter 2. Taking the impacts of wind and solar power variability 

into consideration, big data simulations of the six SAWP and six SAPVP systems with the 

same residential load demand at the six sites were carried out to reveal the dependency 

between the sizing of the system components (i.e., the battery and the wind turbines/PV 

panels) and the power supply reliability. The case studies of optimal sizing of the SAWP 

system at Chicago and optimal sizing of the SAPVP system at Houston were carried out to 

demonstrate the feasibility of the proposed methods, which aims is to minimize the system 

cost while satisfying the requirement of power supply reliability. It has been found from the 

study that: 

I. The variability parameters for wind/solar power, such as interannual variations, 

fluctuation rate, and cumulative energy distribution index, are applied to the optimal 

sizing of standalone wind/solar power systems. 

II. Big data based spectrum analysis of wind power and load power indicates that the 

wind/solar power variation dominates the mismatch power of standalone wind/solar 

power systems in the case of PWavg/PSavg > ���. Thus, the power fluctuation mitigation 

of standalone wind/solar power systems can be simply treated as the filtering of 

wind/solar power harmonics. 

III. Mixing wind and solar power can improve the power supply reliability of standalone 

hybrid wind and solar power systems. However, the optimal mixed wind and solar 

ratio vary with the increase of battery capacity and the site location so that it is hard 

to size it. 

IV. The power supply reliability of the SAPVP system generally decreases with the 

increase of latitude. A higher cumulative energy distribution index DSavg(j) is 

corresponding to a faster ramping rate of RS versus Bac.  

V. A higher cumulative energy distribution index DREavg(j) is corresponding to a faster 

ramping rate of the power supply reliability RRE against active battery capacity Bac. 

VI. The rank of RREavg is reversely consistent with the rank of FREmean. With the same Bac 

and α, the higher FREavg is, the lower RRE is. The fluctuation rate can provide a useful 
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quality indicator to the renewable energy resources assessment for the development 

of standalone wind/solar power systems. 

VII. The dependence of RW/RS on Bac and α of SAWP/SAPVP systems can be considered 

as QTI responses, which can be used to quickly determine the explicit constraints of 

the minimization of the cost function and significantly reduce the computation in the 

optimal sizing of SAWP/SAPVP systems. 
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Chapter 4  

Implications of variability on grid integration of wind 

and solar power  

4.1 Introduction 

Integration costs that consist of variability costs and uncertainty costs is an important 

part of the total economic costs of wind and solar power. The growth of wind and solar 

energy penetration has led to variability costs play a bigger role in integration costs, 

especially the large time scale variability costs become non-negligible when energy 

penetration is high (≥ 30%).  

This chapter attemptS to employ the cumulative energy distribution index to evaluate 

the variability costs for the integration of high penetration level wind/solar power into power 

grids. Different from standalone wind/solar power systems, flexible resources which include 

energy storage facilities, dispatchable power generators, and demand side management, are 

used to mitigate wind/solar power variability and improve the power grid flexibility for the 

power system integration. Big data simulations of the Electric Reliability Council of Texas 

power system (ERCOT) in 2018 reveal the impacts of grid flexibility on wind/solar energy 

curtailment rate and capacity factor at different penetrations. The maximum wind/solar 

energy penetration can be roughly determined according to the requirements of the 

wind/solar power capacity factor and energy curtailment of the power systems with specific 

flexibility. A case study of 70% grid flexibility with 20 wind farms and 10 solar plants 

interconnected ERCOT power system shows that the developed large time scale variability 

costs index can be used to estimate the variability cost when wind and solar energy 

penetration is between 30% to the maximum penetration. 

4.2 Grid-connected wind and solar power systems 

4.2.1 ERCOT power grid 

Electricity generated from power plants transfers through a complex network of 

electricity substations, transmission lines, and distribution transformers before it powers the 

end-load users. In the United States, the power system consists of more than 7,300 power 

plants, nearly 160,000 miles of high-voltage transmission lines and millions of transformers, 
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which connect 145 million customers. The electrical power grid that powers North America 

is composed of multiple local synchronous grids as shown in Figure 4.1 [164]. Each area is 

specified to use 60 Hz power [165]. Local power grids are interconnected to form larger 

networks for reliability and commercial purposes. The United States power system in the 

lower 48 states is made up of three main interconnections that are Eastern Interconnection, 

Western Interconnection and Texas Interconnection. Basically, these three main power 

interconnections are quite independent and do not directly transfer electrical power to each 

other frequently [166]. Eastern Interconnection consists of the Northwest power grid, 

Southwest power grid and California power grid with the peak load is about 470,000 GW in 

2011 [167]. Western Interconnection consists of Southwest Power Pool (SPP), Midcontinent 

Independent System Operator (MISO), SERC Reliability Corporation (SERC), Florida 

Reliability Coordinating Council (FRCC), PJM Interconnection (PJM), New York energy 

law (NYISO) and ISO New England (ISO-NE) with the peak load is about 130,000 GW in 

2011 [167]. Texas Interconnection consists of the Electric Reliability Council of Texas 

(ERCOT) with the peak load is about 64,000 GW in 2011 [167]. Note that because Texas 

Interconnection only consists of ERCOT, ERCOT can directly refer to Texas 

Interconnection.  

 

Figure 4.1 Map of North America electric power grid [164]. 
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The actual operation of the electric system in the USA is managed by entities called 

balancing authorities. Most, but not all, balancing authorities are electric utilities that have 

taken on the balancing responsibilities for a specific portion of the power system. All of the 

regional transmission organizations in the United States also function as balancing 

authorities. ERCOT is unique in that the balancing authority, interconnection, and the 

regional transmission organization are all the same entity and physical system. In addition, 

ERCOT provides publicly available data that can cover the year of 2018. Since the power 

grid structure and load requirements of ERCOT have not changed much during a long period, 

ERCOT is a good research object for grid-connected wind and solar power. 

 

Figure 4.2 Hourly load demand of ERCOT in 2018. 

 

A reliable electric power system needs to ensure the generation-demand balance 

during the operation. Figure 4.2 illustrates the hourly load demand PL of the ERCOT in 2018 

[168]. ERCOT services about 20 million customers and the total annual electricity 

consumption and demand profile have been relatively stable for many years. Meanwhile, 

Texas has great wind/solar resources and the ERCOT has a very small import-export 

capacity (less than 1 GW) [99] to the other power system in the United States which means 

nearly all of the electricity generated in ERCOT requires to be self-consumption. In addition, 

the electricity market of the ERCOT has a dynamic energy balancing price which means the 

variability of wind and solar power will further affect the system economics.  
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In order to meet the load demand likes Figure 4.2, three types of power plants are 

introduced to form a relatively complete grid structure, which are baseload power plants, 

intermediate power plants and peaking power plants [169]. These three types of power plants 

are required to meet the constant load demand, power fluctuations on different time scales, 

and seasonal demand peaks separately. In addition, utilities need to keep some operating 

reserves for contingencies and frequency regulation. Therefore, there are some power plants 

required to maintain operating throughout the year in order to ensure that the power grid has 

sufficient operating flexibility. 

4.2.2 Wind and solar data 

For the analysis and estimation of wind/solar variability, the actual wind speed data 

and solar irradiation with a sampling time interval TS = 1 hour are obtained from the WIND 

Toolkit and the NSRDB. This study employs wind and solar resources data of ERCOT for 

the year 2008, and all the selected power plant locations are generally the locations of the 

actual power plant that are operating or under construction. Moreover, because this study 

focuses on the impacts of wind and solar power variability, this study assumes that sufficient 

transmission capacity is constructed, and transmission and distribution losses are zero. 

Meanwhile, the dispatchable generators are able to follow the power ramp rate of wind and 

solar power in the simulations.   

a. Wind farm locations 

Figure 4.3 shows 20 selected onshore wind farm locations in ERCOT for further 

simulations. Moreover, in general, wind energy penetration is larger than other variable 

renewable energy which makes wind power becoming the main trend of variable renewable 

energy. Thus, in most power grids, the installed capacity of wind power is much larger than 

the installed capacity of other renewable energy sources. In this case, this study specifically 

explores the impacts of the interconnection of wind power. Five, ten, fifteen wind farms 

distribute in three areas surrounded by dotted lines of red, green and purple respectively as 

shown in Figure 4.3. The impact of different scales of interconnected wind farms (5, 10, 15, 

20 interconnected wind farms) will be explored. The output power of all these wind farms 

is modeled from the 3TIER model which belongs to WIND Toolkit. 3TIER model is 

developed based on Vestas V90 3MW turbines, which have auxiliary equipment that 

guarantees the power ramp rate of the wind power will be controlled within the acceptable 

range of the power system. Note that because this chapter explores the impact of variability 
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on grid-connected wind power, this study assumes that all wind farms have the same amount 

of wind turbines. 

 

Figure 4.3 Geographical locations of 20 selected wind farms in ERCOT and selected groups 
of different scales of interconnected wind farms. 

 

b. Solar plant locations 

 

Figure 4.4 Geographical locations of 10 selected solar plants in ERCOT. 
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Figure 4.4 shows 10 selected solar plant locations in ERCOT for further simulations. 

The output power of these solar plants is modeled by 100-kW Grid-Connected PV Array 

model in Matlab. Same as 3TIER model, the solar power model guarantees the power ramp 

rate of solar power will be controlled. Note that because this chapter explores the impact of 

variability on grid-connected solar power, this study assumes that all solar plants have the 

same size. 

4.2.3 System parameters 

Reliable electric power system operation requires a mix of power plants that can 

respond to the continually varying demand for electricity as well as provide operating 

reserves for contingencies. Generally, power plants of the power grid can be divided into 

three types: baseload generator (meeting the constant demand), intermediate load generator 

(meeting the daily variation in demand), and peaking generator (meeting the peak 

summertime demand). 

Moreover, in order to meet daily, weekly, and seasonal variations in load demand, 

utilities must keep additional power plants available (generally about 3% to 10% of system 

load [170]) to meet unforeseen increases in load demand and other contingencies. These 

additional power plants are often referred to as operating reserves, which can deal with 

frequency regulation (the ability to respond to small, random fluctuations around normal 

load), load-forecasting errors and so on [171].  

a. Grid flexibility 

Grid flexibility can be defined as the ability of the power system to respond to the 

variation and uncertainty of net load. The minimum output power of baseload generators, 

intermediate load generators, peaking generators and operating reserves determine the grid 

flexibility. Hence, if the minimum power generation of a power system can be reduced to a 

reasonably low level while ensuring system reliability, then this power system will be 

considered to have high grid flexibility. In practice, the minimum power generation of the 

power system is subject to various restrictions and it is difficult to reach a particularly low 

level. For instance, many thermal plants are responsible for district heating which means 

many units have to operate at a high output level no matter how much the load demand is. 

In some regions that have good freshwater resources, during the rainy season, many hydro 

units need to operate in full output power to reduce system cost and flood pressure. In 
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addition, transmission constraints in the power system can affect grid flexibility. For some 

grids with small transmission capacity, renewable energy curtailment is relatively higher 

than others, and such a power grid has relatively low grid flexibility as well. In this thesis, 

in order to focus on the impact of renewable energy variability on the power system, this 

study assumes that there is enough transmission capacity to avoid transmission-related 

curtailment. Therefore, grid flexibility can be described as 

min
min

peak

min

100%

100%

G
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G

P
G
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F G

 = ×

 = −

      (4.1) 

where Gmin is the minimum generation level of the power system, PG min is the minimum 

power output from all the generators in the power systems, PL peak is the approximate peak 

load demand within a year, FG is the grid flexibility. Note that this study assumes that the 

composition of power generation in the power system does not change during the experiment 

and PG min keeps constant throughout the year. From Figure 4.2 it can be seen that the peak 

load demand of ERCOT occurs in summer, accounting for 7 × 104 MW, i.e., PL peak is 7 × 

104 MW. 

b. Renewable energy penetration 

To evaluate the proportion of the wind and solar power in the power grid, wind/solar 

energy penetration has been introduced. Because wind and solar power are zero or very low 

carbon emission energy resources and have no raw material cost, most utilities expect that 

wind/solar energy penetration can be increased as large as possible. However, due to grid 

flexibility and market price constraints, for a reliable and economic power system, there is 

an upper limit for the penetration of variable wind/solar energy penetration generally. 

Meanwhile, wind/solar energy penetration can be described for different duration of time 

(monthly, quarterly, annually) but normally, it is specified annually. In this thesis, the annual 

renewable energy penetration is defined as: 
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where pRE is renewable energy penetration and it can be specifically divided into wind energy 

penetration pW, solar energy penetration pS or hybrid wind and solar energy penetration pW&S, 
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PREgen(i) represents the generated power from renewable power and it can be specifically 

divided into generated wind power PWgen(i), generated solar power Psgen(i), and generated 

hybrid wind and solar power PW&sgen(i), PG(i) is gross power generation of the power system.  

Note that for a reliable power system, the power supply should always be able to meet 

the load demand, and the generation-load mismatch within the permissible range can be 

accepted. In order to facilitate the calculation, the hourly power supply is specified to meet 

the hourly load demand completely. Therefore, for the load demand like ERCOT, the annual 

total power generation is equal to the annual total load demand: 

8760 8760

1 1
( ) ( )

G Li i
P i P i

= =
=       (4.3) 

where PL(i) is the gross load demand. 

4.2.4 Economic parameters 

The system economy is the most concerning issue for utilities. Wind and solar power 

can save fuel costs and carbon emissions costs for utilities. However, due to the variability 

of wind/solar power, the wind/solar power output cannot guarantee to meet the load demand 

at any time. Generally, utilities use curtailment rate and capacity factor to evaluate the 

economics of wind and solar power. 

a. Curtailment Rate 

Due to the variability and uncertainty of wind and solar power, sometimes in order to 

respond to the load demand, wind farms and solar plants are forced to generate electricity 

below their full potential in a process known as wind and solar energy curtailment. High 

wind and solar energy curtailment can decrease the economics of wind and solar power so 

that utilities and wind farms/solar plants will set an upper limit for the curtailment. Different 

grid characteristics will affect wind are solar energy curtailment differently. For instance, 

due to the very small import-export capacity of ERCOT, excess wind and solar energy 

cannot be effectively transmitted to the neighboring power grid, so nearly all available wind 

and solar energy that exceeds demand must be curtailed. Therefore, this study defines the 

renewable energy curtailment rate as 
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where CRRE is the renewable energy curtailment rate and it can be divide into wind energy 

curtailment rate CRW, solar energy curtailment rate CRS and hybrid wind and solar energy 

curtailment rate CRW&S, Pcur RE(i) represents the curtailed potential power from renewable 

energy and it can be divided into the curtailed potential power from wind power Pcur W(i), 

solar power Pcur S(i), or hybrid wind and solar power Pcur W&S(i), Pava RE(i) is available 

renewable power and it can be divided into available wind power Pava W(i), available solar 

power Pava S(i), or available hybrid wind and solar power Pava W&S(i). Generally, when the 

penetration of wind/solar power is low, wind/solar energy curtailment rate is usually below 

6% [172]. However, in some regions just like ERCOT, because excess energy cannot be 

shared with other power grid and the wind and solar energy penetration are planned to a high 

level so that the wind/solar energy curtailment rate will be higher than others (usually below 

20%) [173]. 

b. Capacity Factor 

As wind speed and solar radiation fluctuate over time, it is impossible for wind power 

plants and solar power plants to maintain output power at rated power throughout the whole 

year. Therefore, the capacity factor is proposed to evaluate the ratio of wind and solar power 

generation to their rated output power during a year. The renewable energy capacity factor 

can be described as: 
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where CFRE is the capacity factor of renewable energy and it can be divided into wind power 

capacity factor CFW, solar power capacity factor CFS or hybrid wind and solar power 

capacity factor CFW&S, Prat RE(i) is rated renewable power output and it can be divided into 

rated wind power output Prat W(i), rated solar power output Prat S(i), and rated hybrid wind 

and solar power output Prat W&S(i). In this study, the rated power output for a single wind 

turbine and a unit of the PV array is the nameplate capacity of the simulation models that 

are 3MW for wind turbines and 0.1MW for PV arrays. Furthermore, capacity factor also has 

a great impact on the economics of wind/solar power. [100, 174] pointed out that the 
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Levelized cost of energy from wind/solar power is proportional to 1/capacity factor. 

Therefore, the larger the capacity factor, the higher the system cost, and vice versa.  

4.3 Variability of wind and solar power 

4.3.1 Impact of variable renewable generation 

Variable renewable generators (primarily wind and solar power generators) are unlike 

conventional generators. They cannot be dispatched (except by curtailing output) and their 

output varies depending on local weather conditions. Different from standalone wind and 

power systems whose operation is completely running by wind and solar power generation, 

grid-connected wind and solar power are normally hard to reach 50% of the gross power 

generation [175]. Thus, the power variation of the power system mismatch power is not 

dominated by wind and solar power. In fact, the conventional power grid does not have big 

power variation basically because all the conventional generators can follow the variation of 

load demand. However, when intermittent wind and solar power are connected into the 

power grid, conventional generators used to meet the load demand must be able to reduce 

output and accommodate wind and solar generation. Therefore, this study can say that wind 

and solar power are the fluctuation sources of grid power variation. 

 

Figure 4.5 Illustration of the impact of grid flexibility on wind and solar power for (a) load 
configuration, (b) curtailed energy. 
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Figure 4.5(a) shows that for three consecutive days of ERCOT in April 2008, when FG 

is 70% (PG min = 30% × 70000 MW = 21000 MW) the power generators need to meet the net 

load PNet load which is the blue area. It is not difficult to infer that the higher the FG, the greater 

the annual PNet load. Subsequently, from Figure 4.5(b) it can be seen that, net load will directly 

affect the integration of variable renewable power. Excessive variable renewable power 

generation (the power ramp rate of variable renewable output meet the grid standard) and 

small net load may cause a large amount of the curtailed renewable power Pcur RE. Therefore, 

if the power system has insufficient FG, the large amount of available renewable power Pava 

RE may only result in a small generated renewable power PREgen which is uneconomical. 

4.3.2 Quantification of generated wind and solar power variations 

For a reliable power system, intermittent and uncertain wind and solar power are 

equivalent to a noise source that needs to be filtered. Although the stochastic intermittence, 

annual wind and solar power is quasi-periodic at different timescales as mentioned in 

Chapter 2. Thus, quantifying the power harmonics of wind and solar power in the frequency 

domain is quantifying the power variation of the power grid (the DC component does not 

cause power variation). For further analysis, the normalized annual wind and solar power 

generation data with sampling interval TS = 1 hour is defined as 
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where PN-REgen(i) denotes normalized renewable power generation and it can be divided into 

normalized wind power generation PN-Wgen, normalized wind power generation PN-Sgen and 

normalized hybrid wind and solar power generation PN-W&Sgen. 

As mentioned in Chapter 2, using FFT, PN-REgen(i) in the time domain can be 

transformed into a set of power harmonics data hREgen(i) with i=1, 2, …, 4379 in the 

frequency domain and the DC component hREgen(0) =1/8760 at 0 Hz:  
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This implies that the wind and solar power output can be treated as a power harmonics 

source so that the energy fluctuations of wind and solar power at various time scales can be 
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quantified. Thus, a proposed cumulative energy distribution index DREgen (j) for annual 

generated wind and solar power can be used to quantify the variability of grid-connected 

wind and solar power on different time scales which is defined as below 
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where eREgen(i) with i=1, 2, …, 4379 is the energy of i-th order generated renewable power 

harmonic; DREgen(j) with j=1, 2, …, 4379 denotes cumulative energy distribution index  

within [f(j), 1.39×10-4] Hz. The time scale of cumulative wind/solar power harmonics that 

have a higher frequency than of i-th order renewable power harmonics can be defined as T(i) 

= 1/f(i). Due to the ancillary services in different power systems have their own power ramp 

rate and capacity, the variability of renewable power in what time scale should be mitigated 

with high priority should be determined by the characteristics and structure of the specific 

power grid. 

 

Figure 4.6 Schematic diagram of cumulative energy distribution index of 70% grid flexibility, 
20% wind energy penetration 20 interconnected wind farms in 2008 ERCOT power system. 

(a) The power spectrum of generated wind power and (b) DWgen varies with the change of the 
frequency. 

 

The developed cumulative energy distribution index DREgen(j) is transforming the 

annual renewable energy generation for each frequency band into the frequency domain and 

accumulate energy fluctuations from high frequencies to low frequencies. Figure 4.6(b) 

shows an accumulation result of wind energy fluctuations in the frequency domain. System 
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operators and designers can quickly find the amount of total wind energy fluctuations for a 

specific frequency band via DWgen(j). Figure 4.6(a) also shows that some obvious spikes 

occur at frequencies of 1.16×10-5 Hz (24 hours), 2.32×10-5 Hz (12 hours) and 4.63×10-5 Hz 

(6 hours). This implies that generated wind energy will be affected by the 24-hour cycle of 

load demand. Moreover, Figure 4.6(b) revealed the total energy the ratio of fluctuation 

within 24 hours, 12 hours and 6 hours to the gross energy fluctuations.  

4.3.3 Impact of wind and solar power penetration 

The load demand in the power grid can be roughly divided into two categories: 

residential demand and industrial demand. Resident demand has a significant 24-hour 

pattern and takes a non-negligible weight in the total load demand. In order to ensure that 

the generator output power of the power grid is relatively smooth to reduce voltage and 

frequency oscillations, the industrial load usually also presents a 24-hour pattern to fill the 

valley of the total load demand [176-178]. Thus, the total load demand of the power grid 

also shows the profile of the 24-hour pattern which can be seen from the harmonic spikes in 

Figure 4.6(a) as well. In this section, this study will evaluate the cumulative energy 

distribution index DREgen(j) at frequencies of 1.16×10-5 Hz (24 hours) in different scenarios.  

a. Wind power interconnection 

Figure 4.7 shows DWgen at frequencies of 1.16×10-5 Hz (24 hours) against various wind 

energy penetration for 5, 10, 15, 20 interconnected wind farms under different grid 

flexibility. Basically, energy fluctuation within a day requires operating reserves to mitigate, 

which brings higher dispatch costs, and fluctuations on a larger time scale are easily balanced 

by the power grid. It can be seen from Figure 4.7 that for different grid flexibility wind power 

systems, the limits of maximum wind energy penetration is quite different. Higher grid 

flexibility can lead to higher maximum wind energy penetration. Figure 4.7(a)-(d) show that 

when the grid flexibility is between 100% to 70%, DWgen can maintain almost constant before 

a certain wind energy penetration, that are 39% under 100% FG, 31% under 90% FG, 20% 

under 80% FG, 11% under 70% FG separately. However, when grid flexibility is low (FG = 

50%, FG = 60%), DWgen will become larger and no more constant interval of DWgen remain 

for different wind energy penetration. This implies that when the system has sufficient FG, 

the DWgen within a 24-hour time scale has a constant interval with the increase of wind energy 

penetration. Increasing the wind energy penetration within this interval will not bring 

additional DWgen. 



Chapter 4 
Implications of variability on grid integration of wind and solar power 
 

113 

 

  5 Interconnected Wind Farms 10 Interconnected Wind Farms

10 Interconnected Wind Farms 20 Interconnected Wind Farms

0 50 100

p
W

(%)

0

5

10

(a)

0 50 100

p
W

(%)

0

5

10

(b)

0 50 100

p
W

(%)

0

5

10

(c)

0 50 100

p
W

(%)

0

5

10

(d)

39

20

31

11

0 50 100

p
W

(%)

0

5

10

(e)

0 50 100

p
W

(%)

0

5

10

(f)

 

Figure 4.7 DWgen against various wind energy penetration for 5, 10, 15, 20 interconnected 

wind farms at 1.16×10-5 Hz (24 hours)  under (a) 100%, (b) 90%, (c) 80%, (d) 70%, (e) 60%, (f) 
50%  grid flexibility. 

 

In addition, it can be seen that, the increase in the number of interconnected wind farms 

can help the power grid improve the maximum wind energy penetration. Moreover, this 

study can find that, as the number of interconnected wind farms increases, DWgen decreases 

slightly under different grid flexibility. However, with the scale of interconnected wind 

farms becomes increasing, the decrease of DWgen tends to coincide. These imply that, the 

increase in the interconnection scale of wind farms can improve the maximum wind energy 

penetration in the power grid, and reduce the DWgen properly but as the number of 

interconnected wind farms increase, this reduction tends to saturate.  
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b. Wind and solar interconnection 
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Figure 4.8 DW&Sgen against 10/0, 9/1, 8/2, 7/3, 6/4, 5/5 Wind/Solar mixed proportion in 24 hours’ 
time scale under (a) 100%, (b) 90%, (c) 80%, (d) 70%, (e) 60%, (f) 50% grid flexibility. 

 

Fig. 4.8 show DW&Sgen at 24 hours’ time scale against various wind and solar energy 

penetration for different wind/solar mixed proportion under different grid flexibility. It can 

be seen from Figure 4.8(a)-(e) that, comparing with the pure wind power system, hybrid 

wind and solar power cannot reduce the DW&Sgen properly at all wind and solar energy 

penetration. When wind and solar energy penetration is low, mixed wind and solar power 

can slightly improve the reduction of DW&Sgen, but when wind and solar energy penetration 

is high, pure wind power systems have fewer power fluctuations. Figure 4.8(f) shows that 

when grid flexibility is insufficient, pure wind power systems always have smaller DW&Sgen 

than hybrid systems. Moreover, the constant interval of DW&Sgen still exists for hybrid wind 
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and solar power systems, which are that are 42% under 100% FG, 31% under 90% FG, 19% 

under 80% FG, 10% under 70% FG separately 

c. Additional energy storage 

 

Figure 4.9 DWgen against various wind energy penetration under 100% grid flexibility with or 
without 6 hours energy storage. 

 

The previous results show that improve grid flexibility can effectively improve wind 

and solar energy penetration. However, if the system operators and planners expect to 

achieve a very high wind/solar energy penetration, energy storage is widely recognized as 

the ideal solution. There are so many energy storage technologies available or under 

development, but cost constraints have prevented energy storage from being used on a 

conventional utilization so far. Therefore, how to assemble energy storage can effectively 

improve the penetration of wind and solar power has become a challenging issue. 

Figure 4.9 shows DWgen (20 interconnected wind farms) against various wind energy 

penetration under 100% grid flexibility with or without 6 hours energy storage. Note that, 

herein, the 6 hours energy storage is the energy storage capacity equivalent to 6 hours times 

actual wind power installed capacity. For instance, if the actual wind power installed 

capacity is 30 GW, the capacity 6 hours energy storage will be 180 GWh. The results show 

that, energy storage can effectively reduce power fluctuations which lead DW to decrease. In 

addition, the maximum wind energy penetration can be improved.  
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4.4 Simulation results and decisions 

Big data simulations for the ERCOT system in 2008 explore the impacts of grid 

flexibility, the different number of interconnected wind farms and hybrid wind/solar power 

on wind/solar energy penetration, curtailment rate, capacity factor and variability 

distribution index. All the wind and solar power data have been introduced in Section 3. The 

grid flexibility has been selected from 50% to 100% to cover the actual system situations 

and high-level grid flexibility situations. Four groups of the different numbers of 

interconnected wind farms have been selected as shown in Figure 4.3. Moreover, for ERCOT 

and most of the power systems, the energy penetration of solar power is still relatively small 

comparing to wind power. Thus, the wind/solar mixed proportion for the hybrid system in 

this study has been limited between 10/0 to 5/5. 

4.4.1 Wind power interconnection 

Figure 4.10 shows the wind energy curtailment rate varies with the increase of wind 

energy penetration in four interconnected wind farms scenarios (5, 10, 15, 20 interconnected 

wind farms) in different grid flexibility. The total maximum installed capacity of 20 selected 

interconnected wind farms has been set to 600GW (Texas has more than 1000GW actual 

wind energy resource [99]). It can be seen that, when grid flexibility is low (FG = 50%, FG 

= 60%), before the wind energy penetration rate beyond 20%, the wind energy curtailment 

rate exceeds 20%, and it maintains a very rapid growth with the increase of the wind energy 

penetration. On the other hand, when grid flexibility is high (FG = 90%, FG = 100%), the 

wind energy curtailment rate exceeds 20% when wind energy penetration larger than 50%, 

the growth of it is much smoother comparing with low grid flexibility scenario. Thus, for 

the interconnected wind farms in this paper, the increase in grid flexibility can significantly 

reduce the wind energy curtailment rate, and can help utilities increase the upper limit of 

wind energy penetration. 

In addition, it can be seen that, for four interconnected wind farms scenarios, the higher 

the grid flexibility, the smoother the growth of wind energy curtailment rate. Meanwhile, 

when grid flexibilities are 100%, 90%, 80%, 70%, wind energy curtailment can maintain 

about zero before the wind energy penetration increase to 39%, 31%, 19%, 10%. Moreover, 

higher grid flexibility will mitigate wind energy curtailment at the same wind energy 

penetration which leads to improvement of the high penetration wind energy integration. 

Figure 4.10 also implies that multi-location, long-distance wind farm interconnection can 
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reduce wind energy curtailment rate, but with the increase of the number of interconnected 

wind farms, this reduction tends to saturate.  

  5 Interconnected Wind Farms 10 Interconnected Wind Farms

10 Interconnected Wind Farms 20 Interconnected Wind Farms  

Figure 4.10 Wind energy curtailment rate against various wind energy penetration for 5, 10, 
15, 20 interconnected wind farms under (a) 100%, (b) 90%, (c) 80%, (d) 70%, (e) 60%, (f) 50%  

grid flexibility. 

 

Figure 4.11 shows the wind power capacity factor varies with the increase of wind 

energy penetration in four interconnected wind farms scenarios (5, 10, 15, 20 interconnected 

wind farms) in different grid flexibility. It can be seen that, when grid flexibility is low (FG 

= 60%), the maximum value of the wind energy capacity factor is only about 30%, and it 

reaches a minimum value which is about 1.5% when the wind energy penetration is about 

20%. And it maintains a very rapid growth with the increase of wind energy penetration. 

However, when grid flexibility is high (FG = 90%, FG = 100%), the wind energy capacity 

factor can maintain a maximum value of 40% when the wind energy penetration does not 
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exceed 30%. In addition, the wind energy capacity factors of these two high flexibility power 

systems only fell to the trough of 6% and 7% when wind energy penetration reaches 80% 

and 96% respectively. Moreover, with the increase of grid flexibility, the reduction of wind 

energy capacity factor caused by the increase of wind energy penetration becomes smoother. 

Thus, for the interconnected wind farms, the increase of grid flexibility can improve the wind 

energy capacity factor only when wind energy penetration exceeds a certain value. 

  5 Interconnected Wind Farms 10 Interconnected Wind Farms

10 Interconnected Wind Farms 20 Interconnected Wind Farms  

Figure 4.11 Wind energy capacity factor against various wind energy penetration for 5, 10, 
15, 20 interconnected wind farms under (a) 100%, (b) 90%, (c) 80%, (d) 70%, (e) 60%, (f) 50%  

grid flexibility. 

 

In addition, it can be seen that, for four interconnected wind farms scenarios, the higher 

the grid flexibility, the smoother the decline of wind power capacity factor. Similar to wind 

energy curtailment rate, when grid flexibilities are 100%, 90%, 80%, 70%, wind power 

capacity factor can maintain constants before the wind energy penetration increase to 42%, 
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33%, 21%, 10%. Moreover, Figure 4.11 also shows for 100%, 90%, 80%, 70%, 60%, 50% 

grid flexibility, the wind power capacity factor of 20 interconnected wind farms is lower 

than less interconnected wind farms scenarios when the wind energy penetration is low. 

However, when the wind energy penetration beyond 61%, 51%, 40%, 30%, 19%, 10% in 

each case, 20 interconnected wind farms have a better capacity factor. This implies, 

increasing the number of interconnected wind farms will only improve the wind power 

capacity factor when wind energy penetration beyond a specific value, and the more flexible 

the system is, the higher the wind energy penetration allowed.  

4.4.2 Wind and solar power interconnection 
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Figure 4.12 Wind and solar energy curtailment rate against various wind and solar energy 
penetration in different Wind/Solar combinations under (a) 100%, (b) 90%, (c) 80%, (d) 70%, 

(e) 60%, (f) 50%  grid flexibility. 
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Figure 4.12 shows how wind and solar energy curtailment rate changes with different 

proportions of additional solar power against the increase of wind and solar energy 

penetration under different grid flexibility. Note that in this thesis, the combination ratio of 

wind/solar refers to the ratio of wind/solar installed capacity. It can be seen that, for different 

grid flexibility, wind-solar hybrid power systems always have lower energy curtailment than 

wind-only power systems. Among Figure 4.12, Figure 4.12(a)-(c) show that when the grid 

flexibility is selected from 100% to 80%, the 7/3 wind-solar combination can bring the 

lowest energy curtailment rate. Figure 4.12(d)-(f) show that when the grid flexibility is 

selected from 70% to 50%, the 6/4 wind-solar combination can bring the lowest energy 

curtailment rate. Furthermore, Figure 4.12(a)-(b) show that for optimal mixed wind/solar 

hybrid systems, the constant interval of curtailment rate in high grid flexibility power system 

(FG = 100%, FG = 90%) is slightly larger than pure wind power system. 

Wind/Solar: 10/0 Wind/Solar: 9/1 Wind/Solar: 8/2

Wind/Solar:   7/3 Wind/Solar: 6/4 Wind/Solar: 5/5  

Figure 4.13 Wind and solar energy capacity factor against various wind and solar energy 
penetration in different Wind/Solar combinations under (a) 100%, (b) 90%, (c) 80%, (d) 70%, 

(e) 60%, (f) 50%  grid flexibility. 
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Figure 4.13 shows how wind and solar energy curtailment rate changes with different 

proportions of additional solar power against the increase of wind and solar energy 

penetration in different grid flexibility. Figure 4.13(a)-(d) show that, 100% - 770% grid 

flexibility, pure wind power systems always have a high capacity factor, and even when the 

wind/solar energy penetration reach to a high level it still has a good capacity factor which 

is very closed to hybrid systems. Moreover, As the proportion of additional solar power 

increases, wind/solar power capacity factor keep decrease, 5/5 mixed wind/solar power 

system have the worst capacity factor all the time. This is because the capacity factor of solar 

power is generally much small than the wind power capacity factor due to the solar diurnal 

cycle. However, Figure 4.13(e)-(f) show that, if grid flexibility is 60% and 50%, when wind 

and solar energy penetration beyond 23% and 9%, hybrid wind/solar power systems have a 

better capacity factor than pure wind systems. In general, hybrid wind/solar power cannot 

effectively improve the capacity factor in all situations. 

4.4.3 Additional energy storage 

Figure 4.14 shows wind energy curtailment rate and wind power capacity factor 

against various wind energy penetration under 100% grid flexibility with or without 6 hours 

energy storage. It can be seen that, for both wind energy curtailment rate and wind power 

capacity factor, install energy storage cannot make any improvement before the wind energy 

penetration reaches 40%. This implies that, energy storage cannot bring any technical-

economics brief when the wind energy penetration is not enough (still in the constant 

interval). However, energy storage can indeed improve wind energy curtailment rate and 

wind power capacity factor in high penetration situation and the maximum energy 

penetration can be improved as well.   

 

Figure 4.14 (a) Wind energy curtailment rate and (b) wind power capacity factor against 
various wind energy penetration under 100% grid flexibility with or without 6 hours energy 

storage. 
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4.5 Cumulative energy distribution index for optimal 
penetration estimation 

Optimal penetration range

 

Figure 4.15 An example of an optimal penetration range (constant interval) for 20 
interconnected wind farms with 100% grid flexibility. 

 

Comparing the cumulative energy distribution index and the two economic parameters 

(curtailment rate and capacity factor) this study can find a similar constant interval with the 

increase of renewable energy penetration for interconnected wind or interconnected wind 

and solar power. However, with additional energy storage, the cumulative energy 
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distribution index will be reduced at any wind/solar energy penetration level, but the 

improvement of two economic parameters is observed only when the energy penetration 

level beyond the constant interval. Thus, the cumulative energy distribution index can be 

used to simplify the optimization of wind and solar energy penetration. Figure 4.15 shows 

an example of 20 interconnected wind farms with 100% grid flexibility. Generally, with the 

increase of wind energy penetration in the constant interval, system cost will increase quasi-

linearly, because the wind energy curtailment and capacity factor keep constant within this 

penetration range. Furthermore, in this constant interval, adding energy storage will not 

reduce the system cost. 

4.6 Novel calculation of variability costs 

Figure 4.16 describes the process of the calculation of the variability costs for grid-

connected wind and solar power systems. Note that the economic constraints of the 

variability cost have been assumed to the capacity factor and the curtailment rate of the wind 

and solar power. If the system can meet the economic requirements, the variability costs of 

the wind and solar power can be easily calculated via Eq. (4.9).     

Load demand data
Wind and solar 

power output data
A given FG   

Figure out CRW&S 
against pW&S shown 

Figure 4.12

Figure out CFW&S 
against pW&S shown 

Figure 4.13

Determine the maximum pW&S to let it meet 
CRW&S ≤  CRW&S-set and CFW&S ≥ CFW&S-set 

Figure out DW&Sgen 
against pW&S shown 

Figure 4.8

Calculate CV from 30% pW&S to 

maximum pW&S at objective  time scales 
TV using Eq. (4.9)

 

Figure 4.16 Calculating variability costs using the proposed approach. 
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The total economic costs are a primary concern of wind and solar power system 

operators. With variability costs of wind and solar power shifting from the end-user side to 

power generation and transmission side, exploring the variability cost caused by intermittent 

wind and solar power becomes particularly important. Due to proposed cumulative energy 

distribution index for renewable power can directly quantify power variations, so that the 

variability costs of renewable power can be described as  

8760

1
8760

1

( ) ( )
( )

( )

BES REgen REgeni

V BES REgen

REgeni

P D j P i
C P D j

P i

=
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⋅ ⋅
= = ⋅

     (4.9) 

where CV is the variability costs, PBES is the balancing energy services prices.  

Generally, for economic considerations, for a renewable power system with 

determined grid flexibility, there are economic constraints for renewable energy curtailment 

rate and capacity factor: 

RE RE set

RE RE set

CR CR

CF CF

−

−

≤
≥       (4.10) 

where CRRE-set is the specified maximum renewable energy curtailment, CFRE-set is the 

specified minimum renewable power capacity factor. 

A case study for 20 interconnected wind farms and 10 additional interconnected solar 

plants with 6/4 mixed proportion in assumed 70% grid flexibility ERCOT in 2008 

demonstrate the calculation of variability costs. The process of the calculation is drawn as a 

flow chart in Figure 4.16. CRRE-set and CFRE-set have been reasonably set to 20% and 30% 

separately. According to Figure 4.12(d) and Figure 4.13(d), the maximum wind and solar 

energy penetration are limited to about 30% to meet these constraints. In addition, according 

to [102], PBES of the ERCOT in 2008 is 53.54$/MWh. The results are listed in Table 1. It 

can be seen that, with the increase of selected time scale TV for CV, CV increase significantly 

from average cost of 4.36$/MWh to the average cost of 11.6$/MWh. Meanwhile, with the 

increase of wind and solar power penetration, the CV rises monotonously. Note that in this 

case study, this study assumes that only the power variation that below 6 hours will be 

charged. Due to the availability of the renewable energy source and load data, the highest 

resolution can only be 3-hour. 
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Table 4.1  
3-hour to 6-hour variability costs with grid flexibility= 70%, 6/4 mixed wind/solar power 
system, and penetration level from 30% to maximum. 
 

CV ($/MWh) pW&S = 30% pW&S = 35% pW&S = 40% pW&S = 45% pW&S = 50% 

TV = 3 hours 4.1 4.1 4.3 4.5 4.8 

TV = 4 hours 6.9 6.9 7.2 7.4 7.9 

TV = 5 hours 9.2 9.6 9.9 10.0 10.5 

TV = 6 hours 11.1 11.1 11.3 11.9 12.6 

 

4.7 Summary  

This chapter uses the proposed cumulative energy distribution index to measure the 

variability of wind and solar power in ERCOT. The cumulative energy distribution index is 

proved to have a similar constant interval of energy penetration to energy curtailment and 

capacity factor for wind and solar power. Within this constant interval, the increase in the 

wind and solar energy penetration will lead to quasi-linear growth of system costs. Therefore 

the cumulative energy distribution index can be used to determine the optimal wind and solar 

energy penetration range quickly. It found that adding energy storage can only effectively 

improve the wind and solar energy penetration when energy penetration beyond the constant 

interval. On the other hand, within the constant interval, increasing grid flexibility is an 

effective way to improve wind and solar penetration. Therefore, the cumulative energy 

distribution index can also provide a benchmark for the planning of energy storage or grid 

flexibility. Meanwhile, the impacts of grid flexibility and energy storage on wind and solar 

energy curtailment rate and wind and solar power capacity factor is revealed. It has been 

found from the study that 

I. Increasing grid flexibility can significantly reduce wind and solar energy curtailment 

rate and improve wind and solar power capacity factor. Subsequently, the maximum 

penetration of wind and solar energy can be improved. In addition, energy storage 

can only be an effective method to improve wind and solar energy penetration when 

the wind and solar energy penetration beyond the constant interval that determined 

via the proposed cumulative energy distribution index. 
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II. Large scale interconnection of wind power can reduce wind energy curtailment rate, 

but only can improve wind power capacity factor when wind energy penetration 

exceeds a specific value.  

III. Interconnecting additional solar power plants will not bring much change to the wind 

and solar energy curtailment rate. Additional solar power plants only could reduce 

wind and solar power capacity factor at the low wind and solar energy penetration, 

and only could improve wind and solar power capacity factor when wind and solar 

energy penetration exceeds a certain value. Moreover, only with a specific mixed 

proportion of wind and solar power, the wind and solar power variations can be 

mitigated. For a hybrid system with a grid flexibility of 70%, the optimal wind/solar 

mixed proportion is 9/1.  

IV. The proposed cumulative energy distribution index can be used to simplify the 

variability cost for grid-connected wind and solar power.  
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Chapter 5  

Conclusions and Future Work 

5.1 Conclusions 

This thesis explores the wind and/or solar power variability for optimal integration of 

wind and/or solar into power systems. The main contributions of this thesis include: 

• In Chapter 2, a new measure is proposed to comprehensively analyze the variability 

of wind and/or solar power in both the time domain and frequency domain with 

implications for the optimal power system integration. In the time domain, the 

measure mainly includes inter-annual variation, smoothness coefficient and 

correlation coefficient; while in the frequency domain, it mainly includes frequency 

spectrum analysis, fluctuation rate, and cumulative energy distribution. Big-data 

variability analysis results of wind and/or solar power data are taken from two NREL 

databases indicate the dependence of wind and/or solar power variability on the 

geographic location latitude, the interconnection, the mixture, and the frequency 

distribution.  

• In Chapter 3, this study explores the impacts of wind and/or solar variability on the 

optimal sizing of standalone wind and solar power systems. Based on the variability 

analysis of wind and/or solar power, the low-pass energy filtering capability of the 

battery and the power gap filling capability of the wind/solar power generators are 

investigated in the mitigation of wind/solar power variability. The proposed 

measurement parameters for wind/solar power variability are applied to the system 

sizing of standalone wind/solar power systems. Furthermore, big data simulations of 

six SAWP systems at six far apart sites across the USA and six SAPVP systems at 

six sites from latitude 0° to 50° across North and South America, provide QTI 

dependence of power supply reliability against the battery capacity and the PV 

panel/wind turbine size to quantify the impacts of wind/solar power variability on 

the system sizing. Case studies of optimal sizing of a SAWP system at Chicago and 

a SAPV system at Houston, are carried out to demonstrate the feasibility of the 

proposed approach. 



Chapter 5 
Conclusions and Future Work 
 

128 

 

• In Chapter 4, It explores the impacts of wind and/or solar variability on the 

penetration and integration costs of grid-connected wind and solar power. Big data 

simulations of the Electric Reliability Council of Texas power system (ERCOT) in 

2018 reveal the proposed cumulative energy distribution index can be used to find 

the optimal range of wind and solar energy penetration for the cost-effective wind 

and solar power installation. In addition, the cumulative energy distribution index is 

used to quantify the impacts of wind and/or solar power variability on optimizing the 

variability costs for wind and/or solar power into the power grid. 

Note that in this thesis, for the standalone wind/solar power system, this study only 

focuses on the typical residential load and for the grid-connected power system, due to the 

limit of data availability, the power grid used in this study is Electric Reliability Council of 

Texas power system (ERCOT). Thus, if the sizing method proposed in this thesis is used in 

a large-scale standalone network, such as an off-grid power system on an island with 

complex loads, the simulation results may be slightly different. However, due to the 

proposed sizing method is based on the variability of the wind and solar power, it can be 

expected that the proposed method is feasible for different standalone power systems. In 

addition, for some electricity markets that do not have short-term dynamic energy balancing 

prices, the proposed variability costs are not applicable. 

5.2 Future work 

Following research topics are expected to be done to advance the investigation in the 

future: 

• Large historical wind datasets with high time resolution from a more extensive 

geographic context need to be analyzed to reaffirm the validity of current research 

outcomes.  

• With more and more electric vehicles being plugged into the power grid as flexible 

loads, electric vehicles impose higher and higher impacts on the grid flexibility, 

which need to be considered for optimal grid integration of wind/solar power.  

• Dynamic financial models are needed for the evaluation of grid integration costs of 

wind and/or solar power. For example, the interest rate and inflation rate should be 

considered in the calculation of system costs.  
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• The relationship between the variability of variable renewable energy and real risk 

rate need to be explored for evaluating the net present value and the payback period 

of variable renewable energy. 
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Appendix A 

Table A.1 
Inter-annual hybrid wind and solar power variations at the six sites for the year 1998. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 0.88 0.81 1.39 1.2 0.95 1.09 

10% 0.90 0.83 1.36 1.18 0.95 1.08 

20% 0.91 0.85 1.32 1.16 0.95 1.06 

30% 0.92 0.87 1.29 1.14 0.95 1.05 

40% 0.94 0.89 1.26 1.13 0.95 1.04 

50% 0.95 0.91 1.22 1.11 0.95 1.02 

60% 0.96 0.93 1.19 1.09 0.95 1.01 

70% 0.97 0.95 1.15 1.08 0.95 0.99 

80% 0.99 0.97 1.12 1.06 0.95 0.98 

90% 1.00 0.99 1.08 1.04 0.95 0.96 

100% 1.01 1.01 1.05 1.02 0.95 0.95 

 

Table A.2 
Inter-annual hybrid wind and solar power variations at the six sites for the year 1999. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.00 0.91 1.25 1.03 1.07 1.20 

10% 1.00 0.92 1.23 1.04 1.07 1.17 

20% 1.00 0.93 1.21 1.04 1.06 1.14 

30% 1.00 0.94 1.18 1.04 1.06 1.11 

40% 1.00 0.95 1.16 1.04 1.05 1.09 

50% 1.00 0.97 1.14 1.05 1.05 1.06 

60% 0.99 0.98 1.12 1.05 1.04 1.03 

70% 0.99 0.99 1.10 1.05 1.04 1.00 

80% 0.99 1.00 1.08 1.05 1.03 0.97 

90% 0.99 1.01 1.05 1.06 1.03 0.95 

100% 0.99 1.03 1.03 1.06 1.02 0.92 
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Table A.3 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2000. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 0.96 0.9 1.05 1.14 1.03 1.00 

10% 0.97 0.92 1.05 1.13 1.03 1.00 

20% 0.98 0.93 1.05 1.12 1.03 0.99 

30% 0.98 0.95 1.04 1.11 1.03 0.99 

40% 0.99 0.96 1.04 1.10 1.02 0.98 

50% 0.99 0.97 1.04 1.09 1.02 0.98 

60% 1.00 0.99 1.04 1.09 1.02 0.97 

70% 1.01 1.00 1.04 1.08 1.02 0.97 

80% 1.01 1.02 1.04 1.07 1.02 0.96 

90% 1.02 1.03 1.03 1.06 1.02 0.96 

100% 1.02 1.04 1.03 1.05 1.02 0.95 

 

Table A.4 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2001. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 0.91 1.07 1.06 0.89 0.98 1.04 

10% 0.92 1.07 1.05 0.90 0.98 1.04 

20% 0.94 1.07 1.05 0.91 0.99 1.03 

30% 0.96 1.07 1.04 0.92 1.00 1.03 

40% 0.97 1.07 1.04 0.93 1.00 1.02 

50% 0.99 1.07 1.04 0.94 1.01 1.02 

60% 1.01 1.07 1.03 0.94 1.02 1.01 

70% 1.03 1.07 1.03 0.95 1.03 1.00 

80% 1.04 1.07 1.02 0.96 1.03 1.00 

90% 1.06 1.07 1.02 0.97 1.04 0.99 

100% 1.08 1.07 1.02 0.98 1.05 0.99 
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Table A.5 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2002. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 0.91 1.05 0.95 1.09 0.93 0.93 

10% 0.93 1.05 0.96 1.08 0.94 0.95 

20% 0.94 1.05 0.97 1.07 0.95 0.96 

30% 0.96 1.05 0.97 1.06 0.97 0.98 

40% 0.98 1.05 0.98 1.05 0.98 1.00 

50% 1.00 1.05 0.99 1.04 1.00 1.02 

60% 1.01 1.05 0.99 1.03 1.01 1.04 

70% 1.03 1.06 1.00 1.02 1.02 1.06 

80% 1.05 1.06 1.01 1.01 1.04 1.07 

90% 1.07 1.06 1.02 0.99 1.05 1.09 

100% 1.09 1.06 1.02 0.98 1.07 1.11 

 

Table A.6 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2003. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 0.96 0.93 0.97 0.90 0.98 0.98 

10% 0.97 0.94 0.98 0.90 0.98 0.99 

20% 0.97 0.95 0.98 0.91 0.98 0.99 

30% 0.98 0.95 0.98 0.92 0.99 1.00 

40% 0.99 0.96 0.98 0.92 0.99 1.01 

50% 0.99 0.96 0.99 0.93 1.00 1.01 

60% 1.00 0.97 0.99 0.94 1.00 1.02 

70% 1.00 0.98 0.99 0.94 1.00 1.02 

80% 1.01 0.98 1.00 0.95 1.01 1.03 

90% 1.02 0.99 1.00 0.95 1.01 1.04 

100% 1.02 1.00 1.00 0.96 1.02 1.04 
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Table A.7 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2004. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.00 1.09 1.05 0.93 0.91 0.83 

10% 1.00 1.08 1.04 0.93 0.92 0.85 

20% 1.01 1.07 1.03 0.93 0.93 0.88 

30% 1.01 1.06 1.03 0.93 0.94 0.90 

40% 1.01 1.05 1.02 0.93 0.95 0.92 

50% 1.02 1.05 1.01 0.93 0.96 0.94 

60% 1.02 1.04 1.01 0.93 0.97 0.96 

70% 1.03 1.03 1.00 0.93 0.98 0.98 

80% 1.03 1.02 0.99 0.93 0.99 1.01 

90% 1.03 1.01 0.99 0.94 1.00 1.03 

100% 1.04 1.00 0.98 0.94 1.01 1.05 

 

Table A.8 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2005. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.10 0.94 1.14 0.85 0.98 0.90 

10% 1.09 0.95 1.12 0.87 0.98 0.91 

20% 1.08 0.95 1.11 0.89 0.98 0.92 

30% 1.07 0.96 1.09 0.91 0.98 0.92 

40% 1.06 0.96 1.08 0.93 0.99 0.93 

50% 1.05 0.97 1.06 0.94 0.99 0.94 

60% 1.04 0.97 1.05 0.96 0.99 0.95 

70% 1.03 0.98 1.03 0.98 0.99 0.95 

80% 1.02 0.98 1.02 1.00 0.99 0.96 

90% 1.01 0.99 1.00 1.02 0.99 0.97 

100% 1.00 1.00 0.99 1.04 1.00 0.98 
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Table A.9 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2006. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.04 0.97 0.96 0.95 1.03 1.18 

10% 1.03 0.97 0.97 0.95 1.03 1.17 

20% 1.02 0.98 0.97 0.96 1.03 1.15 

30% 1.02 0.98 0.97 0.96 1.03 1.14 

40% 1.01 0.98 0.97 0.97 1.02 1.12 

50% 1.01 0.98 0.98 0.97 1.02 1.11 

60% 1.00 0.98 0.98 0.98 1.02 1.09 

70% 1.00 0.98 0.98 0.99 1.02 1.08 

80% 0.99 0.98 0.99 0.99 1.02 1.06 

90% 0.98 0.98 0.99 1.00 1.01 1.05 

100% 0.98 0.98 0.99 1.00 1.01 1.03 

 

Table A.10 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2007. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.07 1.02 0.82 0.75 0.97 0.95 

10% 1.06 1.02 0.83 0.77 0.97 0.95 

20% 1.05 1.02 0.85 0.79 0.98 0.95 

30% 1.04 1.02 0.87 0.81 0.99 0.94 

40% 1.04 1.01 0.88 0.82 1.00 0.94 

50% 1.03 1.01 0.90 0.84 1.00 0.94 

60% 1.02 1.01 0.92 0.86 1.01 0.93 

70% 1.02 1.00 0.94 0.88 1.02 0.93 

80% 1.01 1.00 0.95 0.9 1.03 0.93 

90% 1.00 1.00 0.97 0.92 1.03 0.92 

100% 1.00 0.99 0.99 0.93 1.04 0.92 

 



 
 

135 

 

 

Table A.11 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2008. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.09 1.12 0.94 1.18 1.10 0.98 

10% 1.07 1.11 0.94 1.17 1.09 0.98 

20% 1.05 1.10 0.95 1.15 1.08 0.98 

30% 1.03 1.09 0.95 1.13 1.07 0.98 

40% 1.01 1.08 0.96 1.12 1.06 0.97 

50% 0.99 1.08 0.96 1.10 1.06 0.97 

60% 0.97 1.07 0.96 1.08 1.05 0.97 

70% 0.95 1.06 0.97 1.07 1.04 0.97 

80% 0.93 1.05 0.97 1.05 1.03 0.97 

90% 0.91 1.04 0.97 1.03 1.02 0.96 

100% 0.89 1.03 0.98 1.02 1.01 0.96 

 

Table A.12 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2009. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.09 1.16 0.95 1.09 0.93 0.98 

10% 1.08 1.14 0.95 1.08 0.93 0.99 

20% 1.07 1.13 0.96 1.07 0.94 1.00 

30% 1.06 1.11 0.97 1.06 0.94 1.01 

40% 1.05 1.09 0.97 1.05 0.95 1.02 

50% 1.04 1.08 0.98 1.03 0.95 1.03 

60% 1.03 1.06 0.98 1.02 0.96 1.04 

70% 1.01 1.04 0.99 1.01 0.96 1.05 

80% 1.00 1.02 1.00 1.00 0.97 1.06 

90% 0.99 1.01 1.00 0.99 0.97 1.07 

100% 0.98 0.99 1.01 0.97 0.98 1.08 
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Table A.13 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2010. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.00 0.69 1.34 1.01 1.09 1.11 

10% 1.00 0.71 1.31 1.01 1.07 1.09 

20% 0.99 0.74 1.27 1.01 1.06 1.08 

30% 0.98 0.76 1.24 1.01 1.05 1.07 

40% 0.98 0.79 1.21 1.01 1.03 1.06 

50% 0.97 0.81 1.17 1.02 1.02 1.05 

60% 0.97 0.84 1.14 1.02 1.01 1.04 

70% 0.96 0.86 1.1 1.02 0.99 1.03 

80% 0.96 0.89 1.07 1.02 0.98 1.02 

90% 0.95 0.91 1.03 1.03 0.97 1.01 

100% 0.95 0.94 1.00 1.03 0.95 1.00 

 

Table A.14 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2011. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.12 0.84 0.96 1.38 0.98 0.98 

10% 1.11 0.85 0.97 1.35 0.98 0.98 

20% 1.1 0.86 0.98 1.32 0.98 0.97 

30% 1.08 0.87 0.99 1.29 0.97 0.96 

40% 1.07 0.88 1.00 1.26 0.97 0.96 

50% 1.06 0.88 1.01 1.24 0.96 0.95 

60% 1.05 0.89 1.02 1.21 0.96 0.95 

70% 1.04 0.90 1.03 1.18 0.95 0.94 

80% 1.03 0.91 1.04 1.15 0.95 0.93 

90% 1.02 0.92 1.05 1.12 0.95 0.93 

100% 1.00 0.93 1.06 1.10 0.94 0.92 
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Table A.15 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2012. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 0.96 0.75 0.86 0.88 1.17 1.03 

10% 0.96 0.77 0.87 0.89 1.15 1.02 

20% 0.96 0.79 0.88 0.91 1.13 1.01 

30% 0.97 0.81 0.89 0.92 1.12 1.00 

40% 0.97 0.83 0.91 0.93 1.10 0.99 

50% 0.97 0.85 0.92 0.95 1.08 0.97 

60% 0.98 0.87 0.93 0.96 1.06 0.96 

70% 0.98 0.89 0.94 0.98 1.05 0.95 

80% 0.98 0.91 0.96 0.99 1.03 0.94 

90% 0.99 0.93 0.97 1.01 1.01 0.93 

100% 0.99 0.95 0.98 1.02 1.00 0.91 

 

Table A.16 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2013. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.01 0.94 0.94 1.08 0.89 0.76 

10% 1.01 0.95 0.95 1.07 0.90 0.78 

20% 1.01 0.95 0.95 1.07 0.90 0.81 

30% 1.01 0.96 0.96 1.06 0.91 0.83 

40% 1.01 0.97 0.96 1.05 0.92 0.85 

50% 1.02 0.97 0.97 1.05 0.93 0.88 

60% 1.02 0.98 0.97 1.04 0.94 0.90 

70% 1.02 0.99 0.98 1.03 0.95 0.92 

80% 1.02 0.99 0.98 1.02 0.96 0.94 

90% 1.02 1.00 0.99 1.02 0.96 0.97 

100% 1.03 1.01 0.99 1.01 0.97 0.99 
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Table A.17 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2014. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.00 1.12 0.73 1.00 1.00 0.98 

10% 1.00 1.11 0.75 1.00 1.00 0.98 

20% 1.00 1.10 0.78 1.00 1.00 0.99 

30% 0.99 1.09 0.80 0.99 1.00 1.00 

40% 0.99 1.08 0.82 0.99 0.99 1.00 

50% 0.99 1.07 0.84 0.98 0.99 1.01 

60% 0.99 1.06 0.86 0.98 0.99 1.01 

70% 0.98 1.05 0.89 0.97 0.99 1.02 

80% 0.98 1.04 0.91 0.97 0.98 1.02 

90% 0.98 1.03 0.93 0.96 0.98 1.03 

100% 0.98 1.02 0.95 0.96 0.98 1.03 

 

Table A.18 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2015. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 0.84 1.24 0.73 0.80 0.88 0.80 

10% 0.86 1.22 0.75 0.82 0.89 0.82 

20% 0.88 1.20 0.77 0.83 0.90 0.85 

30% 0.90 1.17 0.80 0.85 0.91 0.88 

40% 0.92 1.15 0.82 0.86 0.92 0.91 

50% 0.94 1.13 0.84 0.88 0.93 0.94 

60% 0.96 1.10 0.86 0.89 0.94 0.97 

70% 0.98 1.08 0.88 0.91 0.96 1.00 

80% 1.00 1.06 0.91 0.92 0.97 1.02 

90% 1.02 1.03 0.93 0.93 0.98 1.05 

100% 1.04 1.01 0.95 0.95 0.99 1.08 
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Table A.19 
Inter-annual hybrid wind and solar power variations at the six sites for the year 2016. 
 

        IW&S(y) 
 

S/W ratio 

Location 

Quito Valencia Mexico City Houston 
Salt Lake 
City 

Vancouver 

0% 1.09 1.27 1.02 0.82 1.03 1.12 

10% 1.08 1.25 1.01 0.84 1.03 1.11 

20% 1.07 1.22 1.01 0.85 1.02 1.10 

30% 1.05 1.19 1.00 0.87 1.02 1.09 

40% 1.04 1.16 1.00 0.88 1.02 1.08 

50% 1.03 1.13 0.99 0.90 1.01 1.07 

60% 1.02 1.10 0.99 0.91 1.01 1.07 

70% 1.01 1.07 0.98 0.93 1.01 1.06 

80% 1.00 1.04 0.98 0.94 1.01 1.05 

90% 0.99 1.01 0.97 0.96 1.00 1.04 

100% 0.98 0.98 0.97 0.97 1.00 1.03 

 

 

 

Table A.20 
S varies with the different mixed proportions of solar/wind power at Quito from 2007 to 
2012. 
 

   
   S 

 

Year 

Mixed proportions of solar/wind power 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

2007 0.11 0.19 0.23 0.21 0.15 0.05 -0.07 -0.22 -0.38 -0.54 

2008 0.11 0.19 0.24 0.24 0.20 0.13 0.03 -0.10 -0.23 -0.38 

2009 0.11 0.19 0.22 0.21 0.15 0.05 -0.07 -0.21 -0.36 -0.53 

2010 0.10 0.18 0.22 0.21 0.17 0.09 -0.02 -0.15 -0.29 -0.45 

2011 0 0.11 0.19 0.23 0.21 0.15 0.06 -0.06 -0.20 -0.35 

2012 0 0.10 0.16 0.19 0.18 0.12 0.04 -0.07 -0.20 -0.34 
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Table A.21 
S varies with the different mixed proportions of solar/wind power at Valencia from 2007 to 
2012. 
 

   
   S 

 

Year 

Mixed proportions of solar/wind power 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

2007 0.04 0.04 0.00 -0.08 -0.19 -0.33 -0.48 -0.64 -0.81 -0.99 

2008 0.04 0.03 -0.02 -0.11 -0.24 -0.38 -0.54 -0.71 -0.89 -1.07 

2009 0.05 0.05 0.01 -0.07 -0.18 -0.31 -0.46 -0.62 -0.79 -0.97 

2010 0.02 0.00 -0.05 -0.13 -0.24 -0.37 -0.51 -0.66 -0.81 -0.98 

2011 0.03 0.02 -0.03 -0.11 -0.22 -0.35 -0.49 -0.64 -0.80 -0.97 

2012 0.03 0.03 -0.02 -0.10 -0.20 -0.33 -0.47 -0.62 -0.78 -0.95 

 

 

Table A.22 
S varies with the different mixed proportions of solar/wind power at Mexico City from 2007 
to 2012. 
 

   
   S 

 

Year 

Mixed proportions of solar/wind power 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

2007 0.03 0.00 -0.06 -0.17 -0.30 -0.45 -0.62 -0.80 -0.98 -1.17 

2008 0.03 0.02 -0.04 -0.14 -0.27 -0.42 -0.59 -0.77 -0.95 -1.15 

2009 0.03 0.02 -0.05 -0.16 -0.29 -0.45 -0.63 -0.82 -1.01 -1.21 

2010 0.06 0.06 0.01 -0.08 -0.22 -0.37 -0.55 -0.74 -0.93 -1.14 

2011 0.02 -0.01 -0.08 -0.19 -0.33 -0.49 -0.67 -0.85 -1.04 -1.24 

2012 0.02 0.00 -0.07 -0.17 -0.30 -0.46 -0.62 -0.80 -0.98 -1.17 

 

 

 

Table A.23 
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S varies with the different mixed proportions of solar/wind power at Salt Lake City from 2007 
to 2012. 
 

   
   S 

 

Year 

Mixed proportions of solar/wind power 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

2007 0.00 -0.15 -0.39 -0.69 -1.03 -1.38 -1.74 -2.11 -2.48 -2.86 

2008 0.01 -0.13 -0.37 -0.66 -0.99 -1.33 -1.69 -2.05 -2.42 -2.80 

2009 0.03 -0.09 -0.31 -0.59 -0.91 -1.25 -1.60 -1.95 -2.32 -2.68 

2010 0.03 -0.09 -0.30 -0.58 -0.90 -1.23 -1.58 -1.93 -2.29 -2.65 

2011 0.01 -0.10 -0.31 -0.57 -0.87 -1.19 -1.52 -1.86 -2.21 -2.55 

2012 0.01 -0.12 -0.34 -0.63 -0.95 -1.29 -1.64 -2.00 -2.37 -2.74 

 

 

Table A.24 
S varies with the different mixed proportions of solar/wind power at Vancouver from 2007 to 
2012. 
 

   
   S 

 

Year 

Mixed proportions of solar/wind power 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

2007 0.10 0.12 0.06 -0.06 -0.23 -0.44 -0.66 -0.89 -1.13 -1.38 

2008 0.10 0.12 0.05 -0.08 -0.26 -0.47 -0.70 -0.94 -1.19 -1.45 

2009 0.10 0.11 0.02 -0.14 -0.35 -0.58 -0.84 -1.10 -1.37 -1.65 

2010 0.09 0.10 0.03 -0.11 -0.30 -0.52 -0.75 -1.00 -1.25 -1.51 

2011 0.10 0.12 0.06 -0.07 -0.24 -0.44 -0.66 -0.90 -1.14 -1.39 

2012 0.10 0.12 0.05 -0.08 -0.26 -0.46 -0.69 -0.93 -1.17 -1.42 
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Appendix B 

Table B.1 
Average power supply reliability RW&Savg versus active battery capacity Bac with wind and 
solar mixed ratio varies from 100% to 0% for the years of 1998 to 2017 at Valencia. 
 

 RW&Savg W/S mixed ratio 

Bac 100% 90% 80% 70% 60% 50% 40% 30% 20% 10% 0% 

1 63.06 64.18 63.98 63.30 62.36 61.23 59.64 57.42 54.16 48.85 42.71 
2 66.75 67.92 67.91 67.27 66.42 65.32 63.73 61.75 58.73 53.56 46.57 
3 68.00 69.12 69.17 68.62 67.84 66.76 65.39 63.48 60.49 55.26 46.91 
4 69.66 70.80 70.98 70.53 69.80 68.81 67.52 65.71 62.84 57.77 50.15 
5 70.56 71.71 71.95 71.67 71.01 70.02 68.74 66.94 64.12 59.03 51.99 
6 71.79 72.98 73.29 73.04 72.43 71.61 70.41 68.69 66.09 61.22 53.14 
7 72.75 73.98 74.38 74.32 73.78 73.08 71.92 70.24 67.64 62.80 55.94 
8 73.76 75.00 75.48 75.39 75.01 74.30 73.25 71.62 69.13 64.38 56.96 
9 74.71 75.98 76.52 76.56 76.30 75.71 74.77 73.29 70.99 66.48 58.18 
10 75.58 76.93 77.54 77.68 77.56 77.07 76.17 74.74 72.38 67.94 60.26 
11 76.70 78.04 78.68 78.88 78.81 78.47 77.65 76.26 74.01 69.76 61.70 
12 78.31 79.76 80.52 80.92 81.06 80.95 80.41 79.24 77.23 73.22 63.94 
13 80.11 81.65 82.54 83.10 83.44 83.62 83.34 82.46 80.66 76.99 68.48 
14 81.71 83.32 84.32 85.00 85.53 85.94 85.99 85.46 83.98 80.63 71.74 
15 82.99 84.66 85.73 86.53 87.19 87.81 88.12 87.96 86.88 84.00 74.92 
16 83.97 85.66 86.76 87.56 88.32 89.08 89.57 89.65 88.96 86.51 78.35 
17 84.59 86.30 87.43 88.30 89.10 89.88 90.50 90.75 90.30 88.25 81.07 
18 85.06 86.76 87.88 88.77 89.63 90.45 91.09 91.45 91.17 89.42 83.38 
19 85.45 87.17 88.27 89.17 90.04 90.86 91.56 91.97 91.78 90.33 84.82 
20 85.77 87.49 88.65 89.54 90.40 91.23 91.95 92.39 92.3 91.06 86.24 
21 86.11 87.75 88.96 89.84 90.72 91.58 92.29 92.74 92.73 91.6 87.41 
22 86.41 88.06 89.22 90.10 91.00 91.85 92.56 93.00 93.05 92.08 88.26 
23 86.66 88.30 89.47 90.38 91.24 92.13 92.84 93.28 93.29 92.41 88.98 
24 86.91 88.56 89.70 90.62 91.50 92.32 93.05 93.46 93.51 92.67 89.54 
25 87.16 88.80 89.95 90.84 91.70 92.54 93.23 93.67 93.72 92.90 89.86 
26 87.42 89.02 90.18 91.04 91.88 92.71 93.39 93.82 93.88 93.06 90.09 
27 87.65 89.26 90.38 91.23 92.09 92.89 93.55 93.96 94.02 93.23 90.30 
28 87.86 89.45 90.58 91.44 92.27 93.05 93.68 94.11 94.15 93.38 90.48 
29 88.05 89.65 90.75 91.61 92.41 93.19 93.82 94.20 94.27 93.51 90.66 
30 88.27 89.85 90.91 91.75 92.56 93.32 93.95 94.31 94.38 93.62 90.77 
31 88.43 89.97 91.10 91.92 92.68 93.43 94.09 94.44 94.49 93.72 90.92 
32 88.62 90.14 91.24 92.07 92.84 93.58 94.19 94.53 94.61 93.82 91.01 
33 88.77 90.31 91.40 92.22 92.98 93.71 94.28 94.65 94.68 93.90 91.12 
34 88.94 90.44 91.53 92.35 93.10 93.81 94.38 94.74 94.75 93.99 91.21 
35 89.11 90.58 91.67 92.47 93.23 93.89 94.46 94.81 94.85 94.08 91.28 
36 89.26 90.72 91.83 92.62 93.36 94.01 94.54 94.88 94.93 94.15 91.38 
37 89.41 90.88 91.95 92.74 93.46 94.12 94.62 94.96 95.00 94.21 91.45 
38 89.51 91.00 92.08 92.84 93.56 94.20 94.69 95.05 95.08 94.29 91.53 
39 89.67 91.13 92.18 92.96 93.62 94.27 94.77 95.12 95.12 94.34 91.60 
40 89.78 91.29 92.31 93.06 93.72 94.34 94.85 95.16 95.18 94.41 91.65 
41 89.93 91.39 92.41 93.14 93.81 94.42 94.92 95.24 95.26 94.46 91.72 
42 90.05 91.49 92.49 93.20 93.88 94.51 94.99 95.29 95.30 94.51 91.77 
43 90.17 91.61 92.59 93.30 93.96 94.57 95.06 95.36 95.37 94.56 91.84 
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44 90.30 91.73 92.66 93.39 94.02 94.64 95.10 95.41 95.41 94.60 91.90 
45 90.40 91.81 92.76 93.47 94.10 94.69 95.18 95.46 95.48 94.65 91.95 
46 90.54 91.93 92.84 93.55 94.20 94.77 95.22 95.49 95.52 94.71 91.99 
47 90.63 91.99 92.94 93.62 94.25 94.84 95.30 95.55 95.57 94.74 92.05 
48 90.72 92.09 93.01 93.70 94.31 94.90 95.31 95.60 95.61 94.77 92.09 
49 90.84 92.18 93.09 93.78 94.39 94.97 95.37 95.65 95.66 94.83 92.16 
50 90.94 92.25 93.18 93.82 94.45 95.00 95.42 95.69 95.72 94.85 92.19 
51 91.04 92.33 93.24 93.92 94.49 95.05 95.47 95.74 95.74 94.90 92.24 
52 91.10 92.40 93.33 93.97 94.57 95.09 95.52 95.77 95.77 94.94 92.27 
53 91.21 92.51 93.39 94.03 94.64 95.16 95.55 95.83 95.82 94.97 92.32 
54 91.29 92.56 93.46 94.10 94.67 95.20 95.59 95.86 95.87 95.00 92.36 
55 91.36 92.66 93.55 94.18 94.71 95.25 95.65 95.91 95.88 95.03 92.40 
56 91.44 92.72 93.60 94.21 94.78 95.29 95.70 95.94 95.92 95.06 92.44 
57 91.51 92.79 93.65 94.26 94.81 95.33 95.71 95.97 95.94 95.12 92.49 
58 91.60 92.86 93.70 94.30 94.85 95.37 95.76 96.00 95.98 95.15 92.52 
59 91.68 92.93 93.77 94.36 94.89 95.39 95.80 96.04 96.02 95.19 92.55 
60 91.74 92.97 93.82 94.42 94.95 95.47 95.82 96.07 96.05 95.20 92.59 
61 91.81 93.03 93.85 94.47 94.97 95.46 95.85 96.11 96.10 95.24 92.63 
62 91.88 93.09 93.91 94.50 95.01 95.53 95.89 96.13 96.14 95.27 92.65 
63 91.95 93.15 93.96 94.57 95.06 95.56 95.92 96.17 96.16 95.30 92.69 
64 92.00 93.21 94.02 94.57 95.11 95.57 95.95 96.21 96.19 95.32 92.74 
65 92.07 93.26 94.06 94.64 95.15 95.60 95.98 96.22 96.20 95.33 92.75 
66 92.12 93.29 94.10 94.68 95.18 95.64 96.02 96.26 96.23 95.36 92.78 
67 92.17 93.34 94.13 94.68 95.20 95.66 96.04 96.30 96.26 95.38 92.78 
68 92.25 93.38 94.18 94.74 95.24 95.71 96.07 96.33 96.30 95.41 92.85 
69 92.30 93.43 94.19 94.78 95.27 95.73 96.09 96.35 96.31 95.44 92.87 
70 92.34 93.47 94.25 94.81 95.27 95.75 96.13 96.39 96.33 95.47 92.91 
71 92.39 93.53 94.29 94.82 95.31 95.79 96.16 96.40 96.36 95.50 92.92 
72 92.45 93.56 94.32 94.86 95.34 95.82 96.18 96.42 96.39 95.51 92.95 
73 92.51 93.60 94.36 94.91 95.38 95.85 96.20 96.43 96.41 95.53 92.98 
74 92.56 93.65 94.39 94.92 95.40 95.86 96.23 96.47 96.44 95.57 93.00 
75 92.59 93.69 94.43 94.98 95.44 95.90 96.23 96.49 96.46 95.59 93.04 
76 92.64 93.73 94.48 95.02 95.46 95.92 96.27 96.53 96.48 95.62 93.06 
77 92.68 93.74 94.52 95.03 95.49 95.95 96.29 96.53 96.52 95.63 93.10 
78 92.73 93.79 94.54 95.06 95.52 95.96 96.32 96.56 96.53 95.65 93.14 
79 92.77 93.84 94.58 95.10 95.53 95.97 96.34 96.60 96.55 95.67 93.14 
80 92.81 93.87 94.61 95.12 95.57 96.01 96.37 96.61 96.59 95.70 93.16 
81 92.85 93.90 94.64 95.13 95.60 96.03 96.40 96.63 96.62 95.72 93.19 
82 92.88 93.94 94.65 95.16 95.61 96.04 96.40 96.65 96.62 95.76 93.19 
83 92.90 93.96 94.67 95.20 95.65 96.08 96.42 96.67 96.67 95.78 93.24 
84 92.96 94.01 94.72 95.23 95.67 96.11 96.46 96.69 96.69 95.82 93.27 
85 93.00 94.03 94.75 95.25 95.69 96.12 96.47 96.71 96.71 95.82 93.29 
86 93.01 94.08 94.76 95.28 95.71 96.13 96.49 96.72 96.75 95.86 93.34 
87 93.07 94.10 94.79 95.30 95.73 96.15 96.51 96.75 96.74 95.87 93.33 
88 93.11 94.12 94.81 95.34 95.74 96.19 96.52 96.77 96.77 95.87 93.38 
89 93.13 94.18 94.84 95.37 95.77 96.20 96.52 96.79 96.79 95.91 93.39 
90 93.17 94.20 94.88 95.39 95.77 96.21 96.56 96.80 96.82 95.93 93.41 
91 93.20 94.23 94.90 95.40 95.79 96.23 96.57 96.83 96.82 95.96 93.41 
92 93.24 94.24 94.92 95.43 95.82 96.23 96.57 96.83 96.87 95.98 93.46 
93 93.25 94.28 94.95 95.44 95.84 96.28 96.60 96.87 96.86 96.00 93.47 
94 93.30 94.31 94.96 95.45 95.86 96.28 96.61 96.88 96.89 96.03 93.49 
95 93.33 94.34 95.00 95.49 95.89 96.29 96.63 96.90 96.90 96.04 93.52 
96 93.38 94.36 95.02 95.50 95.90 96.31 96.64 96.92 96.93 96.06 93.56 
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97 93.40 94.37 95.05 95.51 95.92 96.33 96.65 96.92 96.94 96.10 93.57 
98 93.43 94.41 95.07 95.54 95.95 96.34 96.69 96.94 96.95 96.11 93.59 
99 93.47 94.43 95.11 95.55 95.96 96.36 96.70 96.95 96.98 96.13 93.61 
100 93.46 94.47 95.13 95.57 95.98 96.38 96.71 96.97 96.99 96.15 93.64 

 

Table B.2 
Average power supply reliability RW&Savg versus active battery capacity Bac with wind and 
solar mixed ratio varies from 100% to 0% for the years of 1998 to 2017 at Mexico City. 
 

RW&Savg W/S mixed ratio 

Bac 100% 90% 80% 70% 60% 50% 40% 30% 20% 10% 0% 

1 57.07 59.46 59.85 58.99 57.75 56.24 54.42 52.21 49.54 46.43 42.22 
2 61.51 64.07 64.75 63.97 62.71 61.13 59.3 57.04 54.23 50.79 46.37 
3 63.27 65.81 66.41 65.73 64.41 62.75 60.83 58.44 55.53 51.95 47.16 
4 64.83 67.31 68.12 67.44 66.15 64.67 62.76 60.43 57.63 53.97 49.73 
5 66.05 68.59 69.51 69.11 68.00 66.45 64.57 62.25 59.44 56.04 51.61 
6 67.28 69.86 70.89 70.61 69.5 67.86 66.09 63.80 60.86 57.25 52.63 
7 68.45 71.13 72.23 72.12 71.33 69.98 68.30 66.02 63.15 59.66 54.93 
8 69.65 72.36 73.53 73.54 72.91 71.62 69.89 67.63 64.71 61.14 56.67 
9 70.65 73.39 74.70 74.87 74.35 73.23 71.59 69.36 66.45 62.62 57.68 
10 71.71 74.55 75.88 76.25 76.03 75.20 73.88 71.94 69.20 65.38 60.07 
11 72.79 75.64 77.08 77.47 77.39 76.80 75.73 73.90 71.17 67.35 61.87 
12 73.82 76.75 78.27 78.84 78.95 78.71 77.87 76.31 73.85 70.04 63.47 
13 74.90 77.86 79.53 80.25 80.60 80.72 80.37 79.32 77.42 74.14 67.77 
14 75.82 78.92 80.64 81.43 81.92 82.26 82.28 81.63 80.14 77.23 71.43 
15 76.78 79.87 81.57 82.57 83.21 83.74 84.05 83.82 82.76 80.43 74.92 
16 77.55 80.63 82.50 83.56 84.28 84.99 85.56 85.71 85.14 83.41 78.39 
17 78.22 81.33 83.23 84.28 85.15 85.94 86.72 87.17 86.94 85.68 81.17 
18 78.85 81.90 83.80 84.91 85.80 86.72 87.51 88.11 88.20 87.28 83.16 
19 79.38 82.41 84.31 85.46 86.41 87.32 88.18 88.87 89.02 88.37 84.83 
20 79.88 82.88 84.76 85.92 86.90 87.85 88.75 89.45 89.74 89.16 85.73 
21 80.30 83.29 85.17 86.38 87.36 88.30 89.21 89.93 90.21 89.77 86.43 
22 80.78 83.70 85.58 86.75 87.77 88.74 89.62 90.31 90.59 90.17 86.75 
23 81.16 84.07 85.92 87.16 88.14 89.10 89.96 90.64 90.92 90.49 87.22 
24 81.57 84.40 86.27 87.51 88.51 89.45 90.28 90.95 91.17 90.73 87.43 
25 81.88 84.77 86.62 87.80 88.84 89.77 90.60 91.21 91.38 90.92 87.6 
26 82.27 85.04 86.91 88.16 89.14 90.05 90.86 91.44 91.61 91.05 87.75 
27 82.57 85.37 87.20 88.38 89.46 90.32 91.11 91.64 91.80 91.22 87.85 
28 82.87 85.66 87.49 88.66 89.68 90.55 91.31 91.87 91.96 91.36 87.97 
29 83.15 85.89 87.74 88.88 89.91 90.79 91.56 92.03 92.11 91.46 88.06 
30 83.43 86.18 87.97 89.15 90.13 91.04 91.70 92.22 92.25 91.57 88.15 
31 83.75 86.41 88.21 89.38 90.37 91.23 91.92 92.36 92.37 91.68 88.25 
32 83.98 86.71 88.42 89.61 90.61 91.45 92.08 92.52 92.48 91.76 88.32 
33 84.28 86.92 88.65 89.88 90.85 91.61 92.26 92.63 92.62 91.84 88.38 
34 84.53 87.16 88.89 90.07 91.02 91.80 92.39 92.76 92.71 91.92 88.46 
35 84.82 87.40 89.09 90.27 91.25 91.94 92.53 92.91 92.82 91.97 88.53 
36 85.05 87.62 89.33 90.46 91.40 92.10 92.65 93.00 92.91 92.05 88.61 
37 85.30 87.88 89.52 90.67 91.54 92.25 92.80 93.11 93.00 92.10 88.65 
38 85.54 88.07 89.72 90.84 91.69 92.39 92.95 93.24 93.09 92.16 88.73 
39 85.78 88.30 89.90 91.04 91.85 92.53 93.08 93.33 93.18 92.23 88.77 
40 85.99 88.47 90.12 91.20 92.03 92.67 93.22 93.42 93.27 92.28 88.82 
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41 86.22 88.67 90.26 91.32 92.18 92.80 93.34 93.54 93.36 92.33 88.89 
42 86.45 88.84 90.42 91.49 92.32 92.93 93.42 93.65 93.43 92.39 88.93 
43 86.64 89.00 90.57 91.61 92.43 93.06 93.53 93.72 93.50 92.42 88.99 
44 86.83 89.20 90.75 91.79 92.58 93.16 93.62 93.80 93.56 92.48 89.03 
45 87.02 89.36 90.88 91.92 92.70 93.29 93.74 93.91 93.63 92.54 89.08 
46 87.23 89.51 91.02 92.09 92.82 93.40 93.84 93.99 93.72 92.59 89.12 
47 87.41 89.70 91.18 92.21 92.96 93.54 93.96 94.08 93.79 92.64 89.18 
48 87.58 89.85 91.34 92.37 93.07 93.63 94.03 94.15 93.84 92.69 89.21 
49 87.77 90.02 91.49 92.47 93.20 93.74 94.14 94.21 93.91 92.73 89.25 
50 87.97 90.14 91.62 92.60 93.31 93.85 94.22 94.30 93.95 92.78 89.29 
51 88.11 90.30 91.73 92.72 93.41 93.94 94.32 94.37 94.00 92.80 89.32 
52 88.29 90.44 91.87 92.83 93.51 94.06 94.39 94.44 94.06 92.85 89.37 
53 88.44 90.59 91.99 92.95 93.65 94.12 94.47 94.50 94.11 92.88 89.38 
54 88.62 90.72 92.13 93.06 93.72 94.23 94.56 94.59 94.16 92.92 89.44 
55 88.76 90.85 92.27 93.15 93.81 94.31 94.62 94.62 94.2 92.95 89.46 
56 88.92 90.98 92.37 93.26 93.94 94.38 94.70 94.70 94.29 92.98 89.49 
57 89.03 91.11 92.50 93.37 94.01 94.49 94.76 94.74 94.31 93.03 89.52 
58 89.20 91.24 92.60 93.46 94.10 94.55 94.83 94.82 94.37 93.05 89.55 
59 89.33 91.34 92.72 93.56 94.19 94.63 94.91 94.89 94.39 93.07 89.57 
60 89.45 91.48 92.80 93.67 94.29 94.71 94.95 94.93 94.43 93.10 89.60 
61 89.63 91.61 92.90 93.75 94.37 94.78 95.02 94.97 94.47 93.14 89.62 
62 89.75 91.70 93.01 93.84 94.44 94.84 95.10 95.04 94.51 93.16 89.65 
63 89.89 91.81 93.09 93.94 94.54 94.91 95.14 95.09 94.55 93.19 89.67 
64 90.01 91.93 93.19 94.02 94.62 94.99 95.20 95.15 94.59 93.21 89.68 
65 90.13 92.03 93.28 94.11 94.67 95.06 95.26 95.20 94.61 93.24 89.72 
66 90.28 92.15 93.39 94.17 94.76 95.11 95.33 95.25 94.66 93.26 89.74 
67 90.38 92.25 93.47 94.30 94.85 95.19 95.36 95.27 94.69 93.30 89.76 
68 90.50 92.36 93.58 94.36 94.90 95.24 95.44 95.33 94.71 93.32 89.79 
69 90.62 92.45 93.66 94.45 94.99 95.31 95.47 95.37 94.75 93.33 89.81 
70 90.76 92.54 93.74 94.52 95.05 95.36 95.52 95.40 94.77 93.36 89.83 
71 90.88 92.67 93.82 94.60 95.11 95.45 95.56 95.45 94.81 93.37 89.85 
72 90.96 92.74 93.92 94.69 95.18 95.49 95.61 95.47 94.86 93.39 89.90 
73 91.08 92.82 94.01 94.76 95.24 95.54 95.67 95.53 94.87 93.43 89.89 
74 91.18 92.92 94.08 94.82 95.30 95.60 95.70 95.55 94.92 93.44 89.94 
75 91.27 93.00 94.17 94.89 95.36 95.66 95.75 95.58 94.92 93.44 89.94 
76 91.40 93.09 94.26 94.96 95.42 95.70 95.79 95.63 94.95 93.47 89.97 
77 91.47 93.18 94.34 95.03 95.48 95.76 95.83 95.67 94.99 93.50 90.00 
78 91.59 93.25 94.41 95.08 95.56 95.80 95.88 95.70 94.99 93.53 90.03 
79 91.69 93.36 94.47 95.13 95.60 95.85 95.91 95.71 95.04 93.54 90.05 
80 91.80 93.43 94.54 95.20 95.66 95.88 95.96 95.77 95.07 93.56 90.06 
81 91.89 93.54 94.60 95.26 95.71 95.93 96.00 95.80 95.10 93.58 90.09 
82 91.99 93.62 94.68 95.33 95.76 95.98 96.02 95.83 95.12 93.59 90.10 
83 92.08 93.68 94.76 95.39 95.82 96.03 96.06 95.86 95.13 93.61 90.11 
84 92.19 93.79 94.83 95.44 95.86 96.06 96.10 95.88 95.16 93.64 90.11 
85 92.28 93.86 94.87 95.51 95.90 96.12 96.13 95.93 95.18 93.65 90.14 
86 92.37 93.92 94.94 95.55 95.96 96.17 96.16 95.94 95.21 93.65 90.18 
87 92.44 94.00 95.00 95.61 95.98 96.20 96.21 95.98 95.25 93.68 90.18 
88 92.54 94.08 95.07 95.69 96.05 96.25 96.23 95.99 95.26 93.71 90.23 
89 92.62 94.16 95.13 95.72 96.10 96.28 96.28 96.02 95.28 93.71 90.23 
90 92.72 94.23 95.18 95.78 96.15 96.33 96.30 96.05 95.31 93.72 90.26 
91 92.80 94.31 95.24 95.82 96.18 96.36 96.35 96.07 95.32 93.74 90.27 
92 92.89 94.38 95.31 95.87 96.22 96.39 96.36 96.11 95.34 93.77 90.28 
93 92.99 94.45 95.36 95.93 96.26 96.43 96.42 96.13 95.38 93.78 90.31 
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94 93.07 94.50 95.42 95.99 96.28 96.47 96.43 96.15 95.39 93.80 90.30 
95 93.15 94.57 95.49 96.02 96.34 96.50 96.47 96.18 95.41 93.81 90.35 
96 93.21 94.64 95.53 96.06 96.38 96.52 96.48 96.22 95.43 93.84 90.35 
97 93.27 94.73 95.60 96.10 96.42 96.57 96.52 96.25 95.45 93.84 90.38 
98 93.37 94.78 95.65 96.14 96.45 96.58 96.56 96.28 95.46 93.87 90.38 
99 93.44 94.86 95.70 96.20 96.50 96.62 96.58 96.31 95.49 93.88 90.40 
100 93.52 94.91 95.73 96.24 96.54 96.66 96.6 96.33 95.49 93.90 90.41 

 

Table B.3 
Average power supply reliability RW&Savg versus active battery capacity Bac with wind and 
solar mixed ratio varies from 100% to 0% for the years of 1998 to 2017 at Houston. 
 

RW&Savg W/S mixed ratio 

Bac 100% 90% 80% 70% 60% 50% 40% 30% 20% 10% 0% 

1 67.89 69.25 68.52 67.28 65.78 63.95 61.66 58.79 55.24 50.22 42.65 
2 72.47 73.87 73.23 72.09 70.65 68.81 66.62 63.81 60.11 54.96 46.42 
3 73.98 75.38 74.83 73.75 72.24 70.51 68.27 65.40 61.71 56.37 48.98 
4 75.19 76.75 76.37 75.35 73.97 72.15 69.97 67.11 63.42 58.25 49.61 
5 76.33 77.90 77.82 76.86 75.54 73.85 71.65 68.85 65.25 59.98 52.16 
6 77.38 79.10 79.06 78.36 77.15 75.35 73.21 70.42 66.64 61.27 52.66 
7 78.35 80.19 80.31 79.80 78.70 77.16 75.10 72.30 68.65 63.30 55.10 
8 79.31 81.14 81.49 81.09 80.01 78.52 76.61 73.91 70.18 64.87 56.85 
9 80.15 82.17 82.53 82.36 81.54 80.16 78.21 75.52 71.95 66.26 57.26 
10 81.08 83.14 83.75 83.74 83.17 81.99 80.28 77.80 74.27 68.73 59.35 
11 81.77 83.96 84.69 84.95 84.63 83.66 82.12 79.81 76.48 70.89 60.80 
12 82.61 84.86 85.72 86.16 86.21 85.57 84.30 82.18 79.01 73.49 63.00 
13 83.32 85.63 86.58 87.24 87.58 87.39 86.48 84.75 81.98 76.91 66.90 
14 84.03 86.33 87.36 88.08 88.62 88.66 88.05 86.68 84.28 79.63 70.41 
15 84.69 86.99 88.04 88.85 89.53 89.74 89.39 88.30 86.26 81.98 73.01 
16 85.26 87.56 88.75 89.59 90.26 90.62 90.40 89.53 87.74 83.72 75.39 
17 85.79 88.10 89.26 90.16 90.94 91.24 91.16 90.41 88.80 84.97 76.93 
18 86.24 88.57 89.77 90.67 91.42 91.79 91.76 91.06 89.53 85.86 78.00 
19 86.72 88.93 90.14 91.08 91.85 92.23 92.22 91.58 90.04 86.47 78.77 
20 87.12 89.36 90.54 91.50 92.22 92.64 92.59 91.97 90.47 86.89 79.32 
21 87.53 89.71 90.96 91.85 92.63 93.01 92.95 92.30 90.81 87.19 79.76 
22 87.89 90.04 91.23 92.21 92.96 93.33 93.26 92.61 91.08 87.48 80.09 
23 88.24 90.33 91.57 92.56 93.27 93.60 93.56 92.88 91.31 87.68 80.35 
24 88.55 90.66 91.87 92.83 93.57 93.90 93.82 93.15 91.52 87.87 80.54 
25 88.84 90.93 92.10 93.12 93.82 94.12 94.07 93.39 91.69 87.96 80.71 
26 89.08 91.19 92.41 93.36 94.08 94.39 94.27 93.59 91.85 88.11 80.88 
27 89.40 91.44 92.64 93.62 94.30 94.61 94.50 93.79 92.02 88.22 81.04 
28 89.65 91.70 92.87 93.87 94.51 94.82 94.69 93.96 92.16 88.33 81.18 
29 89.91 91.93 93.11 94.07 94.76 95.01 94.85 94.09 92.29 88.40 81.33 
30 90.16 92.17 93.32 94.31 94.94 95.19 94.97 94.25 92.43 88.50 81.44 
31 90.40 92.40 93.53 94.48 95.12 95.36 95.16 94.37 92.54 88.57 81.52 
32 90.63 92.61 93.75 94.67 95.29 95.50 95.30 94.52 92.63 88.66 81.63 
33 90.91 92.80 93.92 94.82 95.45 95.65 95.43 94.61 92.73 88.74 81.73 
34 91.10 93.00 94.10 95.01 95.60 95.78 95.55 94.73 92.81 88.77 81.83 
35 91.30 93.17 94.26 95.14 95.76 95.91 95.67 94.83 92.89 88.86 81.90 
36 91.49 93.34 94.43 95.31 95.91 96.05 95.77 94.92 92.96 88.88 81.98 
37 91.71 93.50 94.59 95.47 96.02 96.16 95.89 95.03 93.03 88.94 82.05 
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38 91.88 93.68 94.74 95.59 96.16 96.30 96.00 95.12 93.11 88.95 82.11 
39 92.08 93.84 94.88 95.73 96.28 96.41 96.12 95.21 93.17 89.02 82.19 
40 92.24 93.98 95.01 95.84 96.42 96.51 96.2 95.27 93.22 89.07 82.26 
41 92.38 94.12 95.16 95.97 96.52 96.62 96.32 95.37 93.29 89.12 82.29 
42 92.54 94.24 95.28 96.09 96.63 96.72 96.40 95.46 93.36 89.16 82.37 
43 92.69 94.38 95.41 96.22 96.74 96.83 96.49 95.52 93.39 89.20 82.40 
44 92.83 94.53 95.53 96.35 96.86 96.90 96.59 95.59 93.44 89.20 82.46 
45 92.96 94.66 95.63 96.44 96.94 96.99 96.68 95.69 93.50 89.26 82.48 
46 93.10 94.78 95.74 96.58 97.04 97.08 96.76 95.72 93.57 89.29 82.54 
47 93.23 94.88 95.82 96.65 97.13 97.17 96.83 95.81 93.57 89.31 82.56 
48 93.36 94.97 95.93 96.75 97.20 97.24 96.90 95.87 93.63 89.33 82.63 
49 93.48 95.10 96.02 96.84 97.29 97.31 96.98 95.93 93.67 89.36 82.64 
50 93.60 95.19 96.13 96.93 97.35 97.38 97.05 95.98 93.72 89.40 82.68 
51 93.71 95.30 96.24 97.01 97.43 97.44 97.11 96.05 93.75 89.40 82.72 
52 93.82 95.38 96.33 97.10 97.48 97.51 97.16 96.07 93.78 89.44 82.76 
53 93.94 95.51 96.43 97.20 97.57 97.58 97.22 96.13 93.81 89.44 82.76 
54 94.05 95.57 96.51 97.27 97.64 97.64 97.29 96.18 93.86 89.46 82.81 
55 94.14 95.66 96.58 97.34 97.70 97.71 97.34 96.21 93.87 89.48 82.85 
56 94.24 95.75 96.65 97.42 97.76 97.76 97.39 96.28 93.91 89.49 82.85 
57 94.33 95.82 96.74 97.48 97.82 97.80 97.44 96.31 93.91 89.52 82.88 
58 94.44 95.92 96.83 97.55 97.89 97.83 97.48 96.35 93.96 89.54 82.91 
59 94.52 95.98 96.87 97.61 97.95 97.90 97.53 96.40 93.99 89.57 82.91 
60 94.63 96.07 96.96 97.67 98.00 97.95 97.56 96.41 94.01 89.59 82.93 
61 94.71 96.13 97.03 97.72 98.04 97.99 97.61 96.47 94.04 89.59 82.95 
62 94.79 96.22 97.09 97.78 98.10 98.03 97.65 96.50 94.05 89.65 82.97 
63 94.86 96.28 97.13 97.83 98.14 98.08 97.68 96.54 94.08 89.64 82.99 
64 94.94 96.35 97.20 97.90 98.18 98.11 97.73 96.56 94.10 89.64 83.01 
65 95.04 96.41 97.28 97.96 98.22 98.14 97.75 96.61 94.13 89.69 83.04 
66 95.11 96.48 97.34 97.99 98.25 98.19 97.80 96.62 94.13 89.71 83.05 
67 95.18 96.54 97.39 98.05 98.29 98.21 97.82 96.66 94.15 89.71 83.08 
68 95.26 96.61 97.44 98.09 98.33 98.24 97.88 96.70 94.18 89.72 83.09 
69 95.31 96.67 97.50 98.15 98.37 98.29 97.90 96.72 94.19 89.73 83.12 
70 95.41 96.72 97.55 98.18 98.42 98.32 97.94 96.75 94.21 89.77 83.13 
71 95.48 96.80 97.61 98.24 98.46 98.36 97.96 96.78 94.23 89.76 83.14 
72 95.53 96.85 97.65 98.27 98.50 98.40 98.01 96.80 94.25 89.78 83.17 
73 95.58 96.91 97.72 98.30 98.54 98.43 98.04 96.84 94.27 89.80 83.17 
74 95.65 96.95 97.75 98.35 98.57 98.45 98.07 96.84 94.29 89.82 83.19 
75 95.70 97.01 97.79 98.38 98.61 98.49 98.11 96.88 94.30 89.84 83.22 
76 95.77 97.06 97.84 98.43 98.64 98.52 98.12 96.90 94.30 89.85 83.25 
77 95.82 97.11 97.88 98.46 98.68 98.55 98.15 96.91 94.34 89.86 83.25 
78 95.89 97.15 97.93 98.50 98.70 98.57 98.18 96.94 94.35 89.87 83.27 
79 95.95 97.20 97.97 98.55 98.74 98.60 98.20 96.97 94.36 89.87 83.27 
80 95.99 97.24 98.00 98.57 98.77 98.63 98.22 97.01 94.36 89.87 83.31 
81 96.07 97.28 98.03 98.60 98.80 98.66 98.25 97.01 94.39 89.90 83.31 
82 96.12 97.35 98.07 98.62 98.82 98.67 98.28 97.04 94.39 89.91 83.32 
83 96.18 97.37 98.11 98.66 98.85 98.70 98.30 97.06 94.42 89.93 83.33 
84 96.20 97.42 98.15 98.69 98.87 98.73 98.32 97.08 94.42 89.95 83.35 
85 96.25 97.46 98.18 98.72 98.89 98.75 98.35 97.09 94.46 89.96 83.36 
86 96.31 97.50 98.21 98.74 98.91 98.76 98.38 97.11 94.47 89.99 83.39 
87 96.36 97.53 98.25 98.76 98.93 98.79 98.39 97.13 94.49 89.97 83.41 
88 96.39 97.58 98.28 98.79 98.95 98.82 98.39 97.14 94.51 89.99 83.40 
89 96.42 97.63 98.30 98.82 98.96 98.84 98.41 97.15 94.50 90.01 83.41 
90 96.49 97.67 98.36 98.84 98.99 98.86 98.44 97.18 94.53 90.00 83.44 
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91 96.53 97.70 98.37 98.86 99.00 98.88 98.46 97.19 94.55 90.03 83.45 
92 96.58 97.75 98.41 98.89 99.01 98.89 98.46 97.21 94.55 90.05 83.46 
93 96.62 97.76 98.42 98.91 99.04 98.91 98.48 97.22 94.58 90.09 83.47 
94 96.67 97.80 98.45 98.94 99.05 98.93 98.49 97.23 94.58 90.06 83.47 
95 96.71 97.84 98.48 98.96 99.07 98.95 98.51 97.24 94.60 90.10 83.48 
96 96.75 97.87 98.51 98.99 99.09 98.97 98.53 97.27 94.61 90.10 83.49 
97 96.80 97.89 98.54 99.01 99.10 98.98 98.54 97.26 94.62 90.13 83.52 
98 96.82 97.93 98.56 99.02 99.12 98.99 98.55 97.28 94.64 90.10 83.53 
99 96.87 97.97 98.59 99.04 99.13 99.01 98.57 97.30 94.64 90.13 83.56 
100 96.92 97.99 98.62 99.06 99.15 99.03 98.59 97.31 94.66 90.14 83.56 

 

Table B.4 
Average power supply reliability RW&Savg versus active battery capacity Bac with wind and 
solar mixed ratio varies from 100% to 0% for the years of 1998 to 2017 at Salt Lake City. 
 

RW&Savg W/S mixed ratio 

Bac 100% 90% 80% 70% 60% 50% 40% 30% 20% 10% 0% 

1 73.60 73.81 73.07 71.82 70.39 68.45 65.88 62.41 57.45 50.93 41.80 
2 79.36 79.76 79.07 77.97 76.44 74.29 71.46 67.62 62.34 55.63 46.17 
3 81.74 82.08 81.42 80.22 78.55 76.31 73.44 69.34 63.91 56.84 47.85 
4 83.59 83.89 83.11 81.90 80.28 78.05 75.11 71.11 65.64 58.81 49.53 
5 85.07 85.29 84.63 83.50 81.89 79.72 76.83 72.67 67.19 60.20 51.22 
6 86.30 86.64 86.06 84.96 83.38 81.31 78.36 74.40 68.83 61.72 52.54 
7 87.34 87.70 87.29 86.34 84.88 82.84 80.04 75.95 70.55 63.43 53.78 
8 88.28 88.68 88.36 87.51 86.18 84.26 81.42 77.53 71.96 64.71 55.65 
9 89.07 89.52 89.26 88.56 87.36 85.55 83.01 79.11 73.62 66.35 56.61 
10 89.77 90.25 90.12 89.49 88.45 86.80 84.44 80.90 75.74 68.48 57.99 
11 90.42 90.91 90.81 90.30 89.41 87.95 85.88 82.70 77.93 71.14 60.23 
12 90.96 91.52 91.46 91.03 90.27 88.98 87.16 84.40 80.22 73.75 62.89 
13 91.55 92.08 92.09 91.71 91.02 89.85 88.24 85.74 82.12 76.52 66.20 
14 91.96 92.53 92.57 92.22 91.59 90.54 89.03 86.83 83.50 78.35 68.69 
15 92.43 92.95 93.01 92.70 92.08 91.10 89.67 87.60 84.62 79.91 70.71 
16 92.76 93.31 93.35 93.05 92.47 91.56 90.20 88.26 85.45 80.99 72.28 
17 93.10 93.61 93.68 93.40 92.79 91.89 90.58 88.78 86.00 81.74 73.35 
18 93.39 93.89 93.91 93.63 93.09 92.17 90.87 89.09 86.42 82.23 74.02 
19 93.67 94.11 94.15 93.87 93.29 92.40 91.14 89.31 86.73 82.60 74.53 
20 93.89 94.31 94.34 94.06 93.50 92.61 91.38 89.55 86.93 82.89 74.85 
21 94.10 94.51 94.52 94.22 93.68 92.79 91.52 89.78 87.13 83.09 75.07 
22 94.30 94.68 94.67 94.38 93.84 92.94 91.68 89.91 87.27 83.28 75.29 
23 94.47 94.82 94.83 94.54 93.98 93.11 91.85 90.08 87.46 83.41 75.45 
24 94.64 94.97 94.94 94.68 94.11 93.23 91.99 90.21 87.60 83.53 75.59 
25 94.77 95.10 95.06 94.78 94.23 93.36 92.09 90.30 87.71 83.65 75.68 
26 94.92 95.22 95.19 94.91 94.35 93.46 92.21 90.44 87.79 83.77 75.77 
27 95.06 95.34 95.29 95.01 94.46 93.56 92.33 90.54 87.91 83.83 75.86 
28 95.17 95.46 95.39 95.08 94.56 93.66 92.42 90.63 87.99 83.91 75.94 
29 95.29 95.57 95.48 95.18 94.64 93.78 92.51 90.74 88.08 84.00 76.03 
30 95.40 95.66 95.60 95.27 94.72 93.83 92.55 90.80 88.15 84.05 76.09 
31 95.52 95.74 95.67 95.35 94.79 93.93 92.67 90.89 88.25 84.12 76.17 
32 95.63 95.83 95.77 95.44 94.88 93.99 92.74 90.96 88.28 84.20 76.22 
33 95.73 95.93 95.84 95.52 94.96 94.08 92.82 91.03 88.37 84.24 76.29 
34 95.85 96.01 95.92 95.60 95.04 94.17 92.89 91.12 88.43 84.31 76.37 
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35 95.93 96.12 96.00 95.69 95.10 94.22 92.97 91.18 88.48 84.36 76.40 
36 96.01 96.17 96.08 95.74 95.20 94.28 93.04 91.20 88.55 84.39 76.44 
37 96.11 96.26 96.14 95.82 95.25 94.33 93.10 91.27 88.62 84.44 76.50 
38 96.17 96.32 96.19 95.88 95.31 94.42 93.13 91.33 88.66 84.48 76.57 
39 96.24 96.40 96.27 95.95 95.38 94.47 93.20 91.39 88.70 84.50 76.58 
40 96.34 96.44 96.32 96.00 95.44 94.52 93.26 91.46 88.78 84.53 76.62 
41 96.39 96.52 96.38 96.06 95.48 94.57 93.29 91.52 88.78 84.55 76.63 
42 96.46 96.59 96.46 96.11 95.53 94.65 93.35 91.59 88.83 84.59 76.68 
43 96.51 96.63 96.49 96.16 95.59 94.71 93.39 91.63 88.91 84.61 76.70 
44 96.61 96.69 96.54 96.19 95.62 94.74 93.43 91.67 88.93 84.64 76.71 
45 96.65 96.73 96.59 96.25 95.67 94.80 93.48 91.71 88.97 84.66 76.76 
46 96.71 96.80 96.65 96.31 95.72 94.86 93.54 91.77 89.05 84.69 76.77 
47 96.77 96.84 96.67 96.33 95.76 94.89 93.59 91.81 89.05 84.71 76.78 
48 96.82 96.90 96.72 96.38 95.80 94.94 93.63 91.86 89.12 84.72 76.81 
49 96.89 96.94 96.78 96.43 95.86 94.99 93.67 91.92 89.15 84.75 76.84 
50 96.93 96.97 96.82 96.46 95.90 95.02 93.72 91.93 89.19 84.78 76.83 
51 96.99 97.03 96.87 96.51 95.95 95.06 93.73 92.01 89.22 84.78 76.89 
52 97.02 97.05 96.92 96.54 95.96 95.11 93.78 92.03 89.25 84.81 76.89 
53 97.07 97.11 96.95 96.59 96.01 95.15 93.82 92.07 89.27 84.81 76.93 
54 97.12 97.14 97.00 96.63 96.04 95.17 93.87 92.09 89.3 84.85 76.93 
55 97.16 97.19 97.04 96.65 96.09 95.22 93.90 92.13 89.34 84.87 76.94 
56 97.20 97.23 97.08 96.70 96.13 95.25 93.93 92.17 89.37 84.90 76.95 
57 97.25 97.26 97.09 96.73 96.15 95.26 93.97 92.19 89.38 84.90 76.97 
58 97.29 97.31 97.14 96.75 96.19 95.31 94.01 92.23 89.40 84.93 76.99 
59 97.33 97.33 97.19 96.79 96.21 95.35 94.03 92.24 89.45 84.94 77.01 
60 97.36 97.38 97.21 96.82 96.26 95.39 94.06 92.28 89.45 84.97 77.02 
61 97.40 97.40 97.25 96.85 96.28 95.40 94.10 92.32 89.47 84.99 77.02 
62 97.44 97.45 97.28 96.87 96.31 95.46 94.13 92.34 89.48 84.99 77.05 
63 97.49 97.48 97.30 96.91 96.34 95.45 94.17 92.37 89.51 85.04 77.06 
64 97.51 97.49 97.33 96.92 96.38 95.51 94.19 92.40 89.55 85.04 77.08 
65 97.56 97.53 97.36 96.98 96.41 95.52 94.22 92.45 89.56 85.05 77.09 
66 97.58 97.56 97.36 97.01 96.42 95.56 94.26 92.47 89.58 85.05 77.13 
67 97.61 97.59 97.41 97.03 96.46 95.59 94.27 92.47 89.58 85.08 77.13 
68 97.65 97.62 97.42 97.05 96.46 95.61 94.31 92.52 89.61 85.10 77.16 
69 97.68 97.64 97.45 97.08 96.50 95.64 94.34 92.56 89.63 85.10 77.18 
70 97.71 97.67 97.48 97.09 96.53 95.66 94.36 92.55 89.64 85.13 77.19 
71 97.74 97.68 97.50 97.12 96.55 95.70 94.38 92.60 89.66 85.16 77.22 
72 97.75 97.72 97.53 97.14 96.57 95.72 94.42 92.62 89.68 85.15 77.24 
73 97.80 97.75 97.55 97.16 96.60 95.75 94.45 92.65 89.71 85.16 77.25 
74 97.83 97.77 97.56 97.18 96.62 95.76 94.49 92.66 89.72 85.19 77.26 
75 97.86 97.80 97.58 97.20 96.63 95.79 94.50 92.69 89.73 85.19 77.27 
76 97.89 97.82 97.61 97.23 96.66 95.81 94.51 92.73 89.77 85.22 77.28 
77 97.91 97.84 97.63 97.26 96.68 95.83 94.54 92.73 89.75 85.24 77.30 
78 97.93 97.86 97.67 97.27 96.72 95.85 94.57 92.75 89.78 85.25 77.32 
79 97.96 97.89 97.68 97.30 96.74 95.88 94.60 92.77 89.76 85.26 77.33 
80 97.98 97.90 97.72 97.31 96.76 95.89 94.61 92.80 89.78 85.26 77.34 
81 98.01 97.93 97.72 97.33 96.78 95.92 94.65 92.83 89.80 85.26 77.36 
82 98.04 97.96 97.73 97.36 96.80 95.96 94.65 92.85 89.83 85.30 77.37 
83 98.07 97.98 97.76 97.37 96.83 95.97 94.68 92.87 89.84 85.30 77.41 
84 98.08 97.99 97.78 97.39 96.85 96.00 94.70 92.89 89.85 85.32 77.41 
85 98.11 98.02 97.79 97.41 96.86 96.03 94.73 92.91 89.87 85.35 77.41 
86 98.13 98.03 97.81 97.43 96.87 96.05 94.74 92.92 89.88 85.34 77.45 
87 98.14 98.06 97.84 97.43 96.90 96.07 94.76 92.92 89.90 85.33 77.45 
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88 98.17 98.08 97.85 97.45 96.92 96.08 94.81 92.96 89.93 85.36 77.46 
89 98.20 98.11 97.87 97.48 96.92 96.10 94.82 93.00 89.91 85.37 77.47 
90 98.21 98.12 97.87 97.50 96.94 96.11 94.83 93.01 89.94 85.41 77.47 
91 98.23 98.14 97.91 97.51 96.96 96.14 94.88 93.03 89.96 85.39 77.50 
92 98.24 98.15 97.92 97.53 96.98 96.15 94.89 93.05 89.96 85.41 77.49 
93 98.27 98.17 97.92 97.56 96.99 96.16 94.91 93.06 89.98 85.42 77.53 
94 98.29 98.19 97.95 97.57 97.01 96.19 94.93 93.08 89.98 85.44 77.54 
95 98.30 98.19 97.95 97.58 97.04 96.19 94.93 93.11 89.99 85.43 77.55 
96 98.31 98.22 97.98 97.60 97.05 96.21 94.96 93.13 90.02 85.46 77.56 
97 98.34 98.24 97.99 97.62 97.06 96.23 94.96 93.14 90.03 85.47 77.59 
98 98.34 98.25 98.01 97.63 97.08 96.25 94.98 93.15 90.03 85.49 77.57 
99 98.35 98.27 98.02 97.65 97.09 96.29 95.01 93.17 90.05 85.51 77.60 
100 98.38 98.28 98.04 97.67 97.12 96.31 95.04 93.19 90.06 85.49 77.60 

 

Table B.5 
Average power supply reliability RW&Savg versus active battery capacity Bac with wind and 
solar mixed ratio varies from 100% to 0% for the years of 1998 to 2017 at Vancouver. 
 

RW&Savg W/S mixed ratio 

Bac 100% 90% 80% 70% 60% 50% 40% 30% 20% 10% 0% 

1 64.80 75.13 76.42 76.43 75.83 74.60 72.59 69.53 64.95 56.76 39.76 
2 68.24 79.08 80.63 80.76 80.32 79.20 77.34 74.56 70.10 61.77 43.36 
3 69.78 80.59 82.32 82.44 81.95 80.83 79.06 76.26 71.86 63.30 45.26 
4 71.09 81.59 83.43 83.67 83.32 82.36 80.65 77.99 73.55 65.05 46.61 
5 72.24 82.33 84.58 84.83 84.52 83.54 81.89 79.23 74.84 66.24 47.91 
6 73.16 82.91 85.40 85.85 85.63 84.78 83.25 80.69 76.4 67.89 49.33 
7 73.92 83.47 86.25 86.84 86.69 85.84 84.32 81.83 77.53 68.80 49.95 
8 74.53 83.92 86.89 87.64 87.57 86.89 85.49 83.15 79.00 70.44 51.58 
9 75.01 84.31 87.39 88.49 88.54 87.88 86.51 84.22 80.03 71.35 52.32 
10 75.39 84.69 87.85 89.35 89.54 89.02 87.82 85.67 81.78 73.34 54.07 
11 75.78 85.05 88.30 90.27 90.77 90.40 89.36 87.38 83.69 75.38 56.36 
12 76.11 85.36 88.72 91.13 91.83 91.64 90.74 88.94 85.47 77.46 58.57 
13 76.45 85.72 89.12 91.78 92.68 92.63 91.92 90.26 87.02 79.35 60.87 
14 76.74 86.03 89.47 92.28 93.22 93.29 92.64 91.14 88.06 80.59 62.57 
15 77.09 86.32 89.78 92.64 93.62 93.75 93.17 91.70 88.78 81.54 63.86 
16 77.36 86.60 90.03 92.93 93.93 94.09 93.54 92.14 89.32 82.17 65.02 
17 77.70 86.85 90.28 93.18 94.20 94.35 93.82 92.49 89.68 82.61 65.75 
18 77.97 87.08 90.51 93.42 94.45 94.61 94.08 92.74 89.99 82.91 66.27 
19 78.24 87.28 90.75 93.67 94.66 94.81 94.26 93.01 90.24 83.13 66.62 
20 78.52 87.52 90.97 93.85 94.88 94.99 94.49 93.17 90.44 83.37 66.95 
21 78.76 87.70 91.16 94.07 95.06 95.16 94.66 93.37 90.64 83.54 67.15 
22 79.06 87.90 91.33 94.25 95.21 95.34 94.84 93.54 90.85 83.69 67.36 
23 79.25 88.06 91.52 94.42 95.38 95.49 94.97 93.72 91.02 83.81 67.56 
24 79.53 88.26 91.71 94.58 95.53 95.63 95.13 93.85 91.19 83.94 67.74 
25 79.71 88.37 91.87 94.71 95.67 95.75 95.26 94.00 91.29 84.08 67.88 
26 79.92 88.52 92.03 94.86 95.80 95.89 95.38 94.16 91.42 84.17 68.05 
27 80.10 88.70 92.16 95.02 95.93 96.01 95.51 94.31 91.57 84.31 68.19 
28 80.30 88.85 92.31 95.13 96.07 96.11 95.61 94.40 91.68 84.41 68.34 
29 80.45 88.97 92.43 95.29 96.15 96.21 95.72 94.52 91.79 84.50 68.46 
30 80.64 89.12 92.58 95.39 96.28 96.32 95.82 94.62 91.89 84.59 68.58 
31 80.77 89.23 92.69 95.49 96.38 96.42 95.92 94.72 92.00 84.65 68.70 
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32 80.92 89.34 92.82 95.60 96.45 96.50 96.01 94.81 92.06 84.72 68.78 
33 81.06 89.48 92.94 95.72 96.55 96.59 96.08 94.91 92.15 84.78 68.88 
34 81.19 89.59 93.04 95.82 96.64 96.66 96.16 94.99 92.22 84.81 68.96 
35 81.33 89.71 93.15 95.93 96.72 96.75 96.24 95.05 92.29 84.87 69.05 
36 81.48 89.82 93.25 96.01 96.79 96.81 96.33 95.14 92.35 84.93 69.11 
37 81.60 89.93 93.37 96.08 96.85 96.87 96.37 95.20 92.42 84.97 69.19 
38 81.73 90.03 93.43 96.18 96.94 96.93 96.45 95.30 92.50 84.99 69.28 
39 81.86 90.11 93.55 96.24 96.99 96.98 96.52 95.34 92.56 85.04 69.30 
40 81.99 90.24 93.61 96.31 97.08 97.04 96.59 95.39 92.59 85.08 69.37 
41 82.12 90.31 93.69 96.37 97.12 97.10 96.64 95.46 92.65 85.11 69.43 
42 82.25 90.43 93.79 96.44 97.19 97.17 96.70 95.50 92.72 85.15 69.46 
43 82.35 90.50 93.84 96.51 97.25 97.23 96.75 95.57 92.74 85.17 69.52 
44 82.48 90.59 93.93 96.58 97.30 97.27 96.79 95.63 92.83 85.21 69.57 
45 82.59 90.69 94.02 96.65 97.36 97.32 96.85 95.70 92.87 85.22 69.59 
46 82.70 90.78 94.09 96.69 97.41 97.37 96.91 95.74 92.91 85.25 69.61 
47 82.81 90.84 94.17 96.76 97.46 97.42 96.94 95.80 92.94 85.30 69.67 
48 82.92 90.93 94.22 96.82 97.51 97.47 96.99 95.84 92.98 85.33 69.69 
49 83.01 91.00 94.30 96.88 97.56 97.51 97.05 95.88 93.02 85.33 69.72 
50 83.12 91.07 94.34 96.95 97.61 97.56 97.08 95.94 93.05 85.36 69.75 
51 83.20 91.14 94.40 97.01 97.65 97.59 97.12 95.97 93.10 85.38 69.81 
52 83.29 91.22 94.47 97.05 97.71 97.64 97.18 96.02 93.11 85.42 69.83 
53 83.39 91.30 94.52 97.11 97.74 97.67 97.20 96.04 93.17 85.44 69.86 
54 83.48 91.37 94.59 97.15 97.81 97.72 97.26 96.07 93.19 85.44 69.87 
55 83.59 91.42 94.66 97.20 97.84 97.74 97.29 96.13 93.24 85.47 69.92 
56 83.65 91.51 94.69 97.25 97.88 97.77 97.32 96.17 93.26 85.50 69.93 
57 83.71 91.58 94.77 97.29 97.93 97.81 97.36 96.21 93.29 85.52 69.95 
58 83.83 91.63 94.82 97.33 97.97 97.86 97.39 96.24 93.32 85.55 69.98 
59 83.92 91.69 94.86 97.39 98.00 97.90 97.43 96.29 93.34 85.54 70.01 
60 83.98 91.74 94.91 97.44 98.03 97.92 97.46 96.32 93.37 85.57 70.01 
61 84.07 91.78 94.99 97.48 98.07 97.96 97.49 96.35 93.40 85.60 70.04 
62 84.13 91.85 95.03 97.52 98.09 97.99 97.52 96.36 93.42 85.59 70.07 
63 84.21 91.89 95.06 97.56 98.12 98.02 97.54 96.41 93.46 85.63 70.09 
64 84.30 91.97 95.12 97.60 98.16 98.04 97.58 96.44 93.47 85.63 70.09 
65 84.39 92.02 95.18 97.63 98.19 98.07 97.61 96.49 93.50 85.64 70.12 
66 84.46 92.06 95.23 97.67 98.22 98.11 97.64 96.50 93.53 85.66 70.13 
67 84.52 92.12 95.28 97.71 98.24 98.13 97.68 96.55 93.55 85.67 70.16 
68 84.61 92.15 95.32 97.73 98.28 98.16 97.69 96.55 93.58 85.68 70.18 
69 84.65 92.20 95.37 97.79 98.30 98.20 97.73 96.60 93.60 85.70 70.19 
70 84.70 92.24 95.40 97.81 98.34 98.22 97.75 96.60 93.62 85.71 70.22 
71 84.77 92.30 95.45 97.84 98.36 98.25 97.79 96.64 93.63 85.73 70.20 
72 84.83 92.36 95.49 97.88 98.38 98.29 97.81 96.67 93.65 85.72 70.23 
73 84.91 92.39 95.51 97.91 98.41 98.30 97.83 96.69 93.69 85.75 70.24 
74 84.96 92.42 95.55 97.95 98.43 98.32 97.86 96.71 93.70 85.74 70.27 
75 85.01 92.49 95.58 97.98 98.45 98.35 97.87 96.73 93.72 85.76 70.27 
76 85.07 92.53 95.61 98.02 98.49 98.38 97.89 96.77 93.73 85.75 70.31 
77 85.10 92.57 95.67 98.06 98.50 98.39 97.92 96.79 93.76 85.80 70.30 
78 85.16 92.59 95.68 98.08 98.52 98.42 97.95 96.82 93.78 85.81 70.33 
79 85.22 92.66 95.71 98.11 98.56 98.44 97.97 96.83 93.80 85.80 70.35 
80 85.26 92.71 95.76 98.13 98.57 98.45 97.99 96.86 93.82 85.85 70.38 
81 85.33 92.72 95.76 98.16 98.59 98.48 98.01 96.89 93.85 85.85 70.35 
82 85.39 92.75 95.82 98.19 98.62 98.50 98.03 96.90 93.87 85.85 70.38 
83 85.41 92.79 95.84 98.21 98.64 98.52 98.06 96.92 93.87 85.86 70.41 
84 85.47 92.81 95.87 98.23 98.66 98.55 98.08 96.95 93.89 85.87 70.43 
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85 85.53 92.86 95.90 98.26 98.67 98.55 98.09 96.98 93.92 85.90 70.43 
86 85.58 92.88 95.93 98.27 98.70 98.58 98.11 96.99 93.94 85.90 70.45 
87 85.64 92.91 95.96 98.29 98.71 98.59 98.13 97.02 93.97 85.92 70.45 
88 85.66 92.95 95.99 98.32 98.72 98.60 98.15 97.02 93.98 85.91 70.47 
89 85.71 92.98 96.02 98.34 98.74 98.63 98.17 97.05 93.98 85.92 70.50 
90 85.75 93.00 96.04 98.35 98.76 98.63 98.19 97.06 94.02 85.93 70.50 
91 85.80 93.05 96.07 98.37 98.79 98.66 98.21 97.09 94.02 85.94 70.51 
92 85.83 93.07 96.09 98.41 98.80 98.68 98.22 97.10 94.04 85.97 70.54 
93 85.87 93.11 96.13 98.42 98.82 98.71 98.23 97.12 94.06 85.97 70.54 
94 85.91 93.13 96.17 98.43 98.84 98.72 98.25 97.15 94.08 85.98 70.54 
95 85.94 93.15 96.20 98.46 98.85 98.74 98.27 97.16 94.09 86.01 70.57 
96 85.98 93.19 96.20 98.47 98.86 98.74 98.28 97.18 94.10 86.01 70.60 
97 86.01 93.22 96.21 98.49 98.88 98.76 98.30 97.18 94.12 86.01 70.61 
98 86.08 93.23 96.24 98.51 98.89 98.77 98.32 97.22 94.13 86.03 70.62 
99 86.11 93.27 96.27 98.52 98.91 98.78 98.33 97.22 94.14 86.04 70.61 
100 86.15 93.28 96.30 98.54 98.92 98.80 98.35 97.24 94.15 86.06 70.63 
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