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Abstract

This thesis presents the first measurements of the photon beam asymmetry Σ, spin-density matrix
elements and differential cross-sections in Λ(1520) photoproduction at photon beam energies
between 8.2 GeV and 8.8 GeV. These measurements will help to constrain physics models,
describing the production process of hadrons at high photon energies, as they are needed in the
search for exotic mesons.

The data used in this analysis were recorded using the GlueX beamline and detector in Hall D
of the Thomas Jefferson National Accelerator Facility (JLab) in Virginia, USA. JLab provides a
12 GeV electron beam which is converted to a linearly polarised photon beam on a thin diamond,
via the coherent bremsstrahlung technique. The photon beam is incident on a liquid hydrogen
target where it can produce various meson and baryon resonances such as the Λ(1520). The
GlueX detector setup surrounding the target is able to detect both charged and neutral final
state particles resulting from the reaction. Careful analysis of their momentum and angular
distributions allows the determination of the observables presented in this work.

For the extraction of physics observables the sPlot method was used together with unbinned
extended maximum likelihood fitting and Markov Chain Monte Carlo methods. The effect of
longitudinal phase space analyses was studied and resulted in a publication.

So far, previous measurements for this reaction have only been made at much lower or higher
energies. This is the first measurement of this reaction in the energy range of GlueX. This work
also provides the first measurement of polarised spin-density matrix elements for this reaction
channel. These are critical steps towards GlueX’s main goal, which is to establish and map out
the spectrum of exotic hybrid mesons, an important milestone in our understanding of quantum
chromo dynamics and the strong force.
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Chapter 1

Introduction

This thesis describes the study of the reaction γ p → K+Λ(1520) → K+K−p. Some of the
first data taken with the GlueX experiment, located at Jefferson Laboratory, were analysed for
this purpose. GlueX’s main objective is the search for exotic hybrid mesons, which will aid our
understanding of quark confinement. This work presents the first measurement of polarised spin-
density matrix elements for the reaction and the first measurement of unpolarised spin-density
matrix elements for the reaction in the photon beam energy range 8.2 GeV-8.8 GeV. It is one of
several measurements carried out during the early stage of GlueX to study the various reaction
mechanisms in this previously unexplored energy regime. It will also help in understanding the
performance of the GlueX detector setup and photon beam line which is crucial to accomplish
its main mission in the near future.

Quantum Chromo Dynamics (QCD) is the established quantum field theory describing the
strong force within the Standard Model (SM) of particle physics. The strong force is, along-
side gravity, electromagnetism and the weak force, one of four fundamental forces in nature.
Like every force within the SM it is mediated by bosons (particles with integer spin). In the
case of the strong force these bosons are called gluons. The other group of particles within the
SM that are directly interacting through the strong force are called quarks. They are fermions
(particles with half-integer spin) and come in three generations. The lightest quarks are called
up and down. The up-quark carries an electric charge of +2/3 and the down-quark−1/3. The two
heavier versions of the up- and down-quarks are called charm and top, also with charge +2/3,
and strange and bottom, with charge −1/3, respectively. Due to their electric charge quarks can
also interact electromagnetically, a force mediated through photons. Figure 1.1 visualises the
complete SM. In addition to quarks and gluons it contains leptons, which do not interact through
the strong force. These are also fermions and come in three generations as well. The electron

and its two heavier partners, muon and tau, have electric charge −1. The neutrinos, their almost
massless counterparts, are chargeless and can therefore only interact through the weak force,

1
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Figure 1.1: The standard model of particle physics. Taken from [1].

carried by the W± and Z0 boson. The last part of the SM is the Higgs boson. It can be seen
as manifestation of the Higgs field, which plays an important role in mass generation of the
fundamental particles in the SM.

Electromagnetic interactions are mediated by photons which couple to the electric charge. There-
fore all electrically charged particles can interact electromagnetically. The counterpart of the
electric charge in the strong force is called colour charge. Instead of positive and negative
charge it comes in three colours (commonly red, green and blue) and three anti-colours (anti-

red, anti-green and anti-blue). A crucial difference compared to electromagnetism is that gluons
carry colour charge themselves. This means that they can self-interact which has very important
consequences, as it directly affects the strong coupling constant αs.

Two extremely important properties of QCD are confinement and asymptotic freedom. Confine-
ment describes the empirical fact that all objects in nature are observed to be colour neutral. This
means quarks, which carry a colour charge, are never observed on their own. This is related to
the fact that that the strong coupling constant αs is large for large distances between the quarks
(see Figure 1.2). If two quarks were to be pulled apart the energy in the binding of the two
increases to a point where a new qq̄ pair is created from the vacuum. Asymptotic freedom on
the other hand describes the fact that at very small distances αs becomes small, which means
that the quarks appear almost free when really close to each other. It was discovered in 1973
by Gross, Politzer and Wilczek [3–6] and they were awarded the Nobel Prize in Physics for it
in 2004. If probed at small distances (i.e. high energies) αs is small enough to use perturbation
theory to make calculations. The real world exists at much smaller energies where αs is large.
In this case perturbation theory cannot be applied and other ways have to be found to calculate
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Figure 1.2: The running coupling constant αs. Taken from [2].

properties arising from QCD. In general, these are model-dependent calculations not starting
from first principles and need experimental input.

As stated before all objects in nature are observed to be colour neutral. Neutrality can be
achieved by combining a colour with its anti-colour or by combining all three colours together.
Therefore quarks and gluons always appear in bound states of two or more particles. Bound
states consisting of an even number of quarks are called mesons, of an odd number of quarks
baryons. The proton, which was discovered by Rutherford in 1919 (reprint [7]) has quark con-
tent uud. The neutron discovered by Chadwick in 1932 [8,9] has quark content udd. These two
baryons make up the atomic nucleus and together with electrons they constitute the vast majority
of visible matter. With the advent of particle accelerators in the 1950s, many qq̄, qqq and q̄q̄q̄

states have been discovered. In the early 1960s Gell-Mann and Zweig proposed to use SU(3)
symmetry to organise mesons and baryons consisting of u, d and s quarks into multiplets [10–13]
(the other quarks were not discovered at the time). Already when developing his quark model
Gell-Mann realised that states like qqq̄q̄ (tetraquarks) or qqqq̄q (pentaquarks) are allowed by
QCD [12] even though they were not discovered at the time. Since the gluon carries a colour
charge one could also imagine states that consist purely of gluons, so called glueballs, or states
where the gluons do not just facilitate the binding of the quarks but also contribute to the overall
quantum numbers of the bound state, e.g. by adding units of angular momentum. These states
are called hybrids. States that are not simply two or three quark states are often referred to as
exotic. So far, no definitive proof of such a state has been achieved, although they are a direct
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consequence of QCD. Some evidence has been gathered, but definitively finding and identifying
one of those states would be an important step towards establishing QCD as the theory of strong
interaction.

So far, most evidence for non-conventional states comes from charmonium (cc̄) and bottomonium
(bb̄) and B-meson decays. The first such candidate, the so called X(3872), was discovered in
2003 by Belle [14]. Since then, many more states have been found in these decays that seem to
have non-qq̄ properties. For reviews of these states see Chapter 91 in the Particle Data Groups
Review of Particle Physics [15], and [16–19]. What most of these states have in common is that
they do not fit into the expected cc̄ and bb̄ mass spectra or that they are close to important decay
thresholds. The latter could indicate some molecular structure. The X(3872) for example lies
less than 200 keV below the D0D∗0 threshold and is often identified with a bound state of these
two mesons [20, 21]. A definitive proof for an exotic state is oftentimes not unambiguous. The
exception to that is the discovery of a hybrid with quantum numbers not accessible to simple
qq̄ states. Usually mesons are classified by their JPC quantum number. Normal mesons are
two-body states (qq̄) and as such their parity and charge conjugation quantum numbers have to
follow certain rules (Chapter 15.2 [15]).

P = (−1)l+1 (1.1)

C = (−1)l+s (1.2)

with s being the total spin of the quarks (0 or 1) and l being the orbital angular momentum
between them. Therefore, only certain JPC combinations are allowed, e.g. JPC = 0−+ for
pseudoscalars and JPC = 1−− for vectors. The discovery of a state with quantum numbers
that do not obey these criteria, e.g. a meson with JPC = 1−+, would be proof of an exotic nature.
Therefore, these exotic quantum numbers are considered a smoking gun.

In recent years several observations of JPC = 1−+ states have been made (e.g. [22–26]) but
more data is desirable to make a definitive statement about their nature. The GlueX experiment,
on whose data this thesis is based, is dedicated to the search of exotic hybrid mesons. It was
designed and built for this specific purpose and has as such certain distinct features that make
it unique. Since exotic states are expected to decay to both neutral and charged final states,
the GlueX detector is equipped to measure these final state particles with good energy and mo-
mentum resolution. This will enable the exclusive analysis of the same resonance decaying into
multiple different final states. This would greatly increase confidence in a potential discovery.
To produce the exotic states, GlueX uses a high energy linearly polarised photon beam. This has
multiple advantages over experiments that have been carried out so far. The high energy means
it is possible to produce the exotic meson in a t-channel process without intermediate baryon
resonance. This will make the consecutive determination of its quantum numbers easier. In
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contrast to e+e− annihilation, which can only produce JPC = 1−− resonances, photoproduction
is capable of producing resonances with various different quantum numbers. This is critical in
order to produce exotic mesons in large enough quantities to analyse them. The linear polarisa-
tion of the photon beam aides the identification of the exchange mechanism, a critical step in the
analyses that will be carried out. To achieve a high energy photon beam, a high energy electron
beam is necessary, which is available at Jefferson Laboratory in Virginia, USA.

One of the biggest problems in the search for exotic states is that they are subject to enormous
backgrounds. Many known non-exotic mesons exist in the mass-range relevant for the exotic
searches and the reaction channels are dominated by them. That makes a simple bump hunt, a
search for peaks in an invariant mass spectrum, impossible. In addition, the determination of
quantum numbers requires a partial wave analysis. That means the angular distribution of final
state particles needs to be carefully analysed. In order to correctly perform the partial wave
analysis and disentangle contributions from various resonance states, it is important to have an
excellent understanding of the production processes involved. Therefore, a crucial first step in
GlueX’s scientific program is to establish the dominant production mechanisms in its energy
range. This thesis works towards that goal. The Λ(1520) is a baryon resonance with quark
content uds which can decay into a proton and a K−. It shows up strongly in many final states
containing a proton and K−, final states expected to contain exotic hybrids. Therefore, a good
understanding of its production is desirable. So far, no data in the GlueX energy range exists
which makes this work very important to constrain theoretical models.

The remainder of the thesis is structured as follows. Chapter 2 lays the theoretical foundation and
introduces spin-density matrix elements, polarisation observables, and cross-sections. Chapter
3 contains a brief summary of the current data situation as well as the current status of the
theoretical description of the reaction of interest. Chapter 4 contains a description of the GlueX
experiment. It gives a summary of the accelerator and beam line and a detailed description of all
detector systems relevant for this work. Chapter 5 describes the event selection. The extraction
of the observables is reported in Chapter 6 in great detail. Finally, the results are discussed in
Chapter 7. Appendices A to C contain additional information and plots regarding the observable
extraction. Appendix D lists all numerical results and Appendix E contains a summary of a
paper on longitudinal phase space analysis, which was written alongside this work.



Chapter 2

K+Λ(1520) photoproduction formalism

In the following the theoretical framework describing the photoproduction of the Λ(1520) to-
gether with a K+ is laid out. The equations necessary to extract observables from the data are
presented, and their interpretation discussed.

The Λ(1520), is a hyperon with quark content uds and quantum numbers JP = 3
2
−

[27]. To
produce it on a proton in photoproduction, which conserves strangeness and charge [28], it has
to be produced together with a K+ (us̄). The three main production mechanisms are pictured
in Figure 2.1. In s-channel production (Figure 2.1a) an intermediate nucleon resonance decays

γ K+

p Λ(1520)

N∗

(a) s-channel production

γ K+

p Λ(1520)

X

(b) t-channel production
γ Λ(1520)

p K+

B

(c) u-channel production

Figure 2.1: Three production mechanisms for Λ(1520) photoproduction. (a) The s-channel
production proceeds via a nucleon resonance (N∗). (b) In t-channel production a virtual meson
(X) is exchanged. (c) In u-channel production a virtual baryon (B) is exchanged.

6
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into a K+ and a Λ(1520). At Eγ = 8.2GeV− 8.8GeV the intermediate state, however, would
have a mass of about 5 GeV and there are no known states with such high masses. Although not
impossible and certainly important at lower photon beam energies, this production mode seems
unlikely for this work and is probably not dominant compared with the others. The t-channel
production mechanism proceeds via the exchange of a virtual kaon (Figure 2.1b). This mechan-
ism is found at a wide range of beam photon energies. At very high energies and small scattering
angles the exchange between the incoming photon and target proton dominantly proceeds via a
so called Pomeron, a hypothetical particle without electric or colour charge. In those reactions,
the photon would diffractively dissociate into mesons and the proton would stay intact. The
production of hyperons, such as the Λ(1520), requires an exchange of strangeness. Therefore, it
is not possible to produce the reaction of interest via this mechanism. The exchange of a virtual
baryon, which would commonly be identified as a u-channel, is also possible (Figure 2.1c). Al-
though the production mechanisms via t- and u-channel exchange are expected to dominate, the
exact mechanism is not clear. Their relative strength as well as the types of exchanged particles
is unknown. No data in the GlueX energy range exists so far for this reaction and, therefore, it is
essential to perform measurements in order to improve the current understanding of the reaction.

The Λ(1520) decays via the strong interaction and its most important decay modes are NK̄

(45%), Σπ (42%) and Λππ (10%) [15]. Due to isospin symmetry the NK̄ decay mode can
be assumed to evenly split into pK− and nK̄0 with about 22.5% branching fraction each. The
nK̄0 decay mode is challenging to measure in GlueX, which does not have a dedicated neutron
detector. The Σπ decay mode has three possible isospin combinations each having a branching
ratio of about 14%. The Σ0 baryon decays to the ground state Λ and a photon, while charged
Σ decay weakly to a nucleon and a pion. The additional decays complicate the reconstruction
and analysis, leaving the pK− decay mode as the best suited to study this reaction in GlueX. It
has a relatively large branching ratio and contains only three charged particles in the final state.
Therefore, the reaction of interest for this work is

~γ p−→ K+
Λ(1520)−→ K+K−p

2.1 Spin-density matrix elements

A density matrix can be used to represent the spin polarisation of a particle, it can be used to
describe pure and mixed quantum mechanical states. For a finite-dimensional system with pure
states |ψ〉 one can write the density matrix as

ρ = ∑
i

pi|ψi〉〈ψi| (2.1)
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with pi being (positive) eigenvalues of the density matrix and ∑i pi = 1. A density matrix has the
important properties of being Hermitian and having a trace of one [29]. Following Schilling [30]
the density matrix for a linearly polarised photon, such as in GlueX, can be constructed from its
wave function in helicity basis as

|γ〉=− 1√
2

(
e−iΦ|λγ =+1〉− eiΦ|λγ =−1〉

)
(2.2)

where λγ denotes the helicity of the photon and Φ denotes the angle between the polarisation
vector and the production plane. The production plane is defined as the x-z plane in which
incoming γ p and outgoing K+Λ(1520) lie in the overall centre-of-mass (CM) frame, with the
z-axis pointing in photon beam direction (see Figure 2.2). The photon density matrix can then
be written as a linear combination of the 2× 2 unit matrix I and the vector of the three Pauli
matrices ~σ , which form a complete set in the space of 2×2 hermitian matrices [30]

ρ(γ) =
1
2

I +
1
2
~Pγ ·~σ (2.3)

with ~Pγ = Pγ(−cos2Φ,−sin2Φ,0) and Pγ being the degree of polarisation of the photon.

The spin-density matrix for the Λ(1520) in the reaction of interest is given by

ρ(Λ) = T ρ(γ)T ∗ (2.4)

where T denotes the production amplitude. Using Eq. (2.3) and Eq. (2.4) we can write

ρ(Λ) = ρ
0 +

3

∑
i=1

Pi
γ ρ

i (2.5)

with [30]

ρ
0 =

1
2

T IT ∗ (2.6)

ρ
i =

1
2

T σ
iT ∗ (2.7)

This nicely shows the decomposition of the Λ(1520) spin-density matrix depending on the
photon polarisation. Since P3

γ = 0 for photons with zero circular polarisation, we are left with
three matrices measurable at GlueX.

To investigate the decay of the Λ(1520), it is convenient to study it in a specific frame, the so
called Gottfried-Jackson (GJ) or t-channel helicity frame [31]. The ẑ-axis is defined as opposite
to the incoming target proton vector in the Λ(1520) rest frame. The ŷ-axis is defined as normal
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Figure 2.2: Definition of the Gottfried-Jackson frame for the reaction of interest. The X denotes
the exchanged particle in a t-channel exchange (see Figure 2.1b).

to the production plane and the x̂-axis completes the right-handed coordinate system

ẑ =
−~pp∣∣−~pp

∣∣ ŷ =
~pγ ×~pK+∣∣~pγ ×~pK+

∣∣ x̂ = ŷ× ẑ (2.8)

An illustration of this frame can be found in Figure 2.2. The usefulness of this frame becomes
apparent if one studies the helicities of the involved particles. The helicity λ of a particle is
defined as the projection of its spin on its momentum vector [32].

λ =
~s ·~p
|~p|

(2.9)

Figure 2.2 shows that the exchanged particle X is collinear with the target proton in the GJ
frame. Therefore any angular momentum between the two particles has a z-component of zero
and the z-component of the produced baryon, the Λ(1520) in this case, is given by λp+λX . This
means that measuring the angular distribution of the decay products of the Λ(1520) provides
information on the spin of the exchanged particle X . For that reason we study the reaction in the
GJ frame.

Using helicity amplitudes and Eq. (2.4) we can explicitly write out the three matrices as

ρ
0
λΛλ ′

Λ

=
1

2N ∑
λγ λp

Tλγ λpλΛ
T ∗

λγ λpλ ′
Λ

(2.10)

ρ
1
λΛλ ′

Λ

=
1

2N ∑
λγ λp

T−λγ λpλΛ
T ∗

λγ λpλ ′
Λ

(2.11)

ρ
2
λΛλ ′

Λ

=
i

2N ∑
λγ λp

λγT−λγ λpλΛ
T ∗

λγ λpλ ′
Λ

(2.12)

with 2N = ∑λγ λpλΛ

∣∣∣Tλγ λpλΛ

∣∣∣2 so that Trρ0 = 1. From parity it follows that [33]

T−λγ−λp−λΛ
= (−1)λp−λΛTλγ λpλΛ

(2.13)
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And therefore,

ρ
0
λΛλ ′

Λ

= (−1)λΛ−λ ′
Λρ

0
−λΛ−λ ′

Λ

(2.14)

ρ
1
λΛλ ′

Λ

= (−1)λΛ−λ ′
Λρ

1
−λΛ−λ ′

Λ

(2.15)

ρ
2
λΛλ ′

Λ

=−(−1)λΛ−λ ′
Λρ

2
−λΛ−λ ′

Λ

(2.16)

This definition of the spin-density matrix is useful to learn about the production amplitudes T ,
when ρ(Λ) is known.

In order to determine ρ(Λ) one must measure the angular distribution of the Λ(1520) decay.
This distribution can be described in terms of the decay amplitudes M. Following Schilling [30]
and Chung [34] one can write the decay angular distribution as [35]

dN
dcosθdφ

=W (θ ,φ) = Mρ(Λ)M∗ (2.17)

=
2J+1

8π
∑
λ ′′

D(3/2)∗
λΛλ ′′ (φ ,θ ,−φ)ρλΛλ ′

Λ
D(3/2)

λ ′
Λ

λ ′′(φ ,θ ,−φ) (2.18)

with λ ′′ =±1
2 being the difference of the two helicities of the decay products and D(3/2) being

the Wigner-rotation matrix as defined in [36] which is given by

D(3/2)
λΛ

1
2

=

(
−
√

3cos2 θ

2
sin

θ

2
e−iφ , cos3 θ

2
−2cos

θ

2
sin2 θ

2
,[

2cos2 θ

2
sin

θ

2
− sin3 θ

2

]
eiφ ,
√

3cos
θ

2
sin2 θ

2
e2iφ
) (2.19)

D(3/2)
λΛ− 1

2
=

(√
3cos

θ

2
sin2 θ

2
e−2iφ ,

[
sin3 θ

2
−2cos2 θ

2
sin

θ

2

]
e−iφ ,

−
[

2cos
θ

2
sin2 θ

2
− cos3 θ

2

]
,
√

3sin
θ

2
cos2 θ

2
eiφ
) (2.20)

Using Eq. (2.5) and Eq. (2.17) one can decompose the angular distribution as

W (θ ,φ ,Φ) =W 0(θ ,φ)+
3

∑
i=1

Pi
γ(Φ)W i(θ ,φ) (2.21)

The angles θ and φ are evaluated as the angles of the K− in the GJ frame of the decay. Φ is the
direction of the polarisation vector with respect to the production plane (Figure 2.2).

Since the Λ(1520) is a spin-3/2 state, its spin-density matrix is a 4×4 matrix of complex num-
bers, which would mean the matrix is given by 32 real numbers. Since a spin-density matrix is
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Hermitian, by definition one can reduce this number and write the matrix as

ρ =


ρ33 ρ31 ρ3−1 ρ3−3

ρ13 ρ11 ρ1−1 ρ1−3

ρ−13 ρ−11 ρ−1−1 ρ−1−3

ρ−33 ρ−31 ρ−3−1 ρ−3−3

=


ρ33 ρ31 ρ3−1 ρ3−3

ρ∗31 ρ11 ρ1−1 ρ1−3

ρ∗3−1 ρ∗1−1 ρ−1−1 ρ−1−3

ρ∗3−3 ρ∗1−3 ρ∗−1−3 ρ−3−3

 (2.22)

The matrix elements are written as ρ2λΛ,2λ ′
Λ

for simplicity, i.e. the matrix element ρ 1
2 ,

1
2

is written
as ρ11.

Making use of the parity relations defined in Eqs. (2.14), (2.15) and (2.16) it follows that

Reρ1−1 = Reρ3−3 = 0 , for i=0,1 (2.23)

Imρ1−1 = Imρ3−3 = 0 , for i=2 (2.24)

This results in the three accessible matrices

ρ
0 =


ρ0

33 Reρ0
31 + iImρ0

31 Reρ0
3−1 + iImρ0

3−1 iImρ0
3−3

Reρ0
31− iImρ0

31 ρ0
11 iImρ0

1−1 Reρ0
3−1− iImρ0

3−1

Reρ0
3−1− iImρ0

3−1 −iImρ0
1−1 ρ0

11 −Reρ0
31 + iImρ0

31

−iImρ0
3−3 Reρ0

3−1 + iImρ0
3−1 −Reρ0

31− iImρ0
31 ρ0

33


(2.25)

ρ
1 =


ρ1

33 Reρ1
31 + iImρ1

31 Reρ1
3−1 + iImρ1

3−1 iImρ1
3−3

Reρ1
31− iImρ1

31 ρ1
11 iImρ1

1−1 Reρ1
3−1− iImρ1

3−1

Reρ1
3−1− iImρ1

3−1 −iImρ1
1−1 ρ1

11 −Reρ1
31 + iImρ1

31

−iImρ1
3−3 Reρ1

3−1 + iImρ1
3−1 −Reρ1

31− iImρ1
31 ρ1

33


(2.26)

and

ρ
2 =


ρ2

33 Reρ2
31 + iImρ2

31 Reρ2
3−1 + iImρ2

3−1 Reρ2
3−3

Reρ2
31− iImρ2

31 ρ2
11 Reρ2

1−1 −Reρ2
3−1 + iImρ2

3−1

Reρ2
3−1− iImρ2

3−1 Reρ2
1−1 −ρ2

11 Reρ2
31− iImρ2

31

Reρ2
3−3 −Reρ2

3−1− iImρ2
3−1 Reρ2

31 + iImρ2
31 −ρ2

33


(2.27)
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Combining Eqs. (2.18), (2.19),(2.20), (2.25), (2.26) and (2.27) one arrives at

W (θ ,φ ,Φ) =
3

4π

{
ρ

0
33 sin2

θ +ρ
0
11

(
1
3
+ cos2

θ

)
− 2√

3
Reρ

0
31 sin2θ cosφ − 2√

3
Reρ

0
3−1 sin2

θ cos2φ

−Pγ cos2Φ

[
ρ

1
33 sin2

θ +ρ
1
11

(
1
3
+ cos2

θ

)
− 2√

3
Reρ

1
31 sin2θ cosφ − 2√

3
Reρ

1
3−1 sin2

θ cos2φ

]
−Pγ sin2Φ

2√
3

[
Imρ

2
31 sin2θ sinφ + Imρ

2
3−1 sin2

θ sin2φ
] }

(2.28)

With condition Trρ0 = 1 follows ρ0
33 =

1
2 −ρ0

11. Eq. (2.28) gives the angular distribution of the
K− in the GJ frame. This can be used to fit the data and extract the nine remaining independent
SDMEs that are accessible with a linearly polarised photon beam.

Helicity frame

The discussion and definition of SDMEs is not only valid in the GJ frame but also equally valid
in the so called s-channel helicity frame [30]. It is defined in the baryon rest frame by

ẑ =
−~pK+

|−~pK+| ŷ =
~pγ ×~pK+∣∣~pγ ×~pK+

∣∣ x̂ = ŷ× ẑ (2.29)

The frame is constructed such that the ẑ-axis is defined in direction of the produced baryon in the
CM system, which is equivalent to opposite of the produced meson in the baryon rest frame [37].
The frame is depicted in Figure 2.3. It is especially useful for cases where one wants to study
s-channel helicity conservation. Both the helicity and the GJ frame have their ŷ-axis defined
perpendicular to the production plane and their ẑ-axis in the production plane. Therefore, the

γ

p

p‘

K-

K+
Λ*z

hel

γ

pX
z
helΛ*

K+

y
hel

x
hel

CM frame Λ(1520) rest frameCM frame Λ(1520) rest frame

Figure 2.3: Definition of the s-channel helicity frame for the reaction of interest.
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parity relations are the same in both frames and one can easily get from one frame to the other
via a rotation with a small Wigner-d matrix

ρ
hel
mm′ = ∑

λΛλ ′
Λ

d3/2
mλΛ

(α hel→GJ)ρ
GJ
λΛλ ′

Λ

d3/2
m′λ ′

Λ

(α hel→GJ)
∗ (2.30)

where

α hel→GJ = arccos
(

β − cosθ

β cosθ −1

)
(2.31)

and β is the Λ(1520) velocity in the CM frame and θ is the K+ production angle in the CM
frame [38]. Since both frames are connected by a rotation, they contain the same amount of
information and measuring the SDMEs in one frame gives the results in the other as well. Nev-
ertheless, both have their uses as they can simplify certain assumptions in the reaction model.

2.1.1 Naturality in the reflectivity basis

Spin-density matrix elements provide a parametrisation to describe the production and decay of
the Λ(1520) in terms of nine independent real-valued numbers. The interpretation of their values
however, is neither obvious nor straightforward. This section aims to provide some guidance on
the relation between the exchange mechanism and SDMEs. This interpretation is based on
private communication with Vincent Mathieu (JPAC) [39].

The helicities in the reaction γ(λγ)p(λp)→ K+Λ(1520)(λΛ) are given by λγ = ±1, λp = ±1/2

and λΛ = ±1/2,±3/2. The K+ is a pseudoscalar and as such has helicity λK+ = 0. Following
Schilling [30], Tλγ λpλΛ

denotes the production amplitudes as before. Taking the product of all
combinations and adding the parity constraint from Eq. (2.13) results in 1/2× 2× 2× 4 = 8
independent amplitudes. Each amplitude can be split in a positive (N, ε =+1) and negative (U,
ε =−1) reflectivity component such that

T = T (+)+T (−) (2.32)

and the amplitude is written in so called reflectivity basis as

T (ε)
λpλΛ

=
1
2

(
T1λpλΛ

+ εT−1λpλΛ

)
(2.33)

Using Eq. (2.13) and Eq. (2.33) the parity relation for the amplitudes in reflectivity basis is given
by

T (ε)
−λp−λΛ

= ε(−1)λp−λΛT (ε)
λpλΛ

(2.34)
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At high energies the reflectivity component corresponds to the naturality of the exchanged
particle. The naturality η of a particle with spin-parity quantum numbers JP is given by

η = P(−1)J (2.35)

Natural exchanges are therefore exchanges of a vector (e.g. K∗(892)) or a tensor (e.g. K∗2 (1430))
meson. Unnatural exchanges are exchanges of a pseudoscalar (e.g. K(492)) or axial-vector (e.g.
K1(1270)) meson.

Following on from the previous definitions in Eqs. (2.10)-(2.12), the SDMEs can be expressed
in terms of reflectivity amplitudes as

ρ
0
λΛλ ′

Λ

=
1
N ∑

λp

T (+)
λpλΛ

T (+)∗
λpλ ′

Λ

+T (−)
λpλΛ

T (−)∗
λpλ ′

Λ

(2.36)

ρ
1
λΛλ ′

Λ

=
1
N ∑

λp

T (+)
λpλΛ

T (+)∗
λpλ ′

Λ

−T (−)
λpλΛ

T (−)∗
λpλ ′

Λ

(2.37)

ρ
2
λΛλ ′

Λ

=
i
N ∑

λp

T (+)
λpλΛ

T (−)∗
λpλ ′

Λ

−T (−)
λpλΛ

T (+)∗
λpλ ′

Λ

(2.38)

and write the following combinations

ρ
0
λΛλ ′

Λ

+ρ
1
λΛλ ′

Λ

=
2
N ∑

λp

T (+)
λpλΛ

T (+)∗
λpλ ′

Λ

(2.39)

ρ
0
λΛλ ′

Λ

−ρ
1
λΛλ ′

Λ

=
2
N ∑

λp

T (−)
λpλΛ

T (−)∗
λpλ ′

Λ

(2.40)

One can nicely see that certain combinations of SDMEs separate amplitudes with positive and
negative reflectivity. This can be taken a step further by denoting eight amplitudes by Nσ (nat-
ural) and Uσ (unnatural) with σ = λp−λΛ = {−1,0,1,2}. The reflectivity amplitudes can then
be written in terms of the exchange naturality

N−1 = T (+)
1
2

3
2

N0 = T (+)
1
2

1
2

N1 = T (+)
1
2−

1
2

N2 = T (+)
1
2−

3
2

(2.41)

U−1 = T (−)
1
2

3
2

U0 = T (−)
1
2

1
2

U1 = T (−)
1
2−

1
2

U2 = T (−)
1
2−

3
2

(2.42)
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The combinations of SDMEs in these amplitudes are then given by

ρ
0
11 +ρ

1
11 =

2
N

(
|N0|2 + |N1|2

)
Re
(
ρ

0
31 +ρ

1
31
)
=

2
N

Re(N−1N∗0 −N2N∗1 ) (2.43)

ρ
0
11−ρ

1
11 =

2
N

(
|U0|2 + |U1|2

)
Re
(
ρ

0
31−ρ

1
31
)
=

2
N

Re(U−1U∗0 −U2U∗1 ) (2.44)

ρ
0
33 +ρ

1
33 =

2
N

(
|N−1|2 + |N2|2

)
Re
(
ρ

0
3−1 +ρ

1
3−1
)
=

2
N

Re(N−1N∗1 +N2N∗0 ) (2.45)

ρ
0
33−ρ

1
33 =

2
N

(
|U−1|2 + |U2|2

)
Re
(
ρ

0
3−1−ρ

1
3−1
)
=

2
N

Re(U−1U∗1 +U2U∗0 ) (2.46)

Imρ
2
31 =

2
N

Im(N2U∗1 +N−1U∗0 −U2N∗1 −U−1N∗0 ) (2.47)

Imρ
2
3−1 =

2
N

Im(U2N∗0 +N−1U∗0 −N2U∗0 −U−1N∗1 ) (2.48)

with the normalisation given by

N = 2(|N−1|2 + |N0|2 + |N1|2 + |N2|2 + |U−1|2 + |U0|2 + |U1|2 + |U2|2) (2.49)

These equations show that various combinations of SDMEs are directly related to the naturality
of the exchange and combinations of specific helicity amplitudes. In the discussion of the results
in Chapter 7 this will be used to make statements about the exchange mechanisms at play in
Λ(1520) photoproduction.

2.1.2 Beam asymmetry

A commonly studied observable in pseudoscalar photoproduction experiments with a linearly
polarised photon beam, is the photon beam asymmetry Σ. The differential cross-section for a
linearly polarised beam and an unpolarised target is given by [40]

dσ

dt
=

dσ

dt
|unpolarised

(
1−PγΣcos(2Φ)

)
(2.50)

where Pγ denotes the degree of linear polarisation of the photon beam and Φ is the angle between
the polarisation vector and the production plane (see Figure 2.2). By choosing two perpendicular
settings for the polarisation vector one can measure Σ by forming an asymmetry as

PγΣ =
dσy−dσx

dσy +dσx
(2.51)

where dσy denotes the differential cross section measured with the photon beam polarisation
vector perpendicular to the production plane (Φ = 90◦) and dσx denotes the setting with the
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vector in the production plane (Φ = 0◦). This definition is commonly used because it simplifies
the experimental determination of Σ, when corrected for the photon flux and polarisation in each
setting. Assuming that the detector acceptance is the same in both settings, it cancels in the
asymmetry.

The beam asymmetry can also be accessed through the measurement of SDMEs. Using Eq. (2.17)
one can write

PγΣ =
W (Φ = π

2 )−W (Φ = 0)
W (Φ = π

2 )+W (Φ = 0)
(2.52)

where W (Φ) means that the θ and φ angles were completely integrated over. Decomposing
W (Φ) using Eq. (2.21) yields

W (Φ) =
∫

dΩW =
∫

dΩW 0−Pγ cos2Φ

∫
dΩW 1−Pγ sin2Φ

∫
dΩW 2 (2.53)

= 1−Pγ cos(2Φ)2(ρ1
11 +ρ

1
33) (2.54)

with
∫

dΩW 2 = 0. One can see straight away, that this is equivalent to the definition in Eq. (2.50).
Comparing Eq. (2.50) to Eq. (2.54) it follows that

Σ =
∫

dΩW 1 = 2(ρ1
11 +ρ

1
33) (2.55)

In terms of (un)natural amplitudes one can then write

Σ =
2
N

(
|N−1|2 + |N0|2 + |N1|2 + |N2|2−|U−1|2−|U0|2−|U1|2−|U2|2

)
(2.56)

which shows that a positive beam asymmetry means that there is a greater contribution to the
production mechanism from natural exchanges and a negative beam asymmetry means there is
a greater contribution from unnatural exchanges. This provides a simple interpretation of the
reaction mechanism based on one observable.

As mentioned before, Σ can be accessed as a counting asymmetry, assuming that all acceptance
effects drop out in the ratio. This provides a comparably easy way to gain some information on
the production mechanism. It can be shown [41], however, that the assumption is not completely
true for a decaying baryon. It only holds if the integration in Eq. (2.54) really is complete in θ

and φ . If there are acceptance effects introducing gaps or cutoffs, these have to be accounted for.
This is automatically done if the beam asymmetry is calculated from SDMEs via Eq. (2.55). In
that case, one is guaranteed to measure the correct beam asymmetry. Since Σ is just a subset of
the full set of SDMEs it is desirable to directly measure the nine independent SDMEs accessible
through Eq. (2.28). This will provide the most comprehensive set of information to study the
reaction of interest, available from the angular distribution of the final state particles.
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2.2 Differential cross-section

Spin-density matrix elements give a full description of the angular decay distribution of the
Λ(1520). This is important information which allows the study of mechanisms involved in the
production of this state. However, this is not enough information in order to get a complete
picture of the reaction.

In quantum field theory the coupling describes the strength of an interaction at a vertex as shown
in Figure 2.1. In order to write down a full reaction amplitude, that contains all the information
about the reaction, one needs to know the coupling which can be determined from the cross-

section. The cross-section is a measure of the probability for a reaction to take place and as such
related to the strength at the vertex. It can generally be written as

σ =
number of reactions taking place

number of incoming particles×number of target particles
(2.57)

The number of incoming particles, also called flux, and the number of target particles are ex-
perimental parameters, that can be controlled. The number of reactions that occurred has to
be measured. To do so, we must account for the detector acceptance η , which describes the
fraction of reactions being measured (yield) of the total actually taking place, and is determined
with the use of simulations (see Section 6.3.1). In this analysis the Λ(1520) is only measured in
one decay process, Λ(1520)→ pK−. Therefore, it is also necessary to correct for the branch-

ing ratio, the fraction of particles decaying into a specific final state. Combining all, the total

cross-section can be defined as

σ =
Y

F ·BR ·ρ ·η
(2.58)

where Y denotes the yield, F is the flux, BR is the branching ratio, ρ is the target thickness and
η denotes the acceptance.

It is common to study a reaction depending on some kinematic variable that the underlying
production amplitudes are dependent on, e.g., the four-momentum transfer squared t = (pγ −
pK+)2 from the incoming photon to the outgoing K+. In this case, the differential cross-section

can be defined as

dσ

dt
=

Y
F ·BR ·ρ ·η ·∆tbin

(2.59)

where ∆tbin denotes the bin width in t. The total cross-section can be calculated from the dif-
ferential cross-section by integrating the results over the kinematic variable. In general, this
process is model dependent, as it requires a functional form for dσ

dt .
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2.3 Choice of binning variable

The main aim of this work is to study the production mechanism in Λ(1520) photoproduction
through the measurement of polarisation observables and cross-sections. It is expected that this
mechanism, and therefore the underlying production amplitudes, will depend on the reaction
kinematics. As we wish to see how the amplitudes vary, a natural choice for binning the data
is the four-momentum transfer squared t. This effectively varies the mass of the virtual particle
exchanged by the beam and target in the reaction and is defined as

t =
(

pγ − pK+

)2 (2.60)

Since t is negative its is convenient to use −t for binning and plotting purposes.

It is important to recognise that there exists a minimum value of −t which is constrained by the
total energy in the CM frame s and the particles’ masses m. It is given by [15]

tmin =

[
−m2

p−m2
K +m2

Λ

2
√

s

]2

−
(

pγ CM− pK+ CM
)2 (2.61)

where pCM denotes the particles’ momenta in the CM frame, which are given by

pCM =
√

E2
CM−m2 (2.62)

with the particles’ energies

Eγ CM =
s−m2

p

2
√

s
EK+ CM =

s+m2
K+−m2

Λ

2
√

s
(2.63)

For the reaction kinematics in this work tmin is very small, between−0.026 GeV2/c2 and−0.024
GeV2/c2. Nevertheless, it is accounted for properly by binning the data and results in bins
of −(t − tmin). This way the four-momentum transfer squared distribution always starts at
0 GeV2/c2.

In this Chapter the theoretical background and formalism to extract physics information from
the data has been laid out. In the following, the current world data situation on this reaction and
the status of theoretical description will be discussed.



Chapter 3

Current experimental situation

GlueX is the first experiment to perform photoproduction experiments with linearly polarised
photons at energies around 8.8 GeV, therefore no data exists so far for the reaction of interest in
this energy regime. However, there were earlier efforts to measure the Λ(1520) photoproduction
at lower energies in the LEPS, LAMP2, SAPHIR and CLAS collaborations as well as at higher
energies at SLAC. In the following an overview of the obtained results will be given.

3.1 Previous measurements

The Λ(1520) was first reported by Ferro-Luzzi, Tripp and Watson in [27] in 1962. They used
a K− beam on a proton target and reported an enhancement in the cross-section at around
1520 MeV which they identified as an excited hyperon with spin 3/2. A year later they con-
firmed the extracted quantum numbers in a more sophisticated analysis [42]. In 1971 Boyarski
et al. [43] used a tagged bremsstrahlung photon beam at the Stanford Linear Accelerator Center
(SLAC) in combination with the SLAC 20 GeV spectrometer to measure hyperon photoproduc-
tion at five angles in the very forward region. They measured the outgoing K+ and identified
the Λ(1520) in a missing mass spectrum (Figure 3.1). Since they did not use a linearly polar-
ised photon beam they could not measure polarisation observables but they provided differential
cross-section measurements. In 1980 Barber et al. [44], from the LAMP2 group, measured the
Λ(1520) in photoproduction at energies between 2.8 GeV and 4.8 GeV in the exclusive pK−K+

final state. They measured the total and differential cross-section (Figure 3.2) as well as mass and
width of the Λ(1520). They also managed to extract three independent, unpolarised spin-density
matrix elements. Their results indicated that the production does not simply proceed via K ex-
change. In 2009 Muramatsu et al. (LEPS collaboration) measured differential cross-sections for
Λ(1520) photoproduction from the proton and deuteron in the SPring-8 LEPS experiment [45].

19
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Figure 3.1: Missing mass squared spectrum reported by Boyarski et al. (SLAC) [43]. The
bottom plot shows the measured yields with the curves representing fits consisting of phase
space and steps corresponding to production of Λ, Σ, Σ(1385)+Λ(1405) and Λ(1520) [43].
The top plot shows the derivative of the measured yields. The Λ(1520) shows up as a peak in
the top spectrum at about 2.3 GeV2/c4.

Figure 3.2: Total and differential cross-sections reported by Barber et al. (LAMP2) [44]. In the
bottom right they show a scaled comparison to the previous SLAC data.
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Figure 3.3: Photon beam asymmetry Σ reported by Kohri et al. (LEPS) [46]. The plot on the
left shows an example fit. The plot on the right shows the beam asymmetry extracted for the
Λ(1520) at forward angles compared to previous data for the Λ(1116) [47]. The solid green and
dashed red lines show calculations of Σ by Nam et al. for the cases of two different nucleon
resonances contributing to the production.

They used a linearly polarised photon beam with energies between 1.75 GeV and 2.4 GeV, and
provided a measurement of the beam asymmetry Σ for K+ angles below 60◦. Their value is com-
patible with 0 which is interpreted as a dominance by the contact-term and only small t-channel
K∗ contribution in the production mechanism. In 2010 the LEPS collaboration published an-
other paper where they extended the measurement of the differential cross-sections and also
provided more data on Σ [46]. The results for the beam asymmetry are still compatible with 0
near threshold but indicate a rise at higher energies which might be due to higher t-channel K∗

contributions (Figure 3.3). Also in 2010, Wieland et al. published results from the SAPHIR
experiment at ELSA in Bonn [48]. They measured the Λ(1520) production cross-section in
various decay channels as a function of the photon energy as well as the Mandelstam variable t.
They also measured differential cross-section in the t-channel helicity frame, to make deductions
about the production mechanisms involved in the reaction.

The most recent data come from the CLAS collaboration in 2013. Moriya et al. measured the
differential and total photoproduction cross-sections for Λ(1520) production on the proton, for
photon energies between 1.66 GeV and 3.71 GeV [49], and compared their results to theoretical
predictions (Figure 3.4). In 2010 Zhao published his PhD thesis in which he measured the pro-
duction cross-section for photon energies between 1.75 GeV and 5.5 GeV [52], in 2016 Levine
published his PhD thesis in which he extracted unpolarised spin-density matrix elements for the
reaction of interest [38]. Both of them used the CLAS detector at Jefferson Lab.
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Figure 3.4: Total photoproduction cross-section for Λ(1520) production on the proton reported
by Moriya et al. (CLAS) [49]. The blue points show the CLAS results within detector accept-
ance, the red points show the extrapolation over all phase space. The dashed black and solid red
curves are calculations by He et al. [50] and Nam et al. [51] respectively. The green squares and
green circles are results from SAPHIR [48] and LAMP2 [44] respectively.

3.2 Status of theoretical description

In addition to the experimental results discussed so far, there was a lot of effort on the theory
side to understand the Λ(1520) and its production mechanism ( [35, 51, 53, 54]). Since the data
available until now was taken at lower energies than what GlueX is measuring at, most the-
oretical work covers only lower energies up to 5 GeV. Yu and Kong [35] however used the
results from SLAC [43] to extrapolate their model predictions (Figure 3.5). They also provided
predictions for the energy range of this work and their results will be used later for comparisons.

There have been some previous measurements of the reaction studied in this work, γ p →
K+Λ(1520), mostly at low energies. The only measurements at high photon energies were
performed at SLAC almost 50 years ago. Most measurements were made using an unpolar-
ised beam and, therefore, little information exists on polarisation observables which provide key
knowledge about the involved production mechanisms. There are no measurements of this reac-
tion around 8.2 GeV-8.8 GeV photon energy. Furthermore, so far no measurements of polarised
SDMEs have been performed at all. This work provides the first measurement of that kind and
will help to fill in the large gap that exists between previous measurements at low energies and
high energies. In the following chapter the GlueX experiment, which provides the data for this
analysis, is presented.
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Figure 3.5: Fits and model predictions by Yu and Kong [35]. Black data points are results
from LAMP2 [44], blue data points are results from SLAC [43]. (a), (c) and (d) show the
total and differential cross-section and fits to the data. (b) shows the angular distribution of
the K− in the Gottfried-Jackson frame. The four plots on the right show calculations for four
unpolarised SDMEs (three independent) at 3.8 GeV in the Gottfried-Jackson frame. The solid
black line shows the result of the full calculation while the coloured lines show contributions
from different kaon exchanges (K, K∗, and K∗2 in blue dashed, green dash-dotted and red dash-
dot-dotted respectively).



Chapter 4

Experimental setup

In this chapter the GlueX experiment, where the research is carried out, is presented. Figure
4.1 gives an overview over the whole setup with the outline of a person for scale. In brief,
the electron beam from the CEBAF accelerator strikes a diamond radiator to produce a linearly
polarised photon beam, using the coherent bremsstrahlung technique. This beam is directed
into the proton (i.e. liquid hydrogen) target at the centre of the GlueX superconducting solenoid,
and outgoing charged and neutral particles are detected using a combination of drift chambers,
scintillating fibres and calorimetry. In the following, the accelerator and components of the
beam line and detector setup are discussed in detail.
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Figure 4.1: Overview of the GlueX experiment and its important subdetector systems. Taken
from [55].
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4.1 Continuous Electron Beam Accelerator Facility

The Continuous Electron Beam Accelerator Facility (CEBAF) is a continuous wave electron
accelerator located in Newport News, VA, USA. It can deliver electrons with an energy of
up to 12 GeV, with a total beam power of about 900 kW, which corresponds to a current of
about 100 µA [56]. Under normal running conditions between 150 nA and 180 nA of beam
are delivered to the Hall D tagger hall. A schematic view of the accelerator can be found in
Figure 4.2. A pulsed laser is directed at a GaAs crystal to release electrons [58] that are con-

north linac

south linac

recirculation
magnets

injection

Figure 4.2: Schematic view of Jefferson Lab’s accelerator site. Taken from [57] with added
annotations.

sequently injected into the accelerator in bunches with a repetition rate of either 249.5 MHz or
499 MHz [59]. Hall D receives beam with 249.5 MHz, which corresponds to a beam bunch
separation of 4.008 ns. The electron bunches are accelerated in two linear accelerators (linac)
consisting of 25 cryogenic modules each [60]. The cavities providing the electromagnetic field
responsible for the acceleration are made from niobium and held at a temperature of about 2 K
using liquid helium [61]. Niobium becomes superconducting at these temperatures, making the
whole acceleration process much more energy efficient and feasible. The two linacs are connec-
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ted by beam lines within recirculation magnets that focus and steer the beam. This race track
setup makes it possible to reuse the same linac multiple times to increase the electrons’ energy,
adding about 2.2 GeV with each pass [60]. Sitting at the end of the north linac, Hall D can
get beam that passed the whole accelerator up to 5.5 times. This totals to the full 12 GeV that
CEBAF can deliver. During the data taking periods in Spring 2017 the electron beam energy
was lowered to about 11.6 GeV, to increase running stability of the accelerator.

4.2 Linearly polarised photon beam

The GlueX experiment uses linearly polarised, tagged photons produced by the coherent brems-
strahlung technique. A schematic view of the photon beam line and its components is shown in
Figure 4.3. A short explanation of the concept of photon tagging is given here, together with
details of the specific tagging systems used in the experiment. This is followed by a description
of coherent bremsstrahlung and the hardware used to implement it, and to measure the flux and
polarisation of the resulting beam.

Figure 4.3: Schematic view of the Hall D beam line. Taken from [62].

4.2.1 Bremsstrahlung and photon tagging

GlueX is a real photon beam experiment. Since CEBAF is only capable of delivering elec-
trons, GlueX produces its own photon beam via bremsstrahlung (braking radiation), where a
real photon is emitted by an electron, decelerated in the vicinity of an atomic nucleus [63] (see
Figure 4.4). Knowing the energy of each photon triggering a reaction greatly improves the reac-
tion identification capabilities of GlueX. For that reason the photon beam is tagged. The electron
beam energy Ee−, beam is known to great precision. If the energy of the electron after emission,
E
′
e− , is measured the photon energy is given as

Eγ = Ee−, beam−E
′
e− (4.1)
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Figure 4.4: Diagram of the bremsstrahlung process.

In order to measure the energy of the scattered electron, a known magnetic field of about 1.5 T
is used. After radiating a photon the electrons are bent by the Lorentz force with the curvature
depending on their remaining momentum. Measuring the position of the electron on a focal
plane (see Figure 4.7) together with a magnetic field map of the tagger magnet results in a precise
momentum measurement. In order to know which photon triggered a reaction in the target, a
timing coincidence is used. That makes it necessary to have very good timing resolution together
with the position measurement on the focal plane. A bremsstrahlung photon energy spectrum
follows a 1/Eγ distribution. A calculated photon rate can be seen in Figure 4.5a. One can see the
sharp rise towards small photon energies and a flattening out towards higher energies.

(a) Amorphous radiator (b) Diamond radiator

Figure 4.5: Calculated photon rate for different radiators [64].
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4.2.2 Coherent bremsstrahlung

To produce linearly polarised photons the coherent bremsstrahlung technique is used. The elec-
tron beam is directed on a thin diamond wafer. If the diamond is precisely orientated in a
way that the recoil momentum from an electron is transferred to the crystal lattice instead of
a single nucleus, and is a multiple of the reciprocal lattice vector, then the Bragg condition is
fulfilled and the produced photons can interfere constructively. In this case, one speaks of co-

herent bremsstrahlung. Photons coming from this process are linearly polarised. The coherent
bremsstrahlung process is described in detail in [65]. The resulting photons have a characteristic
energy distribution which depends on the orientation of the diamond. A calculated photon rate
for linearly polarised photons can be seen in Figure 4.5b. One can see the underlying 1/Eγ distri-
bution of unpolarised photons with a series of peaks superimposed. The first, most prominent,
of these is referred to as the coherent peak, and contains photons with a high degree of linear
polarisation. Its point of steepest decline on the right is referred to as the coherent edge and is
often used as a reference point to describe the energy of the peak. The size of the coherent peak
and the degree of polarised photons within the coherent peak can be improved by collimation
but is ultimately limited by its energy relative to the incoming electron beam energy. The ori-
entation of the electric field vector of the photon beam determines its polarisation angle. It can
be controlled by precise orientation of the diamond.

4.2.3 Goniometer and radiators

The diamond radiator used for the production of coherent bremsstrahlung is mounted on a multi-
axis goniometer (see Figure 4.6). It allows for precise movement in two linear directions (x, y)
and three rotations (roll, pitch, yaw). This precise positioning makes it possible to align the
diamond such that optimal beam polarisation is achieved at the desired photon beam energy.
Multiple diamond radiators are mounted in the centre of the goniometer. This allows for fast
changes if the experimental requirements change. A diamond with 58 µm thickness was used
throughout data taking for this work. The goniometer is not located in the main experimental
hall, but in a separate building, together with the tagging spectrometer (see Section 4.2.4). This
is situated approximately 70 m upstream of the main detector building, and was designed this
way to allow tight collimation of the photon beam by having the radiator a long way from the
collimator inside the main hall (see Section 4.2.5). In addition to the diamond radiator, an
amorphous aluminium radiator was used for about 15% of data taking. This type of radiator
produces only unpolarised photons and is used for normalisation and systematic studies, and
is needed to determine the degree of linear polarisation via a shape analysis of the coherent
bremsstrahlung spectrum [67]. The amorphous radiator is not mounted on the goniometer but
instead on a separate rail 61.5 cm downstream of the goniometer [68].
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Figure 4.6: 3D drawing of the goniometer. The diamond radiator is mounted in the centre of the
circular hole. Taken from [66] (modified).

4.2.4 Tagger hodoscope and microscope

To measure the photon beam energy GlueX uses two photon taggers. They are situated behind
the radiator in a known magnetic field of about 1.5 T. The tagger hodoscope (TAGH) consists
of 218 scintillators that sample about 30−50% of the region between 3.0 GeV and 8.2 GeV and
the full energy region between 9.2 GeV and 11.78 GeV [69]. The tagger microscope (TAGM)
consists of 102 columns of five scintillating fibres covering the energy range between 8.2 GeV
and 9.2 GeV [68]. The TAGM has a much finer granularity since this is the region of highest
interest. This is where the coherent edge and therefore the bulk of the linearly polarised photons
are (see Section 4.2.2). Having a higher granularity here results in a better energy resolution
and increased rate capability. Figure 4.7 shows a schematic of both tagging detectors and the
magnet. The blue dots indicate the instrumented focal plane with the TAGM in the central part.
The energy scale in the figure (red dots) is given as ratio of photon energy (k) to incoming beam
energy (E0). Electrons that did not undergo bremsstrahlung still have the full energy and are bent
into a beam dump by the tagger magnet. To make sure that the photon beam is not contaminated
with charged particles sweeping magnets are installed that deflect them out of the beam line.

Both the TAGH and TAGM have excellent timing resolutions of less than 230 ps [68] to allow for
a timing coincidence with the detector setup, to identify the photon that triggered the reaction.
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Figure 4.7: Schematic view of the tagger hodoscope and microscope. Taken from [68].

4.2.5 Collimation and beam monitoring

Since the linearly polarised photons are predominantly produced under small forward angles,
collimation of the beam can help to increase the degree of linear polarisation. This is the reason
for having the diamond radiator, where the photons are produced, a long distance upstream from
the detector setup. The photon beam travels through a beam pipe for 70 m and is then collimated
with a 5 mm active collimator. The collimator is called active because it is equipped with eight
photon detectors that measure the beam halo, to calculate the beam position. This information
can then be fed into a feedback loop and the steering magnets, that control the electron beam on
the diamond, can be automatically adjusted [68]. With that, it is possible to run with a very stable
beam position despite the very long collimation distance. All remaining detector components
discussed here are situated downstream of the collimator.

In addition to the active collimator, beam profilers can be inserted into the beam line to monitor
the beam position and size. These diagnostic tools are very important to ensure good running
conditions. For measurement and monitoring of the beam polarisation and flux the GlueX beam
line is equipped with three other major monitoring systems that are discussed in the following.

Triplet polarimeter

For most measurements planned at GlueX, including the measurements for this work, it is im-
portant to know the degree of linear polarisation in the photon beam. GlueX has a detector
component specifically designed to directly measure this quantity. It takes advantage of the an-
gular dependence of triplet production with linearly polarised photons. In pair production the
incoming photon recoils against an atomic nucleus and produces an electron-positron pair. In
the triplet process the production happens on an atomic electron, which will then be knocked
out at large polar angles, with an azimuthal angular distribution related to the incoming photon
polarisation [70].
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The triplet polarimeter (TPOL) is situated after the collimator and consists of a 75 µm thick
beryllium foil surrounded by a silicon strip detector, segmented into 32 azimuthal sectors [70].
These can be used to measure the knocked out electron in coincidence with a pair detected in the
pair spectrometer (see below). Analysing the resulting angular distributions allows for a direct
measurement of the linear polarisation [71]. This technique was used to measure the degree of
linear polarisation for this work. Further information on the beam polarisation during the data
taking period for this work can be found in Section 4.2.6.

Pair spectrometer

In order to measure cross-sections, it is very important to know the photon flux with high pre-
cision. In GlueX this measurement is done with a pair spectrometer (PS) (see Figure 4.8). It

Figure 4.8: Schematic view of the pair spectrometer, which is used for flux measurements at
GlueX. Taken from [72].

consists of a thin foil converting photons into electron-positron pairs via pair production. Since
the PS is located after the TPOL in normal running conditions its own foil is retracted and the
electron-positron pairs originating from the TPOL foil are used for the measurement. A strong
magnet of about 1.8 T is used to separate the pair, whose trajectories depend on their energies.
The backplane is instrumented with a high granularity hodoscope with 290 scintillators (PS-
A/B) read out by silicon photomultipliers (SiPM) [72]. The high granularity means that the
PS-A/B provide a good energy resolution. Behind that is a coarse array of sixteen scintillators
(PSC-A/B) read out by photomultiplier tubes. These are optimised to provide a trigger signal
and reduce background by ensuring coincidence between the electron and positron.
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In order to measure the flux, the acceptance of the PS has to be determined. This is done by
Monte Carlo simulations, as well as dedicated measurements using the total absorption counter.

Total absorption counter

The total absorption counter (TAC) is used to determine the analysing power of the PS experi-
mentally. This quantity is very important to measure the photon flux with good precision. The
TAC consists of an SF-5 lead glass block with a length of 40 cm and a height and width of
20 cm [73]. At low beam currents the TAC can measure the photons in the beam with an ef-
ficiency of nearly 100% and can then be used to determine the efficiency of the PS. For this
purpose dedicated TAC runs are performed throughout a beam time, during which the number
of beam photons identified by the PS is compared to the total number of photons in the beam, as
determined by the TAC. At normal running conditions the TAC is removed, in order to protect
it from radiation damage.

4.2.6 Beam polarisation and orientation

In order to reduce systematic uncertainties and to aid with the measurement of asymmetries,
four different diamond settings were used during data taking, corresponding to two sets of two
orthogonal polarisation angles, 0◦/90◦ and 45◦/135◦. The coherent edge was set to 8.8 GeV for
all four settings and the photon beam energy range used for analysis is 8.2 GeV to 8.8 GeV.
The degree of linear polarisation for each setting is determined by measuring the angular dis-
tribution of triplet production in the TPOL. The method is presented in [71]. Figure 4.9 shows
the photon beam polarisation obtained with the TPOL and flux obtained with the PS in bins of
energy, as provided by the detector experts. The numbers provided by the analysers and used
in this analysis are summarised in Table 4.1. They are the average polarisation of the beam
photons within the specified energy range. The absolute orientation of the polarisation vector,

setting degree of polarisation orientation
0◦ 0.3536±0.0100 1.8◦±0.6◦

90◦ 0.3472±0.0098 94.5◦±0.5◦

45◦ 0.3484±0.0102 47.9◦±0.5◦

135◦ 0.3513±0.1020 138.4◦±0.6◦

Table 4.1: Polarisation and exact orientation of the photon beam between 8.2 GeV and 8.8 GeV
photon energy for the four diamond settings.

as measured in the detector reference frame, is an important quantity. It is best determined from
data in a high statistics channel. For this analysis the angular offsets determined in the beam
asymmetry measurements in γ p→ ρ p are used [74]. The numbers can be found in Table 4.1.
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Figure 4.9: The photon beam polarisation for the four separate diamond settings and the photon
flux in bins of photon energy.

Systematic effects of these measurements on the final results for the extracted observables are
discussed in Sections 6.1.6 and 6.2.5.

4.3 Liquid hydrogen target

The target used at GlueX is provided by the JLab target group. They are specialised in cryogenic
targets for nuclear physics experiments. The target consists of liquified hydrogen at a temperat-
ure of about 20 K and a pressure of about 1.31 bar [68]. It is 30 cm long and conical in shape.
The diameter reduces from 2.42 cm at the entrance window to 1.56 cm at the exit window [75].

4.4 The GlueX detector

In the following, the important subsystems of the GlueX spectrometer are discussed in detail.

4.4.1 Solenoid magnet

GlueX’s main component is the 2 T superconducting solenoid magnet. It has a diameter of about
2 m and length of about 4.8 m. It is cooled down to 4.5 K using liquid helium and is operated
at 1350 A [68]. It surrounds the tracking detectors and enables the momentum measurement of
charged particles by bending them on a momentum dependent helical trajectory. To reconstruct
the momentum from the particle’s track, the solenoid’s magnetic field needs to be known. It was
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calculated, and the calculations confirmed by measurements. The calculated magnetic field map
is used for momentum reconstruction of charged particles.

4.4.2 Start counter

The innermost detector surrounding the target is the start counter (SC). It consists of 30 scintil-
lator paddles arranged in a cigar-like shape [76] (see Figure 4.10). The SC covers approximately
90% of the solid angle [76]. Its main purpose is to help with the identification of the beam bunch
that triggered the reaction, for which it provides excellent timing resolution of less than 825 ps
(FWHM) [76]. In addition, it can contribute to particle identification by measuring the deposited
energy for a dE/dx measurement and the flight time of the particles for a time-of-flight measure-
ment.

Figure 4.10: Schematic view of the start counter detector and its dimensions. Taken from [77].

4.4.3 Drift chambers

After particles pass the SC, they enter the drift chambers. These two detectors, one barrel-shaped
surrounding the target and one in forward direction, provide tracking information for charged
particles. When a charged particle passes through the drift chamber it ionises the gas within. An
electromagnetic field in the detector causes the ions to drift towards the wires and to induce a
current that can be measured. Using multiple layers of wires with different orientations makes
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it possible to track a particle through the drift chamber. In order to also extract momentum in-
formation the drift chambers are contained within the superconducting magnet with a solenoidal
field of about 2 T (see Figure 4.1). This results in a momentum resolution of σp/p≈ 1−5% for
charged particles [68].

Central drift chamber

The central drift chamber (CDC) is a barrel shaped straw tube chamber consisting of 3522 tubes.
They have a diameter of 16 mm and are arranged in 28 layers with an alternating orientation of
±6◦ relative to the beam axis. Figure 4.11 shows two of the layers during construction of the
detector. The active length of the CDC is 150 cm [78] and it covers polar angles from 6◦ to

Figure 4.11: The CDC during construction. Taken from [78].

168◦ [79] with optimal coverage from 29◦ to 132◦ [78]. In addition to the information required
for charged track reconstruction the CDC can also be used to measure dE/dx, the deposited energy
over a certain distance, to perform particle identification (see Section 5.4). This is especially use-
ful to discriminate protons against other charged particles. Figure 4.12 shows the dE/dx spectrum
for positively charged particles plotted against their momentum. Low momentum protons have
a considerably larger energy deposition and can therefore be easily identified as a band.

Forward drift chambers

The forward drift chambers (FDC) cover polar angles below 20◦ and are an array of 24 1 m-
diameter cathode drift chambers arranged in four groups [80]. Each cathode drift chamber is
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Figure 4.12: The CDC dE/dx spectrum for positively charged particles is plotted against their
momentum. Low momentum protons can easily be identified due to their higher energy depos-
ition.

oriented with an offset of 60◦ relative to its neighbours and consists of two layers of cathode
strips with a relative orientation of 75◦ and 105◦ to the wires [79].

4.4.4 Calorimetry

Many final states of interest for GlueX contain at least one neutral particle. In order to measure
them, the GlueX spectrometer includes two calorimeters, one surrounding the drift chambers and
another one in very forward direction (see Figure 4.1). Calorimeters measure the total energy
of a particle. The calorimeters in GlueX are electromagnetic calorimeters. Photons and charged
particles entering the calorimeter will produce an electromagnetic shower which is proportional
to the energy of the particle. This shower will cause scintillation which can then be measured
and converted to electric signals. In order to measure the total energy of a particle, it has to
be stopped inside the detector. Therefore, materials with high atomic number Z are often used,
which have a high stopping power for photons and charged particles.

Barrel Calorimeter

The Barrel Calorimeter (BCAL) is an electromagnetic calorimeter consisting of 48 modules each
390 cm long with a trapezoidal cross-section. The modules have a height of 22.2 cm and are ar-
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ranged in a barrel with an inner diameter of 130 cm and an outer diameter of 180 cm. The calor-
imeter covers the polar angle between 11◦ and 126◦ (see Figure 4.13). Each module is manufac-
tured from 185 layers of 0.5 mm lead sheets interleaved with 184 layers of 1 mm plastic scintil-
lator fibres [81]. They are read out from both sides with 40 SiPMs making it a total of 3840 large
area SiPM arrays. The BCAL has an energy resolution of σE/E = 5.2%/

√
E(GeV )

⊕
3.6%,

where
⊕

means the terms are added in quadrature, for neutral particles between 0.5 GeV and
2.5 GeV. The first term originates from sampling fluctuation and photoelectron statistics, while
the second term contains effects from mechanical imperfections, material effects, calibration
variations, instability with time, and shower leakage [81]. The timing resolution is about 150 ps
for 1 GeV electromagnetic showers and 200 ps for pions greater than 1 GeV [81]. This excel-
lent timing resolution makes it possible to use the BCAL as a time-of-flight detector for particle
identification (see Section 5.4).

Figure 4.13: Various schematic views of the BCAL detector. Taken from [81].
(a) overall view of the arrangement of the modules. (b) polar angle covered by the BCAL. (c)
cross-section view of (a). (d) matrix of read-out areas.
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Forward Calorimeter

The forward calorimeter (FCAL) is an electromagnetic calorimeter consisting of 2800 lead glass
blocks with dimensions of 4× 4× 45cm3 [82]. Each block is read out with a photomultiplier
tube. The blocks are arranged in a circular shape, with the central nine blocks removed to
allow for the beam that did not interact in the target to pass (see Figure 4.14). The FCAL
is situated behind the Time-of-Flight detector. It has an energy resolution of about σE/E =

6.2%/
√

E(GeV )
⊕

4.7% [68], where the same parametrisation as for the BCAL was used. The
FCAL has a position resolution of about 6.4 mm/

√
E and a timing resolution of about 400 ps

[82]. Despite the FCAL not having the best timing resolution its distance of about 560 cm away
from the target cell means it can still be used for some time-of-flight particle identification (see
Section 5.4).

Figure 4.14: Picture of the FCAL detector in its support structure in Hall D. The diameter of the
detector is about 2.4 m. Taken from [83].
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Figure 4.15: Picture of the TOF wall in its support structure in Hall D. The length and height of
the detector is about 2.5 m. Taken from [84].

4.4.5 Time-of-flight detector

During data taking for this work GlueX had one detector with the specific purpose of identifying
particles. It uses the time-of-flight method to discriminate between different charged particles.
The Time-of-Flight detector (TOF) consists of scintillation bars arranged in a wall with a gap in
the middle to let the beam that did not interact with the target pass through (see Figure 4.15).
It is read out by 176 PMTs and has an excellent timing resolution of about 90 ps to 95 ps [82].
The TOF is located just before the FCAL. The long distance from the interaction point in com-
bination with the excellent timing resolution makes the TOF a powerful particle identification
detector. Figure 4.16 shows a spectrum of calculated relativistic β factor against particle mo-
mentum. Bands of different particle types are clearly visible. The TOF provides GlueX with
good π/K separation of up to 2 GeV and π/p separation of up to 4 GeV particle momentum.
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Figure 4.16: The Lorentz factor, β , measured for various particles is plotted against their mo-
mentum. The different bands correspond to the different particles and can be used for particle
identification. The theoretical curves are plotted in red.

4.5 Event recording and trigger

GlueX is a continuously digitising experiment. Portions of the data stream, which are selected
according to certain criteria to include reactions of interest, are saved for further analysis. This
is analogous to a conventional trigger. It uses Flash-Analog-to-Digital-Converter (FADCs) to
digitise the signals coming from BCAL and FCAL at a sampling rate of 250 MHz [68]. The
digitised signal is stored in a pipeline until it is reduced to key quantities, such as pulse height
and integral, and readout via VME, if the trigger condition is fulfilled. The trigger conditions
used during the data taking period in Spring 2017 were a minimum bias trigger. That means
that as many hadronic reactions as possible should be recorded. The general approach was, to
set energy thresholds for the calorimeters. If more than a certain energy was measured in the
detectors the event was recorded. The calculation of the energy sum was performed on Field-
Programmable Gate Arrays (FPGAs) using the digitised signals stored in the pipeline. Since the
rates in the two innermost rings in the FCAL are very high due to their proximity to the beam
line they were masked from the trigger. The trigger conditions used are summarised in Table
4.2 [85]. These were used simultaneously as they complement each other. The PS coincidence
trigger was used for beam flux monitoring and recorded events with a time coincidence in both
arms of the PS. In addition, a random trigger was in operation to record events at a fixed rate
of 100 Hz. These are used to add random detector background to detector simulations, to get
more realistic efficiencies and acceptances. The total trigger rate during data taking was about
40 kHz. This corresponds to a data rate of about 600 MB/s [68].
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trigger condition FCAL rings masked
EFCAL +0.5 ·EBCAL > 0.5GeV
EFCAL > 0GeV 2

EBCAL > 1.2GeV 0
PS coincidence 0
Random trigger 100 Hz 0

Table 4.2: Trigger conditions used in the Spring 2017 beam time. The first two trigger types
are physics trigger, the second two additional triggers used for flux determination and efficiency
studies.

4.6 Detector simulation

Many GlueX analyses, including the one presented here, rely on a very good understanding of
the whole detector setup. That means, that the geometric effects of the detector on the recon-
structed data, as well as resolutions, and reconstruction probabilities have to be known. For
that purpose a simulation software called hdgeant4 has been developed [86]. It is based on
Geant4 [87], a simulation framework widely used within the nuclear and particle physics com-
munities.

hdgeant4 allows for events to be generated in external event generators, producing position and
momentum four-vectors of final state particles, which are then run through the simulation. The
simulation tracks each particle through the detector setup and simulates its interaction with the
material. The simulation output can then be treated as real data and analysed in the same way.
Although hdgeant4 aims to simulate all interactions as realistically as possible, it was found
that some of the extracted resolutions are slightly better than seen in real data. In an attempt to
make the simulation output appear more realistic, the simulated data is smeared. This means
that the resulting energy and timing distributions are convoluted with Gaussian functions whose
widths are determined in careful studies. In addition, the random trigger events are folded into
the simulated output to achieve more realistic tracking efficiencies, which are distorted by noise
and background events in the detector.

To simulate the run conditions as closely as possible, run dependent variables, such as photon
flux or coherent peak orientation, are matched to the real data. That means that if a dataset is
simulated, the proportion of the different orientations is the same in simulation as in data. This
is also the case for run dependent calibrations, which are matched in simulation.

Another very important detail is the emulation of the trigger condition. This is done by recreating
the trigger conditions in software. While the simulated data is reconstructed, the conditions can
be checked for each event. This also makes it possible to study the effects of different trigger
setups in the simulation.
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sample events generated purpose additional information
A 109 study event selection bggen (Pythia) event generator

using full hdgeant4 simulation
B 2×106 Σ validation toy MC with imposed Σ

C 250×106 Σ and SDME validation with imposed SDMEs
using full hdgeant4 simulation

D 50×106 acceptance correction phase space distributed
using full hdgeant4 simulation

Table 4.3: Summary of MC simulations produced for this work. More information about the
purpose and contents of each simulated sample can be found in the appropriate sections.

Table 4.3 summarises the four large sets of MC simulations that were produced for this work.
This summary shall serve as a reference for the following chapters. More information regarding
each set of MC simulations can be found in the appropriate section.

The GlueX beam line and detector are set up to measure hadronic reactions in photoproduction
with a linearly polarised photon beam. A summary of its specifications can be found in Table
4.4. GlueX provides good energy and momentum resolution for charged and neutral final state

beam tagged linearly polarised photons ∼ 40% polarisation in coherent peak
data taken in four polarisation settings

target protons liquid hydrogen
detector magnet 2 T solenoid

start counter (SC) good timing resolution
provides start time

tracking (CDC, FDC) momentum resolution σp/p≈ 1−5%
calorimetry (BCAL, FCAL) good energy and timing resolution
time-of-flight (TOF) good timing resolution

trigger minimum bias energy sum

Table 4.4: Summary of GlueX specifications.

particles. The next chapter shows how these capabilities are used to identify the reaction of
interest.



Chapter 5

Data analysis and event selection

In order to extract physics information from the data taken with the GlueX detector setup, vari-
ous steps have to be performed. Before the data can be analysed, it has to be calibrated and the
events processed to reconstruct particle momenta. Afterwards, the data can be scanned for the
reaction of interest by identifying events that contain the desired particles. Figure 5.1 visualises
the analysis flow from reconstruction to observable extraction (see Chapter 6). In the following,
the important steps towards physics extraction are explained in more detail.

5.1 Dataset

The data used in this analysis were acquired in the Spring 2017 beam time between February
4 and March 9, 2017. The beam current provided by CEBAF was about 100 nA in the first
part of the beam time (low intensity) which then increased to about 150 nA for the second part
(high intensity). The data were mostly taken with a 58 µm diamond radiator, which was used in
four different orientations to produce data with different polarisation plane angles (see Section
4.2). In addition, some data were taken with an amorphous aluminium radiator. Table 5.1
summarises the number of triggers recorded in each radiator configuration. In order to facilitate
data handling, the data were taken in runs. Each run lasted for about two hours and the data
for each run was saved across multiple files to keep the size of each file under 20 GB. The raw
data format used was EVIO [89], a format developed for the use with CODA (CEBAF Online
Data Acquisition) [90], Jefferson Lab’s data acquisition framework. In total, about 900 TB of
raw data were generated during the beam time and are stored on tape at Jefferson Lab. 347 runs
were identified as physics quality, i.e. the beam and detector were stable during the data taking
and no issues with the data acquisition were encountered.

43
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Calibration and Reconstruction

Skimming

Analysis

Identify hits

Find tracks

Place common PID cuts

Kinematic fit

Select K+ K- p final state

Select Λ(1520)

Extract observables

Update 
calibration 
constants

Figure 5.1: Visualisation of the analysis flow from calibration and reconstruction to observable
extraction.

5.2 Calibrations

Signals measured in the taggers and detectors are usually timing signals, measured by time-to-
digital converters (TDCs), and charge collected proportional to energy depositions, measured
by charge-to-digital converters (QDCs). For those signals to be useful, it was necessary to make
sure that all timing signals were measured relative to the same reference time. Otherwise, it
would not be possible to assign signals from different detectors to the same event trigger and
to use them for particle identification or to establish coincidences to identify the beam photon
that triggered the reaction. In addition, proportionality factors had to be determined to relate
the collected charge to the energy deposited in the detector. This procedure is referred to as
calibration and involved many, sometimes iterative, steps. This was done directly after data
taking, using the calibration constants from a previous run period as starting parameters. The
calibrations were performed by members of the GlueX collaboration and are shared with the
whole collaboration. In the following an overview of the most important steps is given.
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radiator
setting

triggers
collected

low
intensity

high
intensity

0◦ 5.8×109 4.6×109

90◦ 5.8×109 5.2×109

135◦ 5.6×109 4.6×109

45◦ 5.7×109 4.3×109

amo 4.1×109 3.9×109

Table 5.1: Number of triggers collected for each diamond orientation and amorphous radiator
during the Spring 2017 beam time [88].

5.2.1 Timing calibrations

The most precise timing signal available for synchronisation in GlueX comes from CEBAF in
form of a 499 MHz radio frequency (RF) clock. It was read out at the TOF crate and used as the
overall reference time.

The GlueX detectors consist of many channels. Most detectors are instrumented with both TDCs
and QDCs (CDC and FCAL have QDC-only readout). The QDC also provides a timing signal,
although with poorer resolution. These two needed to be aligned to each other for each channel.
A timing alignment was then performed for all channels within a detector and then the overall
detector time was aligned to the RF clock. In addition, a timewalk correction was applied to the
TDC signals. It corrected for the timing signal dependency on the amplitude of the signal pulse
in the leading edge discriminators used in GlueX. Figure 5.2 shows example plots of the tagger
timing signal relative to the RF clock before and after calibrations. The top and bottom left
plots show the signal plotted versus detector elements for the tagger hodoscope and microscope,
respectively. The top right plot shows the signal plotted versus photon energy and the bottom
right shows a histogram of the signal. In all cases one would expect to see a dominant peak at
0 ns and smaller peaks in multiples of 4.008 ns, which corresponds to the accelerator beam bunch
frequency. The improvements through the calibration are clearly visible. Before calibration the
peaks are not well defined and the peak centred at 0 ns is not more dominant than the surrounding
peaks. After the calibration the expected narrow peak structure is clearly visible.

In addition to these basic timing calibrations, the time differences between signals coming from
the two ends of a TOF paddle were calibrated so the timing can be used to determine the position
along the length of the paddle [92]. Similarly, there was also an additional timing calibration in
the BCAL to determine the shower z-position, by calibrating signals coming from the upstream
and downstream readout [81]. Most of these calibrations were performed once for the whole run
period. The PS, tagger and TOF calibrations were done on a run-by-run basis.
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(a) before calibration

(b) after calibration

Figure 5.2: Example plots of tagger timing signal relative to the RF clock showing the effect of
timing calibrations on the tagger time spectra for run 30999. Top and bottom left plots: Signal
plotted versus detector elements for TAGH and TAGM, respectively. Top right: Signal plotted
versus photon energy. Bottom right: Histogram of the signal. Taken from [91].
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5.2.2 Gain calibrations

In general, the charge collected in a QDC is proportional to the energy deposited in the detector.
In order to relate the charge deposition to the energy, a gain calibration is necessary. These
calibrations were done for the CDC, BCAL and FCAL.

For the calorimeters the gains were calibrated using events with a π0 decaying to two photons.
The mass of the π0 is known, so the gains were adjusted in order for the peak of the measured in-
variant mass to coincide with the PDG mass of 135 MeV [81]. This was an iterative process that
was performed for the beam time as a whole. The gain was calibrated on a channel-by-channel
basis and then the data had to be analysed again. After a few iterations of gain calibrations the
peak of the measured invariant mass was at the correct position and, more importantly, the width
was minimised. Shower based non-linearity corrections were applied to the data after the gain
calibrations of both calorimeters. Example plots for the BCAL before and after calibration can
be found in Figure 5.3. The blue histograms show the di-photon invariant mass distributions
with the expected peaks in the π0 mass range. The red lines show fits to the data using gaussian
function which are used to extract mean and width of the π0 peak. The data for this figure was
divided up into four subsets according to the cluster energy of the photons as indicated by the
individual plot titles. After the calibration the mass is at the correct value of about 135 MeV for
all four plots, and in addition the width improved as well.

The CDC is used to measure energy deposition by a charged particle in a thin layer of material
for particle identification (dE/dx). The calibration was based on minimum ionising particles
depositing constant energy in the detector. The CDC gain calibrations were done on a run-
by-run basis since they were very much dependent on the temperature and pressure within the
detector and sensitive to fluctuations.

5.2.3 Additional calibrations

In addition to timing and gain calibrations, other calibrations were required. The wire cham-
ber alignment was calibrated and checked using data without magnetic field. In that case, the
particles move on straight tracks, which can be used to correct for wires sagging from their
nominal position due to gravity [78, 79].

An iterative time-to-distance calibration was done for the CDC to properly account for the drift
time of charge inside the straw tube. Both of these improve the CDC position and energy resol-
ution.
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(a) before calibration

(b) after calibration

Figure 5.3: Example plots showing the effect of BCAL gain calibrations on the π0 mass and
width for run 30999. Blue: Di-photon invariant mass distribution. Red: Fits using gaussian
functions. The data was split into four subsets according to the cluster energy of the photons
(see plot titles). Taken from [93].
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5.3 Event reconstruction

In order to extract information about the reaction that triggered an event, it was important to
identify the particles in the final state. The information from all detector components were
combined for that purpose. For neutral particles clusters were identified in the calorimeters.
The measured energies of the clusters were then used as the energy of the neutral particles. For
charged particles, hits in the wire chambers were linked up and associated with clusters in the
calorimeters and hits in the scintillation detectors. The resulting tracks were then analysed for
their curvature, which, in combination with knowledge of the magnetic field map from within
the detector, provided a measurement of the particles’ momenta.

The process of linking up the hits created by charged particles in the wire chambers is called
tracking. It was done in three stages. The first stage linked hits within FDC packages and
adjacent CDC rings to create track segments. These were further combined to track candidates
which served as starting parameters for the second stage. For this a Kalman filter [94, 95] was
used to find the track parameters at the point of closest approach to the beam line. The Kalman
filter started from the outside and stepped towards the centre of the detector updating the track
parameters at each step. It accounted for energy loss, multiple scattering and the magnetic field
within the detector. At this point, for the Kalman filter every track candidate with p > 0.8GeV/c
was assumed to be a pion while track candidates with less momentum were also fitted with
a proton hypotheses. In the last stage the track was matched to the scintillation detectors or
calorimeters to determine a start time. Using this information the drift time was taken into
account and the track was refitted with an electron, pion, kaon and proton hypotheses [68].

The number of charged tracks in the detector reached ten or more and the number of hits in the
wire chambers were accordingly very high (> 200). Therefore the possibility of reconstructing
fake tracks, either through incorrectly linking up hits from two tracks or through combining a
real track with random noise, was significant. These events were removed from the data sample
in consecutive analysis steps.

The reconstruction procedure was computationally very expensive. For that reason it was co-
ordinated for the whole collaboration and the results were saved in hddm (Hall-D Data Model)
files. These did not contain all the hit information from the detectors but only the higher level
track information. This reduced the size of the data set from 900 TB to 120 TB. The whole
procedure required about six million CPU hours and was done using the computer resources at
Jefferson Lab.



CHAPTER 5. DATA ANALYSIS AND EVENT SELECTION 50

BCAL/RF
∆T (ns)

TOF/RF
∆T (ns)

FCAL/RF
∆T (ns)

SC/RF
∆T (ns)

CDC
dE/dx (keV/cm)

p ±1.0 ±0.6 ±2.0 ±2.5 > 1.0+ exp(−4.0p+2.25)
K+ ±0.75 ±0.3 ±2.5 ±2.5 < 6.2+ exp(−7.0p+3.0)
K− ±0.75 ±0.3 ±2.5 ±2.5 < 6.2+ exp(−7.0p+3.0)

Table 5.2: Cuts applied to the data during the generation of ROOT trees in the skimming process
[97]. ∆T , as defined in Eq. (5.1), is the time difference between a measured particle track and the
time calculated under a certain mass hypothesis. dE/dx is the energy loss of a particle per distance
travelled and is characteristic for different particle types. p denotes the particle’s momentum.

5.4 Skimming and kinematic fitting

Although the reconstruction process already reduces the amount of data by storing track instead
of hit information, it was still too much data to efficiently analyse it. To further reduce the data
size the data was skimmed at Jefferson Lab, i.e. split in different sub data sets according to
different event criteria. The resulting data was stored in ROOT trees [96], a data storage and
handling solution commonly employed in nuclear and particle physics experiments developed
at CERN.

For this analysis a pK+K− skim was used. Events fitting this topology, i.e. having at least
one negatively and two positively charged tracks, were passed on to the ROOT tree. It was
not required to have exactly two positively and one negatively charged track but up to three
additional tracks were allowed in each event. This was to make sure that a spurious track, e.g.
coming from noise in the detector, did not result in a good event being discarded. For each
event multiple hits were recorded on the tagger, each corresponding to a beam photon. Only
beam photons that had an associated time between −18.036ns and 18.036ns relative to the
event reference time were kept (see Section 5.6.6). Each possible combination of beam photons
and final state particles was then treated as a separate pK+K− event. During the generation of
ROOT trees loose particle identification cuts were applied to help with the identification and to
reduce the file size further. They are summarised in Table 5.2. dE/dx is a characteristic quantity
for each particle type and has a momentum dependence. ∆T is the time difference between a
measured particle track and the time calculated under a certain mass hypothesis as

∆T = ttrack−
(

tRF +
ztrack− ztarget

c

)
(5.1)

where ttrack denotes the time of the track at its origin, tRF denotes the overall event reference
time, calculated as if the reaction happened in the target center, z denotes the z-position of
either origin of the track or the target and c denotes the speed of light. The mass dependence
is built-in into ttrack which was calculated during the track reconstruction for different particle,
and hence mass, hypotheses. In case of a detector with perfect resolution and correct particle ID
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assignment, one would expect ∆T = 0ns.

Further criteria an event had to fulfil in order to pass into the ROOT tree were [97]:

• For a given charged track, at least one particle hypothesis must have had a hit in either:
BCAL/FCAL/TOF/SC

• Timing cuts were applied only on the system with the best timing information available,
in the order: BCAL/TOF/FCAL/SC. In other words, if a track had a hit in the TOF, then
no cut was applied on the FCAL or SC time

• If the SC is the best-available detector, no cut was placed on the timing if the track has
been matched to more than one SC hit, unless it was the only track in the combination

• Also, all kaons were cut that

– Did not have a hit in one of these timing detectors

– Did not have enough hits in the CDC to compute dE/dx

• A cut on the missing energy: −3.0GeV < missing energy < 3.0GeV

After this initial filtering and combinatorial selection a kinematic fit was performed for each
possible combination (for details see [98]). It implemented both four-momentum conservation
and the constraint that all tracks must have originated from the same position vertex to calculate a
confidence level (CL) which quantified how well the given event matched the expected topology
based on the kinematics and experimental resolutions. The CL was calculated by determining
how much the particle kinematics, i.e. their momentum and position vectors, had to be changed
to achieve perfect conservation of four-momentum and the same vertex for all three particles.
The more the kinematics had to be adjusted the lower the CL. If an event had a high CL it meant
that it matched the pK+K− topology well without significant change. The kinematic fit provided
updated four-vectors for the particles which fulfil all constraints. These could be used instead
of the measured kinematics to improve resolutions but introduced a possibility of biasing the
results by forcing events to look like the specified topology. If not explicitly stated otherwise,
this analysis used the measured parameters. The event criteria above were re-evaluated after the
kinematic fit, using updated momentum and vertex information

The skimming process reduced the data from about 120 TB to 880 GB. This large reduction in
data size and made it feasible to copy the data to Glasgow where the remaining analysis was
performed.
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BCAL/RF
∆T (ns)

TOF/RF
∆T (ns)

p ±1.0 ±0.5
K+ ±0.5 ±0.3
K− ±0.5 ±0.3

Table 5.3: Timing cuts applied to combinations in ROOT trees during the pre-selection.

5.5 General event selection

After producing analysis trees from the reconstructed data, a DSelector [99], a GlueX specific
analysis tool based on ROOT’s TSelector, was used to analyse them within the ROOT data
analysis framework.

In order to further reduce the amount of event combinations that did not fit the pK+K− reaction
hypothesis, the following cuts were applied.

5.5.1 Photon beam energy cut

The extraction of the physics observables required a linearly polarised photon beam. As men-
tioned in Section 4.2.6 the degree of linear polarisation was determined for the photon range
between 8.2 GeV and 8.8 GeV. Therefore, a cut was placed on the energy of the photon as
measured by the photon tagger:

8.2GeV < Eγ < 8.8GeV (5.2)

5.5.2 PID cuts

The cuts applied during the skimming process were not fully optimised and were chosen so
as not to cut away any signal. In order to get a cleaner data sample, some of these cuts were
tightened. The timing cuts applied to improve the particle identification are summarised in
Table 5.3. Figure 5.4 shows ∆T plots after the skimming process. Each plot shows the time
difference for a particle track with momentum p under the assumption it was either a proton or
kaon calculated with Eq. (5.1). The different detectors shown correspond to different regions in
the detector. The BCAL covers the central part, while the TOF covers the forward region. The
red horizontal lines indicate the tighter cuts placed at this stage (see Table 5.3). The spectra show
the expected distribution along ∆T = 0 with some width due to resolution effects. In addition,
bands coming in from either above or below 0 ns, stemming from misidentified particle tracks,
are clearly visible. The cuts were chosen such that the background from these misidentified
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(a) p in BCAL
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(b) p in TOF
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(c) K+ in BCAL
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(d) K+ in TOF
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(e) K− in BCAL
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(f) K− in TOF

Figure 5.4: Difference between the timing signal of the measured track and a particle for a given
momentum in the specified detector (see Eq. (5.1)). In a perfect scenario, one would expect a line
at ∆T = 0. Bands coming in from above and below 0 ns stem from misidentified particle tracks.
The red lines indicate the cut limits applied in the general event selection step (see Table 5.3).
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particles was largely removed without removing the signal events. The cuts could have been
optimised further by choosing momentum dependent cut limits but it was found that this was
not necessary for this analysis (see Section 5.6.5).

5.5.3 Vertex cuts

To select reactions originating within the LH2 target the reconstructed vertex was used to veto
combinations with tracks not coming from inside the target cell:

51cm < z < 78cm (5.3)

r < 1cm (5.4)

where z denotes the z-coordinate of either of the particles in the final state in the GlueX lab
frame and r denotes the distance of the vertex from the beamline. Figure 5.5 shows the xy- and
z-spectra before and after event selection and the applied cuts. The xy-distribution clearly shows
that most events originated from within the target cell. The z-distribution shows most events
originating from within the target cell but also a few features in addition. The exit window of the
scattering chamber can be seen at around 84 cm and much further downstream more structure is
visible in the region between the CDC and FDC (around 180 cm). Before any cuts were placed it
seems like more events came from the downstream side of the target cell than from the upstream
side. This is not fully understood, but after applying the event selection the effect was not visible
anymore. The distribution is fairly flat in the central region with fewer events very close to the
cut limits. This is due to the fact that the cuts were not applied on the combined event vertex but
for each track individually.

5.6 Exclusive event selection

All cuts discussed so far are valid to select protons and kaons in the final state. In a traditional
analysis exclusive events would be selected by making a series of cuts, based on energy and
momentum conservation, on quantities such as the missing mass squared or angles. In this
work, a kinematic fit was performed to calculate a confidence level which is highly correlated
with these quantities. Therefore, a cut on the CL would implicitly cut on them as well. However,
it was important to confirm this by checking their distributions with and without CL cut.

To select the exclusive reaction~γ p→ K+Λ(1520)→ K+K−p the following cuts were applied.
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(c) Vertex position on the xy-plane after
the whole event selection was applied.
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(d) Vertex z-position after the whole event
selection was applied.

Figure 5.5: Vertex position in xy-plane and in z-direction before and after the full event selection.
The red lines indicate the cut limits.

5.6.1 Confidence level cut

The most important cut was placed on the confidence level resulting from the kinematic fit with
vertex and four-momentum conservation constraints (see Section 5.4). The determination of the
CL was a complicated process dependent on many tuning parameters, such as resolutions of the
many detector components. There was not a straightforward answer to what the best value for a
CL cut was, so the effect of this cut was investigated.

To study the effect of the choice of the CL cut value, the pK− invariant mass spectrum between
1.44 GeV/c2 and 1.62 GeV/c2 was plotted for 100 CL values between 10−10 and 10−1. Then
a gaussian function plus a first order polynomial was fitted to the data, to extract an estimate
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for the Λ(1520) signal and the background yields by integrating the functions over the specified
range. The signal and background yields were then used to calculate a figure-of-merit (FOM):

FOM =
signal√

signal+background
(5.5)

This FOM is a good choice in cases where the signal rate is to be determined accurately (Chapter
39, [15]). That means that the yield of a certain signal has to be measured. Since this involves
optimising the signal this FOM is a good choice to study the effect of the CL cut. A selection of
the fits used to determine signal and background is plotted in Figure 5.6. The extracted FOMs
are depicted in Figure 5.7. The results indicate that a CL cut of around CL= 10−6 yields the
best FOM. It was therefore chosen as cut limit and is indicated by the dashed line in Figure 5.7.
Only events with

CL > 10−6 (5.6)

were kept. Figure 5.8a shows the CL distribution before and after the complete event selection
in this Chapter. The bin width on the x-axis is logarithmic to have equally spaced CL bins on this
log-log plot. The red histogram shows the CL distribution after the skimming was done. The
blue histogram shows the CL distribution after the full event selection. Since the bin width is
much larger towards high CL one can see a rising slope. Figure 5.8b shows the CL distribution
after the complete event selection with a linear x-axis.

5.6.2 Missing mass squared

Since the reaction of interest was measured in a fully exclusive final state, energy and momentum
conservation required that the following relation, also known as the missing mass squared, holds
true

MM2 =(Pγ +Ptarget−Pp−PK−−PK+)2 = 0GeV2/c4 (5.7)

where P denotes the particles’ four-momenta. For a real experiment with finite resolutions the
missing mass squared has a distribution around 0 GeV2/c4. Note that this quantity is strongly
correlated to the CL of the kinematic fit. Therefore, a cut on the CL will implicitly cut on the
missing mass. The distribution of the missing mass squared before and after the CL cut are
shown in Figure 5.9. The blue histogram shows the MM2 distribution before the CL cut was
applied and the green histogram shows the same distribution after the CL cut was applied. It is
clear that the CL cut removed predominantly event combinations that did not fulfil Eq. (5.7).
Combinations close to 0 GeV2/c4 were kept. The structure visible to the right of the main peak
before the CL cut was applied, which probably stemmed from misidentified pions, was removed.
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Figure 5.6: Invariant mass of pK− between 1.44 GeV/c2 and 1.62 GeV/c2 with a fit to determine
a figure-of-merit for various kinematic fit CL cuts.
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Figure 5.7: The figure-of-merit as extracted from fits as in Figure 5.6 is plotted against log(CL).
The red dashed line indicates the CL cut value chosen for this analysis.
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Figure 5.8: CL distributions before and after the event selection with logarithmic and linear
x-binning. The rising slope approaching a CL of one in the left plot is due to the logarithmic
binning in CL.
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Figure 5.9: Missing mass square distribution before and after the CL cut.

5.6.3 φ and θ difference

The reaction kinematics also require that the following relations hold true

φΛ, lab−φK+, lab =180◦ (5.8)

θΛ,CMS−θK+,CMS =180◦ (5.9)

where φ and θ denote the particles’ angles in the laboratory (lab) or overall centre-of-mass
frame (CMS). The relations arise from the fact that the Λ(1520) and K+ are produced back-
to-back in the CMS. These relations were included in the kinematic fit through conservation of
momentum. Therefore, a cut on the CL will also implicitly cut on the angles. The differences
of both angular distributions, before and after the CL cut was applied, are shown in Figure 5.10.
The φ difference shows the expected distribution around 180◦ before and after the CL cut. This
distribution was not affected by misidentification but would have shown differences if there was
a significant amount of unbalanced transverse momentum, i.e. more or less than three particles
in the final state. The θCMS difference, however, shows the histogram before the CL cut shifted
towards larger differences. After the CL cut was applied the distribution peaked at 180◦. The
θCMS difference was calculated in the CMS. Particle misidentification, which was seen before
in the MM2 (see Figure 5.9), could have caused this change in shape which was recovered by
cutting on the CL.
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Figure 5.10: The plots show the φ and θCMS differences between the K+ and the combined pK−

in the lab and overall centre-of-mass system according to Eqs. (5.8) and (5.9).

5.6.4 Invariant Mass cut

The resulting pK− spectrum after all of the cuts were placed is depicted in Figure 5.11. The
Λ(1520) peak is clearly visible at around 1.52 GeV/c2.

A large background for the study of hyperons in the pK−K+ final state arises from φ(1020)
mesons that are produced with a large cross-section and decay to K+K−. To assess the pro-
portion of φ(1020) in the background under the Λ(1520) the K+K− and pK− invariant masses
squared are plotted on a Dalitz plot (Figure 5.12). One can see a strong band of φ(1020) mesons
and even a band of ρ(770) mesons decaying to misidentified π+π−. Since the production cross-
section of the ρ is much bigger than that of the φ(1020) and the momenta of the decay particles
are very high, it is expected to see a small fraction of pions being misidentified as kaons. A
ρ(770) with its decay products misidentified as kaons shows up at a mass of about 1.22 GeV/c2,
which agrees with the band seen in Figure 5.12. No overlap is seen between the φ(1020) and the
Λ(1520) bands for the kinematics under study. Also the ρ(770) band does not stretch down to
the Λ(1520) band. At small pK− invariant masses the momentum of the K− is small and misid-
entification of a pion as a kaon is much less likely. Figure 5.13 shows the pK− invariant mass
with and without an additional cut to veto the two mesons as indicated by the red dashed line in
Figure 5.12. It is clear that there is no φ(1020) and ρ(770) background below 1.8 GeV/c2, so
these mesons did not contribute to the background of this analysis.

To remove combinations not coming from a Λ(1520) decay a cut, as indicated by the red dashed
lines in Figure 5.11 was placed

1.46GeV/c2 < inv. mass (pK−) < 1.58GeV/c2 (5.10)
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Figure 5.11: Invariant mass of pK− after all cuts. The red dashed lines indicate the cut placed
on the data to single out the Λ(1520).
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the data to veto the φ(1020) and ρ(770).
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Figure 5.13: Comparison of invariant mass of pK− after all cuts (blue) with additional cut
against ρ(770) meson (red).

In general, it can be assumed that it is desirable for an analysis to have as few cuts as possible.
It was shown that a CL cut alone yielded the distributions in MM2, φ difference and θCMS

difference, that were expected in an exclusive final state. In connection with a cut on the pK−

invariant mass around the Λ(1520) mass this resulted in an event sample almost free from non-
pK+K− events.

5.6.5 PID after cuts

To check the quality of the event selection and the rejection of non-pK−K+ background the
∆T PID plots were studied again. Figure 5.14 shows the same PID plots as before (Figure 5.4)
but with the discussed event selection applied. In general, one can see that the event sample
contains far fewer misidentified particle tracks than before. It is interesting to note that there
seems to be a high momentum/low momentum split in the data. For the following extraction of
polarisation observables the data was binned in momentum transfer squared (see Section 5.6.9)
and the highest −(t− tmin)-bin had an upper limit of 2 GeV2/c2. If this cutoff was imposed on
the PID plots the low momentum part of the K+ as well as the high momentum part of the p

and K− vanished. This is shown in Figure 5.15. The kinematics of Λ(1520) production and
decay favoured a low momentum K− and proton. These could be identified well by the GlueX
detector setup. Due to strangeness conservation, the third (positively charged, high momentum)
track was therefore very likely to be a K+. Figure 5.15 shows very clean distributions confirming
this.
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The fact that there was a high momentum p/K− and low momentum K+ part seemed to indicate
that there were possibly two or more different reaction mechanisms at play. Unfortunately, the
statistics in this dataset were not sufficient to analyse the other mechanisms. Future analyses
using the full GlueX statistics might be able to shine more light on this issue.

5.6.6 Tagger accidentals

The electron beam provided by CEBAF has a bunch structure with a frequency of 249.5 MHz
(i.e. timing separation of 4.008 ns between bunches). For every recorded event there were
about 60-80 hits on the tagger system but only one corresponded to the photon that produced
the triggered event. Even after applying all the cuts in the event selection, as discussed above,
there were still multiple tagger hits per event. They are referred to as random background, or
tagger accidentals. In order to account for the random tagger photons in the data, a background
subtraction has been performed. To do that, events from four beam bunches before and after
the bunch in coincidence with the event in the main GlueX detector were analysed. The regions
spanned by these bunches are referred to as side bands. The timing spectrum of these events is
depicted in Figure 5.16.

The underlying assumption for the background subtraction is that the random tagger photons
contributed as much to the background under the coincidence peak as they did to the side bands.
Each event combination was given a weight, assigned depending on the timing of its tagger
photon. Combinations from the main bunch and its two nearest neighbours, i.e. three bunches,
got the weight 1, while combinations from the side band peaks were given the weight −0.5, as
six bunches were included. Taking into account the two nearest neighbours of the coincidence
peak made it possible to assess if any signal from the prompt peak leaked into the side bands. It
is clear from Figure 5.16 that this is not the case.

5.6.7 Handling of multiple combinations in final state

Even after the event selection described above was applied, it could happen that more than one
combination of final state particles and tagger hits was left. In the case these supernumerary
combinations arose from multiple tagger photons, the previously discussed tagger random back-
ground subtraction accounted for them. In less than 1% of the cases it happened that more
than one combination of final state particles, e.g. through background tracks that were allowed
through the skimming process, survived all cuts. That meant that the event selection could not
unambiguously identify a pK+K− event from the given tracks. In this case the whole event was
discarded. This made sure that the angular distributions were not distorted by wrong combina-
tions, that could have a very different angular distribution from the true events.
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Figure 5.14: Difference between the timing signal of the measured track and a particle for a
given momentum in the specified detector after previously discussed cuts were applied. In a
perfect scenario one would expect a line at ∆T = 0. The red lines indicate the cut limits applied
in the general event selection (see Table 5.3).
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Figure 5.15: Difference between the timing signal of the measured track and a particle for
a given momentum in the specified detector after previously discussed cuts and an additional
−(t − tmin) < 2GeV2/c2 cut were applied. In a perfect scenario one would expect a line at
∆T = 0. The red lines indicate the cut limits applied in the general event selection (see Table
5.3).
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Figure 5.16: Timing spectrum of pK−K+ events. The red lines indicate the regions called side
bands (II) and coincidence peak (I). The blue histogram shows the full timing spectrum while
the green histogram shows what is left after the random subtraction has been performed.

5.6.8 sPlot technique

After applying all cuts the Λ(1520) baryon appeared as a clear peak in the pK− invariant mass
spectrum (see Figure 5.11). Although the cuts already removed most of the background, there
was still some left under the peak. This background was of the same final state but produced
by a different mechanism. Therefore, it could not be removed by cuts. In order to separate it
from Λ(1520) events the so-called sPlot technique was used. It was introduced by Pivk and Le
Diberder in 2005 [100]. Their paper gives a very good account of how it works and how to use it,
and they discuss the underlying statistical and mathematical principles extensively. Therefore,
only a summarising overview of the sPlot technique will be given here. The sPlot technique is
well established and was used in many peer-reviewed publications by LHCb (e.g. [101]) but also
in low-energy hadron physics experiments (e.g. [102]).

The aim of sPlot is to unfold data distributions. In this case Λ(1520) events should be separated
from pK+K− background events. To do that, a discriminatory variable is required. This variable
has different (known) distributions for signal and background. The discriminatory variable has to
be uncorrelated with the variable whose signal and background distributions have to be unfolded.
In the case of the current analysis, the angular distributions of the final state particles needed to
be fitted (see Sections 6.1 and 6.2) and the invariant mass distribution of pK− was chosen as
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discriminatory variable. The Λ(1520) was visible with a clear peak while the background was
assumed to be described by a polynomial over that region.

In the next step, an event-by-event extended maximum likelihood fit to the discriminatory vari-
able was performed to determine the contributions coming from Λ(1520) and other pK+K−

background. For this work a Λ(1520) shape was produced from Monte Carlo generated Λ(1520)
events with a relativistic Breit-Wigner distribution including a Blatt-Weisskopf barrier factor for
orbital angular momentum L = 2 [103]. Mass (1519.5 MeV/c2) and width (15.6 MeV/c2) were
set to PDG values [15]. As background a 2nd degree Chebychev polynomial was used. The fit
was performed within the brufit framework [104] which utilises RooFit [105], an extension to
the ROOT data analysis framework.

The resulting fits for all −(t − tmin)-bins are shown in Figures 5.17 to 5.24. On the left hand
side of each plot the overall fit result is shown in red with the Λ(1520) component depicted as
dashed black line and the Chebychev as dashed red line. On the right hand side of each plot
the fit residuals are shown on the top plot and the pull histogram is shown on the bottom plot.
In addition to the free parameters describing the Chebychev polynomial and the yields of the
fit components, three parameters were included to account for systematic uncertainties in the
Λ(1520) shape. The alpha parameter was the width of a gaussian function that was convoluted
with the Λ(1520) shape. The off parameter allowed for an offset in x in case the mass used for
generation was not exactly the mass seen in data. The scale parameter was a factor applied to
the x-axis of the Λ(1520) shape. It accounted for the difference in width. If a perfect model
would have been used alpha and off would have been zero and scale would have been one. One
can see in the fits that in all cases the fit quality is very good. alpha and offset were almost
always compatible with zero and the scale parameter was close to one. The width used in the
simulation seemed to be slightly smaller than the width in data.

The yields and covariance matrices extracted from the fits were used in a second step to calculate
event-by-event sWeights for signal and background. These weights were applied to the angular
distributions on an event-by-event basis. This could not only be done for the signal but also
for the background. The angular distribution of the K− in the Gottfried-Jackson frame (see
Figure 2.2), which was used to determine spin-density matrix elements (see Section 6.2), is
shown in Figure 5.25. There one can see that the φGJ distribution looked very different in signal
and background. The θGJ distributions were fairly similar with the background distribution
being slightly broader and flatter. Note that the background distribution was scaled such that
signal and background have the same integral. This was done for easier comparison between the
distributions.
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Figure 5.17: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 5.18: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 5.19: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.

1.46 1.48 1.5 1.52 1.54 1.56 1.58
)2 (GeV/c-inv. mass pK

0

100

200

300

400

500

2
ev

en
ts

 / 
1.

2 
M

eV
/c Yld_Cheb =  1672 +/- 239

Yld_Sig =  5130 +/- 256

alpha =  0.00058 +/- 0.00060

ch0 =  0.735 +/- 0.062

ch1 =  0.33 +/- 0.17

off =  0.00013 +/- 0.00030

scale =  1.020 +/- 0.031

2/c2 = 0.7-0.9 GeVmint-t-

1.46 1.48 1.5 1.52 1.54 1.56 1.58
)2 (GeV/c-inv. mass pK

80−
60−
40−
20−
0

20
40
60
80

Residuals

1.46 1.48 1.5 1.52 1.54 1.56 1.58
)2 (GeV/c-inv. mass pK

4−
3−
2−
1−
0
1
2

3

Pulls

Figure 5.20: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 5.21: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 5.22: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 5.23: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 5.24: Left: sFit of the pK− invariant mass. The red dashed line is a Chebychev function
used to approximate background. The black dashed line is the simulated Breit-Wigner shape for
a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 5.25: Comparison of angular distribution of K− in Gottfried-Jackson frame with signal
(blue) and background (red) weights applied.

5.6.9 Momentum transfer distribution

The sWeights are applied on an event-by-event basis to have a background free sample of
Λ(1520). Figure 5.26 shows the resulting distribution of momentum transfer squared−(t−tmin).
The blue crosses show the data and the red line indicates the acceptance over this region. To
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Figure 5.26: Distribution of momentum transfer −(t− tmin) (blue) and the acceptance over this
range (red). The vertical black lines indicate the limits used for binning.

generate the acceptance, a MC sample with a realistic angular distribution of final state particles
was produced. The MC sample was analysed in the same way as the real data and the number of
accepted events in a small range in −(t− tmin) was divided by the amount of generated events
in that range. The vertical lines in Figure 5.26 show the bin limits chosen for this work.
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5.6.10 Comparison to bggen

A large generic MC sample of one billion events that was reflecting the Spring 2017 run condi-
tions was produced using the Pythia 6.2 [106] based bggen event generator [107] and hdgeant4
(see Section 4.6; set A, Table 4.3). It contained some of the most prominent final states and pro-
duced them according to the known physics processes. Although it did not contain the Λ(1520)
it was still useful to compare it to real data. It might reveal dominating background processes or
potential issues in the event selection. For that purpose the ∆T PID plots shown before (Figure
5.4) were produced. They can be seen in Figure 5.27, which shows that the momentum distribu-
tions of the MC events are not entirely similar to the data. This is not unexpected since bggen is
not able to accurately produce pK+K− events. Nevertheless, we can see the placed cuts seemed
reasonable on the MC sample.

To further investigate this the same event selection as discussed before was applied. There were
only very few events left since there was no Λ(1520) signal in the sample. The ∆T PID plots
for this are shown in Figure 5.28. The agreement between data and MC was reasonable and
therefore the ∆T cuts had similar effects.

Figure 5.29 shows a stacked histogram of the pK− invariant mass distribution where one would
expect to see the Λ(1520). The entries are coloured according to the thrown event topology and
plotted such that one topology is stacked on top of the other, to better visualise their overall pro-
portion of the simulated data. Since the Λ(1520) was not included in the generated event sample,
no peak is visible. Nevertheless, it was interesting to study the background distribution to rule
out that other channels contaminated the event sample. By far the biggest part of the events that
survived the event selection came from non-resonant pK+K− production (black), other event to-
pologies only survived in very small quantities. This was quantified in Figure 5.30, which shows
that almost 90% of the surviving event combinations came from non-resonant pK+K− produc-
tion. It is important to keep in mind that in real data most events in this mass region came from
Λ(1520) production. Therefore the real background of non-pK+K− events was much smaller
than 10%. Figure 5.31 shows the full invariant mass range from 1.4 GeV/c2-2.4 GeV/c2. It is
clear that the biggest source of background in this final state, ρ mesons decaying to π+π−, only
affects the invariant mass region above 2 GeV/c2 (c.f. Figure 5.12).

This chapter has shown how the data taken with the GlueX detector was prepared for physics
observable extraction. It had to be calibrated, reconstructed and skimmed before cuts were
applied to select events that contain the pK+K− final state. The sPlot technique was presented
to remove the remaining non-Λ(1520) background from the sample of pK+K− events. This
analysis was also performed on a large MC sample, to study its effects.
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Figure 5.27: Difference between the timing signal of the measured track and a particle for a
given momentum in the specified detector for a bggen MC sample. In a perfect scenario one
would expect a line at ∆T = 0. The red lines indicate the cut limits applied in the general event
selection (see Table 5.3).
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Figure 5.28: Difference between the timing signal of the measured track and a particle for a given
momentum in the specified detector after previously discussed cuts were applied to a bggen MC
sample. In a perfect scenario one would expect a line at ∆T = 0. The red lines indicate the cut
limits applied in the general event selection (see Table 5.3).
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Figure 5.30: Each bin represents the amount of events of a certain thrown topology that survives
the event selection. Almost 90% come from non-resonant K+K−p production.
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Figure 5.31: Stacked histogram of bggen events surviving the event selection (without invariant
mass cut). The colour indicates the thrown topology.

At this stage a sample of Λ(1520)→ pK− signal events was extracted from the dataset. In the
following chapter the analysis of their angular distributions, in order to extract physics observ-
ables, is presented.



Chapter 6

Observable extraction

In the previous chapter it was shown how a clean sample of Λ(1520) events was selected from
the data. These can now be used to extract the physics observables discussed in Chapter 2. For
that purpose the angular distributions of final state particles in each event were studied.

6.1 Beam asymmetry

As shown in Section 2.1.2 the beam asymmetry Σ can be accessed by using a linearly polarised
photon beam. It was shown that Σ contains information on the production process of the reaction
since it is related to the naturality of the t-channel exchange. A beam asymmetry of 1 indicates
purely natural exchange while a beam asymmetry of -1 indicates purely unnatural exchange.

6.1.1 Counting asymmetry

In order to measure Σ, a counting asymmetry was formed. To do that, the reaction was measured
with four different polarisation orientations that were pairwise perpendicular to each other. For
the measurements two perpendicular settings (⊥ / ‖) were used at a time for the asymmetry.
Using Eq. (2.50) and assuming that the flux and polarisation was the same for all settings an
asymmetry can be written as

N⊥−N‖
N⊥+N‖

= PΣcos(2Φ) (6.1)

where N⊥/‖ denotes the number of events in a certain region of Φ, the angle between the po-
larisation vector and the production plane, and P is the degree of linear polarisation. One can

78
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immediately see that the counting asymmetry will follow a cos(2Φ) distribution and its amp-
litude is equal to PΣ. To correct for differences in flux and polarisation for the different settings
one can derive the following fit function [108] (for derivation see Appendix A):

N⊥−N‖
N⊥+N‖

=
A−1+ AB+1

B+1 2C cos(2(Φ−D))

A+1+ AB−1
B+1 2C cos(2(Φ−D))

(6.2)

with A = F⊥
F‖

, B = P⊥
P‖

, C = Σ
P⊥+P‖

2 and D = Φoff. F⊥/‖ denotes the photon flux, P⊥/‖ the photon
polarisation and Φoff is a term correcting for a slight misalignment between the two settings. The
advantage of a measurement like this is that possible acceptance effects in the detector cancel out
in the ratio, to first order. That makes this measurement a good starting point for the observable
extraction.

For the reaction ~γ p→ K+Λ(1520)→ K+K−p the φ -distribution of the K+, which corresponds
to Φ, was measured. Using the sWeights calculated in Section 5.6.8, φ -distributions of the
outgoing K+ were plotted for signal weighted events. That means events within the Λ(1520)
peak in the pK− invariant mass spectrum with the background under the peak subtracted. Then
the asymmetry was formed and fitted using the expression given in Eq. (6.2). Ideally the statistics
are good enough to extract all parameters, excluding P̄, from the fit. This was not the case
in this measurement. Therefore, the parameters were fixed using data provided from parallel
measurements. Parameter A, the ratio of the photon beam fluxes in both settings, was taken from
direct flux measurements using the pair spectrometer. The parameter B and the mean polarisation
P̄ were fixed using data from the triplet polarimeter (see Table 4.1). Parameter D was fixed to
the polarisation plane angle extracted with a very high statistics analysis of γ p→ ρ p [74] (see
Table 4.1).

ROOT’s standard MINUIT [109] χ2 minimiser was used to find the optimal Σ, with the function
value integrated over the data bin and normalised by its width. Data were taken at four different
diamond orientations. Therefore, the beam asymmetry was measured with the photon polarisa-
tion plane at 0◦/90◦ and 45◦/135◦. This was used to check for systematic deviations. The results
for 0◦/90◦ are shown in Figure 6.1a and the results for 45◦/135◦ are shown in Figure 6.1b. Each
plot contains an asymmetry fit for events within a certain range of −(t− tmin) as specified in the
histogram title. The beam asymmetries extracted from the asymmetry fits are shown in Figure
6.2. The black points are the results from the 0◦/90◦ setting and the green points come from
the 45◦/135◦ setting. Each point is centered at the mean value of the momentum transfer and
the horizontal error bars indicate the RMS of the momentum transfer within the bin. The data
points from the two settings agree with each other. The beam asymmetry is large over the whole
range.
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Figure 6.1: The two settings of K+ φ -angle distributions for eight bins in four-momentum trans-
fer squared −(t− tmin), fitted with Eq. (6.2) (red).
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Figure 6.2: Results for the beam asymmetry Σ dependent on the four-momentum transfer
squared −(t− tmin) for two settings.

6.1.2 Validation of results for sPlot and counting asymmetry

In order to validate the results and errors for the asymmetry fit method, 500 toy MC samples,
simulations without detector resolution or acceptance effects, were generated (set B, Table 4.3).
The samples consisted of the invariant mass of pK− and the K+ φ angle as used in the beam
asymmetry fit. The pK− mass was modelled with a Breit-Wigner signal distribution with a mean
of 1519.5 MeV and width of 15.6 MeV, and Chebychev polynomial for the background. Each
sample contained 4000 events of which 2/3 were signal events and 1/3 were background. A
beam asymmetry of 0.2 and 0.3 was imposed on the signal and background respectively. These
values were chosen to have a fairly small asymmetry for the signal with a comparably large
asymmetry in the background. This was not necessarily expected in the data but was to provide
a stringent test of the rigour of the fits in the study. The same code that was used for the analysis
of real data was used to analyse the toy samples. If the analysis procedure works as intended
the sPlot technique should be able to unfold signal and background and the fit function Eq. (6.2)
should be able to extract the imposed asymmetry with the correct error associated. Then a pull
distribution was produced as follows

pull =
measured Σ− true Σ

∆(measured Σ)
(6.3)

where ∆ denotes the error as provided by the fit to the asymmetry. The result is shown in Figure
6.3. The resulting pull distribution was fitted with a Gaussian function. If the uncertainties
are propagated correctly one would expect a pull distribution that is normally distributed with a
mean of 0 and a width of 1. The fit to the pull distribution had a reduced χ2 of 56.52/54 with a
mean of −0.0298±0.0492 and a width of 1.0005±0.0435. Therefore, it can be concluded that
the extracted values for the beam asymmetry in this test are statistically correct. That implies that
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Figure 6.3: Pull distribution of MC simulations to validate the method used to extract the beam
asymmetry from the data. The red line shows a Gaussian fit used to evaluate mean and width of
the distribution.

the sPlot technique is working properly and is able to unfold signal and background distributions
which have an asymmetry even if the background asymmetry is considerably larger.

The toy MC samples used in this validation process had full acceptance and no resolution effects.
As part of a very thorough study of the extraction method for SDMEs (see Section 6.2.4) a
different more detailed very large MC sample was produced that ran through the full GlueX
hdgeant4 simulation (see Section 4.6; set C, Table 4.3). This sample was then also used to
repeat the validation for the binned Σ fit. Details on this MC sample can be found in Section
6.2.4. For this study the important parameters were that the sample contained signal with a beam
asymmetry of Σ = 0.6 and background without beam asymmetry. The four-momentum squared
distribution of the generated events, as well as the relative proportions of signal-to-background,
were chosen to match real data. The large sample was split in 400 statistically independent
samples which were treated like real data. The samples were binned in −(t − tmin) with the
same binning as the real data and the sPlot technique was used to extract signal sWeights. The
sWeighted samples were then binned in φ and fitted with Eq. (6.2). From the 400 fit results the
pull distributions of Eq. (6.3) were created and are summarised in Figure 6.4. The top plot shows
the means of the pull distributions, created for each −(t − tmin)-bin individually, as extracted
from a Gaussian fit to the pull, the middle plot shows the associated widths. The bottom plot
shows the mean of the distribution of differences between the extracted Σ and real Σ for each
fit. The errors given for the mean and width of the pull are taken as the uncertainties of the fit
parameter while the error plotted in the bottom plot is the width of the distribution of differences.
There seems to be a systematic shift of the results towards smaller values. The average difference
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Figure 6.4: Mean (top) and width (middle) of pull distributions from a binned fit for a full
simulation with background subtracted. Also shown is the absolute difference. The true value
for the simulated beam asymmetry is 0.6.

is roughly 0.05 with the means of the pulls being shifted by about 0.3-0.5. The reported errors
seem to be slightly overestimated for higher momentum transfer−(t− tmin). It could be that this
was due to some dilution coming from a very small amount of background remaining after the
sPlot technique was applied. This has been studied in detail, and is discussed in Section 6.2.4.

6.1.3 Unbinned maximum likelihood fit

Binning data is always associated with loss of information and therefore the extracted results
might not be as precise as achievable given the data. In an attempt to improve on this, the
extraction of the beam asymmetry is repeated using an unbinned extended maximum likelihood
fit (EML) [110] with the minimisation performed through MINUIT2 [111]. Using an unbinned
fit makes it possible to fit all four settings of the polarisation plane simultaneously instead of
fitting pairwise perpendicular settings.

In order to perform an EML fit, first of all an intensity function that describes the expected
angular distribution is defined as

I (φK+) = 1−PγΣcos(2(φK+−φ0)) (6.4)
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where Pγ is the degree of polarisation and φ0 is the orientation of the polarisation plane of the
linearly polarised photon beam as in Table 4.1. A log-likelihood function containing a term to
account for the expected number of events, assuming a Poisson distribution, was written as

lnL =
N

∑
i=1

lnI (φK+)−
∫

dφK+ I (φK+)η(φK+) (6.5)

where η denotes the detector acceptance which has to be taken into account. The summation
runs over all N events in the data. The normalisation integral was evaluated by summing gen-
erated phase space MC events that had been passed through the full detector simulation and
reconstruction (set D, Table 4.3). They were produced with a polarisation and polarisation plane
orientation reflecting real data. This corrected for any acceptance effects introduced by the
detector. The likelihood function was maximised by minimising − lnL using MINUIT2, by
finding a parameter Σ that best fits the data.

Since the sPlot technique was used in this analysis, care was taken in order to obtain correct fit
results and their associated uncertainties. For that reason Eq. (6.5) was slightly modified

lnL = sw

(
N

∑
i=1

swi lnI (φK+)−
∫

dφK+ I (φK+)η(φK+)

)
(6.6)

with sw = ∑
N
i=1 swi

∑
N
i=1 swi2

. The weights swi are the signal weights from the sPlot sideband subtraction.
sw is a constant factor taking into account the effect of the sideband subtraction on the statistical
uncertainty and was found by other analyses to work well (see e.g. [101]). To show that this is
a valid way of taking the weights into account a validation was performed (see Section 6.1.4).
Ignoring this factor would lead to wrong uncertainties being reported by the fits.

The results of the unbinned fit method are shown in Figure 6.5. In order to see how well the
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Figure 6.5: Results for the beam asymmetry Σ from an unbinned maximum likelihood fit.
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Figure 6.6: Results for the beam asymmetry Σ from an unbinned maximum likelihood fit com-
pared to the results from the binned fit.

unbinned fit agrees with the binned fits they are all plotted together in Figure 6.6. The agreement
between the methods is good. All results agree within statistics. This is a very important finding
that shows, that the acceptance correction which was necessary for the unbinned fit is working
properly. This will be also needed in Section 6.2 and was therefore important to demonstrate.

6.1.4 Validation of results for sPlot and unbinned fit

In order to validate that this method yields the correct results and associated uncertainties, a
study similar to Section 6.1.2 was performed. The full detector simulation was used (set C,
Table 4.3) and as before the MC data was split up in 400 statistically independent samples which
were treated like real data. The result of the study can be seen in Figure 6.7. The widths of the
pulls being close to one suggest that the errors associated with the measurements were estimated
correctly. The means indicate a slight shift towards smaller asymmetries. The average difference
of the measured and true beam asymmetry is about 0.02. The exact cause of this shift is hard
to determine. Extensive studies have been performed to determine systematic uncertainties in
the extraction of SDMEs (see Section 6.2.4) and further discussion can be found there. For
now it remains to conclude that a small systematic shift is observed. Therefore, a systematic
uncertainty on the extraction method of about 0.02 is assumed.

6.1.5 Invariant mass sideband studies

Often it can be interesting to look at the asymmetry in the sideband of a reaction. For that
purpose the beam asymmetry was determined in bins of invariant mass of pK− over the range
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Figure 6.7: Mean (top) and width (middle) of pull distributions from an unbinned fit for a full
simulation with background subtracted. Also shown is the absolute difference. The true value
for the simulated beam asymmetry is 0.6.

of the sPlot fits. For this the sWeights were not used. This exercise gives a better idea of what
the asymmetry left and right of the Λ(1520) peak looks like. The result is plotted in Figure
6.8. The black points show the beam asymmetry Σ. Plotted in red is the pK− invariant mass
distribution. One can clearly see that the sideband of the Λ(1520) also shows a non-zero beam
asymmetry. This can also be observed when plotting the K+ φ -angle distribution for events with
background weights applied as shown in Figure 6.9. There seems to be an asymmetry present
in the background. This was not a problem since the study in 6.1.4 has shown that the sPlot
technique is fully capable of disentangling distributions based on an appropriate discriminatory
variable (in this case the invariant mass). To understand the origin of the sideband asymmetry it
is important to keep in mind what the beam asymmetry means. It makes a (limited) statement
on the production process involved in the reaction. The kinematics of the region around the
Λ(1520) peak favour a reaction in which the K+ has high momentum and is very forward going.
In that case the likely production mechanism is strangeness exchange of a (virtual) kaon. This
is true independent of whether a Λ(1520) or other hyperon was produced. Therefore, it was not
surprising to see similar beam asymmetries in the sidebands of the Λ(1520). Using the sPlot
technique they were properly taken care of and the extracted results are reliable.
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Figure 6.8: Beam asymmetry (black) over the invariant mass range near the Λ(1520) extracted
with an unbinned maximum likelihood fit. The red points show the inv. mass distribution of the
events.

6.1.6 Further systematic studies

In order to assess the potential systematic uncertainty induced by various aspects of this analysis,
several studies were carried out. Since the unbinned extraction of Σ is more relevant to the further
analysis, the studies of systematic uncertainties were only carried out for that extraction.

Event selection

In order to study the influence of cuts during the event selection on the final results, the whole
analysis chain was performed several times, while one parameter at a time was changed. In
total 26 different variations of the event selection discussed in Chapter 5 were tested, which can
be found in Table 6.1. They were chosen as reasonable ranges over which the cuts could have
been placed. For each setup the full analysis was performed. In order to assess if a significant
systematic shift was observed or not, the Barlow test as described in [112] was performed. For
each measurement the quantity σB =

√
|σ2−σ ′2| was calculated where σ denotes the error

as reported by the fit for the baseline setting and σ ′ the reported error for the variation. Then
the difference between the baseline result and the varied result is divided by σB. The resulting
number can be treated as a significance. Barlow states that a significance smaller (larger) than
(minus) one is not significant, a significance larger (smaller) than (minus) four indicates a signi-
ficant systematic effect, the region in between is left to judgement. For this work a value of four
as indication of systematic effects was adopted as guidance. This is in line with other GlueX
analyses and might be different in other collaborations. In case of real systematic effects one
would expect to see a trend of significant values across the analysed −(t − tmin) range. Even
significances smaller than four can indicate a systematic shift if they show a clear, continuous
trend across the whole range.
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Figure 6.9: The two settings of K+ φ -angle distributions with background weights applied for
eight bins in momentum transfer −(t− tmin), fitted with Eq. (6.2) (red).
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setup change new limit setup change new limit
1 IM 1.46-1.60 GeV/c2 14 vertex z 52 cm-77 cm
2 IM 1.46-1.62 GeV/c2 15 ∆T BCAL K+ 0.6 ns
3 IM 1.46-1.56 GeV/c2 16 ∆T BCAL K+ 0.4 ns
4 IM 1.46-1.54 GeV/c2 17 ∆T TOF K+ 0.25 ns
5 IM 1.44-1.58 GeV/c2 18 ∆T TOF K+ 0.2 ns
6 IM 1.48-1.58 GeV/c2 19 ∆T BCAL K− 0.6 ns
7 CL 1E-4 20 ∆T BCAL K− 0.4 ns
8 CL 1E-5 21 ∆T TOF K− 0.25 ns
9 CL 1E-7 22 ∆T TOF K− 0.2 ns

10 CL 1E-8 23 ∆T BCAL p 0.9 ns
11 vertex radius 1.5 cm 24 ∆T BCAL p 0.8 ns
12 vertex radius 0.5 cm 25 ∆T TOF p 0.6 ns
13 vertex z 50 cm-79 cm 26 PID TOF p 0.4 ns

Table 6.1: Table with all the setups used to assess systematic uncertainties.

The results for the first six variations of the event selection are shown in the following. The
remaining results are discussed here while the resulting plots are shown in Appendix C.1.

Invariant mass cut First of all, the range in the pK− invariant mass used for the analysis
was changed (Table 6.1, setups 1-6). This impacted the range of the sPlot fits. Figure 6.10a
shows the beam asymmetry results for the baseline cut (black points) and six different variations.
There is excellent agreement between all results. To quantify the agreement the Barlow test was
performed. The result is shown in Figure 6.10b. The plots show that the vast majority of
tests resulted in an insignificant change, only one test flagged up. Strictly following Barlow
would mean including a systematic uncertainty in the final result. In this case there should be
some consideration of the fact that a systematic shift caused by the choice of the invariant mass
range would very likely affect not only one −(t− tmin)-bin but also the neighbours. It is fair to
assume some continuity in the systematics. This was not seen in the test result. In fact a direct
neighbour showed a significance of << 1. Therefore, this one test is considered an outlier and
no systematic uncertainty will be added for the invariant mass range.

Confidence Level cut It turned out that the most important cut in the event selection was the
cut on the confidence level of the kinematic fit. Therefore it was very important to check its
influence on the final result. In addition to the baseline cut of CL> 10−6 four cuts, two tighter
and two looser, were chosen based on a similar FOM (see Figure 5.7) and the whole analysis
was performed (Table 6.1, setups 7-10). The results for the beam asymmetry can be found in
Figure C.1a. Again the results seem to agree and the Barlow test is performed. The results of
the test are shown in Figure C.1b. Similar to the test for the invariant mass cut most of the
significances indicate no systematic shift. Five tests show results > 4. However there seems to
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Figure 6.10: Results for the invariant mass cut study (see Table 6.1 setups 1-6).

be no reasonable continuity again. The change from one bin to the other was random, therefore,
it was not appropriate to include a systematic uncertainty in this case.

Vertex cut The vertex cut was chosen such that events originate from within the hydrogen
target. To test the sensitivity of the beam asymmetry on the chosen cut range, it was varied
in both radius and length (Table 6.1, setups 11-14). A looser and a tighter cut were applied
respectively and the complete analysis was performed. The results are shown in Figure C.2.
Only one test seems to indicate a systematic effect. Due to the same arguments as before a
systematic uncertainty was not assigned to the results.

PID cut To test the influence of the PID cuts on the extraction of Σ, one PID cut limit at a
time was varied and the whole analysis was repeated (Table 6.1, setups 15-26). In an attempt to
quantify the significance of the change the Barlow test was performed. All results for the beam
asymmetries and Barlow tests can be found in Figures C.3 to C.5. One test for each final state
particle showed up as significant. Similar to the other tests that did not pass the Barlow test
the direct neighbours of the bins in question do not show a significant variation. Therefore, no
systematic uncertainty was added for the PID ∆T cuts.

Background shape for sPlot An important part of the analysis was the sPlot fit to subtract
background under the Λ(1520). The signal shape is well known but the shape for the back-
ground was chosen as a second order Chebychev polynomial, since a continuous distribution
without any peaks is assumed. To test the influence of the chosen Chebychev polynomial on the
final result, the analysis was repeated with a first, third, and fourth order polynomial. The results
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can be seen in Figure C.6. The extracted beam asymmetry is independent of the chosen back-
ground distribution. In an attempt to quantify the agreement the Barlow test was performed. The
results are shown in Figure C.6b. None of the tests showed a significant effect. No systematic
uncertainty was added for the sPlot background shape.

Beam properties

The polarisation and orientation of the beam were determined in separate analyses. The values
used here are summarised in Table 4.1.

Degree of polarisation The polarisation acts as an overall scaling factor to all results, hence
its uncertainty is given in relative terms. The systematic uncertainty on the polarisation measure-
ment is quoted as 1.5% [70]. The statistical uncertainty is about 3%. Therefore, the combined
systematic uncertainty on the overall scaling of the beam asymmetry is σP

P =
√

0.0152 +0.032 =

3.5%.

Offset of polarisation plane To determine the influence of the uncertainty on the offset meas-
urement on the final results, the unbinned fit was repeated twice more with offsets that were
increased/decreased by three standard deviations, then the Barlow test was performed. The res-
ults for the beam asymmetry can be found in Figure C.7. None of the tests show a significant
result. Therefore, no systematic uncertainty was added for the beam polarisation offset.

Combined systematic uncertainty

There were no significant systematic uncertainties arising from the detailed studies performed in
Section 6.1.6. Only the extraction method studied in Section 6.1.4 and the systematic uncertainty
on the degree of linear polarisation contribute to the final systematic uncertainty. The identified
significant systematic uncertainties are summarised in Table 6.2.

source uncertainty
extraction method 0.02

degree of polarisation 3.5%

Table 6.2: Numerical results for systematic uncertainties on the beam asymmetry Σ.
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6.2 Spin-density matrix elements

The spin-density matrix elements incorporate information from all final state particles. There-
fore, they provide more information about the production and decay of the Λ(1520) than the
beam asymmetry Σ. A common frame to extract SDMEs is the Gottfried-Jackson (t-channel
helicity) frame [31] (see Figure 2.2). To evaluate the decay kinematics the φGJ and θGJ angle
of the K− are used together with Φ, the difference between the production plane and the beam
polarisation axis, defined in the CM frame. The intensity function describing the K− angular
distribution in the GJ frame is given by Eq. (2.28). It contains nine fit parameters with three fit
variables. This makes the measurement of SDMEs a very complex and challenging problem and
an approach similar to 6.1.3 did not yield satisfactory results. First and foremost the error matrix
came out wrong. The error bars were far too small or unrealistically large. For that reason, a
different approach to estimate the fit parameters was chosen.

6.2.1 Markov chain Monte Carlo method

Markov Chain Monte Carlo (MCMC) is a very powerful tool for parameter estimation for prob-
lems with high dimensionality. A good description can be found in [113]. In the following, a
brief overview of the main ideas behind the technique is given.

The general idea behind MCMC is that the possible parameter space is explored numerically.
This is done by calculating a likelihood as in Eq. (6.6), with I = W (θ ,φ ,Φ) from Eq. (2.28),
and then stepping through the SDME parameter space. This is achieved by changing one para-
meter at a time and then recalculating the likelihood. If it is higher than in the previous step
the changed parameter will be accepted, if the likelihood is lower the changed parameter will
be accepted with a certain probability, proportional to the ratio of previous and new likelihood.
This helps to overcome local minima in the negative log-likelihood. The set of parameters that
were accepted during the stepping procedure form the eponymous chain.

Bayes’ theorem

Bayes’ theorem plays an important role in the MCMC method. For a set of parameters θ that
describe the reaction and a dataset Z it can be written as [113]

P(θ |Z)P(Z) = P(Z|θ)P(θ) (6.7)

P(Z|θ) is the probability to measure dataset Z, given that θ is the set of parameters. This is
the same as the likelihood L used in a maximum likelihood fit. P(θ) is the probability of the
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parameters θ within the model. It does not depend on the data and is often referred to as prior

probability. It reflects the belief of the analyser in the parameters of the model and introduces a
subjective element into the equation. P(Z) is the probability to collect dataset Z. For the purpose
of this analysis this quantity is not of much interest and it will be shown that it is not going to
affect the results. P(θ |Z) denotes the conditional probability to measure a set of parameters θ ,
given the dataset Z. This is the quantity that is ultimately of interest since it is the probability
for a set of parameters θ based on the data. It is also referred to as posterior probability.

Metropolis-Hastings algorithm

The algorithm used to step through the likelihood space is called Metropolis-Hastings [114,115].
It can be divided up in four separate parts [113]

1. choose a set of start parameters θ 0 that start the chain

2. propose a candidate for the next step in the chain θ ′:
The candidate is proposed according to a proposal distribution q(θ ′|θ n), where θ n de-
notes the set of parameters at the current step.

3. calculate an acceptance probability α (θ ′|θ n) based on a prior distribution P(θ):
The acceptance probability is the probability to go from θ n to θ ′ and is defined as

α
(
θ
′|θ n)= min

{
π (θ ′)q(θ n|θ ′)
π (θ n)q(θ ′|θ n)

,1
}

(6.8)

where π (θ ′) denotes the posterior distribution of candidate θ ′. This can be rewritten in
terms of known quantities by making use of Bayes’ theorem in Eq. (6.7)

α
(
θ
′|θ n)= min

{
P(Z|θ ′)P(θ ′)q(θ n|θ ′)
P(Z|θ n)P(θ n)q(θ ′|θ n)

,1
}

(6.9)

Now the acceptance probability only depends on the likelihood to measure the dataset Z

given the parameters θ ′ and θ n, the prior distribution, and the proposal distribution, all of
which can either be calculated or are chosen explicitly.

4. accept the proposed candidate with probability α (θ ′|θ n) and go back to step 2. If the
candidate is not accepted the current set of parameters θ n is added to the chain again.

This algorithm results in a Markov Chain with distribution P(θ |Z) [113]. That means it gives
the probability distribution for the set of parameters given the data.

Figure 6.11 illustrates the Metropolis-Hastings algorithm. One starts with an initial sample (start
values) of parameters (θ 0). The next step in parameter space is proposed and the acceptance
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Figure 6.11: Visualisation of Metropolis-Hastings MCMC algorithm. Taken from [116].

probability is calculated using a prior distribution (uniform in the example with upper bound
Ub and lower bound Lb). With the first two steps the likelihood increases and therefore the new
set of parameters is accepted. In the third step the likelihood decreases but nevertheless the new
parameters were accepted. Steps four and five again increase the likelihood and get accepted
automatically. The proposed step six decreases the likelihood and this time the proposed new
parameters do not get accepted. Therefore, the parameters stay the same for an additional step.
One can continue with this as long as desired. Histogramming the accepted parameters yields
the posterior distribution. The longer the Markov Chain that is used to step through the para-
meter space, the more accurate will the resulting posterior distribution reflect the real likelihood
distribution of the parameters. From the resulting posterior distribution one can then infer the
set of parameters that best fit the data (e.g. mean or mode).

For this work the Metropolis-Hastings implementation in RooStats, a RooFit based framework
[117], was used. As for the extraction of the beam asymmetry, it was run through the brufit
framework. A sequential proposal function was used. It randomly changes one parameter at a
time and the next value is proposed based on a Gaussian distribution around the current value.
The width of the Gaussian is related to a step size parameter, which was tuned such that an
acceptance rate of 10−20% was achieved. Since this method is computationally expensive, one
wants to make sure that a lot of proposed parameters get accepted. This implies using a new
parameter value close to the previous, so the likelihood does not change significantly. On the
other hand, if the acceptance rate is too high this could indicate that the likelihood space is not
mapped out properly and that the Markov Chain spends too much time evaluating parameter
values with a low likelihood. The starting values for all SDMEs were set to 0 and a uniform
prior probability with range [−1,1] was used, which reflects the lower and upper limit for the
allowed range of the SDMEs.
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6.2.2 Results

The results of a typical example of the parameter estimation are shown in Figures 6.12 and 6.13
(see all plots in Appendix B). The so called timeline plots show the evolution of each parameter
with respect to the steps taken in the Markov Chain. Each point in this timeline is the value of
the specified parameter for the given step (see Figure 6.11). The corner plots [118] show 1D and
2D posterior distributions for the parameters. In order to get good sampling of the likelihood
space, which results in more precise estimation of the final results and their uncertainties, the
chain consisted of 50,000 steps. The first 100 steps were discarded from the chain to minimise
the effect of the choice of start parameters. This is commonly called burn-in. The timeline plots
show that all fits found stable solutions for all SDMEs and the yield. Corner plots visualise very
nicely the spreads and correlations of the results. One can see that there is a strong correlation
between the ρ1

11 and ρ1
33 but the other SDMEs seem mostly uncorrelated. The correlation can

be easily explained as the beam asymmetry Σ is proportional to the sum of these two matrix
elements (see Eq. (2.55)). To estimate the SDMEs and their associated uncertainties the means
and widths of the posterior distributions were determined.

To visually assess the quality of the parameter estimation one can use a flat MC sample that was
run through hdgeant4 to include acceptance effects (set D, Table 4.3). The same MC sample as
for the acceptance correction in the likelihood function was used for that purpose (see Section
6.1.3). The sample was then weighted with the SDMEs extracted from the posterior distributions
and compared to the data. If the parameters were estimated correctly then the weighted MC
sample should agree with the data projections. One example for resulting plots is shown in
Figure 6.14 (see all plots in Appendix B). The weighted MC sample is shown as red line and
the data is shown in black with statistical error bars. There is very good agreement for all eight
bins.

The extracted SDME parameter for eight bins in−(t− tmin) are shown in Figure 6.15. The error
bars on the polarised SDMEs are larger due to the fact that they are scaled by a factor of 1/Pγ .
Additionally the runs without polarisation (amorphous radiator) add statistics which contribute
only to the unpolarised SDMEs.
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Figure 6.12: SDME timeline plots for −(t− tmin) = 0GeV2/c2−0.3GeV2/c2.
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Figure 6.13: SDME corner plot for −(t− tmin) = 0GeV2/c2− 0.3GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure 6.14: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 0GeV2/c2−0.3GeV2/c2.
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Figure 6.15: SDME results in the Gottfried-Jackson frame as a function of four momentum
transfer squared.
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As shown before in Eq. (2.55), there is a relationship between the beam asymmetry Σ and two
of the nine SDMEs

Σ = 2
(
ρ

1
11 +ρ

1
33
)

(6.10)

This relation can be used to cross-check the results to some degree. The results are presented
in Figure 6.16 and show that there is excellent agreement between the results extracted with the
unbinned maximum likelihood fit to the K+ φ -angle distribution (see Section 6.1.3) and the ones
extracted via Eq. (2.55). Only the first bin shows a small discrepancy between the two results.
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Figure 6.16: Results for the beam asymmetry Σ extracted via Eq. (2.55) (black points) compared
to the results from an unbinned maximum likelihood fit using Eq. (6.6) (green points).

The origin of it is not fully understood. It is very important to remember that the direct fit
only yields the beam asymmetry Σ when all angles other than φK+ integrate out (see Eq. (2.54)).
If this integration is not complete it might cause the beam asymmetry to appear larger. This
effect would be expected to be more pronounced at very small −(t− tmin) where the acceptance
effects introduced through the detector geometry are bigger. Measuring SDMEs accounts for
all acceptance effects in the final state and should not be affected by this effect. Therefore, the
results from the SDME analysis should be considered more reliable.

6.2.3 Sideband studies

As with the photon beam asymmetry (see Section 6.1.5), a study was carried out to investigate
the sideband regions of the Λ(1520) peak. It is important to remember that the SDMEs defined in
Eq. (2.28) are only meaningful for decays of JP = 3/2−→ 1/2++0−. Only then does Eq. (2.28)
give a formally correct parametrisation of the data, with SDMEs that have a physical meaning.
Since Eq. (2.28) has a very complex structure that contains many trigonometric terms, it might
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Figure 6.17: Sum of the χ2/ndf distribution for φGJ and θGJ for all fits in bins of pK− invariant
mass (black points) and pK− inv. mass (red).

still result in a fit close to the data for other spin combinations but one would expect to see
differences in the fit quality in the sideband compared to the peak.

The SDME fits were repeated without applying the sWeights in ten bins of pK− invariant mass.
As expected, results show clear differences in the quality of the description of the data, and the
fits are included in Appendix C.2 for brevity (Figures C.8-C.17). Fit projections in the sideband
regions show that the fit procedure did not result in a good description of the data. The angular
distributions of events in the Λ(1520) peak region on the other hand are very well described by
Eq. (2.28). This is also reflected in the χ2/ndf as calculated for each projection. The sum of
the two distributions is shown in Figure 6.17. The χ2/ndf distribution of projections shows a
clear minimum around 1.52 GeV. Only events in the peak region have a spin structure for which
Eq. (2.28) is well defined. Those events can therefore be well described by the parametrisation
and result in meaningful SDMEs.

The fact that the beam asymmetry Σ from the direct fit using Eq. (6.6) agrees with the results
from the SDME fits indicates that the sideband subtraction using sWeights works as intended.
To further investigate this extensive MC studies were performed and are reported in the next
section.

6.2.4 Validation of results for sPlot and MCMC

In order to validate the results, similar studies to those described in Sections 6.1.2 and 6.1.4,
where toy MC samples with known beam asymmetries were analysed, were carried out. For this,
a large sample of signal events was generated using an AmpTools [119] based event generator.
As background a sample of γ p→ pK+K−, distributed according to phase space, was produced.
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All events were passed through hdgeant4 to model detector effects (set C, Table 4.3). The
angular distribution of the signal events was given by SDMEs specified in Table 6.3 with a
degree of polarisation of Pγ = 0.4 and a run dependent polarisation plane as in real data. The
values were chosen such that they reflect the results found in real data.

ρ0
11 ρ0

31 ρ0
3−1 ρ1

11 ρ1
33 ρ1

31 ρ1
3−1 ρ2

31 ρ2
3−1

0.26 -0.06 0.23 0.2 0.1 0.04 0.2 0.04 0.01

Table 6.3: SDMEs used for signal generation

The four-momentum transfer squared distribution was chosen as f (t)= t0.5e−2.8t to approximate
the real data. This resulted in between 900 to 7.5k events per −(t− tmin)-bin.

For each of the studies signal and background were added up and the large sample was split into
400 statistically independent smaller samples. These can then be used to perform the parameter
extraction many times to create pull distributions, which will ultimately be used to assess the
validity of the procedure. For each individual sample the analysis flow of real data was imitated.
That means first of all the MC data was split into the same −(t − tmin)-bins as real data and
an sPlot fit was performed to disentangle signal and background contribution. Then the SDME
parameters were estimated with the same MCMC approach described before. The results of the
400 individual samples are then summarised in pull distributions created as

pull =
measured ρ− true ρ

∆(measured ρ)
, (6.11)

where ∆(measured ρ) denotes the uncertainty on SDME parameter ρ as reported by the MCMC
parameter estimation. To summarise the 72 pull distributions each study produced (nine SDME
parameters in eight −(t− tmin)-bins) only the means and widths will be shown here. Both were
extracted via fitting a Gaussian function to the pull distribution and the reported uncertainties
on the mean and width are from this fit. In addition, the mean and width of the distribution of
differences between fit results and real value is shown.

Analysis of thrown data

In an initial test the thrown (truth) information of signal and background events was used for the
analysis. The analysis not being capable of extracting correct results from perfect data would
indicate a serious flaw in the procedure.

An example sFit is shown in Figure 6.18. Figure 6.19 shows the projections for the SDME fit to
the φGJ and θGJ distributions. The pull results are summarised in Figures 6.20 to 6.27.
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Figure 6.18: Example sFit for one sample of thrown MC. Left: sFit of the pK− invariant mass.
The red dashed line is a Chebychev function used to approximate background. The black dashed
line is the Breit-Wigner shape for a Λ(1520). The solid red line is the resulting fit to the data.
Right: Fit residual on top and pull distribution on bottom.
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Figure 6.19: Example fits for thrown MC with perfect resolution and acceptance for −(t −
tmin) = 0.0GeV2/c2−0.3GeV2/c2.



CHAPTER 6. OBSERVABLE EXTRACTION 103

2−

0

2

m
ea

n 
of

 p
ul

l

0

0.5

1

1.5

2

w
id

th
 o

f 
pu

ll

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
)2/c2) (GeV

min
momentum transfer -(t-t

0.2−
0.1−

0
0.1

0.2

(m
ea

su
re

d 
- 

tr
ue

)

Figure 6.20: Summarised results from thrown data study for ρ0
11. True value = 0.26.
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Figure 6.21: Summarised results from thrown data study for ρ0
31. True value = -0.06.
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Figure 6.22: Summarised results from thrown data study for ρ0
3−1. True value = 0.23.
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Figure 6.23: Summarised results from thrown data study for ρ1
11. True value = 0.2.
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Figure 6.24: Summarised results from thrown data study for ρ1
33. True value = 0.1.
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Figure 6.25: Summarised results from thrown data study for ρ1
31. True value = 0.04.
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Figure 6.26: Summarised results from thrown data study for ρ1
3−1. True value = 0.2.
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Figure 6.27: Summarised results from thrown data study for ρ2
31. True value = 0.04.
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Figure 6.28: Summarised results from thrown data study for ρ2
3−1. True value = 0.01.

The top plot of each Figure shows the mean values of the pulls as extracted through a Gaussian
fit to the pull distribution. The middle plot shows the associated width. The plot at the bottom of
each figure shows the mean of the distribution of differences between extracted result and true
value, the nominator of the pull. The error bars for mean and width of the pull are the errors
reported by the Gaussian fit to the distribution. In the case of the difference the uncertainty
is given as the standard deviation of the distribution. The red lines indicate a mean of zero,
width of one and difference of zero as one would expect from the pulls for unbiased results with
correct error bars. There is excellent agreement between the extracted and true value in all cases
as it should be, as by construction the only deviations should be statistical fluctuations. This is
generally reflected in the pull distributions, which are as expected in most bins.

To assess the quality of the sPlot procedure one can look at the angular distributions and compare
the actual signal put into the simulation with the signal extracted via sWeights. To increase the
statistics for this fit, it was done for the whole MC dataset before it was split into 400 independent
samples and binned in−(t− tmin). The plots can be seen in Figure 6.29. The difference between
the real signal and the extracted signal is less than 1%.



CHAPTER 6. OBSERVABLE EXTRACTION 107

3− 2− 1− 0 1 2 3
GJ

φ
0

100

200

300

400

310×

(a) φGJ

0 0.5 1 1.5 2 2.5 3
GJθ

0

100

200

300

400

500

310×

(b) θGJ

3− 2− 1− 0 1 2 3
GJ

φ
1000−

0

1000

2000

3000

4000

re
al

 s
ig

na
l -

 s
W

ei
gh

te
d 

si
gn

al

(c) φGJ

0 0.5 1 1.5 2 2.5 3
GJθ

0

1000

2000

3000

4000

re
al

 s
ig

na
l -

 s
W

ei
gh

te
d 

si
gn

al

(d) θGJ

3− 2− 1− 0 1 2 3
GJ

φ

0.04−

0.02−

0

0.02

0.04

re
al

 s
ig

na
l

re
al

 s
ig

na
l -

 s
W

ei
gh

te
d 

si
gn

al

(e) φGJ

0 0.5 1 1.5 2 2.5 3
GJθ

0.04−

0.02−

0

0.02

0.04

re
al

 s
ig

na
l

re
al

 s
ig

na
l -

 s
W

ei
gh

te
d 

si
gn

al

(f) θGJ

Figure 6.29: Comparison between real MC signal (green) and signal extracted via the sFit (red)
in thrown data, both distributions are overlapping. (c) and (d) show the difference between both.
The blue histograms in (a) and (b) show the full simulated sample of signal plus background.
(e) and (f) show relative differences.
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Analysis of full simulation

After it was shown that the analysis procedure works as intended on thrown data, a more real-
istic check of the SDME extraction using a full simulation of the detector was performed. An
example sFit for this setup can be seen in Figure 6.30. An example fit to the φGJ and θGJ dis-
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Figure 6.30: Example sFit for one sample of fully simulated MC. Left: sFit of the pK− invariant
mass. The red dashed line is a Chebychev function used to approximate background. The black
dashed line is the Breit-Wigner shape for a Λ(1520). The solid red line is the resulting fit to the
data. Right: Fit residual on top and pull distribution on bottom.

tributions can be seen in Figure 6.31. Figures 6.32 to 6.40 show the extracted means, widths
and differences following the same structure as before. The results changed quite significantly,
especially for unpolarised SDMEs. They show pull distributions with means not consistent with
0. However, the absolute difference is still generally small.
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Figure 6.31: Example fits for full MC simulation for −(t− tmin) = 0.0GeV2/c2−0.3GeV2/c2.
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Figure 6.32: Summarised results from study with full simulation for ρ0
11. True value = 0.26.
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Figure 6.33: Summarised results from study with full simulation for ρ0
31. True value = -0.06.
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Figure 6.34: Summarised results from study with full simulation for ρ0
3−1. True value = 0.23.
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Figure 6.35: Summarised results from study with full simulation for ρ1
11. True value = 0.2.
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Figure 6.36: Summarised results from study with full simulation for ρ1
33. True value = 0.1.
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Figure 6.37: Summarised results from study with full simulation for ρ1
31. True value = 0.04.
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Figure 6.38: Summarised results from study with full simulation for ρ1
3−1. True value = 0.2.
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Figure 6.39: Summarised results from study with full simulation for ρ2
31. True value = 0.04.
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Figure 6.40: Summarised results from study with full simulation for ρ2
3−1. True value = 0.01.

As before we can also compare the actual signal with the extracted signal. The results are
in Figure 6.41. It seems like the sPlot did not manage to capture the full signal distribution.
The extracted signal yield is about 4% less then the real signal yield in the MC sample. The
missing signal is not uniformly distributed in φGJ and θGJ . The relative difference shows large
deviations in some parts of the angular distributions. It is important to note that the largest
relative differences can be observed where the absolute number of events is small. Therefore,
the overall effect is not as huge as one might think. The resulting difference might explain why
the pulls in some of the bins for some SDMEs are not as expected.

Summary of results of validation studies

The most important studies have been described in detail above. Several more investigations
were also made. They are summarised in Table 6.4 and the details are included in Appendix C.3
for brevity. The conclusions from all these studies are summarised below.

The large collection of plots reveal a small systematic effect in the extraction of SDMEs. The
most important part of the study is the full simulation (Figs. 6.32-6.40). It is the most realistic

type of study summary
thrown Section 6.2.4
full simulation Section 6.2.4
thrown with artificial resolution Appendix C.3.1
thrown with artificial acceptance Appendix C.3.2
full simulation without background Appendix C.3.3
full simulation with small background and no sFit Appendix C.3.4

Table 6.4: Summary of all performed SDME validation studies.
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Figure 6.41: Comparison between real MC signal (green) and signal extracted via the sFit (red).
(c) and (d) show the difference between both. The blue histogram in (a) and (b) shows the full
simulated sample of signal plus background. (e) and (f) show relative differences.

setup, as close to the real data as possible. There one sees that the polarised SDMEs show good
behaviour in general. Most of the pulls show a mean of almost 0 and a width of almost 1. The
differences are all very close to 0. The behaviour is not as good for the unpolarised SDMEs. In
particular, the pulls for ρ0

11 and ρ0
3−1 show large deviations from a standard normal distribution,

although the difference in absolute terms is still quite small. To understand the reason behind this
problem the other studies have to be looked at carefully. There one can see that neither the case
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of the thrown MC sample (Figs 6.20-6.28) nor the thrown sample with an artificial resolution
(Figs C.20-C.28) show extreme deviations from a normal distribution in their respective pulls
(although ρ0

3−1 seems to be always slightly off). The thrown sample with an artificial acceptance
however seems to show an effect (Figs C.32-C.40). The study that used a full detector simulation
but had no background in the data samples (Figs. C.42-C.50) revealed good pulls in the majority
of SDMEs and bins. In addition, the comparison between the actual signal in the distributions
with the sWeight extracted signal shows very small deviations for all samples. The deviations
are not uniform in φGJ and θGJ but have an angular dependence which could bias the fits. This
leads to the following conclusions:

• thrown data and thrown data with artificial resolution show good results:

→ the sPlot background subtraction is removing background as expected

→ treatment of weights in likelihood function works well

• full simulation without background shows good results

→ the SDME extraction with MCMC works well

• full simulation with small background but without sFit shows that a very small amount
of unsubtracted background in the signal is enough to have noticeable effects on the fit
results

• comparisons of decay angle distributions between simulated pure signal and sWeight ex-
tracted signal shows small difference

• full simulation with background and thrown data with artificial acceptance shows shifted
pulls for unpolarised SDMEs

→ acceptance in combination with background seems to result in a small residual back-
ground component that distorts the fit

The deviations that are seen are sensitive to magnitude and angular distribution of the back-
ground. Attempting to correct for it would be unreliable and come with its own systematic
uncertainties. Therefore, the systematic effects seen in the study are included as a systematic
uncertainty on the final results. The studies suggest that the polarised SDMEs are less sensitive
to the seen effects than the unpolarised SDMEs. Therefore, only a systematic uncertainty of 0.01
will be added for the former. An uncertainty of 0.02 is added for the latter. These numerical
results are based on the averaged differences seen in the studies.
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set 1 set 2 set 3 set 4 set 5
ρ0

11 0.2 0.1 -0.1 0 0
ρ0

31 0.2 0.1 -0.1 0 0
ρ0

3−1 0.2 0.1 -0.1 0 0
ρ1

11 0.2 0.1 -0.1 0.3 -0.3
ρ1

33 0.2 0.1 -0.1 -0.1 0.1
ρ1

31 0.2 0.1 -0.1 0.3 -0.3
ρ1

3−1 0.2 0.1 -0.1 0.3 -0.3
ρ2

31 0.2 0.1 -0.1 0.3 -0.3
ρ2

3−1 0.2 0.1 -0.1 0.3 -0.3

Table 6.5: Sets of start parameters used for the systematic study of MCMC.

6.2.5 Further systematic studies

Further systematic studies were performed to estimate uncertainties relating to the event selec-
tion and photon beam properties. Similar to the studies for the beam asymmetry (see Section
6.1.6) the Barlow test was used as a metric to gain a feeling for the significance of differences
in the measurements.

Study of start parameter

First of all it was important to make sure that the extracted results did not depend on the start
parameter chosen for the Markov Chain. For that purpose five different sets of start parameters
were used in addition to check if the final results changed (see Table 6.5). The extracted SDMEs
for all five sets and the baseline setting are shown in Figure 6.42. The agreement between all
sets is excellent. To quantify it further the Barlow test was performed. The results are shown in
Figure 6.43. No significant systematic deviations are observed. For that reason no systematic
uncertainty for the choice of start parameters of the Markov Chain was included in the final
results.

Event selection

To test the influences of the event selection the same changes to the cuts as in Section 6.1.6 were
checked (see Table 6.1). The results are discussed in the following while the corresponding plots
are shown in Appendix C.4.

Invariant mass cut First of all the range of the invariant mass cut for the sPlot fit was varied
(Table 6.1, setups 1-6). The results can be seen in Figure C.60. All results seem to agree within
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Figure 6.42: Results for the SDMEs for the baseline setting (black points) and five other sets of
start parameters for the Markov Chain (see Table 6.5).
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Figure 6.43: The significance as defined in the Barlow test is plotted for each set of start para-
meters for the Markov Chain (see Table 6.5).
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statistics. To quantify if there is a systematic uncertainty introduced by the choice of the fit
range the Barlow test was performed. The results are shown in Figure C.61. In general, one can
see that almost all points show no significant deviation. There are however a few outliers. An
argument is to be made that, similar to the case of the beam asymmetry, one would not expect
one bin to show a very strong systematic effect while its neighbours show no effect. While it is
possible that systematic effects have a −(t− tmin)-dependency one would expect a continuous
shift. No such behaviour is seen and therefore it was concluded that no systematic uncertainty
needs to be added for the invariant mass cut.

Confidence Level cut The confidence level cut was varied and the whole analysis performed
(Table 6.1, setups 7-10). The results are shown in Figure C.62. Again, the Barlow test was
performed to quantify a possible systematic effect. The results can be found in Figure C.63.
Similar to the previous test, one can see that almost all points are within −4 to 4. A few outliers
can be seen with sometimes extraordinarily high significances. Nevertheless, they seem to be
isolated from their neighbours. No significant trend was found for any of the tested settings.
Therefore, no systematic uncertainty was added for the choice of CL cut.

Vertex cut To check if there was an effect introduced by the choice of cut on the target cell
the cut limits in r and z were varied (Table 6.1, setups 11-14). The results for all SDMEs can
be found in Figure C.64. All tested settings seem to agree within error bars. As before, the
Barlow test was performed to check quantitatively if there was a systematic effect that needs to
be taken into account. The results are shown in Figure C.65. Apart from very few outliers the
results suggest that there is no systematic effect that needs to be taken into account. Therefore,
no systematic uncertainty was added for the choice of vertex cuts.

PID cut To check the influence of the ∆T cut on the extracted SDMEs the cut limits were
varied for all three particles (Table 6.1, setups 15-26). The results are shown in Figures C.66,
C.68 and C.70. To check if there is a systematic effect introduced by the choice of the cut limits
the Barlow test was performed for all setups. The results can be found in Figures C.67, C.69 and
C.71. Taking the same arguments, regarding the outliers, as before into account, no significant
systematic shift is observed. Therefore, no additional systematic uncertainty was included for
the choice of ∆T cut.

Background shape for sPlot The last check for systematic uncertainties due to the event se-
lection concerned the background shape used to perform the sPlot fit. In addition to the baseline
shape (second order Chebychev polynomial), three other Chebychev polynomials (first, third
and fourth order) were used to perform the analysis. The results can be seen in Figure C.72.
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All results seem to agree within statistics. To test if there is a significant systematic uncertainty
related to the background shape the Barlow test was performed. The result is shown in Figure
C.73. Apart from two outliers there seems to be no significant systematic effect introduced by
the choice of the Chebychev polynomial. No systematic uncertainty was added for the choice of
background parametrisation for the sPlot fit.

Beam properties

Degree of polarisation The degree of linear polarisation enters Eq. (2.28) as a scaling factor
for the ρ1,2. Therefore, the same uncertainty as in the beam asymmetry measurement of 3.5%
is added for them.

Offset of polarisation plane To test the influence of the polarisation plane angle used in the
fit (Table 4.1), it was increased and decreased by three standard deviations. The results for the
baseline and the two varied offsets can be seen in Figure C.74. All results agree within statistics.
To quantify if there is a systematic effect present the Barlow test was performed. The results are
shown in Figure C.75. No significant systematic changes are observed. Therefore, no systematic
uncertainty was added for the uncertainty on the polarisation plane angle.

Combined systematic uncertainty

A summary of all extracted systematic uncertainties can be found in Table 6.6. For the uncer-
tainty on Σ = 2

(
ρ1

11 +ρ1
33
)

it is assumed that the error from the extraction method is added
arithmetically since it comes from the same source for ρ1

11 and ρ1
33. The error for the degree of

polarisation is not added since the error on the overall scaling should stay the same after adding
the two SDMEs.

source uncertainty uncertainty uncertainty
ρ0 ρ1,2 Σ = 2

(
ρ1

11 +ρ1
33
)

extraction method 0.02 0.01 0.02
degree of polarisation - 3.5% 3.5%

Table 6.6: Numerical results for systematic uncertainties on the SDME extraction.
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6.3 Differential cross-section

The differential cross-section as defined in Eq. (2.59) is a valuable addition to the beam asym-
metry and spin-density matrix elements. Although its measurement was not in the original scope
of this thesis, preliminary results have been obtained.

The key quantities used to extract the cross-section were the photon beam flux and the meas-
urement of the acceptance corrected yield. In addition, the branching ratio and target thickness
had to be known. The branching ratio of Λ(1520)→ NK̄ is given by the Particle Data Group
as (45± 1)% [15]. Assuming isospin symmetry and fully correlated errors in determining the
branching ratios the branching ratio for Λ(1520)→ pK− was assumed to be (22.5±0.5)%. The
photon beam flux was determined in a separate analysis with the use of the pair spectrometer
(see Section 4.2.5) and provided to the collaboration. The target thickness was calculated using
the molar mass for LH2 M = 2.016gmol−1, its mass density at a temperature of T = 20K and
pressure of p = 1.31bar given as ρm = 71.32kgm−3 [120], and the analysed length of the target
of 27 cm. The number of protons per area in the target was given by

ρ = nt l = 2
NA

M
ρml = 1.142b−1 (6.12)

where nt denotes the number density and the factor of two took into account that each LH2

molecule contains two protons.

6.3.1 Acceptance corrected yield

In order to determine the differential cross-section using Eq. (2.59), the acceptance corrected
yield Y

η
had to be determined.

The yield was measured by performing extended maximum likelihood fits to the pK− invariant
mass distribution in the same manner as the sPlot fits outlined in Section 5.6.8. As statistical
uncertainties on the yields are smaller than on SDMEs the data was separated in finer−(t−tmin)-
bins.

The acceptance η was determined using the hdgeant4 simulation of the detector setup (see Sec-
tion 4.6; set D, Table 4.3). Λ(1520) MC events were generated with a phase-space-like angular
decay distribution. After running the generated events through the simulation and performing
the same analysis on them as on real data the acceptance could be determined as

η =
accepted events
generated events

(6.13)
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In reality the events had an angular distribution that was different from phase-space. This could
result in discrepancies with the calculated acceptances. If, for example, the angular distribution
was such that real events cluster in a region of phase space that has low acceptance (e.g. an
insensitive part of the detector setup) the calculated acceptance would overestimate the real
acceptance. A common approach to circumvent this problem is to simulate the reaction with
angular and kinematic distributions as close to real data as possible. An alternative approach,
which did not rely on detailed knowledge of the pK− decay distribution before the measurement,
was employed for this analysis. Using Eq. (2.17) the number of generated and accepted events
was calculated by fitting W (θ ,φ ,Φ), as given in Eq. (2.28), to the data, as detailed in Section
6.2. The results were then used to sum W (θ ,φ ,Φ) over all accepted and generated MC events,
where the angles are the angles of the MC event. The acceptance was then given as

η =
∑

Naccepted
i Wi(θ ,φ ,Φ)

∑
Ngenerated
i Wi(θ ,φ ,Φ)

(6.14)

This method made sure that the full angular distributions were properly taken into account when
calculating the acceptance. Since this method relied on fitting the angular distributions to get
the correct shape and not precise estimates for SDMEs, it was possible to use finer binning than
in Section 6.2.

6.3.2 Results

Combining the yield extracted via the extended maximum likelihood fit, Eq. (6.14) and the
flux, branching ratio and target thickness, the differential cross-section was calculated using
Eq. (2.59) and the results are shown in Figure 6.44. The errors shown are just statistical uncer-
tainties coming from the fit. No systematic studies have been performed for these measurements.
Therefore, they are only considered preliminary.

In this chapter it was shown how various different fitting and parameter estimation techniques
can be employed to extract physics observables from the data. The beam asymmetry and spin-
density matrix elements have been measured. It was shown that they are self consistent and their
statistical and systematic uncertainties were extracted. In addition, preliminary results for the
differential cross-section were extracted from the data. In the following chapter these results
will be summarised and interpreted within a physics context.
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Figure 6.44: Differential cross-section results for γ p→ K+Λ(1520) between Eγ = 8.2GeV−
8.8GeV.



Chapter 7

Results and discussion

Chapter 6 focussed on the different fitting and parameter estimation techniques which were used
to extract physics observables from the data set, and the studies which were made to quantify
systematic uncertainties. Now these results are used to infer information about the production
mechanisms involved in Λ(1520) photoproduction.

7.1 Beam asymmetry

The final results containing all uncertainties for the beam asymmetry extracted via an unbinned
fit to φK+ using Eq. (6.6) are shown in Figure 7.1. The error bars show the statistical uncer-
tainty. The black box around each data point shows the systematic uncertainty, excluding the
uncertainty on the degree of beam polarisation, which is shown separately with a blue shaded
box for each data point. This is done because the polarisation uncertainty is an overall scaling
uncertainty. It is the same for all points and does not vary across the range in −(t− tmin) but
since the asymmetry varies it appears larger for large asymmetries. The numerical values and
associated uncertainties (including the scaling uncertainties) are listed in Table D.1.

As laid out in Section 2.1.2, the beam asymmetry can be measured via a direct fit to φK+ or
it can be accessed through a combination of spin-density matrix elements. Fitting φK+ has the
advantage that it can be done through a counting asymmetry, which does not require a detector
acceptance correction. However, this method relies on the assumption that several quantities
integrate to zero and are not affected by detector acceptance. This assumption does not neces-
sarily hold true. The extraction of Σ via the measurement of SDMEs does not rely on these
assumptions since the acceptance is corrected for and the full angular distribution is considered.
Therefore, the definitive value for Σ is taken from there.

123
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Figure 7.1: Final results for the beam asymmetry Σ extracted via an unbinned maximum likeli-
hood fit to the K+ φ -angle distribution. The error bars contain statistical uncertainties. The black
boxes show the systematic uncertainty, excluding the overall scaling uncertainty which is indic-
ated by the blue boxes. The red lines are model predictions from Yu and Kong based on [35].
The model parameters were fixed using two separate sets of data from different experiments.
The spread in the predictions represents an uncertainty coming from those data sets.

7.2 Spin-density matrix elements

The final results containing the statistical and systematic uncertainties for the extraction of
SDMEs are plotted in Figure 7.2 and Figure 7.3. As before, the error bars show the statistical un-
certainty. The black box around each data point shows the systematic uncertainty, excluding the
uncertainty on the degree of beam polarisation, which acts as a scaling for the polarised SDMEs.
Its uncertainty is indicated by a blue box for each data point. As noted before in Section 6.2, the
agreement between Σ for the two different extraction methods is excellent.

The numerical values for all SDMEs and their associated uncertainties are listed in Tables D.2
to D.10. The final results for Σ = 2(ρ1

11 + ρ1
33) and their associated uncertainties are listed in

Table D.11.

7.3 Interpretation of angular decay distributions

Yu and Kong made predictions for all nine SDMEs (priv. communication based on [35]). They
used a Regge framework in which they included the K(494), K∗(892) and K∗2 (1430). They used
existing (differential) cross-section and photon beam asymmetry data from various experiments
[43–46, 48, 49] to fix the signs and magnitudes of the coupling constants and claim that the role
of K∗ exchange is very small while the K∗2 dominates at high energies. When using the available
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Figure 7.2: Final results plot for all SDMEs in eight bins of −(t− tmin). The error bars contain
statistical uncertainties. The black boxes show the systematic uncertainty, excluding the overall
scaling uncertainty which is indicated by the blue boxes (only polarised SDMEs). The red lines
are model predictions from Yu and Kong based on [35]. The model parameters were fixed using
two separate sets of data from different experiments. The spread in the predictions represents an
uncertainty coming from those data sets.
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Figure 7.3: Final results for the beam asymmetry Σ = 2(ρ1
11 + ρ1

33). The error bars contain
statistical uncertainties. The black boxes show the systematic uncertainty, excluding the overall
scaling uncertainty, which is indicated by the blue boxes. The red lines are model predictions
from Yu and Kong based on [35]. The model parameters were fixed using two separate sets of
data from different experiments. The spread in the predictions represents an uncertainty coming
from those data sets.

data they split it up in two sets which they fitted separately. For that reason they provided two
curves for all observables. It is fair to treat the spread as a systematic uncertainty stemming from
the uncertainty on the data used to fix model parameters.

Figures 7.1, 7.2 and 7.3 show a comparison of the results obtained in this analysis with the
predictions by Yu and Kong. The agreement in the beam asymmetry is very good. The sign
as well as the magnitude seems to agree well for most of the −(t − tmin)-range, but there is
a discrepancy at very low −(t− tmin), where the extracted beam asymmetry Σ is significantly
smaller than the prediction. The situation in the SDMEs is more complex. Some, like e.g. ρ0

11 or
ρ1

33 show fair agreement. Others like Re(ρ0
3−1) seems to have the correct shape and amplitude

but the wrong sign. With the information provided it is not straight forward to assess the reason
for the deviations between model and data. One should keep in mind, though, that there were
no previous SDME measurements at high photon beam energies and none at all for polarised
SDMEs with which to constrain the model. Therefore, differences are not unexpected. Most of
the data used to fix the model was taken at much lower energies where very different production
mechanisms dominate. Only SLAC [43] provided some data at Eγ = 11GeV. The new data can
now be used to refine some of the model assumptions. This should lead to better agreement of
the model with data in the future.

In Section 2.1.1 it was shown how certain combinations of SDMEs can be related to combin-
ations of purely (un)natural amplitudes (see Eqs. (2.43)-(2.46)). Natural amplitudes indicate
exchanges of a vector (e.g. K∗(892)) or a tensor (e.g. K∗2 (1430)) meson. Unnatural exchanges
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are exchanges of a pseudoscalar (e.g. K(492)) or axial-vector (e.g. K1(1270)) meson. Figure
7.4 shows the measured distributions of these combinations. The numerical results including
statistical and systematic uncertainties propagated through from the SDME measurements can
be found in Tables D.12-D.19. One can see that over most of the −(t − tmin)-range the nat-
ural amplitudes dominate. At small −(t− tmin) a non-zero unnatural contribution seems to be
present. This is in line with what has been seen in the beam asymmetry. Σ rises from small
values to an asymmetry of about 0.7 and then stays roughly constant.

Although the natural amplitudes seem to dominate over the unnatural amplitudes, the data
shows that they are not all the same. Combinations of SDMEs at low −(t − tmin) show dif-
ferences between

(
|N0|2 + |N1|2

)
and

(
|N−1|2 + |N2|2

)
, in particular the former vanishing at

low −(t − tmin). Re
(
N−1N∗0 −N2N∗1

)
and Re

(
N−1N∗1 +N2N∗0

)
are different across the whole

−(t− tmin)-range. This is very interesting and might help to disentangle the contributions from
the different amplitudes. The combinations of unnatural amplitudes, though, seem to be more
or less consistent over the whole range.

7.4 Differential cross-section

As mentioned before, the differential cross-section results are to be considered preliminary. This
means that important checks for systematic uncertainties have not yet been performed. The flux
is an overall scaling factor that affects all bins the same way. Therefore, it is very important to
fully understand the photon beam flux and its uncertainties. At the time of submission studies
for that purpose are ongoing within the collaboration.

The acceptance correction that has been performed relied heavily on MC simulations. While the
detector geometry, which heavily influenced the angular distributions was modelled well, other
aspects that influence the overall normalisation, such as the trigger emulation, are still under
study.

As laid out in Chapter 3, there are published results for the differential cross-section at lower and
higher photon beam energies. Barber et al. (LAMP2) [44] compared their results to the SLAC
data [43] by assuming that the cross-section scales with 1/E2

γ . Figure 7.5 shows a comparison
of the results of this work with the previous data scaled by the photon beam energies squared.
In their paper Barber et al. cite the branching ratio for Λ(1520)→ pK− as 46.2%. This is a
factor two too high. It is not clear if they made a mistake by not taking the isospin symmetry
into account or if they quoted the wrong number in their publication. If they used the wrong
branching ratio for the calculation of the differential cross-section, then all their results are a
factor two too low. For that reason Figure 7.5 also shows their results scaled up by two (brown
points). In addition to the data, two red lines coming from the same model predicting SDMEs
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Figure 7.4: Various combinations of natural and unnatural amplitudes as calculated from the
SDMEs (see Eqs. (2.43)-(2.46)).
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Figure 7.5: Differential cross-section results compared previous measurements by LAMP2 [44]
and SLAC [43], and model predictions by Yu and Kong (priv. communication based on [35]).
The previous data was scaled assuming that the cross-section scales with 1/E2

γ . The model
parameters were fixed using two separate sets of data from different experiments. The spread in
the predictions represents an uncertainty coming from those data sets.

are shown (priv. communication based on [35]). Comparing the results one can see that they are
roughly in agreement with the previous measurements by SLAC and the model predictions. The
scaled up LAMP2 results are a factor three higher than the results from this work and the SLAC
results. It is not clear at the moment, if this is due to an experimental issue or if the assumption
that the cross-section scales with 1/E2

γ is not valid over such a wide range in energy. It would
not be surprising if the shape of the differential cross-section changes with photon beam energy
as it is dependent on the production process. The photon beam energy used in this work is much
closer to the SLAC experiment than the LAMP2 experiment so better agreement is expected
here.

7.5 Conclusion

The results from the beam asymmetry as well as SDME combinations indicate dominance of
natural over unnatural production processes in the production of the Λ(1520) hyperon in pho-
toproduction at 8.8 GeV. This is in agreement with Yu and Kong’s prediction of a dominating
(natural) K∗2 exchange for this reaction. The simple interpretation given based on 2.1.1 nicely
shows the importance of natural amplitudes but it does not yet allow differentiation between
different types of natural exchanges. These results are currently being prepared for publication.
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They will hopefully trigger interest on theory side to further study this reaction with a selection
of reaction models.

The differences between model predictions and data, visible at low momentum transfer −(t−
tmin), reinforce the need for high quality data in the region. Unfortunately, it is also the region
with low statistics and small acceptance (see Figure 5.26). In order to improve the data quality
more data is required.

Additional data would also enable the analysis of very large momentum transfer −(t − tmin),
which corresponds to u-channel exchanges (see Figure 2.1c). This alternative production mech-
anism is weaker due to the vector meson nature of the photon beam, which favours meson
exchanges over hyperon exchanges, and therefore harder to measure. It would be an interesting
study to complete the picture of Λ(1520) photoproduction.

A first look at differential cross-sections in this reaction showed that the results roughly agreed
with previous measurements. There are, however, still discrepancies that need to be addressed
as well as systematic studies that have to be performed in the future, before the results can be
published.

The results obtained in this thesis are the first measurements of polarised spin-density matrix
elements in Λ(1520) photoproduction. They are also the first measurement of unpolarised spin-
density matrix elements at high photon energies. Hence, they will provide valuable information
for production mechanisms in the GlueX energy range. This will ultimately help with GlueX’s
main physics mission, to establish the existence of exotic hybrid mesons and to map out their
spectrum.



Appendix A

Derivation: Fit function for the fractional
beam asymmetry

Using Eqs. (2.50) and

N ∝ σ ×F (A.1)

one can derive the following fit function for the beam asymmetry [108]:

N⊥−N‖
N⊥+N‖

=
F⊥ [1−ΣP⊥ cos(2φ −180◦)]−F‖

[
1−ΣP‖ cos(2φ)
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]
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]
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2C cos(2φ)
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2C cos(2φ)
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=
A−1+ AB+1

B+1 2C cos(2(φ −D))

A+1+ AB−1
B+1 2C cos(2(φ −D))

(A.2)

with A = F⊥
F‖

, B = P⊥
P‖

, C = Σ
P⊥+P‖

2 and D = φoff, where N⊥/‖ denotes the number of events in a
certain region of φ , F⊥/‖ denotes the photon flux, P⊥/‖ the photon polarization and φoff is a term
correcting for a slight misalignment between the two settings.
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Appendix B

Additional plots from SDME extraction

The performance of the MCMC parameter estimation used in Section 6.2 can be assessed by
plotting the timeline and corner plots for each of the eight −(t− tmin)-bins. They are shown in
Figures B.1-B.16. The timeline plots show the evolution of each matrix element with respect to
the steps taken by the Markov chain. The first 100 steps are discarded from the chain (burn-in).
One can see that all chains found stable solutions for all parameters. The corner plots show
the correlation between the matrix elements by plotting one against another for each step in the
chain.

Figures B.17-B.24 show the results weighted flat MC sample (red line) overlaid over the data
(black points). If the MCMC parameter estimation works well, one would expect to see good
agreement between the line and the data. This is the case in all bins.
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Figure B.1: SDME timeline plot for −(t− tmin) = 0GeV2/c2−0.3GeV2/c2.
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Figure B.2: SDME corner plot for−(t− tmin) = 0GeV2/c2−0.3GeV2/c2. The vertical blue line
in the 1D distribution indicates the mean.
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Figure B.3: SDME timeline plot for −(t− tmin) = 0.3GeV2/c2−0.5GeV2/c2.
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Figure B.4: SDME corner plot for −(t− tmin) = 0.3GeV2/c2− 0.5GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure B.5: SDME timeline plot for −(t− tmin) = 0.5GeV2/c2−0.7GeV2/c2.
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Figure B.6: SDME corner plot for −(t− tmin) = 0.5GeV2/c2− 0.7GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure B.7: SDME timeline plot for −(t− tmin) = 0.7GeV2/c2−0.9GeV2/c2.
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Figure B.8: SDME corner plot for −(t− tmin) = 0.7GeV2/c2− 0.9GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure B.9: SDME timeline plot for −(t− tmin) = 0.9GeV2/c2−1.1GeV2/c2.
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Figure B.10: SDME corner plot for −(t− tmin) = 0.9GeV2/c2−1.1GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure B.11: SDME timeline plot for −(t− tmin) = 1.1GeV2/c2−1.3GeV2/c2.
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Figure B.12: SDME corner plot for −(t− tmin) = 1.1GeV2/c2−1.3GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure B.13: SDME timeline plot for −(t− tmin) = 1.3GeV2/c2−1.6GeV2/c2.
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Figure B.14: SDME corner plot for −(t− tmin) = 1.3GeV2/c2−1.6GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure B.15: SDME timeline plot for −(t− tmin) = 1.6GeV2/c2−2.0GeV2/c2.
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Figure B.16: SDME corner plot for −(t− tmin) = 1.6GeV2/c2−2.0GeV2/c2. The vertical blue
line in the 1D distribution indicates the mean.
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Figure B.17: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 0GeV2/c2−0.3GeV2/c2.
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Figure B.18: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 0.3GeV2/c2−0.5GeV2/c2.
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Figure B.19: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 0.5GeV2/c2−0.7GeV2/c2.
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Figure B.20: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 0.7GeV2/c2−0.9GeV2/c2.
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Figure B.21: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 0.9GeV2/c2−1.1GeV2/c2.
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Figure B.22: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 1.1GeV2/c2−1.3GeV2/c2.
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Figure B.23: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 1.3GeV2/c2−1.6GeV2/c2.
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Figure B.24: Projections of sPlot subtracted data (black points) and acceptance weighted fit
results (red lines) for −(t− tmin) = 1.6GeV2/c2−2.0GeV2/c2.



Appendix C

Additional plots of systematic studies

As part of the systematic studies performed in Chapter 6 many tests have been performed. In
the following the plots which were not shown earlier, for brevity, are presented.

C.1 Event selection studies beam asymmetry

Figures C.1 to C.7 were created as part of the studies performed in Section 6.1.6 (see also Table
6.1).
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(a) Results for the beam asymmetry Σ for the
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Figure C.1: Results for the CL cut study (see Table 6.1 setups 7-10).
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(a) Results for the beam asymmetry Σ for the
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Figure C.2: Results for the vertex cut study (see Table 6.1 setups 11-14).
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(a) Results for the beam asymmetry Σ for the
baseline setting (black points) and four vari-
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(b) The significance as defined in the Barlow
test is plotted for each bin and each variation.

Figure C.3: Results for the K+ ∆T PID cut study (see Table 6.1 setups 15-18).
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(a) Results for the beam asymmetry Σ for the
baseline setting (black points) and four vari-
ations.
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test is plotted for each bin and each variation.

Figure C.4: Results for the K− ∆T PID cut study (see Table 6.1 setups 19-22).
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(a) Results for the beam asymmetry Σ for the
baseline setting (black points) and four vari-
ations.
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Figure C.5: Results for the p ∆T PID cut study (see Table 6.1 setups 23-26).
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(a) Results for the beam asymmetry Σ for the
baseline setting (black points) and three vari-
ations.
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test is plotted for each bin and each variation.

Figure C.6: Results for the background shape study.
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(a) Results for the beam asymmetry Σ for the
baseline setting (black points) and two vari-
ations.
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Figure C.7: Results for the polarisation plane offset study.
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C.2 Sideband studies spin-density matrix elements

In Section 6.2.3 the sideband of the Λ(1520) in the pK− invariant mass spectrum is investigated.
Figures C.8 to C.17 show the fit results for all 10 bins.

3− 2− 1− 0 1 2 3

GJ
φ

0
5

10
15
20
25
30
35
40
45

ev
en

ts
 / 

0.
06

4 
ra

d

(a) φGJ

0 0.5 1 1.5 2 2.5 3
GJθ

0

10

20

30

40

50

60

ev
en

ts
 / 

0.
03

2 
ra

d

(b) θGJ

3− 2− 1− 0 1 2 3

GJ
φ

20−

10−

0

10

20

30

re
si

du
al

(c) φGJ

0 0.5 1 1.5 2 2.5 3
GJθ

20−

10−

0

10

20

30

re
si

du
al

(d) θGJ

Figure C.8: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.46GeV/c2−1.48GeV/c2.
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Figure C.9: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.48GeV/c2−1.50GeV/c2.
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Figure C.10: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.50GeV/c2−1.51GeV/c2.
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Figure C.11: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.510GeV/c2−1.515GeV/c2.
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Figure C.12: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.515GeV/c2−1.520GeV/c2.
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Figure C.13: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.520GeV/c2−1.525GeV/c2.
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Figure C.14: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.525GeV/c2−1.530GeV/c2.
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Figure C.15: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.53GeV/c2−1.54GeV/c2.
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Figure C.16: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.54GeV/c2−1.56GeV/c2.
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Figure C.17: Resulting fit projections and their residuals from MCMC for pK− inv. mass range
1.56GeV/c2−1.58GeV/c2.

C.3 SDME result validation studies

During the validation for the SDME parameter estimation in Section 6.2.4 extensive studies have
been performed to understand the discrepancy seen. The results that were only summarised in
the main body of this work are shown in the following in more detail.

C.3.1 Analysis of thrown data with artificial resolution

To investigate this issue the thrown sample is used as before but this time the angular information
is smeared out by a Gaussian to simulate non-perfect resolution. For that the φK+ angle, which
is used to determine the production plane, is smeared out with a Gaussian with a width of 0.01
and φGJ and θGJ are smeared out with a Gaussian with width 0.02. An example sFit can be
seen in Figure C.18. Figure C.19 shows an example fit of the φGJ and θGJ distributions. The
means and widths extracted from the pull distributions and the absolute differences can be seen
in Figures C.20 to C.28. They seem to be very much in agreement with what was seen for the
thrown sample without artificial resolution. As before we can also compare the actual signal
with the extracted signal. The results are in Figure C.29. They look very similar to the results
obtained from the thrown fit without artificial resolution.
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Figure C.18: Example sFit for one sample of thrown MC with an artificial resolution. Left: sFit
of the pK− invariant mass. The red dashed line is a Chebychev function used to approximate
background. The black dashed line is the Breit-Wigner shape for a Λ(1520). The solid red line
is the resulting fit to the data. Right: Fit residual on top and pull distribution on bottom.
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Figure C.19: Example fits for thrown MC with artificial resolution for −(t − tmin) =
0.0GeV2/c2−0.3GeV2/c2.
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Figure C.20: Summarised results from thrown data study with artificial resolution for ρ0
11. True

value = 0.26
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Figure C.21: Summarised results from thrown data study with artificial resolution for ρ0
31. True

value = -0.06.
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Figure C.22: Summarised results from thrown data study with artificial resolution for ρ0
3−1. True

value = 0.23.
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Figure C.23: Summarised results from thrown data study with artificial resolution for ρ1
11. True

value = 0.2.
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Figure C.24: Summarised results from thrown data study with artificial resolution for ρ1
33. True

value = 0.1.
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Figure C.25: Summarised results from thrown data study with artificial resolution for ρ1
31. True

value = 0.04.
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Figure C.26: Summarised results from thrown data study with artificial resolution for ρ1
3−1. True

value = 0.2.
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Figure C.27: Summarised results from thrown data study with artificial resolution for ρ2
31. True

value = 0.04.
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Figure C.28: Summarised results from thrown data study with artificial resolution for ρ2
3−1. True

value = 0.01.
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Figure C.29: Comparison between real MC signal (green) and signal extracted via the sFit (red),
both distributions are overlapping. (c) and (d) show the difference between both. The blue
histograms in (a) and (b) show the the full simulated sample of signal plus background. (e) and
(f) show relative differences.
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C.3.2 Analysis of thrown data with artificial acceptance

To further investigate the issue, the thrown sample is used again but this time an artificial ac-
ceptance is introduced by placing cuts on some of the angular variables. For all three final state
particles a cut of θ <2◦ and 15◦< θ <18◦ is placed as well as an 80% inefficiency imposed
on events with the theta angle of the K− in the Gottfried-Jackson frame of θ K−

GJ >2.5 rad. An
example sFit can be seen in Figure C.30. Figure C.31 shows an example fit of the φGJ and
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Figure C.30: Example sFit for one sample of thrown MC with an artificial acceptance. Left: sFit
of the pK− invariant mass. The red dashed line is a Chebychev function used to approximate
background. The black dashed line is the Breit-Wigner shape for a Λ(1520). The solid red line
is the resulting fit to the data. Right: Fit residual on top and pull distribution on bottom.

θGJ distributions. The means and widths extracted from the pull distributions and the absolute
differences can be seen in Figures C.32 to C.40. Similar to the full simulation the unpolarised
SDMEs seem to be affected by the introduced acceptance. The pulls for them are significantly
different from a normal distribution. As before we can also compare the actual signal with the
extracted signal. The results are in Figure C.41. One can see a structure appearing in the φGJ

distribution that has strong peaks. These could potentially disturb the fit results. It is important
to note that the biggest relative deviations appear where the number of events is fairly small.
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Figure C.31: Example fits for thrown MC with artificial acceptance for −(t − tmin) =
0.0GeV2/c2−0.3GeV2/c2.
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Figure C.32: Summarised results from thrown data study with artificial acceptance for ρ0
11. True

value = 0.26.
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Figure C.33: Summarised results from thrown data study with artificial acceptance for ρ0
31. True

value = -0.06.
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Figure C.34: Summarised results from thrown data study with artificial acceptance for ρ0
3−1.

True value = 0.23.

2−

0

2

m
ea

n 
of

 p
ul

l

0

0.5

1

1.5

2

w
id

th
 o

f 
pu

ll

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
)2/c2) (GeV

min
momentum transfer -(t-t

0.2−
0.1−

0
0.1

0.2

(m
ea

su
re

d 
- 

tr
ue

)

Figure C.35: Summarised results from thrown data study with artificial acceptance for ρ1
11. True

value = 0.2.
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Figure C.36: Summarised results from thrown data study with artificial acceptance for ρ1
33. True

value = 0.1.
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Figure C.37: Summarised results from thrown data study with artificial acceptance for ρ1
31. True

value = 0.04.
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Figure C.38: Summarised results from thrown data study with artificial acceptance for ρ1
3−1.

True value = 0.2.

2−

0

2

m
ea

n 
of

 p
ul

l

0

0.5

1

1.5

2

w
id

th
 o

f 
pu

ll

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
)2/c2) (GeV

min
momentum transfer -(t-t

0.2−
0.1−

0
0.1

0.2

(m
ea

su
re

d 
- 

tr
ue

)

Figure C.39: Summarised results from thrown data study with artificial acceptance for ρ2
31. True

value = 0.04.
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Figure C.40: Summarised results from thrown data study with artificial acceptance for ρ2
3−1.

True value = 0.01.
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Figure C.41: Comparison between real MC signal (green) and signal extracted via the sFit (red),
both distributions are overlapping. (c) and (d) show the difference between both. The blue
histograms in (a) and (b) show the the full simulated sample of signal plus background. (e) and
(f) show relative differences.
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C.3.3 Analysis of full simulation without background

As a further test the fits are repeated for the samples with the full hdgeant4 simulation but
without background added on. Therefore, an sFit to separate signal from background is not
necessary and the fits to extract the SDMEs can be performed directly. The means and widths
as extracted from the pull distributions as well as the absolute differences can be seen in Figures
C.42 to C.50.
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Figure C.42: Summarised results from study with full simulation without background for ρ0
11.

True value = 0.26.
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Figure C.43: Summarised results from study with full simulation without background for ρ0
31.

True value = -0.06.
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Figure C.44: Summarised results from study with full simulation without background for ρ0
3−1.

True value = 0.23.
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Figure C.45: Summarised results from study with full simulation without background for ρ1
11.

True value = 0.2.
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Figure C.46: Summarised results from study with full simulation without background for ρ1
33.

True value = 0.1.
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Figure C.47: Summarised results from study with full simulation without background for ρ1
31.

True value = 0.04.
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Figure C.48: Summarised results from study with full simulation without background for ρ1
3−1.

True value = 0.2.
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Figure C.49: Summarised results from study with full simulation without background for ρ2
31.

True value = 0.04.
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Figure C.50: Summarised results from study with full simulation without background for ρ2
3−1.

True value = 0.01.
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C.3.4 Analysis of full simulation with small amount of background and
no sFit

As a last test the fits are repeated for the samples with the full hdgeant4 simulation with a small
amount of background but without an sFit. This simulates the effect of residual background after
the sWeights are applied. It tests the hypothesis that a small amount of residual background in
the signal sample can cause the SDME fits to be bad. The means and widths as extracted from
the pull distributions, and the absolute differences can be seen in Figures C.51 to C.59.
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Figure C.51: Summarised results from study with full simulation with small background and no
sFit for ρ0

11. True value = 0.26.
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Figure C.52: Summarised results from study with full simulation with small background and no
sFit for ρ0

31. True value = -0.06.
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Figure C.53: Summarised results from study with full simulation with small background and no
sFit for ρ0

3−1. True value = 0.23.
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Figure C.54: Summarised results from study with full simulation with small background and no
sFit for ρ1

11. True value = 0.2.
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Figure C.55: Summarised results from study with full simulation with small background and no
sFit for ρ1

33. True value = 0.1.
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Figure C.56: Summarised results from study with full simulation with small background and no
sFit for ρ1

31. True value = 0.04.
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Figure C.57: Summarised results from study with full simulation with small background and no
sFit for ρ1

3−1. True value = 0.2.
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Figure C.58: Summarised results from study with full simulation with small background and no
sFit for ρ2

31. True value = 0.04.



APPENDIX C. ADDITIONAL PLOTS OF SYSTEMATIC STUDIES 179

2−

0

2

m
ea

n 
of

 p
ul

l 1% bkg 2% bkg 3% bkg 4% bkg 5% bkg

0

0.5

1

1.5

2

w
id

th
 o

f 
pu

ll

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
)2/c2) (GeV

min
momentum transfer -(t-t

0.2−
0.1−

0
0.1

0.2

(m
ea

su
re

d 
- 

tr
ue

)

Figure C.59: Summarised results from study with full simulation with small background and no
sFit for ρ2

3−1. True value = 0.01.
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C.4 Event selection studies spin-density matrix elements

Figures C.60 to C.75 were created as part of the studies performed in Section 6.2.5 (see also
Table 6.1).
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Figure C.60: Results for the SDMEs for the baseline setting (black points) and six variations
(see Table 6.1 setups 1-6).
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Figure C.61: The significance as defined in the Barlow test is plotted for six invariant mass cut
variations (see Table 6.1 setups 1-6).
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Figure C.62: Results for the SDMEs for the baseline setting (black points) and four variations
(see Table 6.1 setups 7-10).
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Figure C.63: The significance as defined in the Barlow test is plotted for four CL cut variations
(see Table 6.1 setups 7-10).
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Figure C.64: Results for the SDMEs for the baseline setting (black points) and four variations
(see Table 6.1 setups 11-14).
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Figure C.65: The significance as defined in the Barlow test is plotted for four vertex cut vari-
ations (see Table 6.1 setups 11-14).
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Figure C.66: Results for the SDMEs for the baseline setting (black points) and four variations
of K+ PID cuts (see Table 6.1 setups 15-18).
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Figure C.67: The significance as defined in the Barlow test is plotted for four variations of K+

PID cuts (see Table 6.1 setups 15-18).
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Figure C.68: Results for the SDMEs for the baseline setting (black points) and four variations
of K− PID cuts (see Table 6.1 setups 19-22).
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Figure C.69: The significance as defined in the Barlow test is plotted for four variations of K−

PID cuts (see Table 6.1 setups 19-22).



APPENDIX C. ADDITIONAL PLOTS OF SYSTEMATIC STUDIES 190

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

11

0ρ

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

31

0ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

3-1

0ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

11
1ρ

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

33

1ρ

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

31
1ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

3-1
1ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

1−

0.5−

0

0.5

1
31
2ρIm

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

1−

0.5−

0

0.5

1
3-1
2ρIm

PID BCAL loose PID BCAL tight
PID TOF tight PID TOF tighter
baseline

Figure C.70: Results for the SDMEs for the baseline setting (black points) and four variations
of p PID cuts (see Table 6.1 setups 23-26).
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Figure C.71: The significance as defined in the Barlow test is plotted for four variations of p
PID cuts (see Table 6.1 setups 23-26).



APPENDIX C. ADDITIONAL PLOTS OF SYSTEMATIC STUDIES 192

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

11

0ρ
11

0ρ

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

31

0ρRe
31

0ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

3-1

0ρRe
3-1

0ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

11
1ρ
11
1ρ

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

33

1ρ
33

1ρ

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

31
1ρRe
31
1ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

0.4−

0.2−

0

0.2

0.4

3-1
1ρRe
3-1
1ρRe

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

1−

0.5−

0

0.5

1
31
2ρIm
31
2ρIm

0 0.5 1 1.5 2
)2/c2) (GeV

min
-(t-t

1−

0.5−

0

0.5

1
3-1
2ρIm
3-1
2ρIm

cheb1 cheb3 cheb4 cheb2

Figure C.72: Results for the SDMEs for the baseline setting (black points) and three variations
of background shape.
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Figure C.73: The significance as defined in the Barlow test is plotted for three different variations
of the background shape.
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Figure C.74: Results for the SDMEs for the baseline setting (black points) and two variations of
the polarisation plane angle.
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Figure C.75: The significance as defined in the Barlow test is plotted for two variations of the
polarisation plane angle.



Appendix D

Numerical results

In the following all numerical values of the final results obtained in this work are listed for
reference.

Beam asymmetry from direct fit

−(t− tmin) in GeV2/c2 Σ stat. uncertainty sys. uncertainty
0.197±0.069 0.251 0.120 0.022
0.400±0.056 0.729 0.095 0.032
0.597±0.057 0.781 0.093 0.034
0.793±0.057 0.648 0.100 0.030
0.992±0.058 0.852 0.126 0.036
1.189±0.058 0.584 0.162 0.029
1.435±0.086 0.725 0.164 0.032
1.761±0.111 0.909 0.188 0.038

Table D.1: Final results for beam asymmetry Σ extracted via an unbinned maximum likelihood
fit.
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Spin-density matrix elements

−(t− tmin) in GeV2/c2 ρ0
11 stat. uncertainty sys. uncertainty

0.197±0.069 0.102 0.025 0.02
0.400±0.056 0.238 0.016 0.02
0.597±0.057 0.272 0.015 0.02
0.793±0.057 0.290 0.016 0.02
0.992±0.058 0.288 0.019 0.02
1.189±0.058 0.259 0.024 0.02
1.435±0.086 0.264 0.025 0.02
1.761±0.111 0.244 0.030 0.02

Table D.2: Final results for ρ0
11.

−(t− tmin) in GeV2/c2 ρ0
31 stat. uncertainty sys. uncertainty

0.197±0.069 -0.125 0.016 0.02
0.400±0.056 -0.036 0.015 0.02
0.597±0.057 -0.007 0.013 0.02
0.793±0.057 -0.025 0.013 0.02
0.992±0.058 -0.044 0.017 0.02
1.189±0.058 0.021 0.021 0.02
1.435±0.086 0.008 0.024 0.02
1.761±0.111 0.010 0.024 0.02

Table D.3: Final results for ρ0
31.

−(t− tmin) in GeV2/c2 ρ0
3−1 stat. uncertainty sys. uncertainty

0.197±0.069 0.154 0.018 0.02
0.400±0.056 0.144 0.013 0.02
0.597±0.057 0.170 0.012 0.02
0.793±0.057 0.180 0.012 0.02
0.992±0.058 0.213 0.014 0.02
1.189±0.058 0.214 0.018 0.02
1.435±0.086 0.206 0.019 0.02
1.761±0.111 0.250 0.021 0.02

Table D.4: Final results for ρ0
3−1.
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−(t− tmin) in GeV2/c2 ρ1
11 stat. uncertainty sys. uncertainty

0.197±0.069 -0.123 0.088 0.011
0.400±0.056 0.059 0.081 0.010
0.597±0.057 0.214 0.074 0.012
0.793±0.057 0.345 0.079 0.016
0.992±0.058 0.217 0.098 0.013
1.189±0.058 0.185 0.115 0.012
1.435±0.086 0.178 0.114 0.012
1.761±0.111 0.190 0.127 0.012

Table D.5: Final results for ρ1
11.

−(t− tmin) in GeV2/c2 ρ1
33 stat. uncertainty sys. uncertainty

0.197±0.069 0.152 0.078 0.011
0.400±0.056 0.273 0.061 0.014
0.597±0.057 0.189 0.058 0.012
0.793±0.057 0.008 0.062 0.010
0.992±0.058 0.193 0.075 0.012
1.189±0.058 0.094 0.096 0.011
1.435±0.086 0.176 0.098 0.012
1.761±0.111 0.262 0.110 0.014

Table D.6: Final results for ρ1
33.

−(t− tmin) in GeV2/c2 ρ1
31 stat. uncertainty sys. uncertainty

0.197±0.069 0.115 0.061 0.011
0.400±0.056 0.078 0.059 0.010
0.597±0.057 0.218 0.051 0.013
0.793±0.057 0.045 0.056 0.010
0.992±0.058 0.088 0.065 0.010
1.189±0.058 -0.041 0.083 0.010
1.435±0.086 0.115 0.087 0.011
1.761±0.111 -0.046 0.090 0.010

Table D.7: Final results for ρ1
31.



APPENDIX D. NUMERICAL RESULTS 199

−(t− tmin) in GeV2/c2 ρ1
3−1 stat. uncertainty sys. uncertainty

0.197±0.069 0.251 0.074 0.013
0.400±0.056 0.217 0.054 0.013
0.597±0.057 0.183 0.047 0.012
0.793±0.057 0.141 0.050 0.011
0.992±0.058 0.254 0.058 0.013
1.189±0.058 0.150 0.080 0.011
1.435±0.086 0.183 0.077 0.012
1.761±0.111 0.263 0.086 0.014

Table D.8: Final results for ρ1
3−1.

−(t− tmin) in GeV2/c2 ρ2
31 stat. uncertainty sys. uncertainty

0.197±0.069 -0.049 0.085 0.010
0.400±0.056 -0.015 0.060 0.010
0.597±0.057 0.019 0.060 0.010
0.793±0.057 0.084 0.063 0.010
0.992±0.058 0.040 0.078 0.010
1.189±0.058 -0.088 0.094 0.010
1.435±0.086 0.180 0.106 0.012
1.761±0.111 0.157 0.122 0.011

Table D.9: Final results for ρ2
31.

−(t− tmin) in GeV2/c2 ρ2
3−1 stat. uncertainty sys. uncertainty

0.197±0.069 -0.158 0.076 0.011
0.400±0.056 -0.096 0.049 0.011
0.597±0.057 -0.001 0.048 0.010
0.793±0.057 0.011 0.051 0.010
0.992±0.058 -0.106 0.064 0.011
1.189±0.058 0.095 0.084 0.011
1.435±0.086 -0.120 0.085 0.011
1.761±0.111 -0.182 0.108 0.012

Table D.10: Final results for ρ2
3−1.
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−(t− tmin) in GeV2/c2 2(ρ1
11 +ρ1

33) stat. uncertainty sys. uncertainty
0.197±0.069 0.057 0.138 0.020
0.400±0.056 0.664 0.107 0.031
0.597±0.057 0.806 0.098 0.035
0.793±0.057 0.706 0.107 0.032
0.992±0.058 0.821 0.131 0.035
1.189±0.058 0.557 0.168 0.028
1.435±0.086 0.708 0.165 0.032
1.761±0.111 0.904 0.193 0.037

Table D.11: Final results for Σ = 2(ρ1
11 +ρ1

33).

−(t− tmin) in GeV2/c2 2
N

(
|N0|2 + |N1|2

)
stat. uncertainty sys. uncertainty

0.197±0.069 -0.021 0.081 0.030
0.400±0.056 0.296 0.085 0.030
0.597±0.057 0.486 0.077 0.031
0.793±0.057 0.635 0.084 0.032
0.992±0.058 0.505 0.102 0.031
1.189±0.058 0.444 0.120 0.031
1.435±0.086 0.441 0.123 0.031
1.761±0.111 0.434 0.136 0.031

Table D.12: Final results for 2
N

(
|N0|2 + |N1|2

)
.

−(t− tmin) in GeV2/c2 2
N

(
|U0|2 + |U1|2

)
stat. uncertainty sys. uncertainty

0.197±0.069 0.225 0.099 0.030
0.400±0.056 0.179 0.080 0.030
0.597±0.057 0.058 0.074 0.031
0.793±0.057 -0.055 0.077 0.032
0.992±0.058 0.070 0.097 0.031
1.189±0.058 0.074 0.115 0.031
1.435±0.086 0.086 0.111 0.031
1.761±0.111 0.054 0.124 0.031

Table D.13: Final results for 2
N

(
|U0|2 + |U1|2

)
.
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−(t− tmin) in GeV2/c2 2
N

(
|N−1|2 + |N2|2

)
stat. uncertainty sys. uncertainty

0.197±0.069 0.550 0.087 0.030
0.400±0.056 0.536 0.060 0.031
0.597±0.057 0.417 0.058 0.031
0.793±0.057 0.218 0.061 0.030
0.992±0.058 0.406 0.075 0.031
1.189±0.058 0.334 0.096 0.030
1.435±0.086 0.412 0.095 0.031
1.761±0.111 0.518 0.106 0.031

Table D.14: Final results for 2
N

(
|N−1|2 + |N2|2

)
.

−(t− tmin) in GeV2/c2 2
N

(
|U−1|2 + |U2|2

)
stat. uncertainty sys. uncertainty

0.197±0.069 0.246 0.076 0.030
0.400±0.056 -0.011 0.066 0.031
0.597±0.057 0.039 0.062 0.031
0.793±0.057 0.202 0.068 0.030
0.992±0.058 0.019 0.080 0.031
1.189±0.058 0.147 0.102 0.030
1.435±0.086 0.060 0.107 0.031
1.761±0.111 -0.006 0.121 0.031

Table D.15: Final results for 2
N

(
|U−1|2 + |U2|2

)
.

−(t− tmin) in GeV2/c2 2
N Re

(
N−1N∗0 −N2N∗1

)
stat. uncertainty sys. uncertainty

0.197±0.069 -0.010 0.060 0.030
0.400±0.056 0.043 0.061 0.030
0.597±0.057 0.210 0.057 0.031
0.793±0.057 0.019 0.059 0.030
0.992±0.058 0.044 0.070 0.030
1.189±0.058 -0.021 0.089 0.030
1.435±0.086 0.124 0.092 0.030
1.761±0.111 -0.036 0.100 0.030

Table D.16: Final results for 2
N Re

(
N−1N∗0 −N2N∗1

)
.
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−(t− tmin) in GeV2/c2 2
N Re

(
U−1U∗0 −U2U∗1

)
stat. uncertainty sys. uncertainty

0.197±0.069 -0.240 0.065 0.030
0.400±0.056 -0.114 0.059 0.030
0.597±0.057 -0.225 0.050 0.031
0.793±0.057 -0.070 0.057 0.030
0.992±0.058 -0.133 0.065 0.030
1.189±0.058 0.062 0.083 0.030
1.435±0.086 -0.107 0.089 0.030
1.761±0.111 0.056 0.087 0.030

Table D.17: Final results for 2
N Re

(
U−1U∗0 −U2U∗1

)
.

−(t− tmin) in GeV2/c2 2
N Re

(
N−1N∗1 +N2N∗0

)
stat. uncertainty sys. uncertainty

0.197±0.069 0.405 0.077 0.031
0.400±0.056 0.360 0.057 0.031
0.597±0.057 0.353 0.051 0.031
0.793±0.057 0.321 0.053 0.030
0.992±0.058 0.467 0.062 0.031
1.189±0.058 0.364 0.084 0.030
1.435±0.086 0.389 0.082 0.031
1.761±0.111 0.513 0.095 0.031

Table D.18: Final results for 2
N Re

(
N−1N∗1 +N2N∗0

)
.

−(t− tmin) in GeV2/c2 2
N Re

(
U−1U∗1 +U2U∗0

)
stat. uncertainty sys. uncertainty

0.197±0.069 -0.097 0.075 0.031
0.400±0.056 -0.073 0.053 0.031
0.597±0.057 -0.013 0.046 0.031
0.793±0.057 0.039 0.050 0.030
0.992±0.058 -0.041 0.057 0.031
1.189±0.058 0.063 0.080 0.030
1.435±0.086 0.022 0.077 0.031
1.761±0.111 -0.013 0.082 0.031

Table D.19: Final results for 2
N Re

(
U−1U∗1 +U2U∗0

)
.



Appendix E

Longitudinal phase space analysis

The possibility to perform a longitudinal phase space analysis to improve the event selection was
studied extensively and eventually resulted in a publication [121]. In the following the concept
of longitudinal phase space analysis will be briefly introduced and the findings of the study will
be summarised. For that, the general structure of the publication will be followed and some parts
will be adopted.

Introduction

Many hadron spectroscopy analyses require the identification of a specific reaction. For that it
is not enough to simply identify all final state particles correctly. It can happen that the same
final state arises from two very different reactions. The reaction of interest for this work is γ p→
K+Λ(1520)→ K+K−p. The same final state can also arise from γ p→ φ(1020)p→ K+K−p.
In fact it is entirely possible that the kinematics of the reactions cause those two states to overlap
in a Dalitz plot. In that case a simple cut in the invariant mass spectrum of K+K− to reduce the
φ(1020) background might cause a large loss of good Λ(1520) events. It is therefore desirable
to come up with a better way to isolate a certain reaction. In 2015 the JPAC collaboration
investigated K+K− photoproduction in the double-Regge exchange limit and found that certain
phase space cuts could be applied to enhance that contribution [122]. A similar approach could
help with the stated problem.

The idea of longitudinal phase space (LPS) plots was introduced by L. van Hove in 1969
( [123–125]). The method assumes that at high enough centre-of-mass energies the reaction
kinematics can be completely described in terms of their longitudinal momenta. Therefore, the
dimensionality of the phase space reduces and the kinematics of a three particle final state can

203
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(a) Monte Carlo data without any intermediate
resonances. Taken from [121].
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(b) Real data with event selection described in
Chapter 5.

Figure E.1: Two van Hove plots showing the distribution with and without any intermediate
resonances.

be visualised in a two dimensional plane by defining the polar coordinates q and ω through

q1 =

√
2
3

qsin(ω) (E.1)

q2 =

√
2
3

qsin(ω +
2
3

π) (E.2)

q3 =

√
2
3

qsin(ω +
4
3

π) (E.3)

q =
(
q2

1 +q2
2 +q2

3
) 1

2 (E.4)

where qi denotes the longitudinal momentum component of the i-th particle in the centre-of-
mass frame. Figure E.1 shows two van Hove plots for the K+K−p final state, once phase space
Monte Carlo data without any intermediate resonances (Figure E.1a) and once real data, taken
during the Spring 2017 beam time (Figure E.1b). To plot the data the coordinates X and Y were
defined by

X = qcos(ω) (E.5)

Y = qsin(ω) (E.6)

One can identify six sectors on the van Hove plot, indicated by the black lines, corresponding
to the direction of the final state particle in the centre-of-mass frame, indicated by the labelled
arrows. Assuming t-channel production with small momentum transfer, which is expected to be
the dominant process at high energies, one would expect the K+K− pair to go forward in case
of an intermediate meson and the K−p to go backward in case of an intermediate baryon. As
indicated by the arrows the bottom middle sector is the one where both kaons go forward and
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Figure E.2: Coordinate systems used to calculate the mass-dependent cut limits in longitudinal
phase space. pmax and K−min show the case of a reaction with minimal K− and maximal p
momentum in the CM frame. Taken from [121].

the proton goes backward. Therefore, this is where one would expect to see meson production.
Analogously one would expect to find baryon production in the bottom left sector. Indeed,
looking at the real data (Figure E.1b) one can see that those two sectors are populated the most.

Mass-dependent cuts in longitudinal phase space

A simple cut along the sector boundaries would enhance the relative contribution of one reaction
over the other. If one is interested only in one particular resonance (e.g. a baryon) one could
remove a large fraction of the other resonances (e.g. mesons) decaying into the same final state.
This works well for light resonances which are produced at very small momentum transfer but
heavier resonances leak into neighbouring sectors. A simple cut would cause a potentially large
loss of good events. Therefore, it would be desirable to have a reliable method to determine cut
limits depending on the mass of the intermediate resonance.

One way of defining mass-dependent cut limits is to answer the question: “Could two particles
in the final state have formed an isobar solely considering their kinematics?” In the following
the solution is given for the case of the three particle final state arising from the reaction γ p→
K+Y → K+K−p, a more general derivation of the necessary quantities can be found in [121].

The two reference frames needed are depicted in Figure E.2. The overall centre-of-mass frame
(CM) is defined such that zCM is along the incoming beam axis, yCM is perpendicular to zCM

and the outgoing isobar Y ( p̂Y × p̂γ ) and xCM = yCM× zCM. The isobar CM frame (isoCM) is
defined such that zisoCM is in direction of the isobar in the CM frame, yisoCM = p̂isoCM

γ × zisoCM
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and xisoCM = yisoCM× zisoCM. In the isoCM frame the K− and p are back to back with a fixed
momentum given by

P =

[(
M2

Y − (mp +mK−)
2
)(

M2
Y − (mp−mK−)

2
)]1/2

2MY
(E.7)

where MY is the invariant mass of the isobar. For a particle’s four-momentum (px, py, pz,E)

pisoCM
K−/p =

(
0,0,±P,

√
P2 +mK−/p

)
(E.8)

in the isoCM frame, boosting back to the overall CM frame yields the maximal/minimal mo-
mentum it can have in this frame (see Figure E.2). To easily evaluate the mass-dependent lon-
gitudinal phase space cut the van Hove angle ω is replaced with

ρ = arctan

(
pz,CM

K−

pz,CM
p

)
(E.9)

where pz,CM indicates that, as in the van Hove plot, only the longitudinal momentum components
are used to evaluate the angle. Using the four-momentum vectors as defined in Eq. (E.7) and
boosted back into the CM frame lower and upper cut limits for ρ can be defined as

ρlow = arctan

(
pz,CM

K−, min

pz,CM
p, max

)
(E.10)

ρup = arctan

(
pz,CM

K−, max

pz,CM
p, min

)
(E.11)

Figure E.3 shows the new cut limits in the coordinate system used to evaluate them. Reactions
with a ρ that fulfils the condition

ρlow < ρ < ρup (E.12)

could have formed an isobar with momentum (anti-)parallel to the beam axis. It is very important
to note that the cut limits defined in Eq. (E.10) and Eq. (E.11) are dependent on the isobar mass.
For large isobar masses the decay can occupy a large fraction of the available phase space and
hence the cut results in less rejection of background. As in the van Hove plot, all relations
hold only strictly true in the case of infinite longitudinal momentum (i.e. vanishing transverse
momentum) for which the angle θ , as defined in Figure E.2, is zero. For large longitudinal
momenta, as in high energy photoproduction with small momentum transfer, the condition is
approximately fulfilled. For large momentum transfer the cut will remove more events with the
isobar of interest and become less effective.
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Figure E.3: Coordinate system used to evaluate mass-dependent cut limits in longitudinal phase
space. Taken from [121].

Comparison

Now that new cut limits were defined that take the isobar mass into account, studies were per-
formed to test and compare the performance of old and new method. For those studies a signal
and a background sample of toy Monte Carlo data was produced. The signal reaction used in the
study was γ p→ K+Y (2200)→ K+K−p, where Y (2200) denotes a hyperon with an invariant
mass of 2.2 GeV, width of 50 MeV and a production t-slope of t1 = 1.5GeV2. As background
a spectrum of mesons decaying into the same final state was produced with invariant masses
between 1.0 GeV and 1.8 GeV, widths of 50 MeV and a production t-slope of t2 = 3.0GeV2.
For both samples a mono-energetic photon beam of Eγ = 9GeV was used. A cut of ±0.2 GeV
around the pK− invariant mass of 2.2 GeV was placed, as one might do to study the Y (2200).
After those two samples were prepared four different scenarios were carefully studied:

1. no cut

2. baryon sector cut:
apply a cut on ω such that only events in the bottom left sector of the van Hove plot are
preserved

3. baryon isobar cut:
apply the mass-dependent cut on ρ to keep events where the K− and p could have formed
a resonance
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Figure E.4: Van Hove plots for signal (top) and background (bottom) for all four tested scenarios.
The no-cut-scenario is depicted on the left. The sector cut is indicated by the black lines and the
percentages show the relative number of events in the sector. The plots in the middle show the
effect on the baryon isobar cut and the plots on the right the effect of the BNM cut. The relative
amount of events surviving the cut is stated in the titles. Taken from [121].

4. baryon-not-meson isobar (BNM) cut:
same as ’baryon isobar cut’ and in addition remove events that passed the mass-dependent
cut for a K+K− isobar hypothesis, as long as the invariant mass of the K+K− pair is below
2 GeV

The purpose of the K+K− invariant mass constraint in the last case is to make sure that only the
part of phase space gets vetoed that realistically can contain meson resonances. The effect of all
four scenarios on the van Hove plots for signal and background can be seen in Figure E.4. The
top row shows plots for the signal sample while the bottom row shows the same plots for the
background sample. On the left one can see what the van Hove plot looks like without any cuts
applied. The baryon isobar appears as a very broad band that is located mainly in the bottom
left sector, as expected. Here one can clearly see that heavy particles will leak into neighbouring
sectors due to the large amount of phase space their decay can cover. If one were to place a
baryon sector cut one would keep 68.81% signal while allowing in 2.59% of the background.
The plots in the middle show the effect of the baryon isobar cut. In this case 91.44% of the
signal are preserved while 62.78% of the background pass the cut. This shows that a much
larger fraction of the signal is preserved since events leaking into neighbouring sectors are kept
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but this comes at the cost of much more background being allowed. The plots on the right show
the last scenario, the BNM cut. Now the amount of signal is slightly reduced again to 74.03%
but the amount of background is greatly suppressed and only 2.05% of the generated background
sample survives. From this numbers one concludes that the isobar cut preserves the most signal
but the BNM is most efficient at reducing background. On top of that it outperforms the sector
cut at preserving signal and hence shows by far the best signal-to-background ratio. Figure E.5
shows the effect of the cuts on Dalitz plots. Figure E.5a shows the Dalitz plot without any cut
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(a) No cut
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(b) Baryon sector cut
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(c) Baryon isobar cut
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(d) BNM cut

Figure E.5: Dalitz plots for all four discussed scenarios. All taken from [121].

applied. The broad horizontal band is the Y (2200) hyperon. There is a fairly large overlap with
the vertical bands stemming from the background meson spectrum. Cutting on the baryon sector
(Figure E.5b) removes a large part of the background but especially the heavier mesons survive
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Figure E.6: cos(θGJ) distribution for the K− for all four studied scenarios. Taken from [121].

this cut. Figure E.5d shows the effect of the BNM cut. Now a larger part of the heavier mesons
gets cut away.

It is not only interesting to see how much signal and background is removed by the cuts but
also what they do to angular distributions of final state particles. After all this is what many
physics analyses rely on in the end. To investigate this, the signal cos(θGJ) distribution of the
K− was studied for all four cases. The θGJ is the theta angle in the Gottfried-Jackson frame,
also referred to as t-channel helicity frame [31]. The results can be seen in Figure E.6. Since the
events were generated without any specific angular distribution the cos(θGJ) distribution is flat
for the ’no cut’ case (blue). Therefore, all deviations from a flat distribution can be accounted to
acceptance effects due to the applied cuts. The red points show the distribution after the isobar
cut was applied. One can see that good events were mainly lost towards cos(θGJ) = 1. The
effect of the baryon sector cut is shown in green. Here it becomes apparent that most signal
events were lost towards cos(θGJ) = ±1 and this is also precisely were the BNM cut (yellow)
regained events from. The consequences of that can be seen later.

Moment extraction using mass-dependent cuts

It has been shown that the BNM cut outperforms the other cuts in terms of signal-to-background
ratio. In order to establish if the acceptance effects introduced by this cut prevent a reliable
extraction of physics information from the remaining events, a second study on toy Monte Carlo
data was performed.
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For this purpose 300 independent toy Monte Carlo samples were generated. Each sample con-
tained 10,000 events of the signal reaction with an angular distribution in the Gottfried-Jackson
frame according to moments of spherical harmonics 〈YLM〉 with Lmax = 4 and Mmax = 2, where
the K− was chosen to evaluate the angles. The spherical harmonics are given by

f (φ ,θ) =
Lmax,Mmax

∑
L=0,M=0

〈YLM〉cos(Mφ)

×

√
2L+1

4π

(L−M)!
(L+M)!

PLM (cosθ)

(E.13)

where PLM (cosθ) denotes the associated Legendre polynomials. Spherical harmonics are a
common parametrisation of angular decay distributions. For this study the spherical harmonic
moments were arbitrarily chosen to be

〈Y11〉= 0.3

〈Y20〉=−0.2

〈Y41〉=−0.2

〈Y42〉= 0.1

After generating the samples the different cuts were applied and an unbinned extended max-
imum likelihood fit [110] was performed to extract the spherical harmonic moments. The ac-
ceptance effects were corrected for by calculating the normalisation integrals through summing
phase space Monte Carlo events which had identical cuts applied. All fits were done using the
HASPECT framework [126] which is build on RooFit [105].

In order to assess the goodness of the extracted moments, pull distributions were used. They are
a commonly used tool in such studies. A pull can be calculated as

pull =
measured value− true value

error on measured value
(E.14)

This has been done for each fit parameter for each of the 300 samples and then the pulls have
been histogrammed. For unbiased fit results with Gaussian errors one would expect a normal
distribution with a mean of 0 and a width of 1. The results for means and widths for all mo-
ments for the four studied scenarios can be found in Figure E.7. Within statistical fluctuations
all results agree with a mean of 1 and a width of 0. This shows that all applied cuts preserved
enough acceptance to reliably extract information from the angular distributions. In order to
assess the precision of the extracted results, the spread of extracted values was examined. To do
that all results were histogrammed and fitted with a Gaussian distribution. The results for the
non-zero moments can be found in Figure E.8. The mean is plotted as dot with the error stem-
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(a) mean (b) width

Figure E.7: Means and widths of the pull distributions for all spherical harmonic moments for
the four studied scenarios. Both taken from [121].

ming from the width of the Gaussian distribution. The black lines indicate the true value. As
already apparent from the pull distributions all results agree with the true value within their stat-
istical uncertainty. Interesting are the errors, which reflect the precision of moment extraction.
Since the cuts leave the samples with different number of events one would naturally expect the
ranking in precision that can be seen in the result plots. Therefore, the black error bars were
included that indicate the expected errors that come from counting statistics and grow with

√
N.

Now it becomes apparent that the BNM cut (yellow) causes a slight worsening of the precision
in moment extraction. In all cases the sample with the baryon sector cut applied (green) has by
far the least precise results. This can possibly be explained by the extremely low acceptance at
cos(θGJ) =±1 in that case.

Summary of findings

The studies have shown that cuts in longitudinal phase space can be a powerful tool to improve
the signal-to-background ratio for reactions with large longitudinal momenta. The combination
of a mass-dependent baryon isobar cut with a meson anti-cut proved to be the most efficient and
greatly outperformed the conventional cut on a sector in a van Hove plot alone. Furthermore,
it was shown that information from the angular decay distribution can be extracted in all four
scenarios but again the BNM cut outperformed the conventional cut on a sector.

It is important to note that these studies were performed for one heavy baryon decaying into a
specific final state. It is expected that the results (especially numerical values) will change for
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(a) 〈Y11〉 (b) 〈Y20〉

(c) 〈Y41〉 (d) 〈Y42〉

Figure E.8: Mean value and width of the four non-zero moments for all four studied scenarios.
All taken from [121]
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different resonances and final states. Therefore, it is highly recommended to repeat these studies
for each individual reaction one wants to study with this method.

These studies were all extremely instructive and concluded in a publication. Unfortunately, it
also became clear that the effect on the main analysis of this thesis was negligible due to the fact
that the main meson background from the φ(1020) and the Λ(1520) are sufficiently separated
on a Dalitz plot. Therefore, this technique was not applied. Nevertheless, is might be a very
powerful tool to investigate higher mass hyperons in this final state in future analyses.
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