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Abstract

On the 4th July 2012, the Standard Model of Particle Physics received further valida-
tion with the discovery of the Higgs boson; ushering in a new age of Higgs physics.
This thesis presents some of my contributions to the current research in this field as a
member of the ATLAS experiment at CERN. It explains how the ATLAS experiment fits
within the CERN accelerator complex and the structure of the ATLAS detector, leading
to a description of some of the work that I did towards the upgrade of its hardware,
and my studies on the reconstruction of tracks in the detector.

The thesis goes on to present the results of two analyses I worked on: The V H, H → bb̄
(read: VHbb) Resolved analysis and the V H, H → bb̄ Boosted analysis. Specific at-
tention will be drawn to my fit studies in the Resolved analysis, and the new trigger
strategy I designed for the Boosted analysis.

The analyses make use of 139 fb−1 of proton-proton collision data at the centre-of-mass
energy of

√
s = 13 TeV, collected by the ATLAS detector between 2015 and 2018, to

observe the Higgs boson decay to b-quarks via associated Vector Boson production
(V H, H → bb̄), and go on to provide differential cross-section measurements in bins
of the transverse momentum of the vector bosons.
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Part I

High Energy Physics Background

“Trying to construct a broad understanding of the world from a memory of your own
experience would be like looking at the ceiling of the Sistine chapel through a long, thin
cardboard tube: you can try to remember the individual portions you have spotted here and
there, but without a system or a model, you are never going to appreciate the whole picture.
Let’s begin.”

- Ben Goldacre, Bad Science

Banner image for part headings from https://atlasvirtualvisit.web.cern.ch/

*
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Introduction

1.1 Opening Remarks

A
utumn is the season. It is a dry September afternoon and you find yourself

on a train. Temporarily setting aside your book, your phone, or your lap-

top, your attention turns to the picturesque countryside that streams past.

What do you see?

Do you see the solar photons undergoing Rayleigh scattering in the upper atmosphere

to make the sky appear blue1? Or the refraction of that light in water droplets to pro-

duce a rainbow? Do you look at the trunks of the trees racing by and wonder exactly

how you see a brown colour as there was no brown in the rainbow you have just seen2?

Do you see the birds flying past as being in an eternal battle with the forces of gravity,

air resistance and upthrust keeping them aloft, all the while oblivious to the billions

of neutrinos passing through them? Chances are while, like myself, you are a massive

1The sun gives off lower intensities of violet light than blue light; this coupled with the fact that our
eyes are more sensitive to blue light than violet light meaning that we see the sky as blue.

2Colour is made from three components: hue, brightness, and saturation. Brown is just an orange
that does not reflect much light back to your eyes.
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nerd because you are reading this, you do not see the world in this way (unless, of

course, you are under the influence of some sort of narcotics). But PhysicsTM is the

science of trying to describe how the natural world works and the properties of matter

and energy. Particle physics attempts to do this by deconstructing the universe (and

by extension, the world) into a set of fundamental building blocks with rules that gov-

ern their interactions. This is referred to as a model. Currently the best model that is

consistent with two centuries of experimental data, is a set of quantum field theories

known as the Standard Model.

1.2 The Forces of Nature

A force is the name given to any interaction that changes the motion of an object if not

equally opposed by another force. Physics asserts that every force in nature that acts

on a body is reducible to one of four fundamental forces. Two forces govern long-range

interactions between objects: electromagnetism and gravity; and two forces are only

relevant on atomic-scales: the weak and strong forces.

The strong force is the strongest of these forces and is responsible for holding atomic

nuclei together despite the fact the constituent protons all have the same sign electric

charge and therefore repel each other. The electromagnetic force is the next strongest

force and governs the interactions between particles that are electrically charged. The

weak force is responsible for radioactive decay and is the main process of nuclear fu-

sion in stars. The last force is gravity, the only force relevant across the large distances

of the cosmos, but by far the weakest at the atomic scale (see Table 1.1 below). Gravity

is an attractive force that acts between all objects that have mass.

These four forces are conservative, which means the relative strength of these forces is

only dependent on the distance between two objects that can undergo the same inter-

3



Table 1.1: A table showing the strength of all the fundamental forces relative to the strongest force: the
strong force [5]. The force-distances mentioned here are governed by the lifetime of the particles that
mediate the forces. Since these relative strengths are energy dependent, these values are approximations
made at 200 MeV.

Force Relative strength Range (10−15 m)
Strong 1 ∼ 1
Electromagnetic ∼ 1/137 ∞
Weak force ∼ 10−6 ∼ 10−3 [6]
Gravitational ∼ 10−39 ∞

action. A description that permeates all of space able to describe the way these forces

propagate and interact with objects is called a ‘field’, and it allows us to come up with

a mathematical formalism to describe these forces. For sub-atomic particles that expe-

rience the fundamental forces, in order to accurately depict their behaviour, a single

model interweaving these forces and the fundamental particles that interact via them

is required. This mathematical description is the Standard Model.

1.3 The Standard Model

The Standard Model (SM) describes the observable universe on a sub-atomic level by

the interactions of fundamental particles.

There are twelve fermionic or ‘matter’ particles: six quarks that interact via the strong,

electromagnetic and weak forces; three electrically charged leptons that interact with

the electromagnetic and weak forces; and three electrically neutral leptons called neu-

trinos that interact only with the weak force. These twelve particles also have distinct

anti-particles. Anti-matter particles, however, are seen as trivial extensions of matter

particles and are thus not depicted as individually separate from their matter counter-

parts in the Standard Model3. These matter particles can combine in many different

3An anti-particle has the same mass as its particle counterpart, but all its quantum numbers are re-
versed. For example the up quark has a unit of colour charge [red, blue, green] and a electric charge
relative to the charge of an electron of 2

3 , and its antiparticle counterpart (the anti-up quark) has a unit of
anti-colour charge [anti-red, anti-blue, anti-green] and an relative electric charge of − 2

3 .
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ways to create other particles.

There are four force-carrying gauge bosons that interact with particles to mediate the

fundamental forces: the gluon, which mediates the strong force; the photon, which me-

diates the electromagnetic force; and two weak bosons, the W-boson and the Z-boson

which mediate the weak force. Since the W-boson has electric charge, two W-bosons

exist: the W+ and the W−, but they are anti-particles of each other. The gluon (and

quarks also) carry colour change, so technically all possible colours that the particles

can have count as separate particles, but again this ‘colour index’ is a trivial extension

of the number of particles and are thus discounted.

The last particle in the Standard Model description is the Higgs boson. The Higgs bo-

son is a physical manifestation of the Higgs field. Particles that interact with this Higgs

field gain their ‘rest’ mass. A pictorial depiction of the particles in the Standard Model

is shown in Figure 1.1.

This means that there are seventeen fundamental particles, and of these, the Higgs par-

ticle, discovered only in July of 2012 by the ATLAS (A Toroidal LHC ApparatuS) [7]

and CMS (Compact Muon Solenoid) [8] experiments, is the least well known in terms

of its characteristics. This PhD thesis will describe my contributions to increasing our

understanding of the Higgs boson, and specifically the discovery of the decay mode of

a Higgs particle into a bottom and anti-bottom quark (H → bb̄ ).

The astute readers among you (who didn’t already know) will have spotted one of the

failings of the Standard Model in this brief description. It has no mechanism through

which particles interact gravitationally with each other. While a gravitational attrac-

tion between particles is expected to be extremely weak, such a mechanism is possi-

ble. However, there are both experimental and theoretical challenges in uniting gravity

5
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with the Standard Model. From a theoretical point of view in constructing the Standard

Model, it has not proved possible thus far to weave Einstein’s General Relativity into

the Standard Model. In addition, experimentally, the particle that would be responsible

for mediating the interaction, the graviton (g0), has not been detected.

The field of particle physics is ever-evolving and minor alterations are made to the Stan-

dard Model ‘particle zoo’ all the time such as the addition of newly discovered particles

and the recording of properties to greater precisions [9–19]. These are regularly done

and one such way of communicating these changes are the Particle Data Group Book-

lets , some of which are present in Figure 1.2. The first step on this journey is a step into

the theoretical side to ask why the Standard Model needs a Higgs Boson.

Figure 1.2: The particle data booklets that I currently own starting from the year I was born. If you have
physical copies of the 1996 or 2004 versions lying around, I would be interested in taking them off your
hands.
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2
Standard Model theory

2.1 Theory

T
ackling the interesting and large-scale questions about matter and forces

requires the ability to make sense of any observations that are made. Data

taken in experiments has to be linked to the underlying fundamental prop-

erties of the system. In order to do this the interpretation of the results needs to be

grounded into a theoretical framework which gives us the means to interpret the re-

sults with some level of predictive power1.

To describe particle physics, the Standard Model must be able to describe highly-energetic

1A footnote by Kenny Wraight: To build such a cosmological narrative, we try to wrestle with as much
of the maelstrom of phenomena as we can manage. Peering through the prism of theory we distinguish,
filter, edit and understand the observed world. At the same time, we use a pragmatic sense to adapt
the framework, honing the lens and sharpening its focus. Predictive power and empirical accuracy
are soft metrics to follow and the process is iterative and unending. The prize of this endeavour is
an interpretative structure which, with as few blocks as possible can support the weights of current
observations and future measurements. An addition by me: We also must acknowledge our potential
personal bias in all of this. Often there are multiple ways to describe the same phenomena but our
cultural and societal biases (not only of the prevailing ideas in a given field, but more generally as well)
guides one way of thinking over another. At some level the basis we use to frame the universe also tells
us a lot about ourselves. The theory becomes then a picture of the heavens less so described and more
wished for.
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particles interacting with each other on small distance scales. The Standard Model as

described in Chapter 1 is a surface-level explanation of the aims of the theory, the next

section delves into what this means from a theoretical standpoint, and shows how the

Standard Model formulation as it is known today came about.

2.2 The theoretical foundations of particle physics

Until the 18th century, Classical Mechanics was the framework for describing the world

as it was known: large distance scales and low energies. For this we had Newton’s

equations but they were limited in scope. To be able to solve a problem using Newto-

nian Mechanics one has to find all the forces acting on a system and the direction they

are acting in, and this can be non-trivial. Newtonian Mechanics also unfortunately

happens to be constructed within and work best in Cartesian co-ordinates. The La-

grange formulation of Classical Mechanics, or Classical Lagrangian mechanics (CLM),

is a reformulation that adds nothing intrinsically new in terms of physics. It allows the

mechanics of a particle to be represented by a single object called the Lagrangian (see

appendix A) independently of the co-ordinate system and to solve equations of motion,

one only needs to identify the degrees of freedom of a system.

CLM, however, applies only to the dynamics of particles that have finite degrees of free-

dom, and like classical mechanics breaks down for relativistic (high energy) particles.

Particles have small masses, so those that have large energies will have large velocities,

which is crucial for the regime of particle physics to be tested. The Lagrange formalism

however is applicable to any theory and therefore retains its mathematical usefulness.

Another problem with CLM is that there are certain important phenomena (for particle

physics anyway) that it fails to describe. One of the more famous early examples is

the Young’s Slit Experiment [20]. In this experiment photons (and later electrons) are

9



demonstrated to not only exhibit both wave and particle-like properties individually,

but able to interfere with themselves to behave as a particle and a wave at the same

time!

A potential solution to the latter problem is to describe particles abstractly as discrete

energy-state packets called quanta, akin to particles. These quantum states are also de-

scribed by wavefunctions which obey wave mechanics. These single particle quantum

states are able under non-observation to exist in all possible paths, and to collapse in a

probabilistic manner to one option when observed. This is Quantum (Lagrangian) Me-

chanics, and to obtain this from CLM one has to impose five axioms (see appendix B).

Quantisation introduces a constant ~, which both governs the quanta of energy a system

can have and the amount of information you can know about the system at the same

time (also appendix B).

Ultimately QLM fails when we try to solve the former problem as well. Turning QLM

to Relativistic QLM solves the issue of relativity but in doing so the probabilistic wave-

function has solutions that are no longer positive definite. Essentially this either means

that the energy states available to single particles can be negative, or that the proba-

bility density of the single particles can be negative. The only way to get around this

issue is to create particles in particle-hole pairs2 [21, p60-61] but then this breaks the

single-particle picture that underpins quantum mechanics. A field theory description

can solve this problem, as it has the degrees of freedom to define the negative energy

states as particles themselves, so lets take a step back and look at what a classical field

looks like.

In both Newtonian mechanics and its Lagrangian equivalent counterpart, the combina-

tion of two states meant that their momenta were simply added together to resolve the

2Here a ‘hole’ is a solution capable of removing a particle with is a positive quanta of energy and
hence acts like a particle with a negative quanta of energy
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overall force of this new state. In the relativistic regime, this can no longer be done due

to there being a ‘speed limit’ on particles: the speed of light (c). A Classical Field Theory

(CFT), such as Electrodynamics, moves from being a description of isolated particles to

one of fields, which have infinite degrees of freedom. CFT’s solve the issue of relativ-

ity by being compatible with Einstein’s Special Relativity which introduces the idea of

Lorentz transformations. Particles travelling with speeds comparable to the speed of

light (‘Lorentz boosted’) that interact will have a non-linear velocity-dependent com-

bination of their velocities such as to respect this light-speed limit [22, p48]. A CFT,

however, can only describe the mechanics of fields and hence ignores the parts of the

theory where discrete particles are involved. In the case of Electromagnetism, it can

deal with calculations of electric fields through matter but fails to describe phenomena

where photons (particles of light) are present (e.g the photoelectric effect).

This problem can be solved by ‘quantising’ CFT in a similar manner as was discussed

previously with CLM. Quantum Field Theory or QFT is able to accurately describe

relativistic particles on small distance scales, the fields they interact with, and the prob-

abilistic nature of these interactions. The focus then shifts on not only trying to describe

directly the particles themselves, but the fields that these particles operate in as well.

In this picture we describe particles in these fields via their interactions with the fields

and the particles that mediate the forces as excitations of these fields.

Figure 2.1 shows a summary of the discussion above showing rough regions in distance-

energy space where certain theoretical approaches are valid. QFT is now the stage on

which we set the scene. Thus we can start to craft a model of particle physics by find-

ing or imposing symmetries upon our particle system and using Group Theory (see

Appendix C) to analyse the consequences of these symmetries.
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Figure 2.1: Picture showing the rough scales at which certain theories are valid. At small distances the
description moves from particle having any energy to energy coming in small packets called quanta. This
‘quantisation’ comes with a constant. At large energies, particles travel closer to the cosmic speed limit -
the speed of light and theories need to be compatible with Einstein’s Special Relativity.

2.2.1 Constructing a theory

Now we have established a theoretical framework capable of describing some objects,

the next step is to place it within the constraints of our universe. This sounds overly-

grandiose and obvious, but these theories are so general they can be applied to a variety

of fictional universes. For the theory to be able to make statements about our universe,

we can impose some general observations or symmetries about the universe that are

experimentally validated. From the remaining structure of the theory, various opera-

tions can be formed to make predictions.

The structure of the universe has some symmetries that our QFT theory should observe.

One such symmetry is that largely we do not see a variation in the laws of physics at

12



differing points in space3. This is the same thing as saying that the theory is invariant

under translations. Another such symmetry is that the space seems to be isotropic, so

with no preferential direction, and is the same between two observers irrespective of

their relative speeds to each other (the atoms that make up your body don’t fall apart

when you get on a train for example). This is Lorentz invariance. The group that com-

bines Lorentz transforms and translations is the Poincaré group, P . Transformations of

states in QFT therefore take the form of

|ψi〉 → Pij |ψj〉 . (2.1)

In the quantum mechanical picture, the interactions between two objects or dynamics

of the system are described by the inner product of two states (again see appendix B),

often referred to as the matrix element,M and is given by

M = 〈ψ1|ψ2〉 . (2.2)

The inner product therefore transforms under the Poincaré group as

〈ψ1|ψ2〉 → 〈ψ1| P†P |ψ2〉 . (2.3)

For this matrix element to be normalised and Poincaré invariant, P†P = 1. This is the

definition of unitarity. A particle is therefore defined as an object whose free state and

interaction dynamics transform under a ‘global’ unitary representation of the Poincaré

group [23, p110].

Particle states that are solutions to this (representations of the Poincaré group) have

many internal properties4 (also known as a quantum numbers) to uniquely define them.

Most of these (charge, flavour, etc) are unaffected by Poincaré Group transforms but

3This is not the case when the space itself is warped immensely by a large ultra-dense object like a
black hole, or in the centre of a neutron star, but these are exceptional cases.

4Parameters that describe the particle.
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mass and ‘spin’ (or more accurately the component of spin projected on a given axis)

are subject to change and therefore define the types of representation. Generally there

are two types of particle that transform in the required way. Those with integer spin-

states are called bosons and those with non-integer spins are called fermions.

The fact that there exist properties of these particles that are unaffected by Poincaré

Group transforms means that in the theory fermions and bosons have additional ‘in-

ternal’ degrees of freedom. These internal degrees of freedom are interesting, because

while they do not affect the underlying theory, there can be many choices that can be

made to fix the properties of particles on the sub-theory level (or better known as the

‘local’ as opposed to ‘global’ level5) in order to tackle it. These choices are called gauges.

Since the overall theory has already been validated, the choice of gauge should not

matter. The freedom to choose any gauge to solve problems is referred to as gauge in-

variance.

Like their global cousins, local invariances imply local symmetries. These symmetries

give the overall theory a sub-structure, as each set of internal transforms will form their

own group. These are called gauge symmetries. We map these internal symmetries to

the fundamental forces.

2.2.2 Feynman diagrams

In order to do interesting calculations with the theory, we need a way of describing

particle interactions. This is is done in the form of the matrix element. This matrix

describes two incoming particles interacting in some way and producing two outgo-

ing particles, known as a 2-2 scattering process. Richard Feynman pioneered a visual

representation of this 2-2 scattering process.

5The main difference here being that global symmetries are observed independent of the position of
the particle and local ones are observed at each point in spacetime.
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Figure 2.2: Images showing the three different kinds of 2-2 processes as depicted by basic Feynman
diagrams. Fermions are depicted as straight continuous lines, and all other types of lines (wavy, curly
or dashed) depict a boson of some description. If the y-axis represents spatial separation and the x-axis
represents time, vertices occur when particles interact via collisions (2→1 lines) or decays (1→2 lines).
The left annihilation diagram shows two fermion particles merging into a boson which then decays into
two fermions. The central scattering diagram shows two particles approaching one another, exchanging
a boson and then drifting apart. The right absorption diagram depicts a fermion absorbing a boson and
then emitting another boson later. The combinations of fermions and bosons (fff, ffB, fBB, BBB) that can
meet at vertices are limited by the theory the diagram is trying to describe.

Each line (squiggly or otherwise) in Figures 2.2a, 2.2b and 2.2c represents a particle,

and particles that have both ends connected to a vertex are called propagators. Propa-

gators are interesting because they are ‘virtual’ particles, since they never interact with

the outside world, they can have funny properties like negative energy. All the other

particles are initial or final state particles and are real and have real and physical ener-

gies and momenta.6

Each place where three or four particles meet is called a vertex and either represents

the emission of a particle or the creation of a particle from the collision of two particles.

Due to this, the vertices allowed by a theory depend on which particles can or cannot

6Imagine the particles are three vectors that all meet at a single point (vertex). Let’s say that vector
towards the point is positive and away from the point is negative (it will be different for each vertex).
For all of the vectors to be positive, they must all be oriented towards the point. In this case, the points
and particles act like field lines of a magnet going to or from a pole. If the diagrams have no flow then
this is a valid description, however this is not the case. We want to describe particles interacting and
changing which indicates a flow; the flow of time. For there to be a sense of ‘flow’ the point cannot act as
a pole. To do that some of the vectors will point towards the vertex and others will point away. If these
vectors correspond to particles then those vectors could have properties like the energy and momentum
of the particle, and this direction will therefore indicate whether that particle is real or virtual. To keep
the theory able to describe experimental findings, all the final state particles have to be real, which can
be achieved by adding in additional vertices and confining the virtual particles between them.
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interact with one another. Each vertex and leg are mathematical objects and the matrix

element is the product of all of the components present in the diagram. The probability

of such a process occurring is related to the square of this matrix element.

The basic processes shown in Figure 2.2 have low numbers of vertices. The diagrams

with only two vertices are referred to as tree-level diagrams. These simple diagrams can

be modified with more particles emanating from legs or from the propagator to create

diagrams with more vertices. Some examples of these higher order corrections to the 2-2

annihilation process in Figure 2.2a can be seen in Figure 2.3.

f

f

B
B

f

f

(a) Vertex Correction

f

f

B

B

f

f

(b) Propagator correction

f

f

B

B

f

f

(c) Leg Correction

Figure 2.3: Feynman diagrams showing the three different kinds of corrections to a 2-2 annihilation
processes that can occur. All of these processes have four vertices as opposed to 3. All the correction
diagrams that have three vertices would change the number of input or output particles and describe a
different process.

The diagrams in Figures 2.2 and 2.3 only have one type of vertex (ffB) in them.

For the probabilistic nature of the matrix element to be realised, each vertex must con-

tribute a factor between 0 and 1. Hence the more vertices a diagram has, the rarer the

process. Diagrams with more vertices are often referred to as being of higher order.

Higher order diagrams with the same initial and final states as lower ones therefore

confer corrections on the lower order process.

The cross-sections of processes (how likely they are to occur) is given by the integral of
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the square of the sum of the matrix elements of all the diagrams that enter the process

with respect to energy of the particles in the process.7

2.3 The Standard Model Lagrangian

The presence of gauge symmetries in our model imply that the Lagrangian of the the-

ory can be represented as many additive parts, with internal symmetries manifesting

themselves in the gauge transformations of multiplicative sections. The additive struc-

ture of the Standard Model Lagrangian is shown in Equation 2.4.

LSM = LGauge + LFermions + LY ukawa + LHiggs (2.4)

This Lagrangian has terms in each section which relate to the interactions between var-

ious fermionic and bosonic fields. The full terms can be expressed as Equation 2.5.

LSM = −1

4
FµνF

µν + iψ̄ /Dψ + ψ̄LŶ ψRΦ + ψ̄R
ˆ̄Y ψLΦ̄ + DµΦ†DµΦ− V(Φ) (2.5)

where Fµν and D represent bosonic fields and their couplings, respectively; ψ repre-

sents the fermion fields and Φ and Y represent the Higgs field and its coupling.

In this description, fermions are the building blocks of the universe and interact with

each other via the exchange of bosons. The rest masses of all of these particles come

from their interaction with the Higgs field. The rest of this chapter will briefly go over

each part of this Lagrangian.

2.3.1 LFermions: Nature’s building blocks

Given that the structure of a Lagrangian generally is in the form of T −V (see Appendix

A), the first three terms of Equation 2.4 are the ‘kinetic terms’ of the Standard Model

7also known as the ‘phase space’.
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but are more often referred to as the system ‘dynamics’. Starting with the second term

of the Lagrangian we have the fermion interaction term. Sandwiched between two

spinor fermion fields is the covariant derivative /D, which encodes the interactions of

the fermions with the boson mediators of the forces. The Feynman vertices this term

corresponds to are depicted in Figure 2.4.

f1

f2

W

(a) ff-W vertex

f1

f1

Z, γ

(b) ff-Z/γ vertex

q1

q2

g

(c) qqg vertex

Figure 2.4: Image showing the three Standard Model Feynman vertices allowed by the LFermions term
in the Standard Model Lagrangian. The f represents quarks, and both charged and neutral leptons. For
fermion species interacting with a W-boson the two incoming and outgoing fermions must be different
but for fermions interacting with a Z-boson or a photon, the species must be the same. For the strong qqg
vertex, while the flavour of q1 and q2 are the same they will have different colour charges as the gluon
also carries colour charge.

2.3.2 LGauge: Nature’s forces

The gauge invariances mentioned earlier are expressed entirely in the first part of the

Lagrangian. The symmetries that make up these gauge groups correspond to the fun-

damental forces in the Standard Model.

The elements in a particular gauge group consist of fermionic particles (or objects made

up of several similar particles) that can feel the corresponding forces, and the genera-

tors of the group (that can create all of the elements) are taken to be the bosons that
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mediate the forces. These bosons are therefore referred to as gauge bosons and in the

unbroken form of the Standard Model Lagrangian, both the fermion group members

and the gauge bosons are massless.

The unbroken gauge group structure of LGauge and therefore of the entire Standard

Model Lagrangian is a union of the group that represents the strong force, also known

as Quantum Chromodynamics or QCD, and the group that represents the combination

of the electromagnetic and weak forces, known as the electroweak interaction. In group

terms this is expressed as SU(3)C and SU(2)L× U(1)Y , respectively. The subscripts on

the groups refer to the property that unites all the elements of that group. The subscript

C, refers to the ‘colour’ charge of group elements in QCD mediated by gluons with 8

different types of colour charge. The subscripts L and Y refer to the left-handed weak

isospin and the weak hypercharge of the members respectively. In the unbroken SM

the electromagnetic forces and the weak force are not separate forces. Essentially this

means that the boson mediators (the W 1,2,3
µ and the Bµ), which have different isospins

and hypercharges, transform under both SU(2) and U(1) symmetries.

The gauge group structure of the Standard Model has to be broken, because masses

for the weak bosons and the fermions that interact in groups have been experimentally

observed. For the theory to be consistent with measurements, it needs another mecha-

nism that can give mass to both the gauge bosons and fermions.

To give mass to the gauge bosons, the symmetry of the SU(2)L× U(1)Y group needs to

be ‘broken’. Each generator in this group that breaks gives rise to a mediating gauge

boson known as a Goldstone boson [24, p198-p201]. It is these Goldstone bosons that

have to interact with this new mechanism to give rise to the massive gauge bosons the

W-boson and the Z-boson. This mechanism that simultaneously breaks the electroweak

symmetry and gives mass to the Goldstone Bosons is represented in the LHiggs part of
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the Standard Model Lagrangian.

The masses for the fermions come from an addition to the interaction term between

fermions and bosons, LFermions given by LY ukawa.

The LGauge itself is responsible for the self-interaction of the gauge bosons with them-

selves. This only happens for forces that correspond to the non-abelian groups SU(2)L

and SU(3)C . The four three-point vertices and two four point vertices that are allowed

in the SM post symmetry breaking are shown in Figure 2.5.

2.3.3 LHiggs: Solving a massive problem

As mentioned in the previous section, the presence of observed masses for the weak

gauge bosons in an otherwise massless theory means that the gauge field SU(2)×U(1)Y

is ‘broken’ down into U(1)EM . The strength of the pre-breaking sub-forces relative to

each other is represented by the coupling strength of the forces. For SU(2), it is denoted

by g and for the U(1) group, g′. The mixing of the forces is defined by the Weinberg

angle θw defined in Equation 2.6:

tan θw =
g′

g
. (2.6)

In order to break the symmetry of the SU(2) group without throwing away the rest of

the gauge invariances of the model8, an additional scalar field (Φ) must be added that

can transform under SU(2). This field is known as the Higgs field.

This is done via the ABEGHHKL (Anderson-Brout-Englert-Guralnik-Hagen-Higgs-Kibble-

Landau) mechanism, more commonly known as the BEH (Brout-Englert-Higgs) mech-

8If the theory breaks, why bend over back to fix it? When this mechanism was formulated, it was
already known from the study of beta decays that the weak bosons had to be massive. Electromagnetism
on the other hand worked well under this theory, had successfully already come up with a description
that was accurate and replicated experimental data extremely well.

20



g

g

g

(a) ggg vertex
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(b) WWZ,WWγ vertex
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(c) ZZW vertex
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Figure 2.5: Image showing the self interaction vertices for the gauge bosons post symmetry-breaking.
Since Fµν = ∂µAν − ∂νAµ + gf∗AµAν [23, p509], for a group to be non-Abelian, f∗ must be non-
zero. Since the term in the Standard Model Lagrangian is essentially the square of this, and each Aµ
represents a bosonic field, in addition to the three point vertices, there are also the four point vertices:
gggg and WWZZ.
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anism or simply the Higgs mechanism [25–27]. The Higgs Mechanism adds a po-

tential to the Standard Model that particles can interact with and it takes the form

V(Φ) = m2Φ†Φ+λ(Φ†Φ)2 wherem and λ are additional degrees of freedom, also known

as free parameters [23, p584].

This potential has a quartic and a quadratic component to it, and varies with energy.

For large values of energy, the potential has one stable minimum. As the energy gets

smaller, the interplay between the quartic and the quadratic terms changes the shape

of the potential as shown in the toy cross-section example of such a potential in Figure

2.6.

𝐸 > 𝐸# 𝐸~𝐸#

𝐸 < 𝐸#

𝐸 = 0

Figure 2.6: Image showing a rough sketch of the Higgs potential complete with a Higgs Boson for a fixed
λ (the coefficient of the x4 term) and a runningm2 (the coefficient of the x2 term) for four different values
of m2. The y-axis represents energy, and the x-axis represents the magnitude of the complex field, φ,
assuming that the potential is symmetric in the phase. EB signifies the point where the potential becomes
non-trivial and this is taken to be O(100 GeV). The potential is spherically symmetric such that there is
a continuous ring of minimum point values. Image generated using [28].

If λ is assumed to be positive definite, then if at any pointm2 becomes negative, instead

of one stable minimum, the potential becomes an unstable local maximum, with an

annulus of points of lower potential. The fact that any potential can be selected is a
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symmetry, and when that potential is selected, the symmetry is broken. The selection

of this minimum causes a vacuum expectation value or VEV of the field9.

V

V

H

(a) VVH vertex

Z

H

H

(b) ZHH vertex

H

H

H

(c) HHH vertex

V

V

H

H

(d) VVHH vertex

H

H

H

H

(e) HHHH vertex

Figure 2.7: Image showing the Feynman vertices introduced to the Standard Model by the addition of
a Higgs potential. Here, V generalises both the W-boson and the Z-boson as Vector bosons. In each
diagram with a pair of V ’s, both species must be the same. The self interaction diagrams are the reasons
that the Higgs Boson has mass.

When the symmetry breaks, the massless W 1,2,3
µ and Bµ bosons form linear combina-

tions of themselves to be infused with the VEV and produce the massive W+, W− and

Z0 bosons (more commonly referred to as the W-boson and the Z-boson as both charges

of the W-boson have the same mass) and a massless γ (photon) that mediates the rem-

nant U(1)EM group. The VEV (or ν) of the Higgs potential is given by the relation of
9Before the symmetry breaking, this field does indeed already have a value of the potential, but we

take this to be zero. The main thing that is of interest is the difference between the old and the new
values of the potential and it is this difference that is called the VEV.
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the two free parameters of the Higgs potential.

ν =
m√
λ
. (2.7)

The masses of all the bosons that transform through SU(2) are given by the combina-

tions of Equations 2.6 and 2.7 given in 2.8. The latest measured masses of the Higgs

Boson, the W-bosons and the Z-boson are 125.10 ± 0.14 GeV, 80.379 ± 0.001 GeV and

91.187 ± 0.002 GeV [29].

mH = 2m2 | mW = g
ν

2
| mZ =

ν

2

√
g2 + g′2 =

mW

cos θw
. (2.8)

LHiggs adds both a Higgs dynamics term for the field and a potential. This term of

the Standard Model Lagrangian details how it interacts with the gauge bosons of the

broken SU(2) and the gauge U(1). This is shown in Figure 2.7.

2.3.4 LY ukawa: Giving mass to fermions

The masses for the fermions are given by the Higgs VEV and the Higgs fermionic cou-

pling known as a Yukawa coupling (yf ). In the Feynman picture this is the inclusion of

one more vertex shown in Figure 2.8. The stronger the interaction between a particular

fermion and the Higgs, the larger its rest mass (mf ) will be. The relation is given by

Equation 2.9:

mf = yf
ν√
2

(2.9)

This equation is important for this thesis as the coupling strengths yf are all free param-

eters. Given this flexibility, the best way of integrating possible new physics models

into the Standard Model would be via these Yukawa terms. The true values of these

will only ever be known, therefore, by taking experimental measurements. Chapters 8,

9 and 10 will detail some of the work I did looking into one of these vertices: the bb̄−H
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f1

f2

H

Figure 2.8: Image showing the one Feynman interaction between the Higgs Boson and fermions: the
ffH vertex. It is this interaction that gives the fermions their mass and the interaction probability is
proportional to the mass of the fermion.

vertex. Equivalently, for convenience later on, it can be written as the H → bb̄ vertex or

H → bb̄ .

At particle colliders, the energy deposits and measurements that can be accessed are

those from final-state particles. These final particles are going to be descendants of the

initial particles that come from the vertex of choice.

The best and easiest way of measuring these properties is to design an experiment to

separate the final states in the detector dependent on processes that have the vertex of

interest from those that do not. A collection of events that contain a H → bb̄ vertex can

be used to extract the relevant factors, often with ratios to cancel out common terms,

and check consistency of measurements with the Standard Model.

One of the things that would be most useful to measure from the H → bb̄ vertex is the

branching fraction of the Higgs boson to b-quarks: the fraction of the Higgs boson decays

that are to these particular daughter particles. Since the b-quark is the heaviest particle

in the Standard Model that the Higgs boson can decay into kinematically [9], and the
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Higgs boson couples proportionally to the squared mass of that particle, the H → bb̄

decay is the most prevalent. Until 2018 [1], this decay had not yet been observed. Figure

2.9 below shows our current understanding of the branching fractions of the Standard

Model interactions with the Higgs.

Figure 2.9: Pie chart showing the decay ratios of the Higgs boson to other particles. Even though pairs of
W- and Z-bosons are heavier than the Higgs rest mass, the masses of the virtual particles can differ from
the nominal masses such that the decay is still kinematically possible. This is known as being produced
‘off-shell’ and the asterisk shows that at least one of the particles is produced in this manner. The Higgs
boson also can decay into gluons via an intermediate (top) quark loop. These branching fractions are
dependent on the energy of the Higgs particles. These ratios are taken from a Higgs with its nominal
mass.

The utility of this Yukawa term is such that the question can be flipped on its head.

All particles that have mass whether predicted in the Standard Model or not should

have a Yukawa coupling term10. By measuring the partial decay fractions for all the

particles that are known, it can be inferred how much of the Higgs branching fraction
10While this is true for neutrinos if they are Dirac particles, the way neutrinos interact with the Higgs

is different in the case that they are Majorana particles.
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is made up of particles that we do not know. This requires measuring tiny couplings

and is not the most favourable approach. In the case of H → bb̄ as the largest branching

fraction, measuring the difference between the predicted and observed values of the

number of events present in a regions of interest (called the signal strength parameter,

µ) which is dependent on the branching fraction, can already constrain contributions

from additional non-SM processes.

2.4 Probing beyond the Standard Model (LBSM )

As mentioned in the Introduction, the Standard Model does not explain all of the phe-

nomena that are observed. Free parameters notwithstanding, there are some traits of

particles that are not understood within the current framework of the Standard Model

itself 11. However ‘Beyond the Standard Model’ physics or BSM can mean more than

the direct detection of new particles. BSM vertices can contribute to higher order Stan-

dard Model processes via virtual particle loops. These processes if they exist will aug-

ment existing known Standard Model processes so therefore these known processes

need to be accurately predicted and measured.

Standard Model Quantum Field Theory or SMQFT is a mass-order-4 QFT theory. This

means that the sum of the mass-dimensions of all the particles in allowed Standard

Model particle vertices is ≤ 4. Fermions have a mass-dimension of 3/2, and bosons

have mass-dimension 1. Tensor fields, which are a linear combination of bosonic fields,

have a mass-dimension of 2 12.

Since the Standard Model works well at ‘low energies’, one of the most popular ways

of extending the Standard Model is to assume that it is a low energy approximation of

11squints eyes I’m looking at you neutrinos!
12A Z-boson decaying into two quarks is an interaction between two fermion fields and a bosonic field.

It is an allowed process in the Standard Model because the sum of the mass dimensions of these particles
(3/2 + 3/2 + 1) is 4.
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a more fundamental theory. This means the addition of higher-order terms in mass-

dimension to the model. This is Standard Model Effective Field Theory or SMEFT

(LSMEFT = LSM + LBSM ).

By constructing BSM effects that interact with Standard Model observables, it is possi-

ble to determine how extra higher order terms in the Lagrangian affect the theory.

2.4.1 Parametrising beyond-the-Standard-Model (BSM) physics

The generic form of the SMEFT Lagrangian looks like this:

LSMEFT = LSM +
n=∞∑

n=5

∑

i

ci
Λn−4

Ø
(n)
i (2.10)

where n is the mass dimension, Λ is a relatively arbitrary choice of cut-off energy scale

(chosen here to be 1 TeV) and the ci are the coefficients of the Wilson Operators Øi. At

each mass dimension there is a different number, i of these Wilson Operators (for ex-

ample in the most generic basis; at n=5, there is 1 Wilson Coefficient; and at n=6, there

are 2499).

The cut-off energy scale is the point at which the higher order terms have such a small

effect that SMEFT simplifies to the Standard Model. Adding a dependence on this en-

ergy scale to the mass-order ensures that the theory is renormalisable (each successive

term’s contribution has a smaller effect).

Odd-numbered terms in the bracketed exponent of the Wilson coefficients are cut be-

cause they violate lepton and baryon number conservation [30],[31, p2]. This is not

normally seen in interactions within the Standard Model and its effect is mostly or-

thogonal to those that are desired, so for the analyses discussed later in this thesis,

they are ignored. In addition, terms of order-10 or greater in Λ are ignored due to the
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negligibility of their effects. With these assumptions Equation 2.10 becomes Equation

2.11.

LSMEFT = LSM +
∑

i

ci
Λ6

Ø
(6)
i +

∑

j

cj
Λ8

Ø
(8)
i (2.11)

While direct order-8 terms are theoretically important to include, they are second-order

effects (with respect to those brought about by the order-6 operators) and there are so

many of them, most generators cannot produce enough simulations to make this ad-

dition worthwhile. In order to make a first attempt at this process, the second-order

effects from the dimension-8 operators are ignored.

In the most generic SMEFT regime, there are some 2499 operators. To reduce this to

a manageable number a basis is chosen to organise the particle interactions into op-

erators and some assumptions on the particles are made13. The basis selected is the

‘Warsaw basis’ chosen because it is complete, so is the most general parametrisation of

BSM physics and therefore the operators themselves have the minimum model depen-

dencies. With the selection of the Warsaw basis and these assumptions, the number of

operators is reduced to 59. This number is reduced further as not all of the operators

will affect the V H, H → bb̄ process. Of these 59 operators, only 15 were relevant to the

analysis (detailed in Chapter 8) and only 4 had any reasonable impact.

2.5 Theoretical conclusion

To explore the parameter space able to test these ‘SMQFT’ or ‘SMEFT’ theories, high-

energy particles need to be created such that collisions of these particles have enough

energy to access new energy frontiers. For the data that pertains to studies in this thesis,

how this is done is described in the following chapter.

13These assumptions are that: all the masses of non-b-quarks and leptons are 0; the CKM matrix is
completely diagonal; and the SM follows a U(3)5 group structure.
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CERN and the LHC

3.1 CERN

O
rganisation Européenne pour la Recherche Nucléaire, formerly Conseil

Européen pour la Recherche Nucléaire, from which the popular acronym

‘CERN’ originates, was founded in the 1950’s as a pioneering European

project. Its aim was to unite and attract scientific talent to stay in post-war Europe and

collaborate on a large scale, bridging the borders of nations such that scientific progress

could be achieved for the benefit of mankind independently of the politics between na-

tions. For its famous political neutrality, Switzerland was chosen as the country to host

the facility. Another advantage of CERN was the ability to share the burden of rising

costs of cutting edge nuclear research among several nations.

On the 11th May 1957 CERN’s first accelerator, the Synchrocyclotron (SC), started up

and with it came the particle beams for CERN’s first particle physics and nuclear ex-

periments [32]. Over the past 65 years CERN has grown to have 31 member states and

affiliate nations and now hosts 25 experimental facilities of varying sizes including the
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Anti-Matter Spectrometer [33] (AMS), which is currently on the International Space Sta-

tion; ISOLDE, which was CERN’s first facility based on ion research and which is still

in operation today, the fixed target experiment NA62 [34]; and the collaborative giants

of the ATLAS [35] and CMS [36] experiments. Some of these can be seen in figure 3.1

below.

Figure 3.1: Image showing the CERN accelerator machine complex complete with the particles that
traverse each of the sections [37].

Arguably, the most famous thing about CERN is its collider physics programme. Vari-

ous record-breaking colliders have been built at CERN, starting with CERN’s first syn-

chrotron, the Proton Synchrotron (PS). Built in 1959 and with a circumference of 628m

[38] the PS accelerated particles1 up to 25 GeV and used a complex of room tempera-

1To this date the PS has accelerated electrons, positrons, protons, anti-protons and the nuclei of he-
lium, oxygen, and sulphur.
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ture electro-magnets to bend the particle beams into a circle2. The PS’s main focus was

to provide beams for many experiments across three sites including a number of bub-

ble chambers and some fixed-target experiments. Over the years successive colliders

have been built with larger circumferences and have accelerated particles to higher and

higher energies.

In 1976 the Super Proton Synchrotron (SPS) was completed. This 7 km machine allowed

a single beam of protons with beam energy of 400 GeV to be collided against fixed tar-

gets [39]. In 1981, after a proposal by Carlo Rubbia3, the SPS accelerator was upgraded

to deliver collisions between beams of protons and anti-protons, which allowed for a
√
s of up to 900 GeV [39]. The SPS was now dubbed the Spp̄S and four experiments

were built around the accelerator in colliding-beam mode: Underground Area 5 (UA5)

designed to measure Centauro events4; UA1 and UA2, the general-purpose detection

experiments designed to try and detect the W and Z bosons predicted by Sheldon

Glashow, Steven Weinberg, and Abdus Salam in 1968 [40, 41] (which won them the

Nobel Prize in 1979 [42]); and UA4, designed to measure the proton-antiproton (pp̄)

cross-section. In 1983, the W and Z bosons were discovered at UA1 and UA2, which

earned the head of the UA1 collaboration Carlo Rubbia and the accelerator physicist

Simon van der Meer5 the 1984 Nobel prize [43].

After the successful run of the SPS, an even more ambitious project was undertaken:

the Large Electron Positron collider (LEP). Lying in a tunnel of 27 km in circumference

2This is because a charged particle travelling in a direction perpendicular to a (dipole) magnetic field
has a force exerted upon it perpendicular to both these directions. This allows the direction of the charged
particles to be manipulated. The strength of the magnetic field and the momentum of the particles are
the two main factors in determining how large the circular collider has to be to contain the particle beam
at the turning circle of its optimal energy.

3Carlo Rubbia suggested the adaptation of the SPS to collide protons with antiprotons and recognised
the need for stochastic cooling of the anti-protons the storage beams in order to get the energies and
intensities needed to produce W and Z bosons at SPS.

4a form of anomalous events in cosmic-ray experiments first seen in 1972.
5Simon Van Der Meer came up with and developed the idea of stochastic cooling which corrects the

energy spread of beams in circular colliders to make them more stable.
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which took three years to bore, on average 100m below the ground, LEP collided elec-

trons and positrons at four collision points corresponding to the detector caverns of

four experiments on the LEP ring: ALEPH, DELPHI, L3 and OPAL. The main shared

aim for all these experiments was to take data to provide a detailed study of the elec-

troweak interaction. Initially LEP operated for seven years around the pole-mass of

the Z-boson at an
√
s energy of 100 GeV to maximise the production of the newly-

discovered particles.

Observing in more detail the creation and decay of the Z-boson was a critical test of the

Standard Model as it was the heaviest particle known at the time, and the one there-

fore, with the largest phase space for new physics. In 1995 LEP was upgraded for a

‘phase two’ of operation, with the aim to run at double the energy so that the resulting

collisions could produce pairs of W-bosons [44]. LEP climbed in energy and would

eventually reach
√
s = 209 GeV in 2000. Measurements performed at LEP during this

time on the decay-width of the Z-boson (which is proportional to the number of parti-

cles it can decay to) also proved that there are only three generations of light particles

of matter6 [45, p61].

The LEP collider was closed in November of the year 2000, and in the same tunnels a

new circular hadron7 collider was built; The Large Hadron Collider or LHC.

3.2 The Large Hadron Collider

The LHC is currently the world’s largest and most powerful particle accelerator. While

the previous colliders built at CERN used normal-conducting electromagnets to bend

and focus beams, the LHC was the first one (at CERN) to be built with superconduct-

6There could be more generations of particles, but they must be heavy enough such that the Z-boson
cannot kinematically decay to them, and these have yet to be seen.

7The name given to particles made up of multiple quarks - like protons
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ing magnets from the outset8. An array of magnets that guide charged particle beams

is called a magnet lattice. The LHC magnet lattice consists of various kinds of super-

conducting magnets cooled to 1.9K using liquid helium. 1232 main dipole magnets

apply a force going into the collider centre to bend the beams and keep them going

in a circular trajectory [46, 47]. 392 quadrupole magnets focus the beams in the plane

perpendicular to the direction of travel making the beam profile narrower. This process

is energy dependent and causes the beam to spread along the beamline [46, 47]; 688 lat-

tice sextupole magnets and 168 octupole magnets introduce an energy-dependent force

along the direction of the beamline to restore the particle bunch integrity along the di-

rection of the beamline9 (by introducing a force inversely proportional to the distance

from the centre of the magnet which corrects the spread of energy of the particles in the

beams [46]). Figure 3.2 shows an aerial view of the LHC.

The LHC houses seven experiments in total. The four large experiments are: ATLAS (A

Toroidal LHC ApparatuS10) and CMS (Compact Muon Solenoid), the general-purpose

discovery experiments; LHCb [49] (Large Hadron Collider beauty11) designed to record

composite particles with b-quarks in them; and ALICE [50] (A Large Ion Collider

Experiment) whose main aim is to replicate the conditions of the early universe with

their own experimental caverns and collision points. The three small experiments are:

TOTEM [51] (TOTal Elastic and diffractive cross-section Measurement) designed to

measure basic properties of the colliding beams; LHCf [52](Large Hadron Collider-

forward) an astrophysics experiment measuring properties of π0 particles in order to

better understand ultra-high-energy cosmic rays; and MoEDAL [53] (Monopole and

Exotics Detector At the LHC), whose aim is to search for highly-ionising stable and

8In LEP phase two, LEP upgraded their magnets to superconducting ones.
9With all these accelerating cavities attached to each other the LHC is less of a circle and more of a

dischilitetrakosiogdoëkontagon (2480 sided shape).
10This commits so many acronym crimes it isn’t funny. More like A Terribly Lame Acronym Sighted.
11LHCb was to be called BEAST - Beauty Experiment At Small Theta, which I think we could all agree

is a better name but alas the name was taken. Though in my opinion LHCb’s logo far and away makes
up for the lacklustre name.
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Figure 3.2: View of the Swiss/French countryside above the LHC tunnel. There are several places at
which the tunnels have service access shafts. These are referred to as points. The ATLAS detector cavern
is stationed at Point 1. The ALICE, CMS and LHCb detector cavers are housed at points 2,5, and 8,
respectively. Image from [48].

pseudo-stable massive particles and magnetic monopoles.

The smaller experiments are designed to share an interaction point with a larger exper-

iment and are roughly tens of meters away from their respective interaction points. All

these experiments straddle the beamline and take data from proton-proton (pp) colli-

sions, as well as collisions: of protons and lead nuclei (p-Pb); and between lead nuclei

(Pb-Pb) and other heavy ions thanks to the LEIR (Low Energy Ion Ring) machine.

The LHC was built with the aim of colliding beams of various particles together at en-

ergies of up to 14 TeV. It is not efficient for the these particles to be accelerated from rest

to these energies in a single machine, so the particles reach these energies in stages by

using the older colliders as injectors to further rings. This forms the CERN accelerator

complex. For the LHC, the accelerator chain is depicted in Figure 3.3.
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Figure 3.3: Labelled diagram of all the parts of the CERN accelerator complex that are important for the
running of the LHC. Image from [54].

The particles in the beams that end up circling the LHC roughly 11,000 times a second

(99.999999% the speed of light) come from unostentatious origins. Let us take the exam-

ple of proton-proton collisions as the data from those forms the basis for the analyses

and results later on in this thesis.

The protons start as molecular hydrogen (H2) in a small hydrogen tank. This H2 is then

passed into a duoplasmatron where it is ionised to form 1
1H

+; which is a proton. These

protons are then accelerated by LINAC212 from rest to 50 MeV, where they enter the

Proton Synchrotron Booster Ring (PS Booster). The PSBooster is made from 4 stacked

synchrotron rings that accelerate the protons from 50 MeV to 1.4 GeV before injection

into the PS, which in turn further accelerates the protons to 25 GeV for injection into

12LINAC2 replaced LINAC1 in 1978 and will be replaced by LINAC4 later on this year. LINAC3 is
used to accelerate heavy ions into LEIR.
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the SPS. This 25 GeV beam is also delivered to experiments that are based in the East

Area. The SPS boosts the beam energy from 25 GeV to 450 GeV. As of today the SPS has

offshoot beamlines that service the NA62 and COMPASS experiments (among others).

This 450 GeV bunch of protons is inserted into the LHC circulating in one direction and

the entire process is repeated for the second LHC beam circulating in the other direc-

tion. The beams are cleaned, ramped up to the required collision energy (6.5 TeV), and

stabilised before being collided together every 25 nanoseconds in the 4 locations of the

large experiments [55].

Why accelerate the particles in this way with many stages? In order to be useful particle

beams have to be collimated, chromatically stable, and organised in a bunch structure.

Using only one machine to do this makes the job of attaining the perfect beams much

harder, as the superconducting magnets have to be able to cope with beams from a

much larger range of energies, which means they need to be able to operate under a

wider array of modes which can cause issues like quenching. Using existing architec-

ture to accelerate particles is cheaper as it allows each stage to be designed/retrofitted

to deal with particle beams of a much narrower set of parameters for controlling the

beam. This makes it more likely to achieve stable running conditions for the beams

overall. In addition to this, the use of multi-tiered infrastructure allows for more flexi-

bility in terms of machine variety that can be cost-effectively operated at once. At each

stage or circular ring, an experiment can be run with a different target beam energy and

not affect the other experiments that lie earlier or later on in the chain (i.e the SPS can

run the NA62 and COMPASS [56] experiments while the LHC provides data to ATLAS,

LHCb, etc.).

3.2.1 Why and How: Producing Higgs Bosons at the LHC

To study any particle reliably we need to be able either to observe a natural process

that produces the particle, or to produce them in a controlled manner. For the Higgs,
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only the latter option is available. Higgs particles (denoted as H) are produced at the

LHC by interactions that occur when particles are collided. The probability of a par-

ticular interaction occurring as a result of two colliding particles (in this case pp → H)

is proportional to the reaction’s production cross-section (σpp→H). The rate of expected

Higgs events RH produced at a pp collider is defined as this production cross-section

multiplied by the instantaneous luminosity of the collider shown in Equation 3.1.

RH = Lint × σpp→H . (3.1)

3.2.1.1 Instantaneous and Integrated Luminosity

The instantaneous luminosity (Linst) of a collider is a measure of how many particles are

able to be squeezed through a given area in a given time. It is not equal to an event

rate, R = N/s as not all the particles forced into this area in this time will interact, but

the larger the Linst of a collider, the more likely an interaction is to occur and the more

events of a particular process are likely to be created. Since the particles are collided in

bunches, the figure of merit is the bunch luminosity or Lb where the total instantaneous

luminosity is given by

Linst = ΣbLb = gLb, (3.2)

where g is the number of bunches in a beam if all the bunches are identical. In a cir-

cular collider where the beams travel through each other several times in a given time

window, and there are two identical beams of particles colliding head-on, the bunch

luminosity is given by

Lb =
frn

2

4πσhσw
(3.3)

[57], where the revolution frequency, fr, is the number of times a given bunch crossing

will pass through the same interaction point in a given period of time, n is the number
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of particles in a bunch, and σh and σw are the heights and widths of the particle beams,

respectively.

Integrating out the time dependence on the instantaneous luminosity L =
∫
Linst dt

gives the number of particle collision events per target cross-sectional area in units of

inverse femtobarns ( fb−1), where the barn is a unit of area equal to 10−24 cm2. The unit is

used for time-integrated luminosity, since the instantaneous luminosity of a collider is

usually given in cm−2 s−1. The design (or nominal) luminosity of the LHC, for example

is 1 × 1034cm−2 s−1 [58]. When the LHC operates the total amount of data taken is

measured in inverse femtobarns.

3.2.1.2 Cross-sections

In Particle Physics a cross-section is a measure of the probability of a specific process

occurring when two particles collide. When this happens, a large variety of processes

could take place; some more likely than others. For example when two protons interact,

they can simply bounce off one another, both protons remaining intact; or they could

create a Higgs boson. The larger the cross-section of a process, the larger the chance

of the corresponding interaction when two particles collide. The units of cross-sections

are given in area and are normalised to the area of the colliding particles. The term

‘cross-sections’ originated in nuclear physics where the colliding particles were atomic

nuclei with a diameter of approximately 10−14m. Hence, the maximum area for two

nuclei colliding head-on is therefore 10−28m2 also known as a barn (b), which is also

equal to 10−24cm2.

For many rare processes such as pp → H , a barn is many orders of magnitude larger

than is typical, so nanobarns (nb), picobarns (pb), or femtobarns (fb) are used instead.

The cross-section for Higgs boson production, for example, is low (≈ 1 in every 1011

13 TeV proton-proton collisions will produce a Higgs particle) so to be able to effec-
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tively probe its properties, we need to be able to produce and detect large numbers of

them such that we can measure their properties with high precision. The only particle

collider in operation currently capable of doing this is the LHC at CERN, which collides

particles with high enough centre of mass energies and luminosities to produce plenty

of events with Higgs candidates in them. For example, the number of Higgs events

produced (NH) at the LHC is given by,

NH = L× σpp→H . (3.4)

Thus if a detector has accumulated 2 fb−1 of integrated luminosity over a period of

time, a process with a total production cross-section (σpp→H) of 55 pb (= 55000 fb) [59,

p8-15] is expected to produce 110000 Higgs events.

3.2.2 A brief look at what the LHC has done

The LHC construction was finished in 2008 with the aim of colliding particles at
√
s

= 14 TeV. However, while powering up the magnets on the LHC, a failure in the elec-

trical bus between two dipole magnets occurred which caused an electrical arc in the

helium enclosure, venting several tonnes of liquid helium into the tunnel [60]. The re-

sulting liquid rapidly vaporised with explosive force and damaged about 30 magnets,

but more had to be removed for cleaning. This had three effects on the operation of the

LHC. Firstly, pp physics data taking did not commence until 2009; secondly, the beams

were made to collide at a lower instantaneous luminosity than the intended design; and

thirdly, thus far the colliding beams have not yet been circulated at the design energy.

Consecutive years of operation and data collection are called Runs. The LHC Run-1

started in September of 2009 and started with a
√
s of 900 GeV, climbing up to

√
s =

7 TeV in 2010, and finally
√
s = 8 TeV in 2012. The collider instantaneous luminosity

was steadily increased across the run from about 50% to plateau at 75% of the design
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luminosity in 2011. Some of the highlights of Run-1 include but are not limited to: AL-

ICE confirming in 2010 that it had made the hottest ever quark-gluon plasma13 [61, p2]

in Pb-Pb collisions; the LHC discovering its first new particle, the χb(3P) in 201114; and

LHCb discovering an exotic five-quark bound state: the ‘pentaquark’ [62]. The most

important discovery in terms of importance to this thesis was made in 2012, when the

data taken in 2011 and earlier was analysed and the Higgs Boson was discovered by

the ATLAS [7] and CMS [8] collaborations (which earned the theorists François Englert

and Peter Higgs the 2013 Nobel Prize [63]). Due to this discovery Run-1 was extended

to February 2013 and ended up delivering roughly 29 fb−1 of data to the four main ex-

periments.

After a 2 year break for machine maintenance, upgrades and repairs called Long Shut-

down 1, Run-2 started in 2015 operating at a
√
s of 13 TeV. Like in the last run, the lu-

minosity was increased as the run went on reaching the design luminosity in 2016 and

further increasing until it reached double the design luminosity by the end of the run.

The 3rd of December 2018 marked the end of Run-2 for the ATLAS detector and 147 fb−1

of data was taken during Run-2 and physicists are now processing and analysing this

data.

While the Higgs itself was discovered in Run-1, there was not enough data to make

precise measurements on all of its most important properties. This is one of the main

motivations that drives further runs, along with looking for phenomena not currently

explained by the Standard Model such as dark matter. To be able to ensure that the

Higgs particle that was found is the Standard Model Higgs boson, and is not hiding

any new physics, comparisons need to be made between the decay branching ratios

of the Higgs boson found using experimental data, and theoretical predictions. As

13A new exotic state of matter discovered in 2000. Hadronic particles ‘melt’ and the constituent quarks
are free to move.

14a meson consisting of a b-quark and an anti-b-quark
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discussed in Section 2.3.4, the Higgs boson couples to a particle with a strength propor-

tional to its mass squared. The largest theoretical decay branching fraction is therefore

to the heaviest fundamental particle-antiparticle pair whose mass is less than that of the

Higgs boson: a b-quark and an anti-b-quark. This thesis will discuss two such H → bb̄

analyses of the Run-2 dataset (Resolved V H, H → bb̄ and Boosted V H, H → bb̄) later.

The Higgs boson was not discovered in this channel, however, because of the difficulty

in measuring hadronic final states at the LHC.

3.2.3 Limitations of the LHC

Colliding protons together to produce Higgs (and other) particles causes some further

complications because protons are not fundamental particles. The energy available at

the collision between two protons is not given by the energies of the protons, but by the

energies of the constituent colliding partons15, which take some fraction of the protons

energy. This parton energy is not well defined, so the energy available at the center-

of-momentum is drawn from an energy distribution, and is usually significantly lower

than the
√
s that the collider reaches.

Given the current magnetic lattice at the LHC, the energy of the beams cannot be in-

creased easily. To obtain meaningful statistics at higher energies without increasing the

beam energy, more data is required in the tails of these energy distributions than is cur-

rently available. One way of achieving this is to increase the luminosity of the beam

and have more particles colliding per unit time, effectively extending the energy scales

15Protons are made up of three quarks (also known as the valence quarks) held together by the strong
force. The strong force is categorised by a particle having ‘colour charge’ and coloured particles like
quarks exchange gluons between one another to interact. However the gluon also carries colour charge,
so it can self-interact and produce more gluons. This means that in high energy regimes, the perceived
colour charge of a particle changes with relative distance and the content of a particle comprised of
quarks depends on the energy scheme being probed. The theory that governs interactions between
coloured objects is called Quantum Chromodynamics, or QCD. At low energies, the picture of the proton
being made up of three valence quarks is usually satisfactory, but in high energy regimes, the valence
quarks radiate gluons, which self-interact and form more gluons, or pair produce to form quark pairs,
and the proton effectively becomes a sack of colour-carrying objects. It is these colour-carrying sacks that
are collided at the LHC.
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that can be studied.

3.2.4 A short glance at what the LHC is going to do

By going to higher energies and luminosities than Run-1, Run-2 was able to produce

more Higgs-candidate events to study. This thesis will look at the entirety of the Run-2

dataset which exceeded its target of 120 fb−1 to deliver 156 fb−1 compared to the 30 fb−1

that was present in the Run-1 dataset. In addition to this, since the full Run-2 dataset is

now available, the resulting six-year gap between runs will mean that newer and more

efficient techniques developed in that time-frame will be applied to Run-2 analyses to

make them more effective at extracting information from the experimental data.

The LHC is planned to continue operation all the way up to 2040. Figure 3.4 shows

the most up-to-date plan for the LHC machine in this time. Following Run-2, the LHC

has entered Long Shutdown 2 to prepare the machine and to allow the collaborations

to optimise their detectors for Run-3 and beyond. Run-3 aims to operate at double the

nominal luminosity of the collider at an energy of 14 TeV for 3 years and aims to add

another 160 fb−1 to the total LHC dataset.

After Run-3 has ended, CERN will enter Long Shutdown 3, and the final upgrades for

the High-Luminosity Large Hadron Collider (HL-LHC) will be installed. Opening in

about 202516, the HL-LHC takes the idea of extending the luminosity much further. It

is expected to start collisions with a fixed integrated luminosity of 5 times the nominal

luminosity and increase over the lifetime of the HL-LHC to 7.5 times the nominal (and

maybe even beyond). All the LHC detectors have various upgrade programmes to deal

with the additional particle flux that this will generate.

The HL-LHC is due to start colliding particles in mid 2027 [58] and will accommodate

16Hopefully this is not set back due to the coronavirus outbreak.
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Figure 3.4: CERN’s official projection of the timeline and future development of the LHC Machine [58].

at least two further runs: Run-4 and Run-5. The aim is to deliver 2500-3500 fb−1 of ad-

ditional data to the LHC experiments over the course of the ten years of its operation.

By increasing Linst by these factors, and by running for so long, the maximum possible

energies that can be probed for new particles can be extended by between 300 GeV and

400 GeV higher than the current LHC. Another effect is that with the full 3000-4000 fb−1

of data, certain measurements will go from an observation (3σ tolerance) to a discovery

(5σ tolerance). The HL-LHC will also be able to increase the precision on current Stan-

dard Model measurements.

Of the four larger experiments on the LHC, the ATLAS experiment is the largest. It is at

this facility that the research reported in this thesis takes place. The following chapter

looks at the detector in more detail.
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Part II

The ATLAS Experiment

“Where a computer on the ENIAC is equipped with 18,000 vacuum tubes and weighs 30 tons,
machines in the future may have only 1,000 vacuum tubes and weigh only 1.5 tons”.

- Popular Mechanics, March 1949

**
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The ATLAS detector

4.1 The ATLAS experiment

T
he ATLAS experiment is one of seven experiments on the LHC’s 27 km

ring. It is the largest collaboration of active scientists ever to have existed,

currently with over 3,000 scientific authors [64]. ATLAS is a ‘general pur-

pose’ discovery detector, designed to take full advantage of the largest man-made en-

ergy scales to make discoveries and observe phenomena that involve highly massive

particles; processes that could not be observed using the previous generations of lower-

energy accelerators.

Figure 4.1 shows the cumulative integrated luminosity of data delivered to the ATLAS

experiment over the course of the experimental runs: Run-1 and Run-2.

Run-2 provides most of the data for the results in this thesis. Of the 156 fb−1 of data de-

livered to the ATLAS experiment over the course of Run-2, 147 fb−1 of it was recorded.

After removing data with with detector problems, 139 fb−1 of it was post-processed and
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(a) (b)

Figure 4.1: Cumulative luminosity delivered by the LHC and recorded by ATLAS detector for the entire
lengths of Run-I (a) [65] and Run-II (b) [66]. The total physics-quality data recorded over Run-1 and
Run-2 is 163.87 fb−1.

disseminated into various smaller formats for physicists on which to perform analyses.

4.2 The ATLAS detector

The ATLAS detector is cylindrical in shape measuring 25 metres in diameter by 46 me-

tres in length and weighing roughly seven kilotonnes. The detector is symmetric in the

plane parallel to the beam direction at the interaction point (IP). About this IP, it has a

solid angle coverage of nearly 4π steradians. The ATLAS detector is made up of three

sections: a central barrel region and two ‘endcap’ regions. In each section, the ATLAS

detector is made up of five parts: the Magnet System, the Inner Detector, the Hadronic

Calorimeter, the Electromagnetic Calorimeter, and the Muon Spectrometer. Figure 4.2

shows a graphical depiction of this.

The sub-detectors can be considered as one of two types: those that identify the path

of charged particles (trackers); and those are designed to absorb the particle and try to

determine its energy irrespective of its charge (calorimeters).
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Figure 4.2: Schematic of the ATLAS detector: Red = Inner Tracker, Orange = EM Calorimeter, Green =
Hadronic Calorimeter, Yellow = Magnet System, Blue = Muon Spectrometer. Tyrannosauruas Rex for
scale. Image from [54].

4.2.1 The ATLAS co-ordinate system

A Cartesian co-ordinate system can be used to denote the placement of different parts of

the detector. The origin is the nominal interaction point at the centre of the detector. The

x-axis points towards the centre of the LHC ring, the y-axis points upwards towards the

Earth’s surface, and the z-axis points along the direction of the beamline. Given that

the detector is roughly cylindrical in shape, and most of the information that is recover-

able about the particles passing will be perpendicular to the beamline, cylindrical polar

co-ordinates are more often used. In this scheme, the x-y plane, also known as the trans-

verse plane is described by the variables ‘r’ and ‘φ’ denoting the radial distance to the

beam and the azimuthal angle about the z-axis respectively. In the x-z plane, the angle

subtended by a particle and the beamline is given by θ, but as the particles travel in the

z-plane, these will have momentum boosts along that axis. This means that depending
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on the reference frame, this angle will change. This is called a non-Lorentz invariant

quantity and is not ideal for experiments. The quantity η = − ln[tan( θ
2
)], also referred

to as the pseudo-rapidity, is a function of this angle θ, is used instead. This is done

because pseudo-rapidity differences are Lorentz invariant1. The ATLAS barrel region

encompasses | η | < 1.05, and its endcaps 1.05 <| η |< 4.9.

4.2.2 Muon Spectrometer

Starting from the detector components furthest away from the beamline, we have the

Muon Spectrometer (MS). With a lifetime of 2.2×10−6 s [9, p16], muons are long-lived

particles in particle physics terms. A 1 GeV muon will have an average lab-frame free

decay range of∼6.3 km 2 and this number gets larger, the more energetic the muons are.

Even though the presence of material effects effectively reduces this distance consider-

ably, muons will still traverse the entirety of the detector without decaying and is the

only known charged particle to be able to do so consistently. The radially furthest parts

of the detector, therefore, are there to report any hits from charged particles whose tra-

jectory has been bent by the surrounding toroidal magnet (more on that later), and to

trigger on them. When used alongside the Inner Detector (more on that later as well),

the MS identifies and measures the charge sign and momentum of muons.

The Muon Spectrometer reconstructs tracks via information from four different types

of component: Monitored Drift Tubes Chambers (MDTC’s), Cathode Strip Chambers

(CSC’s), Resistive Plate Chambers (RPC’s) and Thin Gap Chambers (TGP’s). It only has

solid angle coverage of 2π and up to | η | < 2.7 in pseudo-rapidity. Labelled parts of

the MS with respect to the ATLAS detector can be seen in Figure 4.3.

1The pseudo-rapidity η is a low-velocity approximation of the rapidity y, which is Lorentz invariant.
For massless particles, η and y are equivalent; and for particles whose masses are small compared to
their energy, η and y are approximately equivalent.

2Calculated using x = γcτ . γ is given roughly by the energy of the muon divided by its mass. The
muon is assumed travelling close to 3×108 m/s (c), which is a fair assumption for all subatomic particles
produced at large energy collisions at the LHC.
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Figure 4.3: Schematic of the ATLAS detector with particular emphasis on the components that make up
the Muon Spectrometer. Image from [67].

4.2.2.1 Tracking

Since the MS is far away from the beamline, it needs to cover a larger area to get the

same solid angle coverage, but the granularity of this system is not as important to

determine the path of a particle, and the components need not be ‘radiation-hard’. As

drift tubes are a cheap(er) way to cover a lot of detector-area, the bulk of the active de-

tector material in the MS is made up of them. ATLAS’ MDTCs are aluminium tubes 3

cm in diameter filled with a pressurised mixture of 93% Argon and 7% Carbon Dioxide

(and a few parts per million of water vapour), with a 50µm diameter anode wire in the

centre [68, p3].
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As a charged particle passes through a drift tube, it ionises the atoms of the gas in the

tube. The resulting electrons then ‘drift’ in an electric field to the centre positively-

charged wire where the signal is collected.

The MDTCs perform precise tracking in the particles’ r-z plane, also referred to as the

‘bending plane’ with the momentum measurement being based on the curvature of the

track in this plane.

The MDTCs in the barrel are arranged in three interlaced cylindrical layers called sta-

tions. A station has several units. Each unit contains two multilayers3 of MDTCs sepa-

rated by a spacer. Figure 4.4 shows a clearer picture of how this looks.

In the endcaps, the MDTC multilayers are arranged in three ‘main’ radial discs. A

fourth auxiliary annulus of endcap MDTCs covers the limited pseudo-rapidity region

of 1.05 <| η |< 1.4 spanning from the barrel to the endcap known as the ‘Transition

Region’.

While MDTCs provide most of the precision tracking coverage in the detector, at larger

pseudo-rapidities (2 <| η |< 2.7), where the detector components are closer to the

beamline, the rate of particles incident on this area is larger. Thus the innermost region

of the first endcap ring is composed of CSCs instead of MDTs. The CSCs are Multi-Wire

Proportional chambers with additional cathodes set into the wire complex. This pro-

vides higher detector granularity [69, p13].

To ensure a high performance of the MS over the large areas involved, the accuracy to

which the muon chambers are aligned both with respect to each other and with respect

3A multilayer consists of either 3 or 4 planes of between 12 and 72 MDT chambers 1 to 6 metres long.
The inner stations have shorter MDT chambers, and the outer stations have longer ones. The number of
MDTCs in each plane and the number of planes in a multilayer also depend on how close the multilayer
is to the IP. The same is true for the endcap regions.
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Figure 4.4: Schematic of the Muon Spectrometer shown here in indigo and violet. The dashed yellow
lines indicate the presence of the magnetic toroids and the grey hashed lines represent non-tracking in-
frastructure. This image shows how the layers in the barrel interlace in a cylindrical fashion and how
they surround the barrel toroid coil. Peter Parker and accompanying spider for scale. Image from [54].
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to the overall detector is of the utmost importance. Roughly 12000 alignment sensors

monitor the internal multilayer deformations and relative positions between MDTCs.

The algorithms for doing this are all based on monitoring the deviations on straight

lines through the MS. The precision of the muon momentum measurement requires a

30µm spatial precision on the alignment of these chambers [69, p13].

MDTCs and CSCs, however, relying on low-field charge collection are not fast enough

to be able to send information to the trigger to make live decisions. The speed at which

these detector components can be read out would cause a backlog. So another system

is needed in addition to the MDTCs to provide time-sensitive trigger information.

4.2.2.2 Triggering

The Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs) attached to MS

components in the barrel and endcap regions respectively are tasked with providing

information about the particles fast enough for rapid trigger decisions to be made. They

do this by providing three pieces of information:

• which bunch-crossing the particle was detected in.

• a well-defined threshold on transverse momentum of the particle.

• information about the particle’s position in the r-φ ‘non-bending’ plane orthogo-

nal to the bending plane.

A cross-section representation of the MS is shown in Figure 4.5.

4.2.3 Calorimeters

The calorimeter systems are the next thing we encounter on our journey inwards. With

the obvious exception of the muons discussed in the previous section, the calorimeters

are designed to stop all particles, barring neutrinos, within its volume and measure
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Figure 4.5: Schematic of the Muon Spectrometer showing how the MS was designed such that particles
passing through it will interact with at least three chambers. Image from [70].

their energies. The calorimeter system at ATLAS is made up of three sub-systems: the

Hadronic Calorimeter (HCal), the Electromagnetic Calorimeter (ECal) and the Forward

Calorimeter (FCal), and has a η coverage of −4.9 <| η |< 4.9 . These can be seen in Fig-

ure 4.6.

It has been known for a long time [72] that heavy (m >> me) charged and neutral par-

ticles traversing through matter lose energy in a variety of ways4. For heavy charged

particles the effectiveness of materials in causing this energy loss is referred to as the

stopping power and is given by S[E] = −dE
dx

[73, p23]. For neutral particles which lose

energy via interactions with nucleons and nuclear interactions only, the average dis-

tance between nuclear interaction or collision length, λ is the more appropriate figure

of merit.
4Including but not limited to: Elastic nuclear scattering, Inelastic collisions of atomic electrons,

Cherenkov radiation, Transition radiation, Bremsstrahlung and nuclear reactions.
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Figure 4.6: Schematic showing the Barrel Calorimeter System at ATLAS. Image from [71].

For a charged particle, the total range a particle with an energy E will travel in a par-

ticular medium is therefore given by;

R =

∫ E

0

1

S[E]
dE. (4.1)

The ATLAS hadronic and electromagnetic calorimeters are sampling calorimeters [69,

p4] which means that they aim to determine the energies of particles through the usage

of two types of material used in alternation: an ‘absorber material’ designed to turn

the passing particles into lower energy daughter particles and a ‘sampler material’ de-

signed to measure the energies of these daughter particles. This results in series of

collimated particle deposits made in the calorimeters referred to as showers.
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The quantity, S, and therefore R, are obviously different for different materials. To

ensure that the entire energy of the particles is deposited within the volume of the

calorimeters, a comparative figure of merit is needed to compare the stopping powers

of different materials. The same is true, of course, for λ, but this quantity can already

be directly compared to other materials.

Instead of trying to characterise materials by their stopping power, one can come up

with a quantity that measures the distance a particle has to travel in a material to reduce

its energy by a certain fraction (to go from E to Ep). Assuming the identity shown in

Equation 4.2 [73, p26],

S[E] =
E

∆x
. (4.2)

It can be shown that the partial rangeRp of the particle is equal to

Rp =

∫ E

pE

∆x

E
dE = ∆x

∫ E

pE

1

E
dE

= ∆x [lnE]EpE

= ∆x [lnE − ln pE]

= ∆x ln

(
E

pE

)

= ∆x ln

(
1

p

)

(4.3)

If the fraction of energy lost p is chosen to be 1
e
, then the partial range given by Equation

4.3 is only given by ∆x. It is this length that is called the radiation length X0.

Hadronic showers are usually longer and wider than electromagnetic showers as there

is a strong interaction component as well as an EM one in the showering process. Hence

the λ of materials tends to be much larger than X0.
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The total thickness of the calorimeter system in the barrel is 22X0 (ECal) plus 10λ

(HCal) and in the endcaps is 24X0 and 10λ [69, p8]. Measurements have shown this

is enough material to limit the energy deposits to the calorimeters and not to cause

‘punch through’ to the muon spectrometer.

4.2.3.1 The Hadronic Liquid Argon Calorimeter

In the endcap region of the detector, the HCal uses copper plate absorbers and liquid

Argon (LAr) a scintillating medium5 as the sampler material. It consists of two in-

dependent wheels divided into two segments, for a total of four layers per end-cap.

The outer wheels are constructed from 50 mm copper plates while the inner ones are

constructed from copper plates half as thick. The endcap HCal covers an η range of

between 1.5 and 3.2 overlapping with the Tile Extended Barrel Calorimeter and the

Forward Calorimeter respectively.

4.2.3.2 The Hadronic Tile Calorimeter

The next subsystem radially inwards is the Hadronic Calorimeter. In the barrel region

of the detector, the HCal has a radial thickness of 1.97 m and uses steel as the absorbing

medium and scintillating tiles as the sampler material.

The Barrel HCal has two main sections made of the same materials: one radially adja-

cent to the central LAr calorimeter called the Tile Barrel covering an η of | η | < 1.0;

and one radially adjacent to the endcap calorimeters called the Tile Extended Barrel

servicing a η range of 0.8 <| η |< 1.7 [69, p10].

4.2.3.3 The Forward Calorimeter

The FCal is a hybrid calorimeter that only exists in the endcap region and acts as both

a Hadronic and electromagnetic calorimeter within the same volume. It allows the de-

5A material that produces photons that can be converted into an electric signal when a charged parti-
cle passes through.
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termination of the energies of particles travelling between 3.1 <| η |< 4.9 [69, p10].

Given the larger particle flux incident on the detector surface at large | η | , effects that

were negligible at lower η are more of a concern. One of these is the electromagnetic ra-

diation reflected back into the Inner Detector from the calorimeter system by colliding

neutrons (also known as neutron albedo). To reduce this effect the FCal is set back with

respect to the front face of the ECal by 1.2 m. Since the same requirement of interaction

lengths need to be made (FCal is about 10λ), this calorimeter system is more densely

designed.

The FCal has three layers in each endcap. All three use liquid argon as a scintillating

material. The outer two layers use tungsten as an absorbing layer to primarily target

the hadronic interactions and the inner layer uses copper layers to tune showering to

that of electromagnetic interactions.

4.2.3.4 The Electromagnetic Calorimeter

Like the HCal, the ECal is split into barrel and endcap sections but unlike its hadronic

counterpart, all parts of the ECal are made entirely of the same materials: lead absorb-

ing plates and liquid argon (LAr) as a sampling material. Because of this, the ECal is

often referred to as the LAr Calorimeter.

The Barrel ECal ( | η | < 1.475) is made up of three layers as labelled in Figure 4.7. Layer

1 has the highest granularity and is designed to discriminate between different shower

seeds that are close together. Layer 2 is the radially largest section and should contain

most of the energy for the majority of electromagnetic showers. Layer 3 is designed as

redundancy to help absorb energies of higher energy EM showers.

Like the HCal, the end cap ECal (1.375 <| η |< 3.2 ) is made up of two sets of two
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Figure 4.7: Sketch of the EM Barrel LAr Calorimeter. Image from [74].

coaxial wheels in each endcap section. They are situated directly in front of the endcap

hadronic calorimeter wheels. In the endcap region devoted to precision physics ( | η |

< 2.5) (we will see more of this later), the EM calorimeter is segmented in a similar

fashion to the barrel with three sections in depth. For the rest of the endcap volume,

the calorimeter is segmented in two sections in depth and has a coarser granularity in

the η-φ plane than the rest of the acceptance [69, p9].

For optimum efficiency, the ECal needs to be operated at a cold temperature and in an

environment free from dust. To this end, the ECal is housed in the LAr vacuum vessel,

and is cooled in the LAr cryostat.

4.2.4 Magnet system

The Magnet System comes in two parts: a solenoid that surrounds the Inner Detector,

and as previously mentioned, a variable field toroid that lies outwith the calorimeters
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to provide a magnetic field for the muon spectrometer. The magnetic field from these

magnets bends passing charged particles such that information about their charge and

momentum can be obtained from their tracks. An image showing the layout of the

Magnet system with respect to the ATLAS detector can be seen in Figure 4.8.

Figure 4.8: Schematic showing the Magnet System at ATLAS. Image from [54].

4.2.4.1 Toroid magnets

Like its circumferent muon spectrometer subsystem, the toroidal magnet consists of a

barrel and two endcap sections. The air-core toroidal magnetic field is generated by

eight rounded rectangular coils for each section that are arranged symmetrically about

the central region of the detector [75, p1].

The two end-cap toroids are inserted in the barrel toroid at each end to line up with the

central solenoid. Each of the eight endcap coils are shifted by 22.5◦ with respect to the
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barrel toroid coils to optimise the bending power of the system in the transition region

[76]. THe bending power is given by the field integral shown in Equation 4.4,

I =

∫ L2

L1

B⊥ dl, (4.4)

where B⊥ is the component of the magnetic field perpendicular to the chosen inte-

gral path [77, p22] which is the path of a particle with infinite energy (unbent by the

magnetic field) through the planes of the inner and outer muon chambers. This equa-

tion is further complicated by the misalignment of the magnetic coils and the pres-

ence of other magnetic material within the detector volume, like the iron present in

the hadronic calorimeter. Because of this the bending power will vary as a function of

| η | . Between the pseudo-rapidity range 0 <| η |< 1.4, the barrel toroid provides 1.5

to 5.5 Tm of bending power. In the transition regions where the two magnets overlap

(1.4 <| η |< 1.6), and in the region (1.6 <| η |< 2.7), the end-cap toroids approximately

1 to 7.5 Tm [69, p12]. This is shown pictorially in Figure 4.9.

4.2.4.2 The central solenoid

Situated between the Electromagnetic Calorimeter and the Inner Tracker, the central

solenoid, constructed from an alloy of niobium and titanium, is designed to provide

a 2 T axial field to the Inner Tracker [69, p20]. To ensure that desired calorimeter per-

formance is reached, interactions between the traversing particles and the materials

within the detector6 must be kept to a minimum. For the central solenoid, this means

making the coil as thin as possible and optimising the layout of the cooling and vacuum

systems to reduce the material thickness in front of the calorimeters. To this end the

central solenoid is housed within the LAr cryostat, and the LAr vacuum vessel is com-

bined with that of the solenoid, thus necessitating two fewer walls to be constructed

[76, p30].

6resulting in significant energy losses before the particles reach the calorimeters.
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Figure 4.9: Plot showing the bending power as a function of | η |. Image from [75, p15].

4.2.5 The Inner Tracker

The Inner Detector (ID) is the part of the detector closest to the beamline. Similarly to

the Muon Spectrometer, a charged particle that passes through the ID will leave a series

of signals that when fitted with algorithms form tracks to give the trajectory of travel of

a particular particle. Every 25 ns some tens of hundreds of particles are incident on this

detector volume. Within the magnetic field of the central solenoid, tracks from particles

with higher energies and therefore greater momenta will be less curved than those of

lower energies.

To provide the resolution required on these tracks and their origins, the detector needs
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to be of a high granularity. It fulfils these requirements by the use of three detector tech-

nologies: a ‘straw-tube’ gaseous tracker called the Transition Radiation Tracker (TRT)

, silicon micro-strip semiconducting sensors that make up the Semiconductor Tracker

(SCT), and the Pixel Tracker which is made up of semiconducting silicon pixel sensors.

Like the other sub-systems described earlier on in this chapter, the ID has a barrel and

and endcap region. This can be seen depicted in Figure 4.10. The η region devoted to

precision physics ( | η | < 2.5) is covered by the SCT and the Pixel detectors.

Figure 4.10: Schematic showing a close-up cross-section of the Barrel and Endcap Inner Tracker System
at ATLAS. Image from [78].

Figure 4.11 shows a detailed look at the barrel region of the Inner Detector, blowing up

each of the layers of the sub-detectors and displaying their distances from the beam-

line. Going radially inwards, the barrel region layers of the inner detector consist of 73

straw-tube gaseous tracker planes of the TRT followed by 4 layers of silicon micro-strip
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sensors that make up the SCT, which in turn surround 4 layers of high granularity sil-

icon pixel sensors. The endcap region of the ID, depicted in Figure 4.12, has 160 TRT

planes, 9 disks of silicon sensors followed by 3 disks of pixel sensors.

Figure 4.11: Schematic showing a blown up cross-section of the Barrel Inner Tracker System at ATLAS,
and the distance each layer of the sub-system is from the beamline. Image from [78].

4.2.5.1 Transition Radiation Tracker

The Transition Radiation Tracker or TRT covers an η range of | η | < 2 and is made up

of arranged units called straws. These straws work in the same way as the ones in the
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Figure 4.12: Schematic showing a blown up cross-section of the Endcap Inner Tracker System at ATLAS,
and the distance each layer of the sub-system is from the beamline. The IBL Image from [69, p56].

muon spectrometer, but each straw is made from carbon-fibre reinforced Kapton7 and

is 4 mm thick [80, p1]. In the centre of this straw is a gold-plated tungsten wire, and the

gas used to fill the tubes is composed of 70% xenon, 27% CO2 and 3% oxygen.

The barrel tubes are positioned parallel to the beam axis and are 144 cm long. The cen-

tral wire inside is split at η = 0, hence only r-φ information can be extracted from tracks

as the information about the longitudinal component is lost. The tubes in the endcap

are 37 cm long and arranged radially in the wheels in 160 planes.

In addition to the straws, the spaces between the straws in the barrel (endcap) are filled

with polymer fibres (foils) to create a medium with a different refractive index. When

a charged particle passes between two homogeneous media with different refractive

indices, it will emit a low energy (or soft) x-ray photon. Known as transition radiation,

these soft x-rays are absorbed by the xenon in the tubes exciting the gas and causing

larger energies to be deposited along the central wire. This leads to higher energy read-

outs. The intensity of this kind of particle radiation scales with the relativistic factor

7Known for its good electrical insulation, temperature resistance and robustness to radiation damage,
but is usually a film so requires another material to maintain rigidity for larger structures [79].
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γ = E
m

of the particle [81, p1-3]. Hence this is predominantly a feature of passing elec-

trons due to their low mass, and hence the presence of transition radiation can be used

to aid in particle identification.

Due to the large area taken up by a single straw, and those straws only able to give out

one reading, the spatial resolution per point is lower than the silicon sensors closer to

the beamline, however this is mitigated by the average number of hits per track (36),

and the longer track lengths measured. Because of this tracks with TRT deposits have

better momentum measurements.

4.2.5.2 Semiconductor Tracker

From this point going radially inwards, the tracking volume is made up of semicon-

ducting silicon sensors. These gossamer detecting sheets are used to provide radiation-

resistant position measurements without adding too much material budget to the de-

tector, which would reduce the accuracy of particle calorimetry that takes place at larger

radii.

A semiconducting sensor works in a similar manner to the ionisation chambers men-

tioned in earlier sections. A passing electrically-charged particle will excite atomic elec-

trons in the medium it passes through to make a charge pair. One set of this pair (usu-

ally the more mobile electrons) is accelerated to an electrode, amplified and turned

into an electric signal. The difference here is that instead of collecting charge from the

ionisation of gaseous atoms, the passing of a charged particle through or nearby the

active silicon (whether it be a strip or a pixel) induces an excitation of electrons from

the valence band to the conductive band of a solid lattice, and the electrodes that collect

charge are segmented to provide more accurate position measurements [82, p9]. The

semiconductor sensors on the ATLAS experiment are designed in a similar fashion to

that seen in Figure 4.13.
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Figure 4.13: Cross-section of a typical semiconductor module. Image from [83].

The problem with silicon is that the resistivity ρ (= RA
l
) of pure silicon is low [82, p12].

This mean the power dissipated to the sensor when collecting charges is extremely

high8. The electrical properties of the silicon lattice can be altered by inserting different

elements (impurities) into the lattice. This is called doping.

A silicon lattice has four neighbours, and in pure silicon, an electron is shared among

each one of them. Doping atoms that are in Group-3 of the periodic table (they have

three valence electrons) would mean that only three bonds are formed with 3 nearest

neighbours, leaving the introduced impurity with one fewer pairs. This leaves a ‘hole’

in the lattice that would attract electrons from neighbouring atoms causing this hole to

appear to move. This type of doping is called n-type doping. Conversely p-type doping

is when atoms that are in Group-5 are introduced into the lattice causing an additional

free electron to move around9.

8Pure silicon has a resistivity of 104 Ωcm. So with the some trial sensor dimensions (thickness 300µm
and area = 2cm2) would get a resistance of 600Ω. Using a field of 30V to accelerate electrons will induce
a current of 200mA and a power dissipation into the sensor of 12W!

9This ‘spare’ electron is still bound electrically to the atoms and does not have the energy to escape to
the conductance band, so sits between the valence and conductance bands

67



Now that silicon with the desired conductivity can been created by alternating the con-

centration of dopants in the silicon substrate, the issue becomes how one removes the

residually-bound electrons and holes. By introducing the n-type substrate with p-type

detecting strips embedded, and applying an electric field, the electrons from the n-type

silicon will drift to the p-type and fill the holes. This is referred to as ‘depletion’. Upon

full depletion, the silicon is said to be ‘active’. The field used to deplete the silicon is

the same one used to accelerate charges that enter the conductance band [84, p21].

The external electric field across the sensor accelerates these charged particles to a col-

lection point which in this case is a strip, creating a current. A silicon sensor in the

SCT will typically have 768 strips. To read out the current and gain information about

the position of the charge, each strip needs to be dealt with separately. Hence each

strip is connected to an input channel on an readout chip called a ABCD3TA chip. This

current is amplified in front-end electronics of the ABCD3TAs and turned into a binary

readout signal, and transmitted into software logic which will store the component that

read out the current, and the time window this occurred in. This is a ‘silicon hit’.

Since these ABCD3TA’s have 128 channels, six chips are needed to read out one sensor.

As the strips are 12 cm long, the position resolution can be increased by placing two

modules back to back with a relative rotation of 40mrad with respect to each other [85,

p4]. Six ABCD3TA’s are mounted on a kapton circuit to form a hybrid. The hybrids are

attached to two sensors via wire bonds to form a module, as shown in Figure 4.14.

In the barrel of the SCT, 12 rectangular modules10 are mounted onto a ladder to provide

additional support, rigidity and common cooling and optical services [86, p51]. Going

inwards from the outermost micro-strip sensor layers, the four concentric cylindrical

layers in the barrel are formed from 56, 48, 40 and 32 full length ladders respectively,

which leads to a total of 2112 modules (4224 sensors). In each endcap of the SCT, there

10made from two square ones ‘daisy-chained’ together
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Figure 4.14: Picture of a SCT barrel module. The middle electronics board is placed over the junction of
two sensors. Image from [69, p65].

are 9 rings of 52 trapezoidal-shaped modules for a total of 936 modules (1872 sensors).

One of the limiting factors in the efficiency of data collection on ATLAS is the archi-

tecture of the read-out chips. This determines how fast data is read out and how long

information can be stored before a decision on whether to keep or discard it has to be

made. To cope with the increase of particle flux expected in the upgrade to the HL-

LHC, the ABCD3TA chips are going to be replaced. Some of the work I did in this

regard is discussed in Section 4.5.

4.2.5.3 Pixel System

The Pixel sub-system is the closest sub-system to the beamline. As the sub-detector

with the highest granularity, the function of the Pixel System is to provide highly accu-

rate position resolution on passing tracks. Its proximity to the beamline means that the

position it records are usually the first ones in a track. These are the most important hits
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when trying to find the origin of various particles also known as the production vertex.

The process of identifying this production vertex is called vertexing.

To increase the granularity, the pixel sensors are different to the SCT sensors in two

ways. Firstly the active silicon contact is a small rectangle instead of a long strip, and

said rectangle is read out by electronics bump-bonded directly to the surface of the sen-

sor rather than at the end of the row to form ‘planar’ modules.

The basic unit of this detector is called a ‘pixel’. These pixels encompass an area in

∆φ − z of 50×400 square micrometres. Each pixel module in this sub-detector has

the same external dimensions (19 mm × 63 mm) and is arranged in 18 columns of 164

pixels, but spatial requirements mean that the four pixels closest to the read-out are

effectively merged. Each array is read out by a front-end electronics chip with 2880

channels, and there are 16 arrays per module, providing 47232 pixels but only 46080

readout channels per module [69, p57].

Like the SCT in the barrel region, the pixel modules are mounted onto staves for com-

mon support and cooling. There are 13 modules on a pixel stave, and each of the layers

going inwards (commonly referred to Layer-2, Layer-1 and the B-Layer) contains 676,

494 and 286 staves respectively. Each endcap disk houses the modules in 8 sectors with

each sector containing 6 modules, for a total of 144 modules in each endcap and 1744

pixel modules in total [69, p60]. The arrangement of these modules can be seen in Fig-

ure 4.15.

The inner-most layer of pixels at a radius of 33 mm from the beam pipe is the Insertable

B-Layer (IBL). Installed in Long Shutdown 1, it covers a range of | η | < 3. It provides

an additional high resolution track point closer to the beamline, which increases track

reconstruction and flavour tagging performance [87, p8,13]. Due to the more extreme
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Figure 4.15: Cross-section of the entire pixel detector without the Inner Barrel Layer. Image from [69,
p86].

conditions in terms of radiation damage this close to the beamline, the IBL has the abil-

ity to be removed from the IP without affecting the alignment of the rest of the detector,

such that it can be moved into position only when data is required to be recorded.

The pixels in the IBL are in arrays of 336×80 on a module, with 20 modules per stave.

The IBL consists of 14 staves. 12 of these modules are planar modules similar to the

ones discussed before, but the eight end modules (4 on each side) are ‘3D’ sensors.

In a 3D sensor the electrodes used to read out the charge are immersed within the

semiconductor substrate rather than being placed on the surface of the substrate, and

the depletion electric field is applied parallel to the surface. While these pixel mod-

ules are more complicated to make, the distance between penetrating electrodes can be

small, thus reducing the field requied to deplete the volume, and the power diffused

to the sensor. This means that the detectors do not need to be cooled as much. A cross

section of this detector fabricated by CNM11 is shown in 4.16.

11Centro Nacional de Microelectronica, Barcelona (Spain).
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Figure 4.16: Cross-section of a 3D Pixel fabricated at CNM. Image from [87, p18].

4.3 How ATLAS identifies particles

Combining the energy deposits in the various parts of the detector described previously

allows the reconstruction and identification of particles through their characteristic sig-

natures. Table 4.1 shows the sub-systems that are typically activated when a particle

travels through the detector. Figure 4.17 shows a visual representation of the informa-

tion in Table 4.1.

Table 4.1: Table showing the sub-detectors various particles deposit energy into. The crosses show cases
where there there could be some small non-negligible deposits. The pluses next to ticks indicate where the
subsystem produces additional information for certain types of particle.

Signal Deposit SCT/Pixel TRT EMCal HCal MS
Electron (e) X X+ X

Muon (µ) X X × × X
Neutrino (νl)

Photon (γ) X
Neutral Hadron X

Charged Hadron X X X X
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Figure 4.17: Image showing the typical energy deposits of various particles traversing through a simpli-
fied cross-section of the ATLAS detector. Image from [88].

Photons, while not electrically charged, are still able to be detected at calorimeters.

Because they interact via the electromagnetic interaction, energetic photons passing

through matter are able to ‘convert’ into an electron-positron pairs, which will produce

deposits in the EMCalo.

Since neutrinos are not able to be directly detected in the detector, their existence has to

be inferred by the presence of other particles and an imbalance in the total momentum

present in the r-φ plane transverse to the direction of the particle beams. This missing

transverse energy or Emiss
T is assumed to be the energy taken away by a neutrino. It is

calculated by determining the vector of momentum required for the vector sum of the
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momentum in the r-φ plane to equal zero as there is no initial particle motion in this

plane.

Elementary particles not listed in Table 4.1 are unstable. This means that they will decay

into multiple particles present in the list (a W+ boson may decay into a µ and a νµ ) and

hence can be identified by the presence of multiple signal deposits in the set of these

particles and the identification of a production vertex some distance from the beamline.

If a particle decays into leptons, it is said to have decayed leptonically. Likewise if a

particle decays into quarks, it is said to have decayed hadronically. Because taus are

similar in mass to a proton, they are the only lepton able to decay both leptonically and

hadronically [89, p1]. This means that the tau does not have a unique energy signature

and can look like an electron or muon with some Emiss
T or several hadronic particles

which means that particles that decay leptonically into taus can be misidentified. This

demonstrates that some signals in the detector volume are less useful for physics anal-

yses.

Given that the detector has some 90M channels12, if they were all read out every 25 ns,

a data rate of 2.25 exabits of data per second needs to be recorded13. It is currently

a physical and financial impossibility to handle these levels of data flow, processing

and storage, so a decision about what events are to be kept, and those that are to be

discarded, needs to occur live while the data is being taken. This is the function of the

ATLAS trigger system.

12Number of channels in various subsystems: ID = 80.4M+6.3M+0.35M, Calorimetry = 164k+92k, MS
= 354k+31k+373k+318k

13If the download speed of the average person’s internet is 60 Mbit/s, you would need 3.7510 comput-
ers to get all this data.
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4.4 The ATLAS trigger

Every single channel in every module is connected via wires to an output chip. When

those channels are activated by the collection of charge, the signals must be processed

quickly such that those channels are available again to take data14. When the detector

is operational under beams from the LHC, bunches of protons are collided every 25 ns

at the ATLAS experiment, and this amounts to a data rate of 40MHz.

Every 25 ns, it is expected that more than one collision between protons will occur.

This means that on average the detector will have to be able to handle several event

signatures overlapping in the detector. The mean number of interactions per bunch

crossing,〈µ〉bunch, also referred to as pile-up, for each year in Run-2 is shown in Figure

4.18.

This is important as MC simulated events cannot perfectly simulate the distribution of

the 〈µ〉bunch extracted from data, or the µ-profile. When simulated data is generated, a

correction between the assumed MC simulations µ-profile and the real µ-profile from

the data will have to be applied.

The ATLAS Trigger and the Data Acquisition (TDAQ) [90] uses a three stage trigger to

reduce the data rate: the Level 1 Trigger (L1), the Level 2 Trigger (L2), and the Event

Filter (EF). The latter two are more commonly known together as the High Level Trigger

(HLT). The TDAQ has a modular design with a configurable infrastructure such that it

can be changed to suit the requirements of various physics analyses.

14The information that a particular channel has not been hit in a given timeframe is also important
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Figure 4.18: Average number of pile-up interactions per bunch crossing for each year in Run-2. Image
from [66].

4.4.1 Level 1 Trigger

The L1 trigger is a hardware trigger situated close to the beamline designed to reduce

the data rate from 40 MHz to 100 kHz [90, p3]. It does this by using rough granularity to

scan the triggering parts of the muon spectrometer and the calorimeter system to find

a particle candidate or signature (electrons, photons, jets, Emiss
T , muons, hadronically

decaying taus). This is called a Region of Interest (RoI) and if the information is sent to

the level 2 trigger, a ‘L1 Accept’.

4.4.2 High Level Trigger

The L2 and EF are software triggers designed to use a larger fraction and the full gran-

ularity of the detector with respect to the L1 trigger respectively. The L2 is designed
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to analyse detector data within the RoI to see if the particle deposits correspond to a

relevant signal and to reduce the event rate from 100 kHz to about 5 kHz. Events that

make it past this filter are referred to as ‘L2 Accepts’. The EF will analyse the whole

detector instance with L2 Accepts and with the full detector granularity and reduce the

rate to O(100 Hz) [90, p4].

The trigger system is also more nuanced than this as it is possible to ‘steer’ the event

selection. The HLT starts from the L1 Accepts and applies ‘trigger decisions’ in a series

of sequential steps, each refining the existing information by acquiring additional data

at higher granularity from increasingly number of ATLAS sub-systems.

A trigger chain is a list of required physics signatures, implemented at the HLT level.

This means that multiple requirements can be combined at the L2 and EF stages such

that events are selected with more specific objects in it. An example of one of these trig-

gers used in the analyses presented in Chapters 7-9 of this thesis would be the trigger

‘HLT xe90 mht L1XE50’. Here the L1 Accept passed to the HLT an event with 50 GeV

of Emiss
T and events that will have passed this trigger will have fulfilled the additional

trigger requirement of having 90 GeV of Emiss
T .

There are also several types of data, called data streams, collected for ATLAS for which

there are different trigger menus. The results in this thesis come from two streams: the

ZeroBias data stream (which randomly triggers on events), and the ‘physicsmain’ data

stream (which is the nominal stream for data that will be used in the physics analyses

in Chapters 8 and 10).
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4.5 Tracker upgrade

To operate in the environment of the HL-LHC, the ID is planned to be upgraded. The

design and construction of such a detector takes many years and I have been involved

in testing prototype chips that will replace the current ABCD3TA’s. This section briefly

describes the upgrade and my work.

While the trajectories of charged particles in the current inner tracker rely on hits be-

ing reconstructed in gaseous detectors and silicon semiconductor technologies, the

planned upgrade aims to solely use semiconductor silicon sensor technologies. The

current make up of the detector has been explored in depth in the previous section but

a summary can be seen in Figure 4.19.

Figure 4.19: Schematic showing the Inner Tracker System at ATLAS. Here the TRT is in Red, the SCT
is in orange and the Pixel is in yellow. Image from [54].

The Inner Detector (ID) of ATLAS was designed to operate for a decade at an incident

luminosity of 1x1034 cm−2s−1 and have an expected pile-up of 23 events every 25 ns

bunch crossing [91, p57]. The proposed LHC upgrade (see Section 3.2.4) means that the

ID would have to cope with a pile-up of about 200, which means that data acquisition

systems have to deal with more raw collision data. As well as requiring larger band-
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widths to deal with the data increases, the increased amount of particles in the detector

mean that the detector experiences higher levels of radiation damage. In addition to

this, if the experiment wants to maintain its track resolution, it also has to increase in

granularity which means smaller strips/pixels are needed.

It is not possible for the ATLAS machine with its current specification to maintain its

efficiency over time (especially near the beampipe) under these conditions and require-

ments on its performance. The solution is to replace the ID in its entirety with a similar

detector called the Inner Tracker or ITk, but this requires research and development

into radiation-harder technologies.

4.5.1 Layout

In the barrel region of the new detector there will be [92];

• 5 cylindrical layers of pixel sensors that will extend out to larger radii, followed

by

• 2 cylindrical layers of micro-strip sensors with small strips (23.8 mm) and

• 2 cylindrical layers of micro-strip sensors with long strips (47.8 mm) to replace the

current TRT.

The semiconductor microstrip sensors proposed to be used in the upgrade are a p-type

bulk with 1280 n-type strips covering their 95.14 cm2 surface [91, p85-86]. The sensor

substrate is made from 300µm thick silicon. The most probable number of electron-hole

pairs released when the type of charged particle produced at ATLAS passes through a

thin layer of matter can be estimated using a Landau distribution [93]. For 300µm of

silicon, this number is 22,000, which is equivalent to 3.52 fC of charge. The threshold

charge traditionally required for a hit to be registered is set at 1.5 fC.
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Once the signal reaches the chip it is then amplified to the order of a few milli-volts.

After binary discrimination the signal is sent to the memory, awaiting a decision from

the triggering process and opening up the channel to take reliable data again.

The current ABCD3TA chips have a smallest-feature15 size of 250 nm and use a binary

readout architecture [94, p1844 (p2)] to read the 128 silicon strip sensors. If after the

length of a readout bin (25 ns) the channel has received a signal that is larger than a

given threshold set inside the chip beforehand, it outputs a “1”, if not, then it outputs

a “0”. The advantage of binary chips over analogue ones is that there is less informa-

tion to read out and process which is an advantage in the high-information generating

environment that is the LHC.

4.5.2 ABC130 chips

The ABC(N)130 chips are the latest in the ‘ABCN series’ [95, p11-12]. These are Application-

Specific Integrated Circuits (or ASIC’s) designed to replace the ABCD3TA chips. The

first iteration of chip was the ABCN250 (or ABCN-25 in some literature). It shared the

same lithographic size of 250 nm as the ABCD3TA chip and had a similar architecture

and internal structure but with an additional power-management block [96, p374 (p2)].

The ABC130 is the intermediary chip between the ABCN250 and the ABC production

chip, which is the chip currently planned to be used in the ATLAS detector during the

HL-LHC programme. Both the ABC130 and the ABC have a 130 nm smallest feature

size to the ABCN250’s 250 nm one. This means that the ABC130 can have twice as many

channels as the ABCN250, which in turn means that half as many chips can be used to

read out the same number of strips.

Smaller feature sizes also require less power to operate. Lower operating power means

15The size of any one element on a chip, such as a transistor, or block. It is also called the lithography.
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less material to cool and less non-tracking infrastructure such as cables and pipes is

needed nearby to keep the chips functioning. This reduces the chances of background

scattering in the detector. Due to smaller lithographic feature sizes of the ABCN series,

the proposed chips will also be more radiation hard and operate at the necessary band-

width suitable for operation in the HL-LHC.

Both of these factors reduce the amount of non-detecting material inside the detector

which has all the advantages mentioned above. However, the ABC130 is a new proto-

type, and there are not many that are stable enough to undergo testing. Hence much

work is needed to understand the capabilities of the ABC130 chips to the same standard

as the ABCN250.

4.5.3 Data acquisition

ITSDAQ is the Data AcQuisition program used to characterise ASICs, hybrids and

modules for the ATLAS Strips ITk and is based on the SCTDAQ used to read out the

current SCT. ITSDAQ utilises both C++ and python source code, and is open for mod-

ification to allow for improvements to testing parameters and procedures. In order to

centralise the testing of wafers, the ITSDAQ code is centrally managed by the Ruther-

ford Appleton Lab.

For the previous ABCN250 chip sets, a FUSEid feature16[97] was implemented, allow-

ing at the wafer probing stage a unique ID to be assigned to all ASICs. This ID was then

electrically read out at the module test stage allowing the ASIC wafer test results to be

paired to the modules test results for subsequent storage in the Production Database.

However, for the ABC130 chip set, there is no such FUSEid feature.

16Essentially it a series of electronic fuses that can be selectively blown to modify the chip architecture
while the chip is in operation
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4.5.4 ABC130 identification

My contribution to the testing infrastructure was to automate the process of assigning

identities to ABC130 chips sent to the lab at Glasgow in the absence of a FUSEid mark-

ing.

While each chip is made to the same specifications, they have unique responses when

individually tested using the ITSDAQ. Assuming that the chips are not damaged in

transit, and these unique responses are recorded, the initial tests done on the chip

should be reproduced in the lab. This can be used to identify the chip.

The test set-up at the Glasgow Detector Development Group consists of a 100-channel

mini-sensor attached to a single ABC130 chip mounted onto a hybrid. This is shown in

Figure 4.20.

The production round of ABC130 chips being tested came from 17 wafers. These eight-

inch wafers each have 143 ASICs and are then tested on a wafer machine. This set of

tests that the chips undergo carry information about the general status of the chip and

parameters that optimise the chips usage (each wafer will have this information in a

separate file). The method I investigated compared these ASIC wafer tests to the ITS-

DAQ module tests in the lab to try and identify the chip from the wafers.

These wafer tests are referred to as threshold scans and are designed to test the char-

acteristics of the front end of the chips. The threshold scan injects a known charge into

each of the channels of the chips. For a given threshold, the channels occupancy (re-

sponse of ‘1’ or ‘0’) is sampled 500 times. The resulting curve of occupancy against

threshold is called an s-curve. Threshold scans performed with different charges in-

jected at different times produce thousands of numbers to characterise a chip.
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Figure 4.20: The RAL DLLH3 set-up at the University of Glasgow. The test hybrid set-up has slots for
10 ABC130 chips. Only one of them is used, and that chip has a mini-sensor put across some of the pins
to add a capacitance load across the chip. The buffer board ensures that the correct voltages are being
applied to the chip from the power supply.

The centralised ITSDAQ code was not designed to be run multiple times to check the

identities of chips. I modified the base ITSDAQ code to make it more efficient when

looping through information from multiple wafers, and added an option to toggle the

chip identification (chipID) on or off. These changes were successfully run on the ITS-

DAQ framework at Glasgow.

Each wafer is tested sequentially such that the best candidate chip on each wafer is

found. The chipID uses a sum-of-squares minimisation (SOSmin) method of my own

design to compare the numbers from the threshold scan of the ASIC on the module to

the scans made on all the ASICs on each of the 17 wafers. Of the 17 candidates, the one
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with the lowest SOSmin score is determined to be the overall best match.

The SOSmin method squares the differences between the numbers obtained in the lab

ITSDAQ test and their corresponding numbers for each wafer in the file. These num-

bers are then added and the lowest value of these summed squares is taken as the chip

candidate for that wafer.

Following this I optimised the code to reduce the computing time spent in this loop,

and to reduce the number of outputs produced when this software is run. These more

streamlined outputs will be made compatible with the forthcoming ITk production

code-base. This code was validated and later incorporated into the general release for

use in testing at all other institutes working on modules for the ITk.

4.6 How to make the collected data useful

In order to use the data collected from the sub-detectors to make predictions, it needs

to be compared to what is expected from the Standard Model. To do so, the Standard

Model ‘response’ needs to be known and this is created from simulated data generated

via Monte Carlo processes. These are going to be discussed in the next chapter.
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elating the collider data collected by the detector described in Chapter 4, to

the theoretical framework described in Chapter 2, requires Standard Model

processes to be generated and passed through a simulation of the detector

to obtain the expected ’response’. A ’measurement’ of a Standard Model process is

then a comparison between the collider data and the simulated expectation. Monte

Carlo numerical techniques are used both in computing the matrix elements for all the

relevant processes, and in simulating the detector response.

5.1 Monte Carlo integration

MC simulations are a tool used to evaluate integrals numerically. With this method, to

integrate some function p(x) between points a and b, it is enclosed within a ‘volume’

known to contain the entire integrable phase-space of the solution (i.e the function is fi-

nite within the chosen volume and is only discontinuous at the integration boundaries).

Random points are sampled within this volume and some will fall inside the area be-

tween p(x) and the x-axis (called ’hits’), and some will fall outside (called ‘misses’).

This is seen in Figure 5.1.
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Figure 5.1: Diagram showing how the Monte Carlo Integration method is used to evaluate the integral
of p(x) between the points ‘a’ and ‘b’. The integrating volume is given by the area between the points a
and b on the x-axis extended up to the line y = c. Points are randomly sampled in [x, y] and those that
are less than p(x) are called ‘hits’ while those that are larger than p(x) are called ‘misses’.

The integral of p(x) is then estimated by the ratio of hits to the total number of points

sampled multiplied by the integrating volume (see Equation 5.1).

∫ b

a

p(x) dx ≈ #hits

#hits+ #misses
× c (b− a). (5.1)

The main advantage of this method is that no prior knowledge about the solution is

needed. Since the function is contained within the volume, the more points sampled,

the more accurate the estimate [98, p1].

In the case above the integral is simple, so the convergence ( 1√
N

, where N is the total
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number of sampled points) to an accurate answer is slow compared to other methods.

Where this method outperforms those other methods is that this convergence is inde-

pendent of dimension, so becomes the more favoured method for higher-dimensional

problems [99, p6-7].

5.2 Monte Carlo simulation

The integration example has a direct correspondence to the generation of particle events.

Each dimension in the integrating volume corresponds to a property or distribution of

a particle (or set of particles) such that the integrating volume itself becomes the al-

lowed phase-space of interactions.

The randomly sampled points are then ‘events’ in this space. A sample, then, is a file

that contains information about the integrating volume and the points sampled within

that volume. Each physics process (or groups of similar ones) will usually generate its

own sample set. Physics analyses harvest events from samples by creating an event

selection (a p(x)) and taking all the events that fall within it.

The entire phase-space of allowed interactions does not need to be sampled across to

get accurate physics results. This is because it is known that the selections will target

kinematically interesting points of the phase-space. To reduce the time to generate the

samples, and the size of the samples, the points sampled can be biased by assigning

event weights [100, p90-93] which gives more ‘weight’ to events generated in niche

corners of the phase-space1.

1At some point the number of dimensions catches up to you and weighting samples is not enough.
‘Markov Chain’ MC simulations (MCMC) sample points in the phase-space to form a Markov Chain
where each point generated in MCMC depends only on the previous point [101, p13-15]. This point-
to-point sampling is done according to some distribution and the likelihood (read:probability) of the
particle parameter set.
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5.3 Generating LHC events

Protons are composite QCD objects. They are made of ‘valence’ quarks (uud), that

give the proton its properties, and a slew of ‘sea’ quarks and gluons that are present

due to QCD interactions between these valence quarks2. Due to the omnipresent ef-

fects of the strong nuclear force, the initial hard collisions between incoming protons

produce strongly-interacting sprays of particles. These sprays form large backgrounds

that cover up the desired signals from interesting physics processes.

The process from high-energy hard scattering to low-energy detector observable has

many stages.

Hard Scattering A high-energy parton from each of the colliding proton interacts cre-

ating new partons.

Parton Showering The high energy regime, where the principal partons from an event

split and produce more quarks and gluons (q → qg, g → gg, g → qq̄) of lower

energies

Hadronisation The low energy regime, where quarks bind to produce colour charge

neutral states like mesons (qq̄) or baryons (qqq)

Decay The mesons and baryons decay hadronically or leptonically into lower-energy

hadrons and leptons that interact with the detector volume.

Because the decay products strongly interact with themselves at each stage, there are

so many variables, energy scales, and integrable dimensions that analytically solving

this problem becomes impossible. MC simulations are therefore required to predict the

distributions of both the backgrounds and the signal as measured by the detector in

the generation of LHC events. Figure 5.2 shows what a fully MC simulated event looks

like.
2Imagine like a sack of marbles with three big marbles and lots of smaller different sized ones in it.
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Figure 5.2: Image (from [102]) showing the different factorised stages in MC simulations. The first stage
are the incoming hadrons, and these are represented by dark green lines with arrows pointing towards
the IP. The next stage is the hard scattering process depicted in red and interactions with the rest of the
proton (underlying event (UE) or secondary hard scattering events (Multiple Particle Interactions or
MPI)) are shown in purple. The parton shower that follows the main hard scatter process is shown in
blue. The subsequent hadronisation is represented by light green, with hadron decays and final state
particles shown in dark green. The wavy yellow lines represent accompanying electromagnetic radiation
from the final state particles.

In the event sequence above, the hard-scattering cross-section is the most difficult part

to compute. This is because the strength of the strong coupling constant (αs) decreases

with increasing energy, and the interaction between two protons to create other par-

tons requires the inter-meshing of low energy (short-distance) and high energy (long-

distance) interactions.

The short-distance QCD interactions take place between partons inside the proton. At
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this short a distance, the αs is so large, that when the process is expanded via perturba-

tion, the higher-order terms do not converge. This is called non-perturbative QCD. The

long-distance QCD interactions take place between the colliding partons from each pro-

ton. At this range, αs is small, and effects converge. This part is the perturbative QCD

part.

The Factorisation theorem says that if you denote an energy scale at which effects go from

being perturbative to non-perturbative, then these effects can be treated separately and

independently [99, p15].

5.3.1 Parton distribution functions

The non-pertubative QCD effects that occur inside the proton are represented by what

is known as the parton distribution functions or PDF’s. The PDF’s describe how the en-

ergy of the proton is distributed between all the valence and sea quarks that constitute

it. For a given parton, i, a PDF gives the probability density Pi(x) to carry a particular

fraction, x, of the momentum of the proton. The interaction scale of these interactions

is about 100-1000 GeV. As this is not calculable, this is parametrised from data taken

at experiments. These PDF’s evolve with energy, and this evolution is given by the

DGLAP [103–105] equations.

5.3.2 Matrix element

The calculable part of the QCD hard-scatter process goes into the Matrix Element, or

ME. These matrix elements are the same as the one referred to in Sections 2.2.1 and

2.2.2. Each matrix element is a sum of all of the Feynman diagrams that enter a given

process. The S-Matrix, M, which comprises these elements, is then a unitary opera-

tor that contains all the information about the scattering of the two partons. The total

cross-section is proportional to the integral ofM2.
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While the energy scale of these interactions is about the TeV level, the calculation is still

not analytically feasible, so the matrix element is calculated from perturbation theory

in increasing powers of αs. Since each strong vertex in a Feynman diagram contributes

a power of αs, the leading-order (LO) contributions are going to be from Feynman dia-

grams with the fewest number of vertices. The next-to-leading-order or NLO contribu-

tions are going to be from Feynman diagrams with the same final state but have more

vertices (usually 1 or 2). The same is to be said from the next-to-next-to-leading-order or

NNLO calculations.

The order at which this calculation is terminated is a source of error or uncertainty for

sample generation. ‘Matrix Element corrections’ (from Chapter 8) match the hard scat-

ter processes to possible soft and collinear radiations that come from particles in the

event.

The ME PDF’s used for the MC simulations in this thesis are the ones available to all

LHC experiments: NNPDF3.0NLO and NNPDF3.0NNLO3

5.3.3 Parton shower

The next step for particles that emerge after the hard-scattering process is to form high-

energy splitting from the couple of particles at the TeV level to several around the 10-

100 GeV level.

In this regime, each parton has a finite probability of decaying into two particles (g →

qq̄) or creating particles out of the vacuum (q → gq or q → qqq̄). The parton shower

generators calculate these probabilities at each energy, and approximates physical pro-

3The pertubative effects in the PDF come from fit parameters defined at scales 1 GeV, so it has to be
perturbatively evolved up to the 100-1000 GeV interaction scale.
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cesses down to about 1 GeV.

5.3.4 Hadronisation

After the showering has finished, the parton energy scale is now low enough that quark

confinement kicks in and the partons start to bind together and form hadrons. This is

called hadronisation.

This low-energy regime cannot be analytically solved and can therefore only be mod-

elled, and then fine tuned with corrections from data. For example the PYTHIA8 [106]

event generator uses a Lund String model [107] to complete this step.

In the Lund String model, two quarks form a colour ‘string’ between them4. These

strings have a tension as the strong force wants to pull the quarks together. As the

quarks move apart, the energy stored in the string increases, increasing the colour field

of the vacuum. At some point this high-colour field induces a qq̄ pair to appear from

the vacuum, which breaks the string into two smaller strings. The qq̄ pairs ‘attach’

themselves to these strings and accelerate from each other before they can annihilate.

These two quark-pair systems each have less energy than the initial pairing and hence

the energy of the collision will continue to dissipate until the final hadrons that interact

with the detector are formed. The energy scales of this interaction are calculated from

the GeV to the MeV level.

5.3.5 Underlying event and multi-parton interactions

At the same time as the hard-scatter interaction is taking place, the other partons in the

protons are interacting with each other. Lower-energy collisions between sea-quarks

are referred to the as the underlying event, and the higher-energy interactions between

4gluons are modelled as ‘kinks’ in the strings
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other partons are referred to as multi-parton interactions.

The partons in the underlying event are no longer in colour-bound states so some

hadronisation occurs here as well. The underlying event contributions can be mod-

elled from other processes.

Parton Shower corrections are those that come from differences between shower schemes,

and the reliability of underlying event and hadronisation tunes. All event generators

come with default tunings but in some cases, these can be modified after fits to data.

The ATLAS 2014 tuning set (A14) is based on measurement of tt̄ and Z-boson observ-

ables [108] and the AZNLO [109] come from W-boson and γ* momentum measure-

ments in pp collisions.

5.3.6 Pile-up

In addition to the hard-scatter event of choice, each sample event has additional hard-

scatter events from pp collisions overlaid to simulate pile-up. These are generated using

PYTHIA8. These simulated events then undergo reconstruction with the same algo-

rithms used to process data. Since the pile-up distributions between data and MC sim-

ulations are not guaranteed to be the same, the MC simulated events are given weights

so that they do match. This is called a pile-up re-weighting.

5.3.7 Detector simulation

The last step in this process is to pass these MC simulations through a simulation of

the detector to model the effects between the final-state particles and the detector hard-

ware.

Since the ATLAS detector is a large and complicated machine, the full simulation of

the ATLAS detector via GEANT4 [110] is usually the dominant contribution to the total
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CPU time taken to generate samples for the ATLAS experiment.

5.3.8 Samples

In terms of sample generation, physicists are generally interested in the matrix elements

as they contain the vertices that give rise to possible interesting physics. It is therefore

useful to separate out processes that have different vertices from each other.

A sample is the name given to a group of MC simulated events that come from the

same set of matrix element contributions. Events in a tt̄ sample, for example, will have

all been generated via the propagation of all the Feynman diagrams that have two top

quarks (and nothing else) in the final state.

5.4 Calibration of physics objects

In Chapter 4, data collection techniques at the ATLAS detector were reviewed. In this

chapter the methods used to model the data in MC simulations were discussed. Before

these can be compared, the MC simulations need to be calibrated such that the objects

created in MC simulations are the same as those in data.

The job of the various Combined Performance (CP) groups in the ATLAS experiment is

to measure properties of the various basic objects that are collected in MC simulations

and produce corrections with respect to data for various groups using said objects, usu-

ally referred to as recommendations. You will see an example of the kind of studies and

recommendations provided from one of these CP groups from the study I conducted

in the next chapter for the Tracking CP group.
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6
Fake tracks in the ATLAS detector

P
article tracks are important for particle identification on the ATLAS exper-

iment. It is the job of the Tracking CP group to ensure that the detector

software is able to build track objects accurately. This chapter will detail

the study into misidentified tracks that I performed for the Tracking CP group. Firstly

I will tell you how these tracks are built.

6.1 (Re)Constructing Track Objects

When protons collide at the interaction point (IP) of the ATLAS experiment, the result-

ing stable particles produced traverse the ATLAS detector. As described in Chapter 4,

the ATLAS detector is made up of 4 main sub-systems and the innermost one, the Inner

Tracker, is responsible for turning the multitude of ‘hits’ that are generated from each

passing charged particle into ‘track objects’; thus aiming to reconstruct the trajectory of

a passing charged particle through the Inner Tracker.

A hit is the boolean output1 of a semiconductor detector (or TRT) component that in-

1While generally this output can be analogue or digital, In the ATLAS experiment to reduce the band-
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teracts with a charged particle. Given the many layers of the Inner Detector, a passing

charged particle should cause several hits to be registered.

Reconstructing a track from several of these hits at the ATLAS experiment is a multi-

stage process using a series of algorithms that are contained within the ATHENA soft-

ware framework [111, p27-32], a common tool for all analysers on the ATLAS experi-

ment used to manipulate data taken from the ATLAS detector. These algorithms can

use information from the different parts of the Inner Tracker’s sub-detectors to pro-

duce different kinds of tracks. The tracks are created in two passes. The first pass is

where the majority of tracks are created. Tracks are seeded from the inner silicon layers

and extended outwards, in so-called Inside-Out track reconstruction. The second pass,

Outside-In track reconstruction, is the reverse of this. Figure 6.1 shows an example of

different types of objects used in the reconstruction of track candidates.

6.1.1 Inside-Out Track Reconstruction

In Inside-Out track reconstruction, hits in close spatial proximity to each other in the

pixel and SCT sub-systems (silicon hits) are clustered into space points which are shown

in Figure 6.1 as yellow dots. In the pixel sub-systems, a space point is a single cluster.

In the SCT, where entire strips are hit, these space points come from clusters either side

of a double-sided module. This allows for the point to have some information about its

position along the strip direction2.

Then, all combinations of three space points in the same sub-system are collected to

form track seeds (SCT and Pixel track seeds are referred to as SSS seeds and PPP seeds

respectively). As a typical charged particle will be responsible for more than 3 space

points, the total possible number of track seeds will far outnumber the number of parti-

width of data that has to be dealt with in a given time-frame the electronic output is digitised.
2For the barrel the z-direction is parallel to the strip, and in the end-caps it’s the radial direction
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cle tracks expected. Early removal of un-physical track seeds, therefore, helps to make

the tracking pattern recognition less computationally expensive.

The trajectories of the SSS seeds are then extrapolated to the beamline and the inter-

sections are collected to try and identify their production vertex. SSS seeds that do not

converge to one of a small number of vertices are usually rejected. The maximum and

minimum z-positions of these vertices are then used to reject PPP seeds whose beam-

line extrapolations fall outside this z-region. Seeds still available at this point are said

to have been accepted.

The next step is to turn accepted track seeds into track candidates. The accepted track

seeds’ initial parameters are then used to define a search road to locate possible track hits

as the track is extended outwards through the magnetic field. If a space point within

the seed has not been used to make another track candidate previously and sufficient

hits lie on the search road, a Kalman Filter [112] is used to identify the hits compatible

with the track, which then become part of the track candidate. Each seed therefore only

ever results in a single track candidate. The track candidates parameters are then up-

dated using a Runge-Kutta method [113].

In order for these track candidates to survive, they must pass two further requirements:

to have at least seven silicon hits, and to have a pT larger than 500 MeV. This is to reduce

non-genuine tracks that will have a small number of hits and low-energy tracks which

are usually not of interest to the high-energy physics programme.

Track candidates that have survived then go into the ‘ambiguity solver’ to further re-

duce non-genuine tracks. The ambiguity solver assigns a score to each track based on

the number of sub-detector hits and holes3, and the χ2 of the track fit calculated using

3If the interpolation of two space points of a track intersects an active silicon module that has not
registered a hit, the intersection point is called a hole.
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Figure 6.1: Image showing the different objects that are formed while creating tracks at the ATLAS
experiment. Charged particle interactions with detector components induce electrical signals which in
turn inform the position of this interaction. This information is contained within space points, shown as
yellow points. These points are combined to form track ‘seeds’ which are cyan if they are formed in the
Semiconductor Tracker (SSS seeds); and navy blue if they are formed in the Pixel system (PPP seeds).
The momentum information from the seeds is then extended to find other points that lie on this to form
silicon track candidates (shown in dashed green). The third track going clockwise shows the tracks are
then extended into the TRT to see if they align with TRT deposits. Track candidates that fulfil further
quality requirements become tracks, shown in red. The lighter red track has one pixel ‘hole’ and one SCT
‘hole’ so passes loose track requirements, and the darker red track has hits in every layer, so passes the
tight track requirement. The two track candidates left in the diagram do not become actual tracks because
they either miss the nominal interaction point when extended, or do not have any unique space points
attributed to the track in the pixel system.
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the residuals between the space points and the track. Track candidates are ranked by

score and space points shared by multiple tracks are given to the track with the highest

score. It is at this stage that track candidates can be merged if they share a lot of hits, or

rejected if the score is deemed too low.

6.1.1.1 TRT Extensions

The straws that make up the TRT are also called drift tubes. Due to the number of

drift tubes that are present in the detector, charged particles that have large relativistic

factors travelling through the TRT can sometimes cause a lot of hits. These hits form

a large number of points on the arc of a circle, and therefore this TRT track object is

known as a drift circle. The silicon-based tracks are extended to the TRT, and any drift

circles that are consistent with the track are added to it.

6.1.2 Outside-In Track Reconstruction

Outside-In track reconstruction works in the same way as Inside-Out track construc-

tion, but as a starting point takes unassigned TRT drift circles and tries to extend them

inwards to match them to silicon hits that are currently unclaimed. Fewer than about

2% of accepted tracks are made this way.

6.1.3 Track Contents

As mentioned in Section 6.1.1, the track parameters are determined by the track seeds

and are updated using a Runge-Kutta method as additional points are added to the

track. Owing to the constant magnetic field provided by the surrounding 2T solenoid

magnet, all charged particles that pass through will travel on a helical path through

the detector. This helical path can be parametrised by 5 variables determined at the

shortest spatial distance the track is from the beamline axis and with respect to a sur-

face perpendicular to the direction of the beam at a particular point, called a perigee

surface. These track parameters are as follows: the distance of closest approach to the
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beamline or the transverse impact parameter, d0; the distance along the axis of the beam

(longitude) that separates d0 and the perigee surface (the longitudinal impact parame-

ter), z0; the track curvature parameter, q
|~p| , where q is the charge of the particle and ~p is

the momentum of the particle at the spacial point [d0, z0]; the angle subtended by the

momentum of the particle in the (x,z) direction at [d0, z0] and the longitudinal axis (the

polar angle), θ0; and the angle subtended by the momentum of the particle in the (x,y)

direction at [d0, z0] (also known as the transverse momentum ~pT or pT) and the x-axis

(the azimuthal angle) φ0 . A pictorial representation of these parameters can be found

in Figure 6.2.
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Figure 6.2: Pictorial definition of the parameters that make up a track at the ATLAS detector. All of the
parameters are defined with respect to a perigee surface, shown here in blue. The transverse momentum
( ~pT) is the 2-D projection of the total momentum of the track (~p) at the distance of closest approach
onto the perigee surface. The B subscript on the axis directions refers to the beam, which travels in the
z-direction.
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This selection of parameters are chosen as they are a representation of the track state at

its theoretical origin and is thus generally the closest approximation to the description

of the track near its production vertex.

6.2 Origin of Fake Tracks

To increase the number of collisions, protons are collided in bunches. This results in

multiple interactions per bunch-crossing or ‘pile-up’ (see Section 4.4) and means more

hits are registered in the inner detector in a given time frame. The resulting jump in the

complexity of the combinatorics makes it harder for these algorithms to correctly cre-

ate tracks that correspond to the trajectory of the charged particles as they pass through

the detector. Combinations of hits that are from different tracks and look like hits from

actual tracks, are referred to as fake tracks [114]. While the process above is good at mit-

igating the levels of fake tracks that are classified as genuine, a fair few fake tracks are

still labelled as real.

Since the reconstruction of fake tracks is inevitable given the conditions of the proton

collisions, being able to model them correctly is essential to reducing the uncertainties

that they cause. This, combined with the fact that the luminosity increase scheduled to

take place for HL-LHC will only increase the pile-up further (to 〈µ〉bunch = 200), means

there is a strong motivation for tackling and calibrating such effects now while the pile-

up is relatively low.

6.3 Modelling of Fake Tracks

To be able to model the number of combinatorial fake tracks as a function of pile-up, a

baseline model of the number of genuine (i.e non-fake) tracks is required. To do this an

environment free from processes/decisions that inflate or bias the number of tracks is

required. Real physics data from the ATLAS experiment (using the ‘physics-main’ data
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stream) is biased towards events with lots of tracks in them. The triggers used to select

events prefer those that contain high-pT charged objects that will leave good-quality

tracks in the detector. Hence the events obtained within this trigger are more likely to

have a higher number of tracks. To remove this physics bias, data from a different data

stream called ‘ZeroBias’ data is used. The triggers for this stream are randomly seeded

there are no requirements on the tracks created.

For the data from the ZeroBias data stream, the assumption is made that the collider

conditions are stable for long enough, since the particles that collide at the IP do not

change. This means that the average number of genuine tracks is the same for each

pile up interaction. A first-order approximation can therefore be made that the average

number of genuine tracks is directly proportional to the number of pile-up interactions.

Then any deviation from the linear trend of average number of tracks with pile up is

assumed to be solely attributed to fake tracks.

To generate MC simulated events that are akin to this data selection, a base event is

selected, and pile-up processes are added. Since a base event that has some tracks will

artificially increase the number of tracks, the event used as a base is a single neutrino

event.

The contribution of fake tracks to the average number of tracks also depends on the

kind of tracks created. Tracking algorithms can create several types of tracks (that all

meet the baseline requirements) by using different sets of requirements to cluster hits.

These sets of requirements are called selections, and there are two main types of track

selection: Loose and TightPrimary.

The Loose and TightPrimary track selections are only applied to tracks that lie within

the barrel region of the ATLAS detector and pass a momentum cut of 400 MeV. These
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track selections also stipulate requirements on how many total hits are needed to be reg-

istered in both of Pixel and SCT sub-systems (‘silicon hits’) as well as them separately.

The Loose selection, for example, requires at least 7 silicon hits but the TightPrimary

selection requires at least 9 hits, and one of them must be in the two innermost pixel

layers [115]. More details about the differences between the track selections can be seen

in Table 6.1. Given that the the TightPrimary selection has more requirements on the

tracks than the Loose selection, it is expected that there is a lower fraction of fake tracks

that pass the selection.

Table 6.1: Table showing the difference in selection requirement made on Loose tracks and TightPrimary
tracks. Modules shared correspond to tracks made from hits that are traced to the same module.

Selection Criteria Loose TightPrimary
pT Cut pT > 0.4 GeV pT > 0.4 GeV
η Range | η | < 2.5 | η | < 2.5
Minimum Number of Silicon Hits (MNSH) 6 7 6 9 (6 11 if | η | 61.65)
Required Pixel Hits 0 1 (in IBL or B-Layer)
Maximum Number of Silicon Modules Shared 1 0
Maximum Number of Silicon Holes 2 2
Maximum Number of Pixel Holes 1 0

Figure 6.3 shows the average number of tracks against the average pile up per bunch

crossing, 〈µ〉bunch (for the sake of brevity this will be simply referred to as µ from now

on) for both the Loose and TightPrimary selections between a range of 6 ≤ µ ≤ 60 in

the ZeroBias data stream. The distance between the points and the fitted line indicate

possible fake tracks. A deviation from the expected linear trend was observed at high

µ. For the TightPrimary selection, the points sit close to the linear fit indicating low

levels of fake tracks. The parameters that define the linear trend are seeded from the

region 9 ≤ µ ≤ 16 where it is expected that the number of fake tracks is negligible.

It is thought that effects other than fake tracks could contribute to a deviation from

linearity but were expected to be sub-dominant and hence the first iteration of the study

conducted included none of those possible effects.

103



bunch
〉µ〈

10 20 30 40 50 60

〉
T

ra
ck

s
N〈

50

100

150

200

250

300

350

bunch
〉µ〈 4% syst on ±Loose Selection, with 

bunch
〉µ〈Linear fit on low 

bunch
〉µ〈 4% syst on ±TightPrimary Selection, with 

bunch
〉µ〈Linear fit on low 

ATLAS   Preliminary
 = 13 TeV, Zero Bias Data 2017s

| < 2.5η > 1GeV & |
T

 p

Figure 6.3: Plot of the average number of tracks as a function of pile-up for the Loose and TightPrimary
tracks in Run 2 data. Here the pT cut-off at 1 GeV rather than 400 MeV reflects the fact that the majority
of analyses that use tracks do not find tracks of that low energy to be useful. The black and red lines are
linear fits made between 9 ≤ 〈µ〉bunch ≤ 16 and extended out to higher 〈µ〉bunch.

6.4 Mis-modelling Recommendations in 2017

The first iteration of the study aimed to replicate the efforts made by previous analysers

and used their methods to create recommendations on a newer dataset.

The raw number of fake tracks present in each tracking selection, while important, is

not the main figure of merit for this study. Since most analyses use MC simulated

events as a basis to test the Standard Model by comparing it to data, understanding

the differences between the reconstruction of track objects in MC simulated events and

data is important. Ideally a track made from MC simulated events and a track made

from real data should have the same definition. If there are differences, the Tracking

CP group should come up with a correction to be applied such that the overall number

of tracks is consistent between the two.
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The aim of the recommendations, therefore, is to provide a measure of the uncertainty

on the number of MC simulated tracks present in each selection. Figure 6.4 shows the

average number of tracks versus µ for the study in 2017 which only uses 2016 data.

Since the runs selected to produce the points in Figure 6.4 had small amounts of data at

high values of µ, the data points above µ = 45 were deemed unreliable and the trends

were capped at this value.

Figure 6.4: Plot of the average number of tracks as a function of pile-up for the Loose (in black circles) and
TightPrimary (in magenta squares) tracks in Run 2 2016 data (filled) compared to the equivalent MC
simulations events (empty). The solid lines represent extrapolations of a linear fit to MC simulations
seeded between a 9 ≤ µ ≤ 16 .

6.4.1 Extracting Uncertainties

The study of fake tracks has two main purposes.

• To check the number of fakes in generated MC simulations matches that of the

data.

• To try to minimise the number of fake tracks in the track selections.

105



For both of these aims, a better quantity to look at is the linear fit deviation which is

given by

〈NTracks〉 − f(µ)

〈NTracks〉
,





Loose f(µ) = mLµ+ cL

TightPrimary f(µ) = mTPµ+ cTP

where f(µ) is a linear fit seeded in the region of low µ where it is assumed there are

negligible amounts of fake tracks, and extrapolated out to high µ. Figure 6.5 shows the

difference between the number of tracks and the seeded linear fit seen in Figure 6.4 at

each value of µ and the the ratio between the average number of events given by data

to that of generated MC. It is these residuals from the line Data/MC = 1 line that will

provide uncertainties on the fake rate.

Figure 6.5: Plot of the average number of fake tracks as a function of pile-up for the Loose (in black circles)
and TightPrimary (in magenta squares) tracks in Run-2 (2016) data (filled) compared to the equivalent
MC simulations events (empty) The ‘fake rate’ is the difference between the points and the line of the
respective colour in Figure 6.4 divided by the total number of tracks for that selection.

The ratio of the fake rate in data and MC at a given value of µ is calculated across the

entire range of 0 ≤ µ ≤ 45. Then for each track selection, the residual of the ratio

from MC/Data = 1 line is taken for each value of µ. These points are then put into a
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histogram and then a Gaussian is fitted to calculate the un-weighted mean (ΣNi=1xi
N

) and

RMS (
√

ΣNi=1(xi)2

N
) of these residuals for all points with a µ >20. Since there are 40 points

entering each histogram and they are unweighted, outliers can have a large effect on

the resulting distribution used to make recommendations.

Outliers occur in the distribution of residuals for two main reasons. The first is that at a

particular value of µ there is a very large discrepancy between the modelling of tracks

in data and MC simulated events that is not present at surrounding values of µ. This

is not expected to happen as it implies a spontaneous mismodelling effect independent

on µ, not seen for any other values of µ. The second reason is that you divide two

numbers that are close to zero by each other, and obtain large values (seen in Figure

6.5). This is not a characteristic of mismodelling per-se, but is an indicator of statistical

effects which are largely irrelevant. Hence it is assumed that any outliers seen can be

removed.

To remove the outliers, all points that are greater than two RMS deviations from the

mean are removed and the mean and RMS are recalculated. This ‘trimming’ is done

twice. The final mean and RMS of the distributions of trimmed residuals provide the

basis of the recommendations.

The histograms generated on the fake study framework for the trimmed ratio plot

residuals are consulted. Depending on the distribution of trimmed residuals one of

either the mean or RMS is used to characterise this distribution. Since most of the mean

and RMS outputs are between -1 and 1, these can be easily converted into percentages,

which will be the recommendation. The criteria for selecting the mean or RMS is out-

lined below.

• If the trimmed bin-by-bin residuals are centred around 0, this implies that the MC

simulations reproduce the data well overall. It is expected in this case that the
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RMS will be small, but the mean will be smaller still. A reasonable conservative

estimate would be to utilise the RMS of the points as the uncertainty. However,

if the RMS-based uncertainty is significantly larger than expected from a ‘by-eye’

inspection of the residuals, then there could be a problem with the linear fit as-

sumption and it is better to use the mean.

• If the residuals are not centred at 0, but the RMS is small, this implies that the dis-

tribution is clustered around a different value. The uncertainty should therefore

be based on the deviation of the mean. In this case it would be good to consider

a one-sided uncertainty, as the dominant effect seems to be the systematic shift is

larger than expected. The systematic shift of the points is therefore more impor-

tant to characterise than their spread, so the mean should be used, as in this case

it represents the difference from zero.

• If the residuals are not based at 0, and the RMS is large, with no obvious clustering

at a particular value then neither the mean or the RMS give a good method of

characterising what is going on. This is an indication that the fitting procedure is

not working well and an alternative measure needs to be used.

The greatest cause of systematic error in this process comes from the relatively arbitrary

choice of the µ range used to seed the linear fit. To prove that this process is stable, the

above steps are repeated for a variety of different µ ranges. Depending on the distri-

butions of the final means and the RMS under different µ ranges, either the mean or

the RMS will be used as the basis of the recommendation. Figure 6.6 shows some of

these mean and RMS histograms and Figure 6.7 shows the presentation of the data in

the format used for the recommendations.

Since the residuals for the loose selection are tightly centred on 0, the RMS spread

shown in the top table of Figure 6.7 was used to generate recommendations. With a

spread of between 0.49 and 0.52, an uncertainty of 50% on the statistical precision of
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Figure 6.6: Histograms for the residuals of the ratio between data and MC simulations for the average
number of tracks against µ. On the top these are shown for the Loose and the TightPrimary (referred to
in these figures as simply ‘Tight’) selections and on the bottom after two rounds of outlier removal, for
the TightPrimary (left) and Loose selections (right) respectively.

the number of fake tracks was suggested. For the TightPrimary as the distribution is

centred about -1, the mean spreads shown in the bottom table of Figure 6.7 are used

which were used to justify an uncertainty of 100%. Since the number of assumed fake

tracks for the TightPrimary selection is low, it is expected that the uncertainty on any

fake tracks found will be high.

6.5 Mis-modelling Recommendations in 2018

By 2018, more of the 2017 dataset had been processed, and runs with a larger average µ

could be incorporated into the study and thus extend the range of the track recommen-

dations from µ = 45 to µ = 60.
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Figure 6.7: Final .txt output file produced by the tracking code I created which is the basis of the rec-
ommendations provided to the group. The last entry in both is the nominal 9 ≤ µ ≤ 16 linear seed,
but the recommendation provided is generally taken to be the rough midpoint of all these values rounded
upwards to the nearest 5%-10%.

Figure 6.8a and Figure 6.8b shows the updated plot of the number of tracks versus µ

and the difference between the number of tracks and the seeded linear fit, respectively.

If the assumption that the number of fake tracks is linear in µ was correct, the points in

the deviations from linearity plot seen in Figure 6.8b should also follow a linear trend.

Given that the Loose selection points for both the data and the MC simulations do not

follow a linear trend, this indicates a higher-order contribution to the number of fake

tracks.

6.5.1 Additional Cuts on d0

One way of producing better recommendations is to try to profile the phase space that

is most likely to result in a fake track. Since tracks have several parameters that describe
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Figure 6.8: Plots of the average number of tracks as a function of pile-up (µ) for the Loose and TightPri-
mary tracks in Run-2 (2016+2017) data for µ < 60 (a), and the difference between the number of tracks
and the linear fit seeded from 9 ≤ µ ≤ 16 (b).
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them, the distribution of some track properties may help distinguish real tracks from

fake ones. Given the definition of d0 in Section 6.1.3, the distribution of d0 is expected

to be peaked around small values for real tracks. Since fake tracks are created from

random combinations of clustered hits, it is assumed there there should no preferen-

tial distances from the beamline for fake tracks, and hence their distribution should be

uniform across the entire range of d0. To test this hypothesis, several slices of d0 were

added to both of the track selections and the region at which the tracks start to diverge

from linearity is attempted to be isolated.

Figure 6.9a shows that there are more fake tracks that deviate from the linear fit as-

sumption at low µ, the larger the cut on d0 applied to the track selection. Figure 6.9b

shows that with an additional cut on d0, the deviations from the linear fit for the Loose

selection are greatly reduced compared to the plot without this cut shown previously

in Figure 6.4.

6.5.2 Extracting Uncertainties

Recent studies by an adjacent CP group had shown that there was a reduction in the ef-

ficiency of TightPrimary track selection with respect to µ. To improve the study and the

recommendations, a µ-dependent efficiency loss term was included in the fit. Given the

improvement in tracking quality that including an additional d0 cut had on the number

of tracks versus mu plot, recommendations were produced for both the selection with

a d0 cut of 5 mm and those without this cut, (called the inclusive selection, and most

compatible with the previous study).

The updated linear fit deviation is given by

〈NTracks〉 − f(µ)

〈NTracks〉
,





Loose f(µ) = mLµ+ cL

TightPrimary (2018) f(µ) = mTPµ ∗ (1− b(µ)) + cTP
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Figure 6.9: (a) Number of tracks versus µ for the Loose track selection data (filled) and MC simulated
events (blank) with three additional cuts on d0 applied. In ascending order. The yellow points have a
selection of 0.5mm ≤ d0 ≤ 2mm , the blue points have a selection of 2mm ≤ d0 ≤ 5mm and the
green points have a selection of d0 ≥ 5 mm. (b) Number of tracks versus µ for the Loose (black) and
TightPrimary (red) selections with an additional < 0.5 mm cut on d0, also referred to as innermost d0.
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where, as in the previous iteration of the study, f(µ) is a linear fit seeded in the region

of low µ where it is assumed there are negligible fake tracks, extrapolated out to high

µ, and b is an efficiency gradient for the TightPrimary selection.

Figure 6.10: Histograms for the residuals of the ratio between data and MC for the average number
of tracks against µ after two rounds of outlier removal. Here the TightPrimary selection is referred to
simply as ‘Tight’ Top left and top right, for the inner-d0 TightPrimary and Loose selections respectively.
The track selections for their respective inclusive tracks are below them.

Using the criteria listed in the previous selection on the distribution of the data/MC

residuals, Figure 6.10 shows that for the mis-modelling recommendations on both the

inclusive and inner-d0 TightPrimary track selection, the mean should be used, and for

the recommendations on the inclusive and inner-d0 Loose track selection, the RMS

should be used.

From Figure 6.11, and the conclusions following the histograms in Figure 6.10, the rec-

ommendations for uncertainties on the tracking fake mis-modelling presented inter-

nally to the Tracking combined performance group were:
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(a) (b)

Figure 6.11: Final .txt output file produced by the tracking code I created which is the basis of the
recommendations provided to the group. (a) shows the means and RMS’ for inclusive track selections
and (b) shows them for the track selections with an additional requirement of a d0 < 0.5 mm. The last
entry in both is the nominal 9 ≤ µ ≤ 16 linear seed, but the recommendation provided is generally taken
to be the rough midpoint of all these values rounded upwards to the nearest 5%.

Inclusive Loose Selection: 5%

Inclusive TightPrimary Selection: 85%

Inner-d0 Loose Selection: 50%

Inner-d0 TightPrimary Selection: 85%

To be conservative, these numbers were rounded up. The final uncertainty recommen-

dations presented in the summer of 2018 for the track selections are as follows:

Inclusive Loose Selection: 10%

Inclusive TightPrimary Selection: 100%

Inner-d0 Loose Selection: 50%

Inner-d0 TightPrimary Selection: 100%
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Later on in the year, these results helped motivate the decision to increase the silicon

hits required for the Loose selection from 7 to 8 to reduce the raw number of fake tracks.

6.6 Monte Carlo Simulated Tracks

The uncertainty recommendations that are generated are based on a ratio between the

fake tracks found in data and fake tracks found in MC simulations. Since it is under-

stood that the assumption of linearity with µ for fake tracks is incorrect to some degree,

improvements to the recommendations can come from having a better understanding

as to what is labelled as a fake track in MC simulations. In order to do this we should

follow step-by-step the processes that lead to track objects being created in MC simu-

lated events. This can be seen below in Figure 6.12. After the tracks are obtained, to

reduce the size of the files, non-interesting tracks can be removed.

Figure 6.12: Graphic showing how MC truth track and reconstructed track objects are made.

With this, it is possible to compare the performance of the tracking algorithm in MC

simulations to the event record of what happened, referred to as the ‘truth’ or ‘truth

information’. After slimming, the reconstructed (reco) tracks and truth tracks are stored
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in separate ‘containers’ and can be compared to try and understand how the tracking

algorithm performs on MC simulated events. Comparing the trend of certain truth-

level features with µ could therefore help identify some unexplained non-linearities in

the general 〈NTracks〉 vs µ plots.

6.6.1 Truth Linking

One such comparison between reco tracks and truth tracks is the presence of a truth link

in the reconstructed track container. When GEANT4 is run to make a HITS dataset, the

MC simulations truth record is also augmented4 and links are produced between each

hit and the responsible particle. Multiple particles, however, can produce the same dig-

ital signal. When you apply a digital reconstruction to go from hits to tracks, because

each track has one truth link, the relationship between hit-truth and track-truth infor-

mation is a many-to-one mapping. The full truth information is then thinned on the

conversion to various filtered xAOD analysis formats.5 After the xAOD’s are formed,

the production of reduced sets of data for analyses purposes means that information

about the associated truth particle and the link themselves are no longer propagated,

but information derived from these quantities, like truth track particle ID and whether

it was a signal event or a pile-up event is propagated.

The truth link takes the form of a boolean and its presence indicates that early on in the

process of producing a reco track, there was a truth track with certain properties that

are exactly equal or close to the equivalent properties of the reco track. This is a prop-

erty that is assigned to a reco track before the slimming of the truth events takes place.

If everything was perfectly efficient, it could be assumed that to first approximation all

tracks that do not have a truth link are fakes.
4to contain any long-lived particle decays and any conversions due to detector material interactions
5When a ‘link’ is made what is physically happening is that a reference to an object in another con-

tainer in the same file is being stored, like a symbolic link. If this container is discarded, then the link
will be broken and that information will be no longer accessible. This is done so that when building the
xAOD’s there is as much information as possible.

117



10 20 30 40 50 60

bunch
〉µ〈

50

100

150

200

250

300

350〉
T

ra
ck

s
N〈 Number of Loose Reco Tracks linked to Truth tracks

Total Number of Loose Tracks

ATLAS Internal
 = 13 TeV, MC 2016as

| < 2.5η >1GeV & |
T

Loose Tracks: p

10 20 30 40 50 60

bunch
〉µ〈

0.6
0.7
0.8
0.9
1.0

Li
nk

ed
/T

ot
al

(a)

10 20 30 40 50 60

bunch
〉µ〈

50

100

150

200

250

300

350〉
T

ra
ck

s
N〈 Number of Tight Reco Tracks linked to Truth tracks

Total Number of Tight Tracks

ATLAS Internal
 = 13 TeV, MC 2016as

| < 2.5η >1GeV & |
T

Tight Tracks: p

10 20 30 40 50 60

bunch
〉µ〈

0.6
0.7
0.8
0.9
1.0

Li
nk

ed
/T

ot
al

(b)

Figure 6.13: Number of reconstructed tracks that have truth links vs µ plotted alongside the total number
of tracks for the Loose selection (a) and the TightPrimary selection (b).
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In both the figures 6.13a and 6.13b the trends of tracks with truth tracks (the blue lines)

increases linearly with µ. This means that on its own, the truth track information is not

enough to provide any insight into the non-linearity of 〈NTracks〉 such that recommen-

dations can be altered.

6.6.2 Truth Matching Probability (Pmatch)

Another such comparison between reco and truth tracks is the Truth matching proba-

bility, Pmatch. This quantity is attributed to the track after slimming takes place. It is a

number between 0 and 1 that describes the likelihood that a track is a fake. Pmatch is

defined by the ratio of the number of space points that are shared (or common) to both

the reco and its best-matched truth track, and the number of space points that make up

the reco track. Since the tracker is made up of three segments, the space points on each

track will fall into one of three types: pixel clusters, SCT clusters or TRT clusters. The

pixel clusters are closer to the beamline and are most important in the reconstruction

of the track, followed by the SCT and then the TRT clusters. Pmatch assigns weights to

clusters from each sub-detector to reflect this. Clusters from pixel are given a weight of

10, those from the SCT get a weight of 5, and those from the TRT, a weight of 1 leading

to Equation 6.1.

Pmatch =
10×NCommon

Pixel + 5×NCommon
SCT +NCommon

TRT

10×NTrack
P ixel + 5×NTrack

SCT +NTrack
TRT

. (6.1)

TightPrimary tracks are partially defined by a cut of Pmatch > 0.5, so looking at the

tracks that fail this for both selections serves as a test to whether the reconstruction al-

gorithms are behaving as expected. This can be seen in Figure 6.14.

A track having a Pmatch < 0.5 is a good indication that the track is a fake. There are

two reasons that a track will pass this requirement. The first is that the reconstructed

track has lots of hits, but the selection of these hits is unlike any truth track. The chance
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Figure 6.14: Loose and TightPrimary that have Pmatch < 0.5. It is important to note that the failure
rate for the Loose selection increases non-linearly. At high mu there are roughly 20 tracks failing this
requirement. This is about 8% of the 250 tracks seen in Figure 6.13a.

of this becomes increasingly unlikely with the increased number of hits in an event,

especially as hits can be shared between multiple track candidates. The second, and

more likely reason, is that the reco track does not have many hits attributed to it, this is

an indication of a fake track as real tracks leave lots of hits in the detector.

6.6.3 Combining Truth Linking and Pmatch

Since Pmatch and ‘Truth Linking’ happen at different stages of the data preparation pro-

cess, by combining these two criteria and seeing what tracks, if any, have or do not

have such information, it can be ascertained what happens during the slimming step.

Figures 6.15 and 6.16 demonstrate that some information is lost in the slimming pro-

cess. The truth link is established around the same time as the Pmatch. Every particle

that has a high Pmatch should have a truth link, but Figure 6.16 shows that this is not the
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Figure 6.15: Image showing the percentage of tracks of a given selection without truth links but have
matching probabilities of greater than 0.5.
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Figure 6.16: Plot showing the number of Loose reco tracks that have Pmatch > 0.5 compared to one
showing the number of loose reco tracks that have Pmatch < 0.5 and have a truth link.
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case. For a reco track, the associated truth particle and the link themselves stop being

stored, but the information derived from them continues to be propagated. Figure 6.15

shows that roughly 80% of reconstructed Loose tracks (which is the selection with the

higher fake contribution) at low µ are best matched to a particle that is no longer stored,

but given that the fake contribution is predominantly present at high µ for the Loose

selection and at these values of µ it drops to 0%, the lost information is probably not

due to fakes.

The best explanation of the results in figures 6.15 and 6.16 is that the truth record is

cleaned after the calculation of the Pmatch. So to solve ambiguities in the MC simulated

events reconstruction, one has to go into the slimming step of the track algorithm and

try to correct the loss of information. This was beyond the scope of the study.

6.6.4 Track Barcodes

Different types of clustered hits are assigned barcodes depending on whether they are

constructed from hits produced from the original particle as generated by an event

generator modelling a signal process (a primary vertex), or if they were generated via

interactions with the detector material in a GEANT4 detector simulation (a secondary

vertex6).

Tracks created from hits from the original generator have low barcodes, and those gen-

erated later in GEANT4 have higher barcodes7. The number of primary and secondary

vertices should rise linearly with µ. All real tracks therefore should have a barcode but

6Not to be confused with its namesake created in the event generator event record, which means that
the particle produced has a measurable lifetime so will decay into other products at a different vertex
to the one where it was produced. This particle and daughter hits will all be given the same type of
event-generator barcodes.

7This is roughly correct if Pmatch is sufficiently high. If the Pmatch is low, selecting the track origin via
the barcode only says that more of the hits that constitute a track come from a track that is primary or
secondary than any other track. However most of those hits are still not from that track, so the track is
neither primary or secondary - it is a fake.
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because the track is assigned a barcode at the start of the reconstruction process, fakes

can have non-zero barcodes. However, all tracks that have barcodes of 0 will be fake.

Figure 6.17 shows plots of the stored barcodes plotted against µ.

Of all of the track objects found, none of them had a barcode of zero. Figures 6.17b and

6.17c have many more track objects present than any of the plots shown in this chapter.

This is because not all track objects that have barcodes are ‘trackable’. Not all charged

particles generated are stable to the generator, and as such there exists a status flag to

show a particles generator stability. Stability is the distance measure of how long a par-

ticle exists before it decays. Often this is given to be true if the product of the particles

lifetime and the speed of light8 is greater than 10 mm, but this is the average distance

and not an actual distance a particle travels before it decays.

The generator produces a lot of particles, some of which are for book-keeping but all

of them are real and physical. Their lifetime, however, means that they will not be able

to leave enough hits in the detector to be reconstructed. Figure 6.18 shows the barcode

information shown previously but only for particles that are stable to the generator.

Figures 6.17a and 6.18a show that the tracks with low and high barcodes rise linearly

with µ as expected. It is possible that the tracks that the stable tracks that share barcodes

(as shown in figure 6.18b) are fakes, but these are numbers generated over several hun-

dred events, and since the barcodes are randomly generated for each event, and it was

unknown to what precision a barcode, it is not unexpected that a small number of tracks

between events happen to have the same barcode. Further study had to be conducted

into how and why tracks could share barcodes.

8which is a good enough approximation for the speed at which all particles traverse the detector
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Figure 6.17: Number of reconstructed tracks vs µ for all track objects that have high barcodes (≥ 2×105)
(a); all track objects that have low barcodes (0 < barcode < 2 × 105) (b); and for all track objects that
share the same barcode (c). The lines plotted in these plots are lines to guide the eye, and such have little
significance attached to them.
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Figure 6.18: Number of stable reconstructed tracks vs µ for all track objects that have low barcodes
(0 < barcode < 2× 105) (a); and for all track objects that share the same barcode (b).

6.6.5 Conclusions

An alternative hypothesis was suggested to explain these results. It is possible that the

tracks that have been assumed to be fake because they do not follow a linear trend with

µ are real tracks that at some point were processed such that they stopped fulfilling

truth criteria. One example being an interaction with matter causes a pion to fragment

to more pions. The daughter pions lose the truth link to the original pion, and the

Pmatch ascribed to the original pion falls below 0.5 and the track is labelled as fake even

though the track is a true one. If this is true then at the point of the splitting, the barcode

information is also lost and a reduction of secondary tracks is seen. A counterpoint to

this argument would be that these tracks would have barcodes of 0, and none were

seen, but it was argued that an event weight could be present squashing this 0-barcode

contribution to zero.

This could be a question of definitions. One could ask if one needs a precise definition

of a fake track, but the answer to this is not straight-forward. For a detector-based truth

level study, then the answer is most likely yes, but to produce Combined Performance

recommendations, where what matters is only how an analysis downstream of the re-
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construction would classify such objects, then the answer is probably no.

The main barrier to further progress, and/or a definitive answer to either of these ques-

tions is that the truth definitions that we are trying to diagnose have no information

about them at the analysis level that this study is conducted at. The best way of con-

tinuing would be to trace a single event through the entire reconstruction process and

manually figure out what occurs to the tracks at each stage, but this is a large under-

taking and the scope and difficulty of such a task is unknown. Since it is unclear if any

more diagnostic plots could be produced in the framework that I created to tackle these

questions, and no new recommendations could be created based on this new informa-

tion, this study was left for future work.
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7
Object definitions

T
racks, which were discussed in the previous chapter, are just one type of

physics object. A physics object is the term for a collection of signals from

sub-detectors that are consistent with the passage of one or more particles.

In Chapter 4.3, the process of identifying certain particles1 via their deposits in various

sub-detectors was discussed. However, the precise definitions of these particles is done

in terms of physics objects.

The main topic of the thesis is based around the V H, H → bb̄ analyses presented in the

subsequent Chapters 8, 9 and 10. Only objects that are integral to these analyses will be

discussed here, and as such this excludes photons.

7.1 Low-Level Physics Objects

‘Low-level’ physics objects are those that come from direct measurements from within

the detector. These include tracks from the ID and muon spectrometer, vertices inferred

from ID tracks, and towers and clusters from the electronic and hadronic calorimeters.
1and other ‘high-level’ physics objects but what these are will be explained soon.
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The information from low-level objects is combined to form ‘high-level objects’ like

particles or jets.

Mis-modellings, bad assumptions, and mistakes that can occur in an experiment of this

scale are quantified through the treatment of systematic uncertainties. These mistakes

can be present in the construction of low-level physics objects but systematic uncer-

tainties are not derived on low-level objects for the analyses in this thesis. Systematic

uncertainties will only be defined directly on the resultant high-level objects.

7.1.1 Vertices

After tracks are constructed in the Inner Detector, the information contained within

them is extrapolated backwards along the track to identify the point of origin. As men-

tioned in Chapter 6, the point at which multiple tracks meet is referred to as a vertex.

In each event the vertex with the largest root sum square of the transverse momenta of

contributing tracks (
√

Σ p2
T ) attributed to it is called the primary vertex [116, p10-12]. It

is this vertex which is assumed to be from a hard-scattered proton-proton collision. All

the other vertices in the event will be labelled secondary vertices and these are thought to

originate from pile-up interactions, multi-parton interactions and the decay of particles

created at the primary vertex.

7.1.2 Calorimeter Topo-clusters and Towers

Particles that pass through the detector can leave energy deposits in the calorimeters;

the structure of which are subject to particle type. The energy deposits are grouped

together to form topological clusters (topo-clusters) or towers.
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7.1.2.1 Towers

Within given η ranges, the η - φ space of the calorimeters are divided into grids of Nη

by Nφ elements of size ∆ η × ∆ φ [117, p5]. The energy deposited in these cells are

summed in longitudinal layers, and then summed into towers. If the cell is present in

multiple towers, then the energy of the cell is shared according to the fractional area

taken up by the cell in each of the towers. Towers are used in the construction of jets.

7.1.2.2 Topoclusters

Unlike the towers, a topocluster is a collection of variable size that starts from a ‘seed’

deposit. The ‘topological’ element comes from the fact that these topo-clusters are de-

signed to include neighbouring satellite deposits caused by bremsstrahlung photon

emission [118, p2].

The primary seeds are identified using the variable ζEMcell , computed as

ζEMcell =

∣∣∣∣∣
EEM
cell

σEMnoise,cell

∣∣∣∣∣ (7.1)

where |EEM
cell | is the absolute energy detected in the cell and |σEMnoise,cell| is the expected

noise. The superscript ‘EM’ indicates that these measures are made at the electromag-

netic energy scale2 [118, p4]. To start the clustering process, a cell is required to have

a ζEMcell ≥ 4. A search is then carried out around this proto-cluster for neighbouring cells

with ζEMcell ≥ 2 to merge with it. Proto-clusters that share ζEMcell ≥ 2 are then merged.

Finally the set of neighbouring cells with ζEMcell ≥ 0 are merged with the proto-cluster

to form a ‘4-2-0’ topocluster. Topo-clusters that are then calibrated using test measure-

ments in the ECal, are hence are referred to as EMTopoClusters. These form the basis

of the subsequent candidate particle reconstruction.

2This is the scale set by typical deposits made by electromagnetically interacting particles, such as
electrons
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7.2 Decision Trees and Classifiers

Often when there are multiple variables contributing to an object’s definition, the object

is formed by requiring these variables to be above certain cut-off values. This is called

the single-cut technique. This can result in a low yield in the number of objects formed

if a complicated object has harsh requirements. In order to try and increase the yield of

objects formed, another technique can be used: a multi-variate analysis or MVA.

An MVA is designed to take several variables as an input, and output a classifier to

identify whether the object wanting to be created exists in the event or not. One of the

most common MVA’s uses a Boosted Decision Tree or BDT to do this.

With an ‘unboosted’ Decision Tree (DT), when trying to divide events into signal and

background, they are divided into two parts; a training set and a testing set: the train-

ing set is designed to be used to train the Decision Tree in the creation of a classifier from

the input variables, and the testing set is used to test the classifier.

To train the BDT, the events are ordered by their values in each variable. Then con-

secutively for each variable the sample will be split into two groups: one where the

variable value is less than a cut-off (or splitting value); and one where the event vari-

able is greater than the splitting value. The splitting value is chosen to give the best

‘separation’. In this case separation means events with values larger than the cut-off

are more likely to have the object in (signal), and events with values smaller than the

cut-off will be less likely to the object in (background). It is important to note that at

this stage, no events are discarded outright.

After the events have been sorted into whether they look like signal or background in

a given variable, these events are separated and treated like different samples (but are
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never again split in the same variable). Each successive split in a variable creates two

more branches until certain criteria (discussed later) are met.

Figure 7.1 shows an example splitting of a training sample which is known to have 200

signal and 200 background events. Each letter from ‘T’ to ‘Z’ represents a cut-off value

in a variable that splits the event in two. In the training set, it is known which events

are signal and which are background.

Original Sample
Signal : Background

S/B                  
200 : 200

S/B
150 : 120

S/B
120 : 40

S/B
70 : 35

B
5 : 33

S
65 : 2S
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S/B         
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< 𝑉
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< 𝑇
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Figure 7.1: A schematic showing an example decision tree separation of a training set into signal (red)
and background (blue) leaves. The black represents branches without any such designation and the letters
T-Z are values in different variables that perform the best optimisation of signal and background at each
splitting stage. Since Y and Z are variable splittings in a different branch path to T,U,V and X, Y and Z
can be (but don’t have to be) any one of the variables that correspond to the splittings T,U,V,X but they
both cannot be the same.

Depending on how the MC simulations events are generated, they may have been

given event weights. Each splitting decision that the training set makes in the branch

can be ranked according to the ratio of signal to background that is present in the branch

and their event weights. This variable is called purity (P ) and is given by Equation 7.2

[119, p2].

P =
ΣsWs

ΣsWs + ΣbWb

(7.2)
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where ΣsWs and ΣbWb are the sum of all the event weights in the signal and background

events in a branch respectively. This is defined such that P (1− P ) = 0 for a branch that

is either pure signal or pure background.

The initial sample keeps being split into two branches, and this process will eventually

stop. The branch end is referred to as a leaf and these leaves are either designated to be

signal or background. A branch is designated as a leaf if one of four conditions occur:

• A branch has greater than the desired purity in signal or background

• A branch has too few events to continue

• A branch cannot be split in a new variable

• The maximum number of leaves, a variable which can be set beforehand, would

be obtained

Figure 7.1 shows an example output for this process. Events that fall on signal leaves

(shown in red) are classified as ‘signal-like’ events, and those that fall on background

leaves (shown in blue) are treated as background events.

Figure 7.1 shows an example that is not perfect. There are many events that are known

to be signal that incorrectly fall on background leaves. In addition to this, Decision

Trees are unstable. Small changes in the training sample can lead to large changes to

the criteria used to form branches which affects the structure of the entire tree and the

number of final leaves produced. This process can be improved upon by boosting events

to form a Boosted Decision Tree or BDT.

7.2.1 Boosted Decision Trees

A BDT constructs trees in the same manner as the unboosted version starting off with

unweighted events but then introducing a ‘misclassification’ weight for each event. The
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misclassification of an event occurs when a signal event ends up in a background leaf

or a background event ends up in a signal leaf. At the point where leaves are formed,

misclassified events will have their weight increased or boosted.

The process of building trees from the starting sample is repeated using these new

boosted events which will produce a different tree with yet different event weights.

This is repeated thousands of times until the changes from one tree generation to an-

other is stable and the end result is the formation of a Boosted Decision Tree.

Each event is then scored. During the training, every time an event lands on a signal

leaf the event is assigned a score of +1, and every time an event lands on a background

leaf it is given a score of -1. The final event score of the event is then the renormalised

sum of all these scores with any associated boosted weightings. The higher the score,

the larger the probability that a chosen event is a signal one. By cutting on a particular

score, the desired ratio of signal to background in a sample can be selected.

The same logic can be used to describe and form classifiers that are used to describe a

region in a continuous fashion. Previously, to identify events that belong in a signal re-

gion, a signal-to-background optimisation would be performed on each variable. This

would select a cut-off value in each variable and events that have the variable below

the cut-off value are completely removed. Using BDT’s a classifier can be formed to

discriminate signal from background while throwing away no events outright.

7.3 Leptons

While leptons are technically the name given to particles that interact with the elec-

troweak force and not the strong force; in the chapters to come, the use of the word

lepton refers to only electrons and muons.
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This is because it is useful to have a term to separate electrons and muons from the

other leptons3 as these are objects that have high reconstruction efficiencies.

Neutrinos are only detected by momentum imbalances seen within the detector; and

taus are heavy enough to decay hadronically meaning that their signature usually re-

quires its own analysis outright.

Similar to the track selections for ID tracks, electrons and muons can be designated

loose or tight. In both cases the particle candidates are required to have a pT of> 7 GeV, a

small impact parameter, and to be constructed within the region of the detector devoted

to precision physics (| η | < 2.47 4).

7.3.1 Electrons

Electrons are constructed from topo-clusters that are matched to ID tracks [118, p8].

Instead of simply building electrons from these deposits from a cut-based method, the

constituent objects are fed into a multivariate analysis (MVA) which constructs the like-

lihood that the input features resemble something that is known to be an electron. In this

there are additional possible requirements on this probability in the form of ‘LooseLH’,

‘MediumLH’ and ‘TightLH’ [120, p11] computed from ‘shower shape’ and track qual-

ity variables.

The analyses make use of both loose and tight quality electrons. The tight requirement

will be used when only a single electron track is expected in an event and the loose

requirement will be used when more than one electron track (usually two) is expected.

3Yet more proof that in general physicists are terrible at naming things. I say why not use ‘emu’
instead! It sounds funny because it’s the name of bird and best of all it’s technically correct.

4Not quite 100% coverage
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In addition to the properties already mentioned above, loose electrons are required to

have tracks that are isolated from those that go into other objects. The quantity used to

determine the track isolation is the scalar sum of the transverse momentum (pT ) of the

tracks with pT > 0.4 GeV in a cone of ∆R around the electron5, excluding the track of the

electron itself. The tracks to be considered must be of good quality and originate from

same the primary vertex as the electron track [120, p12]. and fulfil a LooseLH quality

criteria. Tight electrons are selected to TightLH criteria and have stricter isolation but

based on calorimeter deposits.

7.3.2 Muons

Since the muons have their own sub-detector, muon reconstruction can happen inde-

pendently in both the ID and the MS. The information from the two sub-systems is then

combined to form muon tracks. The ID muons are constructed much like their electron

counterparts, but the requirements in the MS are are slightly different. While the pT still

has to be above the same threshold of ≥ 7 GeV, the tolerated acceptance is increased to

| η | < 2.7 to cover the entire pseudo-rapidity of the MS [1, p4].

Loose and Tight muons are used in the analyses, and similarly to their electron counter-

parts the tight requirement is used when only a single muon track is expected and the

loose requirement is be used when more than one track is expected.

Also similarly to electrons there are four different types of muon quality selections that

can be built: ‘Loose’, ‘Medium’, ‘Tight’ and ‘High-pT ’ [121, p6]6 with ‘Medium’ being

the ATLAS default.

5∆R measures the size of a resulting object in the (rapidity-φ plane)
6Each criterion is designed to maximise a certain aspect of muon reconstruction: ‘Loose’ is designed to

maximise efficiency; ‘Medium’ for the determination of statistical uncertainties; ‘Tight’ for muon purity
at the cost of some efficiency; and ‘High-pT ’ for momentum resolution.
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Loose muons are selected for the analyses using the ‘Loose’ [121, p7] quality criterion

and are required to have a similar level of track isolation to that of electrons. Tight

muons fulfil ‘Medium’ [121, p7] quality criteria and have a stricter track isolation re-

quirement.

7.3.3 Taus

Taus are the heaviest known lepton (in the original sense) and while the analysis will

not use taus to look for signal, they are massive enough to decay into quarks as well as

into other leptons. Leptonically decaying taus will decay into muons and electrons, but

these can be distinguished from the ones that are produced from the decay of heavier

objects, as they typically will come from displaced vertices and have large impact pa-

rameters. Hadronically decaying taus decay into quarks which form jets in the detector.

These jets, however, are not easily distinguished from deposits from other hadronically

decaying particles.

Taus, therefore, feature in the analysis in the form of a ‘veto’. Events that reconstruct

tau candidates are removed from the analysis to avoid taus being misidentified as jets.

The information from these tau candidates also goes into the missing transverse energy

calculation (see Section 7.4).

When taus decay they mostly do so hadronically (∼65%) [29, p17] into pions (and

kaons). Pions can have charges of +1, 0 and -1 and have masses of about 135 MeV

(kaons are heavier at 493 MeV). Neutral pions do not leave tracks in the detector so

the ones that are mostly useful for the construction of taus are the charged ones. Since

taus have a charge of ±1, and are many times heavier than pions there are two main

types of decay mode that are interesting for forming the tau veto. These are classified

with the number of charged tracks in the final state: 1-prong (τ− → π−ντ ) and 3-prong
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(τ− → π−π−π+ντ ) 7.

Tau-leptons constructed within the analysis must have pT ≥ 20 GeV and | η | < 2.5 but

lie outside of the transition region between the barrel and end-cap ECal, 1.37 < η < 1.52

[1, p4].

Like the lighter charged leptons, tau candidates are reconstructed using MVA tech-

niques. The quality labels ‘loose’, ‘medium’ and ‘tight’8 are based on the target recon-

struction efficiency and hence are often referred to as working points.

The working points for tau candidate reconstruction in the ‘loose’ : ‘medium’ : ‘tight’

scheme are 0.60 : 0.50 : 0.45 for 1-prong and 0.50 : 0.40 : 0.30 for 3-prong [122, p8]. The

analyses use ‘medium’ quality taus [1, p4].

7.4 Missing Transverse Energy: Emiss
T

When two beams collide head-on at the ATLAS experiment, their energy is dispersed

throughout the detector. Since the particles have no initial motion in the r-φ plane per-

pendicular to the beams thanks to quadrupole magnets, the total energy present in the

r-φ plane in any given event must sum vectorially to 09. If this is not the case, then

due to the conservation of energy, there must be energy that is “missing” (having ei-

ther been been carried off by an undetected particle, encountered a dead region of the

detector, or been assigned to the wrong time-frame). The energy vector (
−−−→
Emiss

T ) and

its magnitude (Emiss
T ) required to balance the visible energy deposits are referred to as

missing transverse energy. In practice, when it comes to recording important events,

only the magnitude of
−−−→
Emiss

T is important.

7In the case of pions, there are possible 5-prong modes, but these occur less than 1% of the time.
8yay for originality
9In practice, this is an approximation as the beams are collided at a small angle to increase the lumi-

nosity.
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There are two main types of objects that are added together to get the
−−−→
Emiss

T of an

event. First is the negative vector sum of the transverse momenta of all the high-energy

physics objects associated with the hard scatter vertex; leptons, photons, hadronically

decaying taus and jets [123, p6]. These are called ‘hard’ objects. The second is the nega-

tive vector sum of all energies inferred from charged particle tracks not associated with

any hard object (unused tracks) [123, p5]. This term is also called soft Emiss
T .

In order to correctly evaluate the amount ofEmiss
T in an event, the objects that go into the

calculation must come from detector signals that are mutually exclusive. An overlap

removal procedure is therefore applied to remove double-counting between the recon-

structed leptons - here, taus and jets.

The way this Emiss
T object is constructed while the experiment is running (online) is that

it only takes into consideration the ID tracks and the calorimeter deposits, but not the

information from the MS. So while it does take into account of the energy of the muon

deposited in the calorimeter, since muons are minimum ionising particles at typical col-

lider energies, this is only a tiny fraction of the muon’s true energy. Not correcting for

this muon energy means that most of the energy of the muons appears as Emiss
T . This

can be corrected some time after data taking (offline), where later triggers can recalcu-

late Emiss
T using the full detector information.

This means that the algorithms used to calculate Emiss
T in the Level-1 trigger and the

High Level Trigger do not use muon-corrected L1 calorimeter information. This will

become important in Chapter 10.
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7.5 Jets

7.5.1 What is a jet

The analyses in later chapters focus on the particular decay of the Higgs boson into

quarks, specifically b-quarks. Due to quarks having colour charge and interacting via

the strong force (QCD), they are not able to be observed in isolation. A principle of

QCD is that only colour neutral particles can be observed [124] and thus these quarks

form hadrons made of two (mesons) or three (baryons) quarks that have an overall

neutral colour charge.

As mentioned in Section 5.3, this process is called hadronisation and the initial high-

energy hadrons are unstable. They decay on short timescales into multiple lower-

energy hadrons that are picked up by the detector.

These final-state hadrons are combined using algorithms to form ‘jets’. The jet defini-

tion comes from what hadrons are attributed to a given jet, and how the momenta of

those hadrons are combined. It is these jets that are then used to infer properties of

the initial quark/gluon, such as energy, flavour and momentum. There are many ways

of doing this, as no particular way is intrinsically correct, hence there is no unique jet

definition.

7.5.2 Choosing an algorithm

A jet algorithm is a set of rules that constructs jets from groups of candidate particles.

Since there are many algorithms that exist to construct jets, it is useful to have some

rules about what is wanted from the definition of a jet.

The “Snowmass Requirements” [125, p3] are a series of conditions placed on jet algo-
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rithms. They require that the jet algorithm is simple to implement in both the exper-

iment and in theoretical calculations; and that physical values of cross-sections yield

physical answers at any order of perturbation theory and somewhat independent of

the hadronisation process 10.

Together these requirements ask that the jet observables (most often the number of

jets in a given event) from the algorithm are stable under small fluctuations in circum-

stances. Such fluctuations include the emission of a soft (low energy) particle (infrared

safety) and the emission of particles at angles close to the direction of travel (collinear

safety).

Generally speaking there are two types of jet algorithm [126, Section 2.1 & 2.2]: those

that sweep out areas around seed particles, called cone algorithms; and those that cre-

ate jets by adding particles one at a time, called sequential recombination algorithms.

Figure 7.2 shows a few varieties of these two types of jet algorithm, some notes on how

each algorithm creates jets, and for the conical algorithms, experimental examples of

each type.

Sequential recombination algorithms are the ones now mostly used at colliders, as they

are reasonably fast and are both infrared and collinear safe. As shown by Figure 7.2,

they are controlled by two parameters: a and R. R is the same parameter mentioned

previously that determines the size of the jet in the rapidity-φ space, and a changes the

order at which particles are clustered into jets.

10At the time of the 1990 conference, it wasn’t clear what sort of algorithm could fulfil these require-
ments, and it took the best parts of two decades to create algorithms that did.
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Jet
Algorithms

Cone [C]

Iteration
[I]
o
p
u

Progressive
Removal
(IC-PR)

Split-
Merge

[IC-SM]

Split-
Drop

(IC-SD)

Fixed [F]

Progressive
Removal

(FC-
PR)

Seedless
[S]

Split-
Merge
(SC-
SM)

Sequential

Recombination

(Inclusive)
kT

algorithm

Variable-
R

Jets

Flavour-
kT

Cambridge/
Aachen

Anti-kt
algorithm

Fixed [F]:
Create a fixed cone
around seed direc-
tion and call it a jet.

Seedless [S]:
Finds all possible
stable cones using
a particular tech-
nique that uses no
iterations or seeds.

Iteration [I]:
• Form a cone of radius
R about a seed with an
initial direction.
• Sum the momenta of
included particles and
obtain a new seed direc-
tion.
• Repeat the process
until the cone is stable.

Progressive Removal
[PR]:
• Form a jet from the
hardest seed.
• Remove from the
event all particles in
that jet.
• Repeat with the next
hardest particle/tower
until no particles are
left above a certain
threshold.

Split Merge [SM]:
• From all stable cones above a threshold, merge
cone pairs if more than a given fraction of the
softer cones transverse momentum lies in particles
that are also in the harder cone.
• Else assign the shared particles to the closer cone.

Split Drop [SD]:
Works like SM
but non-shared
particles belong-
ing to the softer
of the two over-
lapping cones are
dropped.Getjet

SISCone

CMS Iterative Cone

ATLASCone

PxCone

Characteristic Equations

•∆R2
ij = (yi− yj)2− (φi−φj)2

•dij = min(p2a
T,i, p

2a
T,j)

∆R2
ij

R2

•diB = p2a
T,i

•yij =
2EiEj(1−cosθij)

Q2

a=1 (a>1)

a=0

a=−1 (a<0)

• Work out all diB and dij and find the minimum of the set.
• If dij , recombine j and i into a single particle. Find the new
set minimum.
• If diB, declare i to be a final-state jet and remove it from
particle list. Find the new set minimum.
• Continue until there are no particles left (above a given
threshold)
– The kT Algorithm also follows these steps.

• Find the pair with the smallest ∆R2
ij .

• If ∆R2
ij is < R replace i and j with

their combination. Repeat.
• Else all objects are separated by
∆R2

ij > R stop and call those objects
jets.

Redefine diB and dij such that
they are functions of the jets’
transverse momentum.
•dij = min(p2ati , p

2a
tj )∆R2

ij

•diB = p2ati

Maintains the flavour of heavy quarks in a given
jet by ensuring that soft quarks are combined
with soft antiquarks, and attributing both to the
same jet.

yij → y
(F )
ik =

2EiEj(1−cosθti)
Q2 × T

T =

{
max(E2

i , E
2
j ), if softer of i,j is flavoured

min(E2
i , E

2
j ), if harder of i,j is flavoured

1Figure 7.2: A graphic giving a brief overview of the types of jet algorithm that exist. yi, φi and pT,i, are
the rapidity, azimuthal angle, and the transverse momentum of the candidate object to be added to the jet;
B is the beampipe; R is the radius of the jet cone, and ∆Rij is the radial distance between the candidate
and ‘seed’ jet object.
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(a) kT (b) Cambridge-Aachen

(c) anti-kT

Figure 7.3: Three sequential combination algorithms run on a sample event with many soft particles
added. This is designed to illustrate one of the properties of the jet: the catchment areas of the hard jets.
The shapes in the kT and Cambridge-Aachen algorithms are partially determined by the specific set of
soft particles added, making anti-kT the ideal algorithm. Images taken from [127, p4].

A positive a-value clusters the particles from softest to hardest. The kT algorithm is

an example of this where a is 1. An a-value of 0, is an energy independent clustering

called the Cambridge/Aachen algorithm. A negative a-value clusters the objects from

hardest to softest. The anti-kT algorithm is an example of this where a is -1, which has

the additional bonus of creating near-perfect conic jets as shown in Figure 7.3 which

compares the ‘conic’ directrices of the three algorithms.

7.5.3 Types of Jet

Jets can be built from calorimeter energy deposits or from tracks, and as well as having

multiple types of algorithm that one can use for making jets. There are many types of

jets used in the analyses described in later chapters.
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7.5.3.1 Track jets

Track jets only use information from the ID to create jets. These are primarily used for

identifying smaller jet objects within larger ones, and therefore they are primarily used

in the Boosted analysis where large jets with substructure will be constructed (more on

this in the Large-R Jets section). The track objects that are considered candidates for

track jets are required to at least fulfil loose track criteria (as seen in Table 6.1 in Section

6.3).

Fixed-Radius (FR) track jets use the anti-kT algorithm with a constant radius of 0.2.

At larger transverse energies, the decay products from the Higgs boson are closer to-

gether, and the performance can degrade.

Variable-Radius (VR) track jets instead use an ‘effective radius’ that changes as a

function of pT given by Equation 7.3 [128, p6].

∆Reff (pT) =
ρ

pT
(7.3)

The parameter ρ determines how quickly the effective jet size decreases with pT . In

order to ensure that the jet radius remains sensible, the Reff usually have an upper and

lower bound, given by a Rmin and a Rmax. In the Boosted analysis, ρ is set to 30 GeV

and produces jets bound between R-values of 0.02 and 0.4.

The upper bound is chosen to be R=0.4, as this is the value used in the Resolved analy-

sis. Events in the lower-pT limits of the Boosted analysis have some overlap with those

considered for the Resolved analysis.

Track jets are required to have a pT > 10 GeV, | η | < 2.5, and have at least two track

constituents [4, p6].
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7.5.3.2 Calorimeter Jets

Calorimeter Jets in ATLAS are built using the anti-kT algorithm on 4-2-0 EMTopoClus-

ters from the ECal and HCal. There are two types of calorimeter jets that are used in

the analyses described in the next chapter: Small-R and Large-R jets.

The ∆R between the decay products from the Higgs is given approximately by the

following formula 7.4 [129]:

∆Rij ≈
mH

pHT

1√
z(1 + z)

(7.4)

where mH and pHT are the mass as the transverse momentum of the Higgs respectively

and z is the momentum fraction taken by the jet with the most energy (the leading jet -

b1). It is this rough calculation that decides what size a jet used in the analysis should

be.

Small-R Jets are reconstructed using the anti-kT algorithm with R = 0.4. Outside the

acceptance of the tracker (2.5 < η < 4.5 ), jets are required to have a pT ≥ 30 GeV, and

within, a pT ≥ 20 GeV. ‘Cleaning criteria’ are required to separate out and remove events

with jets that are a result of calorimeter noise or non-collision backgrounds11. Since

hard-scatter events are of principle concern, a jet vertex tagger removes jets associated

with all secondary vertices not associated to the primary vertex for jets of pT < 120 GeV

and | η | < 2.5.

Large-R Jets are used in higher energy regimes. The momentum fraction taken by the

leading jet in comparison to the sub-leading jet approaches 1
2

which means Equation 7.4

can be simplified to Equation 7.5.

∆Rij ≈
2mH

pHT
(7.5)

11These are events such as cosmic rays interacting with the detector, or neutron albedo
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Hence in the region of pHT > 250 GeV, the ∆R between the two jets will be less than 1,

and both particles will be able to be attributed to a single jet of ∆R=1.

An R=1 jet is built and then groomed (grooming will be covered in Section 7.5.4). After

this a VR track jet algorithm is run on the tracks associated to the event. These jets

have to be matched to the large-R jet, but this cannot be done using only geometric

quantities like a ∆R separation due to irregular jet boundaries, and the dense hadronic

environment. The process that is used is called ghost association.

Ghost Association

A ghost is a track-jet object whose 4-vectors are made to have infinitesimal pT such

that essentially only part of the vector that remains is the part that indicates the tracks

direction. Ghost association is where ghosts of track jets made from only the directional

information of a track are matched to a re-clustered large-R jet.

The EMTopoClusters are once again clustered into a large-R jet but containing the ghost

objects. The removal of the ghosts energies is done to ensure that the jet reconstruction

is not affected by the presence of the ghosts. Ghosts that fall within the cone of the jet

are said to be associated to that jet.

7.5.4 Jet Grooming

Since jets are sensitive QCD objects, there is a delicate balance to be had in captur-

ing all the energy deposits associated with a jet while minimising contaminations from

other hadrons such as: initial state radiation, multiple interactions, and event pileup.

With larger jet radii, one can be more certain that all the daughter emissions that come

from the primary quark of interest have been captured in the jet cone, but the resolu-

tion/reconstruction of the said particle decreases as more contaminants are included

within the jet.

145



The choice of an algorithm may not be enough to ensure that the final observables are

unaffected by the myriad background processes that can contaminate jets. After being

formed, jets have to be groomed. Grooming is defined as any procedure that outputs

a jet when a jet is input, oftentimes with a different energy (mass) [130, p15]. This is

done by a selective combination of pruning and trimming which require re-running jet

algorithms on stable jet objects (called seed jets) and removing objects that fail cuts.

7.5.4.1 Pruning

When re-evaluating the deposits that make up jets, it is useful to create criteria that are

desired for sub-jets. This can be done by defining two variables: θ12 and z12,j . These are

mathematically defined in Equation 7.6 [131, p2].

θ12 ≡ ∆R12, z12,j ≡
min(pT,1, pT,2)

pTj
(7.6)

θ12 is the characteristic radial (R) separation between two sub-components of the jet

and z12,j is the fraction of the transverse momentum of the jet that ends up the smallest

of the two chosen sub-jets for a jet seed, j.

For any two chosen sub-components of the jet, if their angular distance θ12 is too large

and their z12,j falls below a given cut value, then the softer jet sub-component is dis-

carded and the algorithm is repeated with a new sub-component of the jet. If one or

both of the conditions are not satisfied, both objects are recombined into the jet j. Once

all the sub-components have either been merged into j or discarded, the jet is said to

have been pruned. Pruning is good at removing soft, large angle emissions from a jet.

7.5.4.2 Trimming

When a jet is trimmed, a seed jet is reclustered with a smaller radius. Each sub-jet

within the seed jet that falls below an energy cut-off is removed from the seed jet [132,
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p8]12. Trimming is useful for removing unimportant sub-structure from a jet.

When forming Large-R jets for the analysis, the track jets are ghost associated to the

re-clustered ungroomed Large-R jet. Since the hardest objects in the re-clustered un-

groomed Large-R jets are identical to those in the trimmed Large-R jets with the addi-

tion of associated ghost objects, the kinematics of Large-R jets are determined by the

trimmed jets.

7.5.5 Jet Calibrations

The algorithms that create jets (both real and simulated) are not perfect, and there are

some important effects that are not considered when forming them. Jets are calibrated

in order to correct for some of these effects. A couple of these such calibrations are

listed below.

EMTopo Jets are built out of energy deposits in the electromagnetic calorimeters, and

these objects are ”extended” into the hadronic calorimeters to pick up emissions that

fall within the cone, but as discussed in Section 4.2.3, the response of the ECal and HCal

to charged particles is different. EMTopo Jets are calibrated from the electromagnetic

(EM) scale to the hadronic (jet energy) scale through a series of steps [133, p6-9].

• Firstly the jet axis is realigned such that it points to the primary vertex.

• Secondly jet pile-up effects are corrected for by subtracting the average pile-up

calculated during simulations.

• Thirdly the jet energy scale correction (JES) is applied to MC simulated events jets

seeded from ECal deposits to reach the hadronic particle scale.

• Lastly “in-situ” corrections are applied to accommodate for differences between

jets created from actual data and those formed in simulations. In the (2-lepton
12There is a nice image here [132, p9]
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channels of the) analyses this is done by the Kinematic Likelihood Fitter (KLFit-

ter). The KLFitter for Z(/γ)+jet events uses the fact that the entirety of the energy

of the system is contained within “fully reconstructable” objects to balance out

the energy of the decay products of the Z-boson with any jets formed.

In addition, the jets made from MC simulated events are often built without pileup.

These differences need to be compensated for, and in ATLAS it is done at the jet cali-

bration stage.

In order to investigate and add effects from pile-up, a nominal sample of events with

two jets (also called dijet events) is simulated and distributed according to the average

number of additional collisions. These minimum-bias dijet events are added to the hard-

scattered events. These events end up with an additional energy density over them and

therefore inside any jets formed. The average pile-up energy density is calculated and

the typical energy of a hadronic jet (jet energy scale) is estimated.

7.6 B-Tagging Jets

Identifying the flavour of the original parton which leads to the formation of a jet is

important as this differentiates possible signal jets from the other background jets. This

is done by jet-flavour tagging jets, and jets that are identified as coming from b-quarks

are said to be b-tagged.

Simulated jets undergo the process of flavour tagging. In this process, jets are then given

the label of either b-, c- or light13-jets. This happens in two stages. In the first step

‘low-level’ tagged objects are assigned as b-, c- or light-jets according to the respective

flavour of the hadrons with pT ≥ 5 GeV found within a ∆R = 0.3 cone around the jet

axis [134, p7].

13u-, d-, s-quark and gluon
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For jets inside the tracker acceptance, the second step is to tag jets as containing b-

hadrons using a multivariate discriminant, MV2 (the 2 comes from Run-2), which com-

bines the outputs of the ‘low-level’ tagged objects as well as the kinematic properties

of the jets such as pT and | η | [134, p8-9]. The MV2 algorithm is trained on a tt̄ sample

with a 7% fraction of c-jets (which guarantees that the sample has a good amount of all

three types of jet in it). The analysis used a modified version of this algorithm called

MV2c10 which increases the c-jet background fraction to 10%.

The selection of MV2c10 is tuned for an average b-tagging efficiency of 70% for b-jets

(in the simulated tt̄ events), which corresponds to a light-flavour misidentification effi-

ciency of 0.3% and a c-jet misidentification efficiency of 12.5% [3, p7]. Figure 7.4 shows

the MV2c10 output distributions for different jet types in an event.

Figure 7.4: The MV2c10 output for b-jets (solid blue line), c-jets (dashed green line), and light-flavour
jets (dotted red line) in simulated tt̄ events. Image from [135, p6].
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One of the most important background samples in the analysis is where a vector boson

decays into two jets. This is commonly referred to as the V+jets sample. Simulated

V+jets events are further categorised according to the two b-tagged jets in the event. If

both the jets are designated light-flavour jets, it is given the designation V + ll. If one

jet is tagged as a c-jet and the other is a light jet the event is classified as V + cl. In the

rest of the cases (V + bl, V + cc, V + bc, V + bb), the events are designated V+HF (heavy

flavour), but after the b-tagging selection it is expected that this mainly consists of V +bb

events.

7.6.1 Direct B-Tagging

The normal way to tag a jet directly is to extract the MV2c10 value of the jet and if it

exceeds a certain threshold, the jet is b-tagged. This is called direct tagging. In practice

this approach is highly efficient for backgrounds that are dominated by c- or light jets

and results in these samples having large MC simulations uncertainties due to low

statistics as it discards jets that fail these cuts. To avoid this, these events need to be

tagged another way.

7.6.2 Truth B-Tagging

In truth tagging, instead of cutting on the MV2c10 score directly, all events are allocated

into all three 0(b)-tag, 1-tag and 2-tag categories regardless of whether the jets in those

events contain b-hadrons or not. The event is then weighted on the probability that

each jet is a b-jet (it passes a b-jet cut) [136, p8]. This way all events enter all regions but

the event is weighted in each category accordingly. A-priori a decision is made, based

on the low-level tagging information, on which jets are b-tagged and which are not,

and the total permutation weight is the product of the b-tagging efficiencies for tagged

jets multiplied by the product of the inefficiencies for untagged jets. These efficiencies

are provided as a function of η , pT and truth flavour. In this method a series of tagged

scenarios and probabilities are created. One is then selected at random.
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This method significantly increases the statistics present after the full event selection.

However, adopting only the truth tagging approach for all the jets in an event results

in some closure problems in events with two actual b-jets in them.

7.6.3 Hybrid B-Tagging

The solution is to adopt both approaches. Truth tagging is only used on events that do

not contain a truth ‘b’ and in the cases where a truth ‘b’ is present, direct tagging is used.

This method is called hybrid tagging.

7.6.4 B-jet Corrections

In addition to the standard calibrations for a jets energy scale, b-tagged jets receive

additional corrections to improve their energy measurement.

µ-in-jet Adds the four-momentum of the closest muon in the vicinity14 of the b-jet to

the b-jet.

pT reco A residual correction designed to recover energy from neutrinos caused by

decays of daughter leptonic or hadronic decays of heavy-flavour hadrons within

the jet.

In the case of b-tagging Large-R jets, after they have been trimmed, the two leading

ghost-associated VR track jets, have the b-tagging algorithm applied to them. A final

scan of the jet will remove events where one of the VR track jets is contained within

another and remove the track jet object with smaller pT when the distance between

both of the track axes is less than the radius of the Large-R jet15.

14a variable cone of ∆R(jet, µ) < min(0.4, 0.04 + 10/pµT ) where pµT is the transverse momentum of the
muon in GeV [3, p7]

15This happens about 1% of the time
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7.7 How will these objects be used

These V H, H → bb̄ analyses described in the following chapter will make use of the

object definitions to define physics objects in the signal and background regions. The

physics analyses will be contingent on the ATLAS detector detecting events in which

combinations of objects are found in coincidence16.

16The specific combination of physics objects in an event, and the way they are distributed with respect
to one another is called an event topology
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Part III

Physics Analysis

“There’s an old Sysan saying that the soup of life is salty enough without adding tears to it.”
- Iain M.Banks, Look to Windward

***
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An overview of the VHbb analyses

D
iscussed previously in Chapters 3 and 7, the main task of this thesis will be

measuring the cross section of H → bb̄ at the ATLAS experiment. It was

also previously mentioned that this channel is important as it is the largest

Higgs branching ratio within the Standard Model. In addition, deviations in the mea-

sured cross-section times branching ratio compared to the theoretical one could point

to new physics beyond the Standard Model, as it shows that some physics effect is con-

tributing to the mechanics of this process in ways we do not yet understand or are not

accounted for in current theoretical models.

This chapter will cover the evolution of theH → bb̄ analysis over the course of the three

years of my involvement, resulting in the publications of [1–4].

8.1 Why VH, H→ bb̄ ?

There are four processes that produce Higgs particles at the LHC: gluon-gluon fusion

(88%), vector-boson fusion (7%), associated production (3%) and tt̄H production (1%).

Feynman diagrams for these processes can be seen in Figures 8.1 to 8.4 respectively.
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Figure 8.1: Feynman diagram of the Higgs produc-
tion process with the highest cross-section: gluon-
gluon fusion. Theoretically, the loop in the diagram
is possible for all quarks, but due to the substan-
tially larger mass of the top quark than the other
quarks and the Higgs couples preferentially to heav-
ier particles, the loop mainly consists of top quarks.
This process has the highest cross section because at
high energies the parton distribution function of the
proton is roughly 50% gluons [137, p117] making
gluon-gluon interactions the most likely occurrence
from colliding protons.
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Figure 8.2: Feynman diagram of the production of
a Higgs particle via vector boson fusion. V here can
either represent a W-boson or a Z-boson.
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Figure 8.3: Feynman diagram of associated produc-
tion of a Higgs particle with a vector boson. V here
can either represent a W-boson or a Z-boson. The
cross-section represented by this diagram is lower
than the other diagrams because this interaction re-
quires that a ‘sea’ anti-quark from one proton inter-
acts with a valence quark of the other.
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Figure 8.4: Feynman diagram of production of
a Higgs boson produced alongside a pair of top
quarks. Theoretically, this diagram is possible for
all quarks, but due to the substantially larger mass
of the top quark relative to the other quarks, this
specific process has the only relevant cross-section.
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There are several difficulties in any analyses such as this, and the majority of them re-

late to the detection of the final state particles. The channel gg → H, H → bb̄ has a large

background at the LHC as the identification of two b-quarks requires the formation and

identification of b-tagged jet objects. This process is made much harder when there are

numerous other jets created in the QCD ‘sea’ produced by the collision of protons. This

reduces the likelihood of forming the correct jets that come from the b-quarks produced

by the Higgs boson.

Any analysis that wants to construct this signal needs a way of reducing this ‘multi-jet’

background. One such solution to this problem is to look for events that have both

b-jets and other peripheral non-jet objects to tag simultaneously, like leptons with large

momenta or Emiss
T . This vastly reduces the likelihood that a background fluctuation

can reproduce the signal. The disadvantage of this approach is that it lowers the cross-

section of production, as more processes are required that produce particles alongside

the Higgs boson. Figure 8.5 expands on the Feynman diagram shown in Figure 8.3,

showing possible relevant decay modes for the particles produced alongside the Higgs

boson. This process, now to be referred to simply as V H, H → bb̄ is the process specif-

ically considered in this thesis. The process of V H, H → bb̄ is analysed in two compli-

mentary approaches here referred to as VHbb Resolved and VHbb Boosted1. The idea

is to create a signal event topology that is vastly different to that of the background.

A signal region that is too niche will typically not have enough events to control the

background to a high level of precision.

8.2 Past analyses

After the discovery [7, 8] of the Higgs boson in 2012, successive studies into its nature

have tried to identify the extent its expected decays into various particles match those

1The Boosted Analysis was launched separately to the resolved analysis after the discovery paper of
2018 but they share common goals and analyses frameworks and tools.
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Figure 8.5: Feynman diagram showing the full Higgsstrahlung process of Higgs production at the LHC,
and its decay into the final states of interest to the analysis. Gluon initiated (rather than quark) diagrams
do exist but they require two additional vertices and are thus rarer.

predicted by theory. In this respect, the H → bb̄ analyses (with V H, H → bb̄ being of

particular relevance) have existed in many forms.

The basic idea of an analysis like this is to compare data taken from measurements to

what is expected from simulations of the Standard Model and extract various figures of

merit. The Standard Model simulations are Monte Carlo samples (discussed in Chapter

5) and subsequent modelling studies are performed to make the best estimate of what

the signal and background would look like in the regions of interest (ROI) specific to

the analyses.

In the case of all the V H, H → bb̄ analyses this means: using versions of the event gen-

erators such as POWHEG-BOX [138], PYTHIA8 [106] and SHERPA [139] to create events;

using techniques like template fitting data to MC simulations in regions close to the

signal region but with few intended signal events (sideband regions or sidebands); and

studies on specific backgrounds to create a better ROI model. The aim of this is to

extract the ratio of the observed yield of the Higgs boson decaying to two b-quarks

against the expected yield in the signal regions (signal strength), and find the statistical
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significance of this ratio.

The main figure-of-merit, the signal strength, is interpreted as a measurement of the

V H production cross-section multiplied by the H → bb̄ branching ratio (the V H, H →

bb̄ process). It is a ratio of the observed V H, H → bb̄ process with respect to the Stan-

dard Model expectation.

The signal strength is usually shown as having two separate uncertainties, showing

whether the lack of data (or MC simulated events) in analysis ROI’s (statistical effects)

or modelling uncertainties (systematic effects) are the larger driving force behind the

precision in results.

8.2.1 Run-1 analysis - 2014/2015

The first iteration of the V H, H → bb̄ analysis in its modern form (i.e with the knowl-

edge of the mass of the Higgs boson) attempted to study the Standard Model expecta-

tion of Higgs decay into bottom quarks using Run 1 data [140] which consisted of two

datasets: one with a centre-of-momentum collision energy of 7 TeV; and one with that

of 8 TeV, totalling 25 fb−1 .

The Run-1 V H, H → bb̄ analysis found the observed (expected) deviation of events

with a Higgs boson decaying to two b-quarks from background events to be 1.4σ (2.6σ),

and a signal strength of 0.52 ± 0.32(statistical) ± 0.24(systematic) [140, p54].

8.2.2 The first Run-2 analysis - 2017

The first analysis to run on the Run-2 dataset builds largely on the one used to conduct

the Run-1 measurement. As discussed in Chapter 3, the Run-2 dataset has a higher

centre-of-momentum energy (
√
s), which increases the cross-section of V H, H → bb̄

, resulting in more expected signal events in a given dataset. In addition to this, the
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analysis performed using the data taken in 2015 and 2016 which is a larger dataset -

36.1 fb−1 as opposed to the Run-1 Analysis’ 25 fb−1.

The nominal 2017 analysis observed (expected) a deviation with respect to the background-

only model corresponding to a significance of 3.5σ (3.0σ). This exceeds the 3σ require-

ment for Evidence of a process and this paper (and the analysis) is now referred to as

the evidence paper (analysis). The fitted value for the signal strength parameter (µV Hbb )

was found to be 1.20+0.24
−0.23(stat.)+0.34

−0.28(syst) [136, p31].

In order to try and increase the significance of the nominal result, the results from the

Run-1 and the 2017 analyses are combined. This combination makes the background

excess correspond to an observed (expected) significance of 3.6σ (4.0σ), which is a slight

improvement. The combined µV Hbb was found to be 0.90±0.18(stat.)+0.21
−0.19(syst.).

8.2.3 The second Run-2 analysis - 2018

The second analysis to run on the Run-2 dataset was done a year later, this time incor-

porating the data taken in the previous year. The size of this dataset was 79.8 fb−1.

It was at this stage where I joined the team and started to contribute to the analysis.

This analysis forms the basis of my studies and the future results and so is described in

more detail in the following sections.

8.2.3.1 Event selection and categorisation

Events that constitute background are Standard Model processes without the Higgs

producing a b-quark and an anti-b-quark (two b-quarks), and the signal being the Higgs

decaying into two b-quarks. V H, H → bb̄ events were categorised into three different

channels depending on how many leptons were observed in the final state alongside

the Higgs b-jets: 0-lepton, 1-lepton, and 2-lepton. These leptons, subject to further re-
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quirements, are assumed to have come from the associated vector boson and are used

to calculate the transverse momentum of the associated vector boson (pVT ).

In the 2-lepton channel, either a pair of electrons or muons are present in the event from

the decay of a Z-boson. In the 1-lepton channel, it is assumed that a W-boson has de-

cayed into a single electron or muon and a neutrino, the latter of which manifests as an

amount of Emiss
T . In the 0-lepton channel, all the energy of an accompanying Z-boson

is turned into neutrinos and hence, the total Emiss
T is used as a proxy for the transverse

momentum of the Z-boson.

In this iteration of the analysis only Emiss
T (for the 0-lepton and 1-lepton channels) and

single-lepton triggers (for the 1-lepton and 2-lepton channels) are used to trigger lep-

tons in events. While di-lepton triggers exist for possible use in the 2-lepton channel,

they have low efficiency and reduce signal yield considerably compared to triggering

on only one of the two leptons (this will be covered more in Chapter 10).

In addition to this there are two types of signal region in each lepton channel: one for

events with two jets both of which are b-tagged, and one for those with three jets of

which at least two are b-tagged jets2. In the 0-lepton and 1-lepton channels, events con-

taining additional jets with pT ≥ 30 GeV and | η | < 2.5 are discarded to reduce the

amount of background from tt̄ processes. The number of jets in an event is referred to

as the jet multiplicity.

All ‘selected’ (those that pass the requirements shown in the previous chapter) jets in

events are run through b-tagging algorithms. In each jet-region, two objects must be

b-tagged and at least one of those tagged b-jets must have pT ≥ 45 GeV. In the 3-jet re-

gion, in addition to this, if the jet with the lowest pT is one of the two b-tagged jets, then

2Since jets are QCD objects, high energy radiations are not uncommon. Hence in order to recover
some events where one of the b-jets radiates a hard particle, a three jet (3-jet) region is included.
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the event is discarded. In the 0-lepton and 1-lepton channels, to reduce the impact of

tt̄ background, the jet regions are split into those with exactly two jets, and those with

exactly three. In the 2-lepton channel, because there is a control region (or CR) to specifi-

cally target tt̄ contributions, the exactly-three-jet requirement can be relaxed to include

events with higher multiplicities.

Since there are energy-dependent corrections that have to be made, and the signal re-

gion covers a large range of possible values for the pVT , the channels are further divided

in pVT . Due to the large
√
s, the number of miscellaneous events with pVT large enough

to enter the analysis increases. Since the 0-lepton and 1-lepton channels are dependent

on accurate Emiss
T calculations, a greater number of background contaminants can enter

these regions. To mitigate against this, the minimum pVT cut-off is increased to 150 GeV

where the Emiss
T trigger becomes reliably efficient. Events with pVT below this are dis-

carded. In the 2-lepton channel, there is no such Emiss
T expected in reconstructed events,

and thus a pVT region below this cut-off can be introduced: the 75 GeV ≤ pVT < 150 GeV

region. Events that have pVT below 75 GeV are likely to not have a lot of signal so are

not included.

In total the 2017 analysis has 8 signal regions: 2-jet and 3-jet pVT >150 GeV regions for

both the 0-lepton and 1-lepton channels, and a 2-jet and 3-jet for both the pVT >150 GeV

and 75 GeV ≤ pVT < 150 GeV regions in the 2-lepton channel.

8.2.3.2 Control regions

Control regions (CR’s) are signal regions with inverted kinematic/flavour requirements

designed to isolate specific background contributions. A region dominated by one par-

ticular background means that background can be better modelled. Events that fall into

any CR’s are removed from any SR’s.
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In the 2-lepton channel, the two leptons are expected to come from the decay of a Z-

boson, and as such are expected be of the same flavour (antiparticles have the same

flavour as their particle counterparts)3. If a new region is created with this condition

inverted such that different-flavour leptons are requested, then the background most

likely to contribute to this is tt̄. This is because each of the two leptons in the final state

come from a different top quark, and as such are have no flavour restrictions. This con-

trol region is referred to as the eµ CR.

The 1-lepton channel also has a control region designed to enhance the contribution

of backgrounds with heavy-flavour jets and a W-boson candidate. This control re-

gion is referred to as the W+HF CR. In the 1-lepton signal regions, there is either the

requirement that the mbb ≥ 75 GeV or that the ‘top-quark’ mass mtop ≤ 225 GeV 4.

In the 1-lepton CR, there is a requirement that events have both mbb ≤ 75 GeV AND

mtop ≥ 225 GeV. The mtop requirement decreases the effect of tt̄ background.

In each case, there is a control region for each jet category and pVT category, making four

CR’s in the 2-lepton channel and two CR’s in the 1-lepton channel.

8.2.3.3 Backgrounds

Each of the backgrounds are modelled individually in the analysis. There are 5 main

backgrounds in the analysis: W+jets, Z+jets, diboson, tt̄, and single top. How each of

these backgrounds enter various lepton channels will be expanded on in Section 8.3.3.

A less prevalent contribution, but nonetheless an important one are backgrounds with

3For muons, since they leave longer tracks, it is easier to identify which way the tracks curve in a
magnetic field. Hence there is an additional requirement that both muons observed have charges that
are opposite-sign.

4A top quark more than 99% of the time decays to a W-boson and a b-quark, and in the 1-lepton a
W-boson decays into a lepton and a neutrino. The quantity mtop can be evaluated by estimating first
the mass of the W-boson in the event from the reconstructed Emiss

T and lepton, and then combining this
with the mass of the b-tagged jets that gives the answer closest to the known pole mass of the top quark,
172.5 GeV.
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high jet multiplicities. These are referred to as multi-jet backgrounds.

Multi-jet background

The analysis signal regions assume that leptons triggered in events come from lep-

tonic decays of the weak bosons via electroweak (EW) processes. However, in rare

cases jets can be mis-identified as leptons5. Multi-jet backgrounds are produced with

large cross-sections so events that have multiple jets in them (multi-jet), can have a

non-negligible contribution to the signal region. This background is modelled sepa-

rately in each of the three channels, but is found to be negligibly small in the 0-lepton

and 2-lepton channels. In the 1-lepton channel, the transverse W-boson mass (mW
T ) of a

candidate W-boson boson is used to discriminate between the multi-jet and EW contri-

butions. This was found to be about 1.9% (2.8%) of the total background contribution

in the 2-jet electron (muon) sub-channel, and 0.2% (0.4%) for the 3-jet sub-channel [1,

p11].

8.2.3.4 Analysis techniques

In addition to the construction of final objects in these channels given largely by require-

ments on objects similar to those stated in the previous chapter, additional topological

and kinematic constraints were applied. These constraints were made on variables

constructed from event-level objects and include things like; the distance in R between

the two b-jets ∆R(jet1, jet2); the amount of the mass of the W-boson resolvable in the

transverse direction (the transverse mass)mW
T ; and the mass of the dilepton systemmll.

Some of the constraints, like ∆R(jet1, jet2), are common to all the channels, but most

are specific to a particular channel (mW
T in 1-lepton and mll in 2-lepton). However in-

stead of cutting hard on these constraints, the variables in each region are fed into a

boosted decision tree to create a multivariate discriminant, the output of which is de-

5Contributions to the multi-jet background can include detected electrons and muons from semi-
leptonic decays of heavy-flavour hadrons or neutral pions that decay into two photons, where the photon
converts into a e+e− pair. In the case of the latter, the electrons would normally fail isolation requirements
put on leptons that go into the analysis, but on rare occasions they could pass.
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signed to separate signal from background.

Each individual background and the signal is modelled separately with the aim of ob-

taining the normalisations (required changes in the expected number of events for a

particular sample), shapes (changes in the expected number of events with relation to

some variable), acceptances (changes in the expected number of events between regions

expected to behave the same due to detector effects) and the signal yield. A likelihood

fit is used to extract all of this in all regions simultaneously (an explanation of fitting in

general is given in Chapter 9).

8.2.3.5 The fit

The fit takes all the final selections from the analysis and transforms this into our

figures-of-merit of interest. This essentially means combining all the information gleaned

in every bin of the analyses in all the signal and control regions and turning that into

one (oftentimes a few) final number(s). Any change in the analysis model will affect

the result from the fit in some way, and hence any changes to the fit model requires a

re-running of some or all of the analysis chain.

A more detailed description on how the V H, H → bb̄ fitting scheme works will be given

in Chapter 9, so only an overview is given here.

The MVA is used for all the nominal signal regions. It performs a BDT signal-to-

background optimisation in each of the eight SR’s to create 8 BDTV H discriminants.

These will form the primary inputs into the global likelihood fit. This likelihood fit

also takes input from the CR’s with event yields coming from all of the W+HF CR’s

and the 2-jet pVT < 150 GeV eµ CR, and mbb distributions coming from the rest of the

eµ CR’s. The global likelihood fit is carried out on all eight SR’s and six CR’s regions

simultaneously.

164



8.2.3.6 Systematic uncertainties

In an analysis like this, the model used to describe the physics and the assumptions

that go into the model have associated uncertainties. All those that are not directly sta-

tistical in nature are referred to as systematic uncertainties as mentioned in Section 7.1.

In this analysis the systematic uncertainties are split into 4 types: those of experimen-

tal origin; those associated with the modelling of the simulated backgrounds generally,

with a specific focus on those related to the multijet background estimation; and those

concerning the Higgs boson signal [1, p11]. While individual analyses may have differ-

ent uncertainties, they are roughly handled in the same way for all analyses, so these

will be covered in a later section.

8.2.3.7 Cross-check analyses

Since an analysis is made up of many intricate parts, it can be hard to determine

whether the larger-scale analysis decisions are biasing the result as a whole. The idea

behind the cross-check is to look at the data mostly with the same parameters, back-

ground templates, systematics, but with a different approach to extracting the signal.

This is designed to test whether the analysis as a whole is biased towards seeing a ex-

cess of events or to see if the treatment of common systematics is done fairly.

There are two types of cross-check analysis: one where the ‘signal’ is a background pro-

cess with a similar topology as the main analysis signal; and one where events are pro-

cessed into signal and background regions differently (for example having a cut-based

analysis (CBA) instead of a MVA). The 2018 analysis had two cross-checks to this effect.

The dijet-mass analysis is a CBA scanning the spectrum of the invariant mass of the

two-b-quark system; mbb designed to test the usefulness of the MVA.
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The diboson analysis uses the same MVA as the main analysis but the ‘signal’ is V Z Z →

bb̄ designed to test the treatment of the signal uncertainties in the main analysis.

Since the main (nominal) analysis and the cross-check are computed with the same

dataset, in order to compare the two, the cross-check is bootstrapped6 to the nominal

analysis. When a measurement is taken at an experiment, it is assumed that the dataset

follows an unknown distribution. Bootstrapping is the process where random events

are drawn and replaced (so it’s possible to draw the same event more than once) from

a generated sample to replace this distribution. This is a quick and accurate way of as-

sessing the relative differences between two approaches on a dataset [141, p336-339]. In

this way, the relative correlation between the two approaches and the statistical consis-

tency (how stable the result is to the size of the sample dataset) of any observed results

can be seen.

8.2.3.8 Results

Figure 8.6 shows the final BDTV H discriminants for six of the eight signal regions.

When all the lepton channels are combined, the probability p0 of explaining at least

the observed amount of data only using the background alone is 5.3 × 10−7. This is

perhaps made more clear with Figure 8.7 which is a combination of all eight signal re-

gions and the six control regions into one plot. The expected value of p0 was 7.3× 10−6.

The observation corresponds to an excess with an observed (expected) significance of

4.9σ (4.3σ). This was unfortunately7 shy of the benchmark set for an ‘observation’ of

V H, H → bb̄. The fitted value of µbbV H was 1.16+0.27
−0.25 = 1.16 ± 0.16(stat.)+0.21

−0.19(syst.). In

order to attempt to push the significance over the 5σ threshold, the analysis once again

had to combine the result with other analyses.

6Factoid taken from [141, p336]: The name Bootstrap goes back to the famous book of Erich Raspe in
which he narrates the adventures of the lying Baron von Münchhausen. Münchhausen had pretended
to have saved himself out of a swamp by pulling himself up with his own bootstraps (but in the original
version he pulls himself out with his own hair.). In statistics, the expression bootstrap is used because
from a small sample the quasi complete distribution is generated. There is not quite as much lying as in
Münchhausen’s stories.

7not for me!
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The first combination was done with the analysis result from Run-1 to get more sensi-

tivity in the entire V H, H → bb̄ result. The significance, however, stayed at 4.9σ even

though 5.1σ was expected.

Failing to get an observation over the entire process, the analysers tried to observe it in

parts: V H production and H → bb̄ decays.

To make a measurement of V H production, the V H, H → bb̄ analysis was combined

with others that have the same production mode, but the Higgs boson decays into

different particles. The two analysis chosen were the V H ,H → γγ (referred to as

H → γγ) and the V H ,H → ZZ∗ → 4 leptons (referred to as H → 4l). A combina-

tion of V H, H → bb̄ with H → 4l and H → γγ was only expected to produce a result

that was significant to the level of 4.8σ, but a result of 5.3σ was observed.

To make a measurement ofH → bb̄ decay, the V H, H → bb̄ analysis was combined with

other analyses targeting H → bb̄ decay vertices but with differing production modes.

These were: the tt̄ H ,H → bb̄ which at leading order uses the production vertex identi-

fied in Figure 8.4 referred to as ‘ttH’; and the vector boson fusion (VBF) analysis whose

main production mode can be seen in Figure 8.2 but has a significant contribution from

gluon-gluon fusion (Figure 8.1) events, referred to as ‘V BF + ggH’. The combination

of V H with ttH and V BF + ggH resulted in a 5.4σ result, when 5.5σ was expected.

While the main analysis was not able to get an observation of its own, or in combination

with Run-1 data, splitting it into production and decay modes and combining it with

other analyses resulted in individual observations of the production and the decay. The

motivation for the next iteration of the analysis is that the addition of more data will

be enough to push the measurement of the entire V H, H → bb̄ process over 5σ. This is
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(a) 0L, 2-jet pVT < 150 GeV (b) 0L, 3-jet pVT < 150 GeV

(c) 1L, 2-jet pVT < 150 GeV (d) 1L, 3-jet pVT < 150 GeV

(e) 2L, 2-jet pVT < 150 GeV (f) 2L, 3-jet pVT < 150 GeV

Figure 8.6: BDTV H post-fitting output distributions for the 0-lepton (top), 1-lepton (middle) and 2-
lepton (bottom) channels, in the 2-jet (left) and 3-jet (or ≥ 3 jets for the 2-lepton case) (right) categories
in the pVT < 150 GeV region. The background contributions are shown as coloured filled histograms
which each contribution having its own colour. The 125 GeV Higgs boson signal is shown as both a red
filled histogram on top of the fitted backgrounds but is normalised to the µ extracted from the data (1.16),
and unstacked as a red line, scaled by a factor, which is indicated in the legend. The dashed line shows the
total level of the pre-fit background. The hashed region in each bin indicates the total size of the statistical
and systematic uncertainties for the fitted signal and background. The ratio of the data to the sum of the
fitted signal and background is shown in the lower panel.
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Figure 8.7: Event yield as a function of log10(S/B) for data, background, and a 125 GeV Higgs bo-
son signal. The final BDTV H discriminants from all the analysis regions are combined into bins of
log10(S/B) where S and B are the fitted signal and background yields respectively. The 125 GeV Higgs
boson signal is shown as a red filled histogram on top of the fitted backgrounds but is normalised to the µ
extracted from the data (1.16). The lower panel shows the statistical significance (pull) of the difference
between the data and the fitted background-only model. The points shows the observed pulls and the red
line is was the expected pulls. The vertical error bars on the points are statistical uncertainties only.

not guaranteed though, as the combination with Run-1 proves. The analysis itself will

need to be modified to make this more likely. However, as the required boost is small,

there was a lack of urgency such there was time to be a bit more ambitious and try new

things.

My contributions during this analysis were to test and validate the samples going into
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the fit, and to unify selections in the CBA cross-check analysis. The analysis improve-

ments I was working towards were moved to the next iteration of the analysis.

8.2.4 Run-2 STXS paper - 2019

The 2019 paper is an interpretation of the result presented in the previous section. This

result, while expected, is a setback to the hopes of seeing direct interaction of BSM par-

ticles to Higgs bosons in the near future, since the result of V H, H → bb̄ produces an

amount of H → bb̄ that is consistent with the SM.

This means that direct H → BSM is an ultra-rare process unlikely to be seen8. This,

however, as discussed in Chapter 2, is only one way that BSM physics can interact with

the SM.

Another way that BSM particles/processes can interact with the SM is by increasing or

decreasing the rate of H → bb̄ present in the data via secondary means. In this sense

the ‘heavy’ BSM contributions are decoupled from the ‘low energy’ SM regime.

With the observation of the V H, H → bb̄ process on the horizon, the next stage is to turn

µV Hbb into something more useful. One of the ways this can be done is to use the result

as an anchor point to reduce some systematic uncertainties, specifically the theoretical

uncertainties that affect the signal processes [142, p437]. In this way we can see what

effect these BSM processes would have on this figure.

8.2.5 Parametrising BSM effects

When experiments measure signal strength, it is approximately equivalent9 to the mea-

surement of the cross-section of V H production multiplied by the branching fraction of

8This does not mean that there aren’t analyses looking for this signature, they are just not in the scope
of this thesis.

9The narrow-width approximation.
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the decay of the Higgs boson to b-quarks, normalised by the SM prediction (as seen in

Equation 8.1).

µV Hbb =
σV H ×BR(H → bb̄)

[σV H ×BR(H → bb̄)]SM
(8.1)

where the branching ratioBR(H → bb̄), is the fraction of all possible direct Higgs boson

decays that produce b-quarks. This could be viewed as the multiplication of three parts,

each of which can be individually parametrised.

σV H ×BR(H → bb̄)

[σV H ×BR(H → bb̄)]SM
=

σV H
[σV H ]SM

×

Γ(H → bb̄)

[Γ(H → bb̄)]SM

Γ(H → all)

[Γ(H → all)]SM

(8.2)

The branching ratio is expressed as a ratio of decay widths, Γ such that it is easier to

parametrise. Unstable particles that have very short lifetimes have limits on how well

their energy can be known thanks to the energy-time form of the uncertainty principle

(∆E∆t > ~
2
). A full decay width (Γ(H → all)) is equal to 2∆E = ~

τ
where τ is the

lifetime of the particle when it decays in this manner. It is also equal to the sum of all of

the partial decay modes that arise when one focusses on the decay of the Higgs boson

into a particular final state.

The part of Equation 8.2 in red would be affected by the parametrisation of the Hig-

gsstrahlung production; the part in green by the parametrisation of the Higgs to b-

quarks decay; and the part in blue by the total decay width of the Higgs.

The singular figure-of-merit µV Hbb , therefore, is not sufficient enough to see the detailed

effect different values of Wilson coefficients (see Section 2.4.1) have on the analysis re-

sult. Since the effects are likely to be subtle, the signal strength needs to be calculated

in separate kinematic bins.
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SMEFT operators (or combinations thereof) interact with the Standard Model processes

by affecting these cross-sections and decay amplitudes. Mostly though, their effects are

more visible in the way they change parameter distributions or event yields in particu-

lar sub-channels.

This means multiple measurements of the signal cross-section in each of these kine-

matic bins, leading to many measurements of the signal strength. These results should

be also independent on experiment and for this simple template cross-sections (STXS’s)

are used.

8.2.5.1 Simple template cross-sections (STXS)

STXS’s are used to define an exclusive cross-section according to the properties of the

Higgs production and/or Higgs decay. They specifically target categories where BSM

contributions are expected to be enhanced. It is a dedicated assessment of theoretical

systematics, so no other systematics are changed with respect to the previous analysis.

The analysis result is spread across many bins and each experiment that attempts to

measure the same process will have different detector effects. Unfolding is the pro-

cess of removing effects due to the interaction with detector hardware (deconvolution,

unsmearing) that allows data from different experiments to be fairly compared. The

cross-sections that come about as a result of unfolding are called fiducial cross-sections.

Unfolding, however, is complicated and requires a lot of statistics.

A template is a histogram that contains an estimate of the number of events in each bin,

prepared from a high-statistics region. A template of each sample is made to enter into

all analysis regions.

These templates are simple because with respect to their fiducial cross-section counter-
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parts fewer considerations are taken into account when determining which bins affect

the cross-section.

To constrain BSM parameters and contribute to (SM)EFT theories, these STXS bins are

parametrised with the effective Lagrangian shown in Equation 8.3 and the analysis will

set constraints on coefficients of operators that have an effect on VH processes and/or

decays10.

LSMEFT = LSM +
∑

i

ci
Λ6

Ø
(6)
i (8.3)

It is assumed that in each STXS bin the VH cross-sectional shapes and H → bb̄ branch-

ing ratios are exactly SM-like and the rate or cross sections of these can be scaled up or

down by factors.

When running an STXS fit, instead of using a single signal template, each STXS bin

has its own signal template. A template is a histogram that contains all BDT bins in

all analysis signal regions - each STXS bin enters all the analysis regions. Each STXS

template contains only the V H events that lie in that corresponding STXS bin.

When the fit is done, an independent normalisation is assigned to each of the signal

templates, which the fit will determine. The result is a signal strength of each STXS bin

separately.

8.2.5.2 STXS methodology

The STXS methodology is designed to be staged, so as more data is recorded, the gran-

ularity of the measurement increases. It is an agreement by the LHC community [59,

143] to standardise these kinds of results for use outside of the experiments the analysis

was conducted in.
10Though in the 2019 paper, only the operators that affected the production processes were looked at.
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‘Stage 0’ corresponds to the separate measurements of the four main production-mode

cross-sections. For the VH production, the cross-sections are further divided into qq̄ →

WH , qq̄ → ZH and gg → ZH . These measurements are done in the rapidity region

< 2.5 for the Higgs Boson, as the detector acceptances for the majority of the recon-

structed objects such as leptons, photons and b-jets is largest inside this region.

In ‘Stage 1’ these regions are split into 31 subregions by: the multiplicity of non-Higgs-

boson jets with transverse momentum pT > 30 GeV(referred to as njets); and the trans-

verse momenta of either the Higgs boson or the weak gauge boson for V H, V → ll

production [142, p446]. Of the 31 regions, 11 are associated with the V H, V → ll pro-

duction mode and these can be seen in Figure 8.8a. Each of these regions is a STXS bin.

If there is enough data, every sub-region of pVT and njet space shown in Figure 8.8a can

get its own STXS bin, and a pVT > 250 GeV region is added for the gg → ZH sub-channel.

This is known as the ‘Stage 1.1’ binning and is shown in Figure 8.8b.

‘Stage 2’ has all the same region splits as in the STXS Stage 1.1 but separates qq̄ → ZH

into the events where the Z-boson decays into νν and ll.

The Stage 1.1 binning is combined in various ways to align with the analysis regions.

The aim is to come up with a STXS regime for the analysis as similar to the Stage 1

binning as possible while ensuring each bin is well populated with events.
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(a) Stage 1 STXS Binning

(b) Stage 1.1 STXS Binning

Figure 8.8: Proposed Stage 1 Simple Template Cross-Section Regions from [142, p446] (top). This can
be further divided into pVT regions and multiplicity to form the Stage 1.1 binning (bottom). Image is a
modified version of the one from [143, p10].

8.2.5.3 The 2019 STXS binning

The STXS binning chosen by the analysis is shown in Figure 8.9. With respect to the

Stage 1 binning, it differs in three major ways.

• It splits the pVT < 150 GeV into a 0 GeV ≤ pVT < 75 GeV and a 75 GeV ≤ pVT <

150 GeV and removes all of the former from the analysis as this phase space is not

accessible.
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• The 75 GeV ≤ pVT < 150 GeV region for the qq̄ → WH region is removed.

• A pVT ≥ 250 GeV region is added to the gg → ZH channel.

Figure 8.9: Modified Stage 1 STXS BinningProposed Analysis regions for the 2019 STXS V H, H → bb̄
analysis. Image is a modified version of the one from [143, p10].

These 11 regions are also presented in Table 8.1. These regions are then combined to-

gether to form two sets of ‘reduced stage 1’ binnings called the 5 parameters of interest

(5-POI) binning, and the 3-POI binning respectively. How the regions are combined

into these is shown in Table 8.1, along with the analysis regions with the most domi-

nant event contribution to each STXS bin.

The 5(and 3)-POI binning regime merges the qq̄ → ZH and gg → ZH regions because

there is not enough statistics to separate these regions even though they are kinemati-

cally different. As this was done, because the 2-lepton region has a 3-or-more jet region

as opposed to the 0-lepton and 1-lepton’s exactly 3 jet region, to reduce uncertainty the

0-jet and 1-or-more-jet STXS regions are also merged. This is pictorially represented in

Figure 8.10.
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(a) Stage 1 STXS Binning.

(b) Stage 1.1 STXS Binning.

Figure 8.10: Proposed ‘5 POI’ Simple Template Cross-Section Regions for the analysis obtained by merg-
ing the region present in Figure 8.9. This can be further merged in pVT regions to form the ‘3 POI’ binning
(bottom). Image is a modified version of the one from [143, p10].

177



Table 8.1: STXS categories for the 2019 V H, H → bb̄ Analysis Paper showing which analysis regions
contribute the most to which STXS category. It also shows how these are combined to form the final
quoted numbers: the 5-POI STXS regime. Table from [2, p6]

The 3-POI scheme produces cross section measurements with lower uncertainties but

the 5-POI regime is more sensitive to possible high-pVT enhancements from BSM pro-

cesses.

8.2.5.4 Results

Figure 8.11 shows the breakdown of the individual signal strengths in each of the 5

STXS bins.

While the experimental data is consistent with the theoretical bounds, the uncertainties

in each bin are large. These will be reduced in the next round of iteration of the analysis

which leads us to the most up-to-date analyses.

8.3 Common themes between the current analyses

After the evidence paper, it was decided to split the analysis into two interlinked, but

distinct directions: one where the decay products of the Higgs boson are easily resolved
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called the V H, H → bb̄ Resolved analysis (or the Resolved analysis); and one specifi-

cally looking at higher energy regimes where the Higgs decay products start to overlap:

the V H, H → bb̄ Boosted analysis (or the Boosted analysis).

Figure 8.11: Measurements of cross-section × branching fractions of H → bb̄ and V → ll for each of the
5 POI’s. The pad below shows the ratio of these partial signal strengths to the SM values. Image from
[143, p11].

These are the analyses that formed the greater part of my contributions for this thesis,

so will be expanded on in the following section. The results of the Resolved and the

Boosted Analyses will not be displayed in this chapter, but can be found later in Chap-

ter 11.

While these analyses are distinct ways of analysing the Run-2 dataset, there are many

similarities, definitions and problems common to both analyses. These will be dis-

cussed first before going into each analysis separately.
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8.3.1 Common data samples and MC simulations

The data used in both Resolved and the Boosted analysis was the entirety of the Run-2

dataset which corresponds to 139 fb−1.

MC simulated events that contribute to both the nominal signal and backgrounds are

generated via one of several “event simulators” (see Chapter 4). A summary of this can

be found in Table 8.2. The exception to this is the multijet production, as this contribu-

tion is measured using ‘data-driven’ techniques elaborated on in Section 8.3.3.

Table 8.2: Generators used for the simulation of the signal and background processes. The acronyms ‘ME’,
‘PS’ and ‘UE’ stand for: matrix element, parton shower and underlying event, respectively. The cross-
section order refers to how many orders of the strong coupling constant αs (unless specified) have been
taken into consideration (i.e how many QED vertices are present in contributing Feynman diagrams).
Table from [1, p6].

The total luminosity is measured by the LUCID-2 forward detector on ATLAS, and the

uncertainty in the value is 1.7%. The samples generated typically underestimated the

average number of interactions in a given bunch crossing, so this is rescaled by 1.03

[144] to give a better agreement to the data. A luminosity uncertainty equal to this
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correction is added to the analysis.

8.3.2 Modelling

In multivariate analyses, the background modelling is especially tricky. Since regions

are connected, both underestimating uncertainties and being overly cautious with them

are problematic. Overestimations of background uncertainties can lead to reduced sen-

sitivities to the signal (as s√
b

reduces) and underestimations can lead to poor closure

with data in background regions of the analysis11.

It is hard to know for certain if the MC simulated events are giving the correct descrip-

tion of the desired physical effects, but the potential differences between prescriptions

can be quantified via shape and normalisation effects. Some backgrounds can be so

complicated to generate that the MC simulations have large corrections. These can

be hard to use in an analysis so often data-driven methods are used to estimate back-

grounds instead.

When the background spectrum is easy to model (e.g it is smoothly falling), and the

signal is a resonant peak on top of this (like the signal for the H → γγ analysis in

which the Higgs was first discovered), the estimation of the background in the signal

region can be done by parametrising a data sideband with an empirical function and

interpolating into the SR. If you do this, then MC simulations are not needed as the es-

timate of the background contribution in the SR comes from the sideband. This method

of determining the background contribution can be used for the entire background or

particular samples: either way, these are data-driven techniques.

The background in these analyses is not able to be simply parametrised by a functional

11This example is more pertinent to systematics with normalisation effects (so those that affect the
overall event yield). It also depends on the direction of the uncertainty as the inverse could be equally
true.
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form. In this case we require the use of templates of each sample that goes into the

various analysis regions.

Because the background is non-trivial, the signal expected to be seen also needs to be

modelled. In a single-µ fit, usually there is only one template for the signal, but in a

STXS analysis, there is a signal template for each STXS bin.

Similar to a functional form, a template has parameters to be varied, and these can be

done either before or after the fit to the data in all regions. The fit is run multiple times

on the control regions to identify the optimal values of these parameters before bins

most sensitive to the signal are un-blinded.

8.3.2.1 Multi-jet background estimation

Both analyses use data-driven techniques to estimate the multi-jet background contri-

bution. This is because the MC simulations are statistically limited and are unlikely to

reproduce an accurate representation of the multi-jet contribution in this corner of the

phase space. Both analyses therefore use a template fit in a dedicated CR to model this.

Both find that the multi-jet contribution is negligible in their respective 0-lepton and

2-lepton channels, and is of the order of a percent for the 1-lepton channel.

8.3.3 Common backgrounds

Here each of the backgrounds will be briefly discussed with a small discussion on un-

certainties allowed to float when the global fit is conducted.

As the Resolved analysis and the Boosted analysis effectively share the same final state,

the background processes that contribute are the same. Since both analyses have a 0-

lepton, a 1-lepton, and a 2-lepton channel, the processes that are dominant in a given
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channel in the Resolved analysis will also be dominant in the same channel of the

Boosted analysis.

8.3.3.1 V+jets

Figure 8.12 shows a tree-level Feynman diagram of how the process can produce two

jets that can pass b-tagging requirements and some leptons.

p

p

l, νl

ν̄l, l̄ |l̄, ν̄l
b

b̄

q

q

q
W |Z

g

Figure 8.12: Feynman diagram showing how the V +jets process enters the signal region.

Since the choice of boson on the upper part of Figure 8.12 is free, final states with zero,

one or two charged leptons can be seen. This means that this process will enter all the

signal regions of the analyses.

The V+jets background is the largest contribution to the background in the entire anal-

ysis and is therefore by far the most computationally expensive background to generate

with enough statistics to extract a template with the required precision. This is because

the production cross-section of W+jets (Z+jets) in the 1-lepton (0-lepton and 2-lepton)

is about 5 (4) orders of magnitude larger than the signal.

As explained in Section 7.6, the V+jet backgrounds are subdivided into 6 categories

depending on what the jets in the event are tagged as: V (+)bb, V bc, V bl, V cc, V cl and
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V l(l). The first four of which are jointly treated as two single backgrounds: W + HF

and Z +HF (collectively as V+HF).

The V + HF backgrounds have separate floating normalisations for the 2-jet and 3-jet

categories. In the Resolved analysis, the Z+HF is also floated independently in each of

the lowest pVT categories. Since the W +HF and Z+HF have multiple compositions of

jet flavours, there are also sets of flavour uncertainties for each. They are the differences

in the ratio of the yield of the relative composition of these flavours with respect to the

dominant bb (i.e (Z+or W+)bc/(Z+or W+)bb, bl/bb and cc/bb). This is done separately

in each lepton channel.

Since the remaining flavour components V cl and V l only contribute to ∼ 1% in the Re-

solved analysis and∼ 10% in the Boosted analysis they are treated as separate normalisation-

only uncertainties.

8.3.3.2 Top and anti-Top (tt̄)

99% of the time a top quark is created it decays into a W-boson and a b-quark. When

an ATLAS collision event creates two of them, then a signature with two b-quarks and

some amount of leptons from a semi-leptonic decaying W-boson are observed. An ex-

ample of this process at tree-level is shown in Figure 8.13.

tt̄ production enters all of the analysis sub-channels. For it to contribute to the 1-lepton

channel, one of the W-bosons must decay into a tau lepton which then decays hadron-

ically and registers as Emiss
T . In the 0-lepton channel, both W-bosons decay in this man-

ner. The efficiency of the detector keeps the fraction of tt̄ events entering the the 1-

and 2-lepton channels low, however with a cross-section roughly 3000 times that of the

signal, its presence in the 1-lepton channel is considerable.
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Figure 8.13: Feynman diagram showing how the tt̄ process enters the signal region.

The tt̄ process has separate normalisations for the 2-jet and 3-jet categories, but these

are constrained by CR’s in their respective analyses. Uncertainties are derived by com-

paring the nominal event generated sample to an alternative one.

Often-times as the entire tt̄ decay chain is not contained within the detector, the rela-

tive number of events between the exactly-two jet, and the three-or-more jet regimes

can change the shape of the template. Both analyses have an additional acceptance

uncertainty to account for this. The Resolved analysis has it as an event migration

between the 0-lepton and 1-lepton channels, and the Boosted analysis has it between

regions with exactly two VR track jets associated to the large-R jet, and the ones with

three-or-more associations (this event selection will be detailed in the Section 8.5.1.). In

the Boosted analysis, this is because the second b-quark from the second top often lies

outside of the large-R jet.
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8.3.3.3 Single top

Events that only contain a single top can also enter the analysis. Mostly this is due

to hadronic decays of quarks or W-bosons in the final state being misidentified as b-

quarks. The four leading order single top diagrams are shown in Figure 8.14.
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(c) ‘Wt-channel-a’ Single Top
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(d) ‘Wt-channel-b’ Single Top

Figure 8.14: Image showing the four tree-level single top Feynman diagrams. The top diagrams are weak
processes referred to as s-channel (top left) and t-channel (top right). The bottom two are irreducible (can’t
be distinguished from each other) ‘Wt-channel’ diagrams. Particles misidentified as b-jets are labelled as
“b”.

Single top diagrams enter the analyses via the 0-lepton and 1-lepton channels. Since the

‘s-channel’ and ‘t-channel’ diagrams are completely weak-force processes, their vertices

are more suppressed and thus are less likely to happen. In the boosted analysis, for ex-

ample, the s- and t-channel single top diagrams only contribute to 5% of the total single

top background.

The dominant Wt-channel (and t-channel for the Resolved analysis) backgrounds have

uncertainties for the normalisation, acceptance and shape for the pVT and mbb distribu-
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tions. The s-channel only has normalisation uncertainties since its contribution is small.

The generators that produce single top (stop) events do so not only using tree-level di-

agrams like those in Figure 8.14, but at higher orders as well (NLO). The addition of

another vertex in the stop diagrams means there is an overlap between diagrams for tt̄

and stop. This is usually known as interference and can affect the yield of stop in the

analysis.

The nominal samples attempt to solve this using a technique called diagram removal,

which removes stop diagrams at NLO that are that enter tt̄ at LO. This method can be

problematic as the process is no longer gauge invariant. To try and combat this, there

is an additional stop uncertainty. This uncertainty compares the nominal sample with

an alternative sample but uses a different technique of generating stop events: diagram

subtraction. This process is more complicated but in a nutshell, it removes tt̄ events at

the cross-section level [145, p3].

8.3.3.4 Multi-jet

Both analyses have a non-negligible contribution from events with multiple QCD jets.

In both analyses, the estimation on how many events impact the analysis is done by

creating a template using data in a multi-jet sideband. Figure 8.15 shows an example

of a Feynman process that could produce an analysis signal.

8.3.3.5 Diboson

The last background of note in the analysis is the diboson background. Here there are

three separate process being considered: ZZ(→ bb+ leptons), WZ and WW . The last of

these is the least likely to create two b-jets and is thus the weakest contribution. Figure

8.16 shows the Feynman diagram for the two dominant diboson processes.

The only difference between this background and the signal is the replacement of the
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Figure 8.15: Multi-jet background example Feynman diagram. Here a gluon emission from a jet has been
misidentified by the detector as a lepton.
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Figure 8.16: Feynman diagram of the two leading diboson contributions to the background.
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Higgs boson with a Z-boson. When this ‘virtual’ Z-boson is about the same mass as the

Higgs boson, this background is irreducible. It is important to understand this back-

ground and hence both analyses have a cross-check where they replace the signal with

diboson events to see if the results and the systematics are not biased.

The WZ and ZZ contributions have overall normalisation systematics, comparisons

between the pVT and mbb shapes, and an acceptance uncertainty between regions. The

WW contribution only has a normalisation uncertainty.

8.3.4 Common workflow

Since the two analyses share a lot of systematics and backgrounds, it is useful for them

to generate their results on a similar framework.

An analysis will typically have two main dataflows: one for theory and one for mea-

surement. The theory dataflow loosely takes the most current understanding of the

physics and generates MC simulated events and looks a bit like this: Theory→ Event

Generation→ Simulation→ Trigger→ Reconstruction→ Analysis. The measurement

dataflow takes the data from experiments and turns it into a format where questions

can be asked of it. It looks something like this: Detector → Trigger → Reconstruction

→ Analysis.

An analysis framework is a series of programs, packages and code that processes pre-

prepared data and MC simulated events simultaneously through the final stages of

their dataflows to produce results.

The data from the ATLAS detector (or Monte Carlo simulated data) is processed cen-

trally with the latest reconstruction and calibrations to create objects called Analysis
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Object Data (xAOD’s)12. These xAOD’s are typically large and have lots of processes

that are not of interest to particular set of analyses. These xAOD’s are then run through

the Derivation Framework to reduce their size and produce ‘derivations’ or DxAOD’s.

These DxAOD’s are designed to be shared by several analyses. It is at this derivation

stage that individual analyses will diverge in the way that these derivations are treated.

The main workflow on how an analysis is done in the VHbb Analysis Group using AT-

LAS data is represented in Figure 8.17.

The analysis uses two main packages to create results: the V H, H → bb̄ CxAOD frame-

work CxAODFramework VHbb; and the V H, H → bb̄workspace maker WSMaker VHbb.

The CxAODFramework VHbb (CxAODFramework) starts by running a package known

as the CxAODMaker (Maker) on the DxAOD’s to create smaller objects called CxAOD’s,

which is what an individual analysis will be run on. The Maker is designed to trim the

derivations such that the resulting CxAOD’s include some cuts common to all sub-

analyses in the group. Studies that are performed within the analysis will run vari-

ous configurations of another program in the framework known as the CxAODReader

(Reader). The Reader turns CxAODs into ROOT Ntuples and histograms. The Reader

is a steered C++ encoded file which contains more specific cuts and object definitions,

suited for the specific analysis designed to run on.

As each lepton channel has different problems to solve, it is useful to split the analy-

ses into three groups, depending on the decay of the vector boson: 0-lepton, 1-lepton

and 2-lepton analyses. In practice this means that each of these subgroups use different

derivations but are interested in the same final state, and each can run the framework

independently on one another, effectively creating three mini-analyses that can be in-

dividually optimised.

12AOD’s are not ROOT readable, but xAOD’s are ROOT readable. They contain the same information.
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Figure 8.17: Picture showing the rough workflow of the analysis. Black lines represent data, blue lines
represent MC simulations, red lines represent systematics. Green curved lines are packages in the anal-
ysis. Detector-based systematics are propagated to Monte Carlo Simulations into the xAOD format and
end up being stored in CxAOD’s as ‘shallow copies’.
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The majority of the work presented in this thesis comes from work undergone in the

0-lepton and 2-lepton analyses which means primarily, I am interested in the Higgs

candidate being produced alongside a Z-boson.

The WSMaker VHbb (WSMaker) is the tool that is in change of creating the main and

auxiliary fit diagnosis plots by performing a statistical analysis of the histograms it gets

fed. This allows the yields and kinematics of both the signal and the background pro-

cesses to be estimated and later changed if required.

The ultimate aim of the fit is to provide the signal strengths for each STXS bin. From

this, limits on the STXS coefficients on the Lagrangian operators that affect both the V H

production and the H → bb̄ decay can be found.

The functionality of the WSMaker and a walk through its outputs will be covered in

the next chapter which covers statistics.

A large part of working on the analysis is defined by working on the framework that

will produce inputs for the main analysis run. Most of this comes down to editing

either the Maker or the Reader for Analysis Framework to produce specific CxAOD

sets on which to perform physics studies. Systematic uncertainties and physics object

definition improvements are looked at and the results feed back into the framework in

a cycle until this round of analysis is complete.

8.4 The VHbb Resolved analysis - 2020

The Resolved analysis is a direct continuation of the 2019 STXS analysis. Like its pre-

decessors, it uses boosted decision tree multivariate discriminants built from the event-
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level variables to maximise the sensitivity to the Higgs boson signal.

The CxAODFramework creates output BDT distributions which are used as the inputs

into the WSMaker which creates the binned maximum-likelihood fit, referred to as the

global likelihood fit.

Apart from running on a larger dataset, several improvements have been made to the

analysis itself, like: the formation of new control regions; the addition of new infor-

mation into the BDT, and the new event categorisation to better align to STXS regions.

These will be touched upon in later sections.

8.4.1 Event selection and categorisation

The event selection used in this analysis is summarised in Table 8.3.

Table 8.3: Table showing the summary of the event selection and categorisation in the Resolved analysis
0-, 1- and 2-lepton channels. Table from [3, p9].
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8.4.1.1 0-lepton selection

As the 0-lepton event signature requires the Z-boson to decay into two neutrinos, events

that would fall in this category are triggered with Emiss
T triggers. The minimum energy

threshold for the Emiss
T varies with the data-taking period, starting off at 70 GeV in 2015

and reaching 110 GeV in 2018.

The efficiency of these triggers is tested in tt̄ and V + jets events alternatively trig-

gered with single-muon triggers because the energy of the muon(s) are not featured

into the calculation of Emiss
T

13. The resulting correction factor is about 0.95 for events

with 150 GeV rising to a plateau of unity at around 200 GeV.

Multi-jet contributions enter the 0-lepton channel when they have largeEmiss
T . This hap-

pens when jets in calorimeters fail to be measured. These events are mostly removed

via additional requirements on Emiss
T , jets and pmissT .

Since the only detectable objects in these events are jets, it is desirable for the trigger

efficiency to be independent of the number of jets in the event. This phase space where

this is not possible is small, and is removed by putting a requirement on the transverse

momenta of the Higgs jets (HT ).

0-lepton events with any loose leptons are discarded.

8.4.1.2 1-lepton selection

The 1-lepton channel is split into two sub-channels: an electron (e) sub-channel and a

muon (µ) sub-channel. This is done because the two channels use different triggers.

The e sub-channel uses single-lepton triggers, with electrons required to pass one of a

13a design feature that is exploited in Chapter 10
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list of possible triggers. The minimum energy threshold placed on electrons is 24 GeV

in 2015 data rising to 26 GeV from 2016. Since electrons are more commonly created as

background, the e sub-channel has an additional Emiss
T > 30 GeV requirement to reduce

the background from multi-jets.

The µ sub-channel uses the same Emiss
T triggers and corrections as the 0-lepton channel.

This is because the single lepton triggers in the analysis are less efficient in this phase

space as the coverage of the muon system in the central region of the detector is limited.

As this channel aims to detect one lepton from a W-boson, a tight selection is required

of said lepton, and events with additional loose (or tight) leptons are rejected.

8.4.1.3 2-lepton selection

The 2-lepton channel uses the same single-lepton trigger regime used in the 1-lepton e

sub-channel for both ee and µµ events.

Exactly two loosely tagged leptons of the same flavour are required for events to be

kept and because leptons are usually well-measured, the two leptons are required to

have a combined invariant mass close to a Z-boson. Events with two muons have the

additional stipulation of having to have opposite-sign charges. This is done because the

particles live long enough for track curvature direction to be accurately assigned and

the opposing charges will bend in different directions under the barrel and toroidal

magnetic fields.

8.4.1.4 Signal regions

To align with the STXS regions, the analysis decided to split the pVT < 150 GeV region in

each of the channels into a 150 GeV≤ pVT < 250 GeV region and a pVT ≥ 250 GeV region

for each jet category. Adding to the existing 75 GeV ≤ pVT < 150 GeV in 2-lepton, there
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are a total of 14 signal regions.

8.4.1.5 Control regions

Also new to this iteration of the analysis, each of the 14 signal regions have additional

pVT -dependent requirement on the ∆Rbb , creating a lower and upper ∆Rbb CR sideband

for every signal region.

Figure 8.18 shows the distribution of the event yield when these sidebands are created.

These sidebands are rich with either V +HF or tt̄ events. The same ∆Rbb selections are

made for all three channels and 93% of the signal is kept in all 2-jet signal regions, 81%

in all 3-jet signal regions, and 68% in the 3-or-more-jet signal region.

(a) 1L 2-jet ∆Rbb (b) 1L 3-jet ∆Rbb

Figure 8.18: Distribution of the signal yield under the radial difference between the two leading jets for
(a) 2-jet and (b) 3-jet 1-lepton channel. The dark lines show the distinction between the High ∆ R CR,
SR and the Low ∆ R CR. Image from [3, p11].

In addition to this there are the CR’s that were present in the previous analysis. These

are made in a particular channel by having largely the same event selection as the nom-

inal one for that channel, but having a few key requirements inverted.

Top eµ-CR In the 2-lepton channel, the Top (stop + tt̄) CR is made by ‘reversing’ the

requirement that the leptons have the same flavour (to require an electron and a
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muon) and by removing the requirement that the charges have to have the oppos-

ing sign.

MJ CR In the 1-lepton channel, the MJ (multi-jet) CR is made by inverting the energy

requirement on the tight lepton and reducing the number of required b-jets from

2 to 1.

These control regions are not put into the fit, but BDT’s from the 14 SR regions and the

event yields from the other 28 ∆Rbb CR’s are used as inputs in the global likelihood fit.

BDT’s that are generated in the main analysis are referred to as BDTV H .

8.4.2 The analysis BDT

The variables that go into the BDT are different for each lepton channel. Table 8.4 shows

a comprehensive list of all the variables and the lepton channels they are included in.

•mbb is the invariant mass of the bb̄ system.

•∆Rbb is the angular distance between the two leading b-tagged jets.

• pV
T is the transverse momentum of the weak boson.

•∆η(b1,b2) is the angle subtended by the leading b-jets in the plane marked by trans-

verse plane and the beamline (psuedorapidity separation).

•∆η(V,bb), ∆φ(V,bb) and ∆y(V,bb) are respectively the the psuedorapidity sepa-

ration, azimuthal angle and the rapidity difference between the vector boson and the

two b-tagged jets which are used as a proxy for the Higgs boson system.

• Emiss
T is the negative scalar sum of all the detectable objects in the event. In the 0-

lepton channel this is exactly equivalent to pVT .

•meff is the scalar sum of transverse momenta of all the jets (HT ) and the Emiss
T .

•min[∆φ(l,b)] is the angle between the lepton and the closest b-tagged jet.

•mW
T is the transverse mass of the W-boson.

•mtop is the reconstructed top quark mass.
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Table 8.4: Table showing the variables used for the multivariate BDT discriminant in each of the lepton
channels. Table from [3, p15].

• Emiss
T /
√

ST is a 2-lepton-specific variable.
√
ST is the scalar sum of the transverse en-

ergies of all the charged leptons and jets in the event.

•mll is the invariant mass of the dilepton system.

• pjet3
T is the transverse momentum of the third jet in the system (if there is one).

•mbbj is the is the invariant mass of the bb̄j system in the event that there are three jets

and the third jet is labelled as ‘j’.
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All of the BDT inputs above, have been used in the previous iterations of the analysis,

the following new variables are also input to the BDTs.

•MV2(b1) and MV2(b2) is the MV2c10 score for the leading (b1) and sub-leading (b2)

b-tagged jets in the event. This inclusion provides additional rejection in the 0-lepton

and 1-lepton channels where c-jets and light-jets are more likely to be misidentified as

b-jets. This is especially the case in W → cq decays in tt̄ and stop-Wt backgrounds.

The sensitivity in the 1-lepton (0-lepton) channel is improved by ∼10% (∼7%). No ad-

ditional sensitivity is gained from using this variable in the 2-lepton channel, as the

backgrounds are mostly dominated by processes containing two real b-jets.

• pmiss,st
T is the magnitude of the Emiss

T soft-term (as mentioned in Section 7.4), pmiss,stT .

For the 0-lepton channel this provides additional rejection against tt̄, which may con-

tain leptons or b-jets that go unreconstructed, due to kinematic and detector acceptance.

This typically means that a tt̄ event will have a larger pmissT than signal events. This im-

proves the sensitivity in the 0-lepton channel by ∼ 2% − 3%.

• cosθ(l−,Z) is known as the Z-boson polarisation, and is the cosine of the polar angle

between the Z-boson’s direction of travel in the lab frame, and the plane of the leptonic

decay products in the Z-boson’s rest frame. The polarisations of Z-bosons from the sig-

nal process are expected to be different to those from the dominant Z+jets background,

thus providing additional background rejection in the 2-lepton channel. The inclusion

of this variable in the BDT improves the 2-lepton channel sensitivity by ∼ 7%.

8.4.2.1 BDTR

Also new to this analysis is the process of BDT re-weighting or BDTR. This is where

the BDT’s are created using variables from both the nominal samples and the alterna-

tive samples. Since the event generators often use different models in the hadroniza-
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tion/showering stages of event generation, it is good to have samples that generate

events differently to the one used to generate the nominal prediction. The prescriptions

can be compared and contrasted to see how the model copes with slightly different def-

initions of the events that make up the samples.

The ratio of the BDT scores in each bin provides a re-weighting function which can be

used to correct the nominal sample to match the alternative sample or vice versa.

The BDTR technique is used to produce shape uncertainties for the pVT distribution in

1-lepton and 0-lepton tt̄ andW+HF . For the former, the matrix element and the parton

shower are varied separately.

8.4.3 Additional points on background modelling

Since tt̄ has multiple compositions of jet flavours, there are also sets of flavour uncer-

tainties for each. They are the differences in the ratio of the relative composition of these

flavours with respect to the dominant bb, akin to the treatment of the uncertainties un-

der V +HF (i.e (tt̄→)bc/(tt̄→)bb. But bl/bb and cc/bb are combined to make other/bb).

The difference here is that the ratio comparison is done between the nominal samples

and the alternative matrix element and parton shower generator samples separately.

8.4.3.1 Data-driven tt̄ estimation

In the 2-lepton channel, the tt̄ was modelled previously using simulated event sam-

ples. However the selection that creates the top eµ-CR in the 2-lepton analysis creates

a region with over 99% contribution from tt̄ and stop-Wt events. The differing-flavour

Top events present in the top eµ-CR are thus used to model the same-flavour lepton top

background that enters into the nominal signal selection. Both shape and normalisation

effects are modelled.
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Biases with this technique are determined by a yield comparison between top back-

ground events in the SR with those in the top eµ-CR. With said ratio of the yields being

1.00 ± 0.01 (1.01 ± 0.01) for the 2-jet (≥ 3-jet) region, no such biases are observed. The

uncertainty in the ratio is purely a statistical uncertainty resulting from the simulated

samples.

With this method, all the experimental and theoretical uncertainties are eliminated as

none of them creates any biases in the ratio beyond the statistical one. This means that

the data statistics in the top eµ-CR become the dominant source of uncertainty for the

2-lepton top background estimate.

8.4.4 Systematic uncertainties

Systematic uncertainties are determined mostly by performing fitting studies in the

framework. This section will briefly cover the ones that have not already been men-

tioned and show summary tables of their final values.

8.4.4.1 Background Systematic uncertainties

Tables 8.5 and 8.6 shows a summary of the final background uncertainties for the Re-

solved analysis, and each contribution has been discussed previously.

8.4.4.2 Experimental uncertainties

The experimental uncertainties that have the largest impact on the analysis are b-tagging

correction factors, jet energy scale calibrations and the jet energy resolution modelling.

The latter two are determined centrally by the ATLAS collaboration [146] (Jet Com-

bined Performance Groups) for use by the relevant ATLAS analyses. From these, the

latest recommendations14 are incorporated into the analysis.

14Those that reach the analysis before a certain date at least.
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Table 8.5: Summary of the systematic uncertainties on the main backgrounds in the analysis. If a sys-
tematic has a ‘S’ then it is a shape-only uncertainty in the signal region. ‘S+M’ represents a shape
uncertainty that allows a migration of events to other regions. Table from [3, p19].
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Table 8.6: Tabulated summary of the systematic uncertainties on of the diboson background. If a system-
atic has a ‘M+S’, it represents a shape uncertainty that allows a migration of events to other regions.
Parentheses for any uncertainty denotes where an uncertainty is independently varied. Table from [3,
p20].
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The b-tagging correction factors are the differences between the efficiency of the b-

tagging algorithm in data and simulation. They are evaluated separately for b-jets,

c-jets and light-jets in five bins of the value of the MV2 discriminant.

These correction factors have estimated uncertainties from multiple sources, and are

decomposed15 into many uncorrelated independent components. Components that

have a negligible impact are then removed. The analysis then has 29 uncertainties for

b-jets, 18 for c-jets and 10 for light-jets.

8.4.4.3 Signal uncertainties

The values of the signal uncertainties are summarised in Table 8.7.

Similar to the estimation of the background, the uncertainties in the mbb and pVT dis-

tributions are determined from variations in an alternate sample. Unlike the back-

grounds however, there are additional theoretical systematics from the proton PDF and

the scale/strength of the strong force αs (combined to form PDF+αs), and the higher-

order electro-weak corrections to the signal process.

Table 8.7: Summary of the systematic uncertainties on the signal. An ‘M+S’ represents a shape un-
certainty that allows a migration of events to other regions. Parentheses for any uncertainty denotes
where an uncertainty is independently varied. The H → bb̄ branching fraction error is the error on the
Standard Model prediction. Table from [3, p21].

15This is elaborated on in the following chapter.
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In each STXS bin, acceptance uncertainties are evaluated to account for possible mi-

gration of events and correlations between STXS regions. These acceptance uncertain-

ties are evaluated for energy scale variations, alternative parton shower or underlying

event (PS/UE) models and PDF+αs.

In addition to these, there are theoretical uncertainties taken from the recommendations

of the LHC Higgs Cross Section Working Group [59, 147, 148] for the calculations of the

V H production cross-section and the H → bb̄ decay.

8.4.5 Analysis methodology

The fit is fed the 14 SR BDTV H created by the framework and from the previous STXS

binning shown in Figure 8.9, three different STXS ‘POI’ configurations are studied.

1) The single-POI fit is done to make a new measurement of µbbV H which informs the V H

production cross-section and the H → bb̄ branching fraction.

2) A two-POI fit to measures separate ZH, H → bb̄ and WH, H → bb̄ components.

3) A 5-POI fit as seen previously in Figure 8.10a is performed to measure the signal

cross-section (× the H → bb̄ and V → ll branching fractions) in each STXS bin.

8.4.6 Cross check analyses

Like its predecessors, the 2020 Resolved analysis has two cross-checks to validate the

methodology of the main analysis. They use the same framework but different distri-

butions are put into the fit.

8.4.6.1 Diboson Analysis

The diboson analysis modifies the nominal multivariate analysis to extract the V Z, Z →

bb̄ diboson process. To this end BDTV Z objects are used in place of BDTV H .
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Normalisation uncertainties on the diboson process are removed, and the overall nor-

malisations are floated. The V H, H → bb̄ signal enters this version of the analysis as a

background and is normalised to the production rate predicted by the Standard Model.

Here only two POI configurations are evaluated.

1) A single-POI fit is done to make a measurement of µbbV Z which informs the V Z pro-

duction cross-section and the Z → bb̄ branching fraction.

2) A two-POI fit to measure separate ZZ, Z → bb̄ and WZ, Z → bb̄ components.

8.4.6.2 Cut-Based (Dijet mass) analysis: CBA

The Higgs boson signal measurement is also cross-checked with a dijet-mass analysis,

where the signal yield is measured using the mass of the dijet system (mbb) as the main

observable entered into the fit instead of the multivariate discriminant BDTV H .

Here only the single-POI fit is done to make a measurement of µbbV H .

8.5 The VHbb Boosted analysis - 2020

The Boosted analysis mainly deals with events where the Higgs is so energetic that the

two b-quarks from the decay are not able to be resolved efficiently as two seperate jets

but form a single ‘fat’ jet (or a large-R jet). The increase in energy of a particle is referred

to as ‘boosting’. Figure 8.19 shows this in the Feynman diagram representation.

Requiring larger energies of the Higgs Boson means that the number of events that fill

this requirement are lower, meaning the Boosted analysis has lower statistics than the

Resolved analysis. As a new proof-of-concept analysis, the Boosted analysis will also

not feature a BDT and all the complexities that it brings. The main analysis will be a

cut-based selection based on a fit of the mass of the large-R jet: mJ .
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Figure 8.19: Feynman diagram showing the full Higgsstrahlung process of Higgs production at the LHC,
and its decay into the final states of interest to the Boosted analysis. The purple cone is a representation
of what a boosted signal event looks like. One large-radius fat jet with two objects tagged as b-jets inside
it.

8.5.1 Event selection and categorisation

The event selection used in this analysis is summarised in Table 8.8. It shares some

common features with the Resolved analysis, such as all the requirements on leptons

that enter each sub-channel, and for the most part, the triggers that are used on these

leptons.

The Boosted analysis requires both the transverse momentum of the vector boson to be

larger than 150 GeV and at least one large-R jet with pT > 250 GeV and | η | < 2 to be

present in all events. The large-R jet with the largest pT is referred to as the ‘Higgs-jet

candidate’ or the Hcand. This large-R jet needs to have at least two track-jets associated

to it, with the most energetic two needing to be b-tagged. Once the large-R jet has been

established, the jet algorithms are run again with R=0.4 to produce small-R jets in the

event which are checked to see if they are topologically consistent with the large-R jet.

8.5.1.1 0-lepton selection

Like the Resolved analysis, events that fall into the 0-lepton selection are triggered with

Emiss
T triggers with the same year-dependent minimum energy thresholds. However be-
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Table 8.8: Table showing the summary of the event selection and categorisation in the Boosted analysis
0-, 1- and 2-lepton channels. Baseline electrons are ‘loose’ quality electrons with additional requirements
on track parameters and are the same as the Loose leptons in the Resolved analysis. Signal leptons are
a subset of baseline electrons with tighter requirements and are the same as the Tight leptons from the
Resolved analysis. Table from [4, p8].

cause the efficiency of these triggers was found to plateau to unity at around 200 GeV,

and the lowest pVT region to enter the analysis starts at 150 GeV, the channel does not

implement any correction factor.

Similar to the Resolved analysis 0-lepton selection, possible multi-jet contributions are

mitigated by further cuts on the boosted equivalent of the Resolved analysis objects

(Emiss
T , jets, pmissT ).

8.5.1.2 1-lepton selection

The Boosted analysis 1-lepton trigger selection is identical to the Resolved analysis one.

It has a e sub-channel which is triggered by single-lepton triggers and a µ sub-channel

triggered by Emiss
T triggers.
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tt̄ and W+jets backgrounds are further reduced by applying a requirement that the

rapidity difference between the vector boson and the Hcand is less than 1.4.

8.5.1.3 2-lepton selection

The Boosted analysis trigger strategy in the 2-lepton channel is exactly identical to the

1-lepton one. The reason behind the move from exclusively using single-lepton triggers

to a combination of single lepton and Emiss
T triggers is the basis of my contribution to

the Boosted analysis. This study is detailed in Chapter 10 of this thesis.

Like the 1-lepton selection, the 2-lepton selection has a maximum rapidity difference re-

quirement between the vector boson and the Hcand, but the backgrounds it is designed

to reduce are Z+jets ones.

The event topology of the Z+jet backgrounds is also expected to be different to that

of the signal due to the polarisation of the Z-boson. In the Resolved analysis this is

exploited by the introduction of the variable cosθ(l−, Z) into the BDT. In the Boosted

analysis this difference is exploited by the inclusion of a requirement on the lepton im-

balance ((pl1T − pl2T )/pZT ) to the event selection. Like the Resolved analysis, the 2-lepton

channel also has a requirement that the invariant mass of the two leptons be around

that of the Z-boson.

8.5.1.4 Signal and Control Regions

As the official STXS regions (see Figure 8.9) have a split at 400 GeV, the Boosted analysis

has two pVT categories: 250 GeV≤ pVT < 400 GeV and pVT ≥ 400 GeV .

The analysis splits the pVT regions further in the 0- and 1-lepton channels by sorting

the regions into how many additional small-R track jets are associated with the Hcand.

Events with no additional b-tagged track-jets (b-track-jets) associated with the Hcand are
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designated as signal, and those that have one or more are designated as background.

This is because in Boosted analysis tt̄ events, due to the topology of the decaying top

pair, the b-track-jets that are associated with the large-R jet are often a b-labelled jet, and

a c-labelled jet from the decay of one of the W-bosons. This means that the second actual

b-jet in the event from the other top is not part of the Hcand. Events, therefore, with ad-

ditional b-track-jets not associated to theHcand with respect to the nominal selection, are

likely to be background. The requirement on additional b-track-jets forms a CR which

is enriched with tt̄ events.

In the Resolved analysis there are two jet categories: 2-jet and 3-jet. In the Boosted anal-

ysis, since signal emissions resulting in a third jet are more likely to be emitted between

the b-quark and travelling in the same direction, this emission is likely to be picked up

within the large-R jet. Occasionally, however, this emission is not in the cone of the

travelling b-jets and is not then associated with the Hcand. While it is important to catch

signal events like this, it is expected that there are also background events (namely

W+jets and tt̄ ) that can produce similar signatures. This is referred to as a ‘low-purity’

signal.

The signal regions in the 0- and 1-lepton channels are therefore further categorised de-

pending on the number of small-R jets not matched to the Hcand. Events without small-

R jets associated outside theHcand are referred to as ‘high purity’ (HP) signal, and those

with small-R jets associated outside theHcand are designated as ‘low purity’ (LP) signal.

The 2-lepton analysis has good tt̄ and W+jets background rejection and thus events

with additional small-R jets or b-track-jets not associated to the Hcand need not be cate-

gorised separately from signal events.
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For each pVT category, the 0- and 1-lepton channels have a HP-SR, a LP-SR and a CR,

and the 2-lepton only has a SR. These ten SRs and four CRs are summarised in Table

8.9.

Table 8.9: Summary of the Boosted analysis regions. Regions with a lot of signal are designated SR.
However there are regions with comparatively lower and higher purity of signal events and these are la-
belled ‘low-purity’ (LP) SRs and ‘high-purity’ (HP) SR’s respectively. The abbreviation ‘add’ designates
additional small-R jets that are not matched to the large-R jet. Table from [4, p10].

8.5.2 Systematic Uncertainties

Since the signal and backgrounds are shared with the Resolved analysis, the Boosted

analysis has the same uncertainties for the most part. The main differences come down

to the modelling of new objects, so the calibration of the track-jets and large-R jets.

Table 8.10 shows the average impact of all the systematics on µbbV H in the final fit.

8.5.2.1 Experimental Uncertainties

The uncertainties and corrections for small-R jets are treated in the same manner as jets

from the Resolved analysis as they are essentially the same objects.

Like the Resolved analysis there are also a number of b-tagging uncertainties which are

decomposed into many analysis systematics. These uncertainties, however, come from

calibrations with pVT limits. To extrapolate these uncertainties beyond this data limit for
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Table 8.10: Breakdown of the systematic contributions to µbbV H . The effect of uncertainties in both pVT re-
gions is combined. The average impact is the mean of the upwards and downward systematic fluctuations
and the total impact is different from the quadrature sum of all the contributions in the table because not
all the systematics are independent. Table from [4, p16].
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b-, c- and light-jets requires an additional extrapolation uncertainty. This uncertainty is

not a large effect for the Resolved analysis due to the average lower energies of objects.

Uncertainties in the energy and mass scales of large-R jets are determined by compar-

isons between the ratio of calorimeter-based to track-based measurements in dijet data

and in simulation. These uncertainties are used to smear jet observables and under

different calibration scales, the variation in the large-R jet mass are observed.

8.5.3 Analysis methodology

Results are obtained via a simultaneous fit to the data of the mJ distribution in order

to extract µbbV H and µbbV Z at the same time. For the measurements of the signal strength

in the STXS framework, the analysis created a 4-POI scheme by splitting the signal into

WH and ZH production in each of the pVT bins.

8.5.4 Cross-check analyses

As the methodology is new, and a simple cut-based selection input to a fit there are no

analysis cross-checks.

8.6 The significance of statistics

Aside from the discussion of the results, which is done in Chapter 11, one of the most

important things about the analyses that has intentionally been skipped over is the

statistical process of fitting. This includes extracting signal strengths from the data and

determining the effects of systematics in order to interpret the final event selection in

terms of the underlying physics. This is the focus of the next chapter which details the

statistical workings of the fit, and my work on the optimisation of the fit.
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The VHbb fits and post-fit modelling

investigations

9.1 Statistics, Fits and Significances

A
fter generating the analysis CxAOD inputs from the Reader, the informa-

tion contained within these CxAOD’s (background samples, number of

jets identified, region, various systematic fluctuations etc) needs to be con-

densed into a measure of signal strength to estimate the confidence with which the data

matches a set of theoretical predictions.

In the V H, H → bb̄ analyses, the input distributions are translated into a signal strength

measurement by a fit via the WSMaker package which performs a comparison of the

MC simulations plus all its uncertainties to the data. To monitor the fit process, many

auxiliary plots are produced alongside the final plots designed to inform the analysers

about how variables and assumptions interact with each other.
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Fundamentally, the fit is a mathematical formula that is maximised or minimised and at

a simple level asks how many data pointsN data
i appear in each bin given that there are

N exp
i MC predicted events for all bins, i. A fit needs parameters to vary, and since the

data is the observed counts, only the predictions can change and these will vary within

their own respective uncertainties. These uncertainties are introduced as parameters

(θ) for N exp
i .

Producing a fit in this manner is done based on the fundamental tenets of hypothesis

testing. These are fourfold.

• The null (H0) and alternative hypotheses (H1) are defined

• Define the test statistic q under each of these hypotheses: qH0 and qH1

• Compute from observations the observed value: qobs

• Decide based on qobs whether to reject H0 or H1

The degree of confidence the data is described by one hypothesis or another is called

the significance (Z). This significance is the number of standard deviations (σ) under the

null hypothesis that separate qobs and the central value of qH0 . This significance can also

be described as how much the background model would have to fluctuate to look like

the data. A (Z =)1σ effect can be caused by a background fluctuation roughly 35% of

times, and a 2σ fluctuation occurs roughly 5% of the time. When looking for possible

upwards (or downward) fluctuations over many bins, more significant fluctuations are

expected to be seen (this is called the look-elsewhere effect [149, p1-2]). Using this kind

of thinking there are two standards used to describe possible new effects: Evidence and

Discovery. Evidence is the name given to a 3σ effect, which can be caused by a back-

ground fluctuation with a probability of roughly 0.3%, and a discovery is a 5σ effect

that is caused by a background fluctuation less than one in a million times1.

1roughly 1 in every 1.7 million trials
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9.1.1 The Null and Alternative Hypothesis

In analyses like the V H, H → bb̄ analyses, the aim is to discover a particle in a new

decay mode. An observation of this particle therefore will manifest itself as additional

events in the bins of H → bb̄.

Firstly the null and alternative hypotheses are constructed. The null hypothesis is taken

to be the case that no such decay exists, also known as the background-only model. The

alternative hypothesis is the case where the Higgs boson decays into b-quarks, known

as the signal+background model.

A robust model of the background is needed to form the null hypothesis such that it can

test how likely possible upward fluctuations are in the signal region. Here it is impor-

tant to note that while both upward and downward fluctuations from the background

can occur, any downward fluctuations in the background do not serve as evidence

against the background-only model in comparison to the signal+background model.

In addition to defining the null hypothesis, at this stage the p-value is selected. The

p-value is a probability at which it is decided that the null hypothesis will be rejected.

For example, if the p-value is set to 5%, if an observation is made that corresponds to a

background fluctuation of more than 2σ, then the background-only hypothesis will be

rejected.

To test that the background model is accurate, it can be compared to data in a region

of phase space that is not relevant to the signal. This is one where the physics model

should still be able to predict the event rates and distributions, and the signal makes

little or no contribution to the event count. This is why analyses have control regions.

The simultaneous test of the background model in these control regions and the signal
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regions is where the likelihood comes in.

9.1.2 The Likelihood and the Test Statistic

Whenever an experiment is built to measure an outcome, one of the most important

features an experiment can have is that it is reliable. This is to say that the same (or a

similar) result can be obtained if the experiment is repeated. This demand is made be-

cause it is assumed that with the same conditions, the same ‘true’ value of the object in

question is measured. Each independent dataset (x̄ that is obtained measuring a value

of ‘x’) is distributed around the hypothesised true value: µ. This can be represented as

Equation 9.1.

L = p(x̄|µ) = L(µ,
−→
θ ,
−→
k ,N data) (9.1)

−→
θ and

−→
k are vectors of parameters (called systematics and normalisations respectively)

that allow the background model to be manipulated. Their relevance will be expanded

upon later on in this section and in Section 9.2.

The function in Equation 9.1 is usually referred to as the likelihood, and is denoted by

L. The likelihood in the base form is a function of how likely a dataset is generated

given a particular hypothesis [150, p24-34]. It is not the probability of a hypothesis

being true given the data, which while being the ultimate aim, has to be extracted from

the likelihood using Bayes Theorem [151, p15] (see Equation 9.2).

p(µ|x̄) =
p(x̄|µ)× p(µ)

p(x)
(9.2)

The likelihood is a way of mathematically encoding the null and alternative hypothe-

ses. It is a probability distribution made up of a prediction which comes from MC

simulations created under a ‘nominal’ physics model. Probabilistic variance from this

central value comes from changing values of Nuisance Parameters (NP) in the model.
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A NP is a given parameter in the physics model that is not fully understood or subject

to change. Each NP has a nominal value, and its own distribution of how likely devia-

tions from this nominal value are.

Variations in NP’s will vary processes in the model and therefore increase or decrease

the number of counts seen in the bins where that NP is relevant. Some NP’s will have

a larger effect on the number of counts in a bin than others.

The test statistic [152, p5] used to conduct the hypothesis test is a one-number summary

of the physics model and is therefore a function of the likelihood. The Neyman-Pearson

lemma says that the best possible test statistic to choose, q(µ), is the logarithm of the

ratio between the likelihoods that come from the null and alternative hypothesis [152,

p19], as expressed by Equation 9.3 below.

q(µ,H0) = −2 ln
L(H1|x∼H0)

L(H0|x∼H0)
| q(µ,H1) = −2 ln

L(H1|x∼H1)

L(H0|x∼H1)
(9.3)

The important difference between them is that the dataset ‘x’ is generated differently

in each case to correspond to the hypotheses being tested. The test statistic for the null

hypothesis (q(µ,H0)) is evaluated as the log likelihood ratio of the null and alternative

hypothesis where the dataset is generated under the null hypothesis (x∼H0). Likewise

the test statistic for the alternative hypothesis (q(µ,H1)) is evaluated as the log likeli-

hood ratio of the null and alternative hypothesis where the dataset is generated under

the alternative hypothesis (x∼H1).

These q(µ)’s are probability densities that integrate to 1 and typically overlap. The

smaller the overlap, the more powerful any one result is in distinguishing which of the

distributions a the trial test statistic from the data would belong to. An example of what

this looks like can be seen in Figure 9.1.
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Figure 9.1: Example formulation of the test statistic for the null (qH0) and alternative hypothesis (qH1).
α, given by the purple hatched area, corresponds to the probability that the null hypothesis is rejected
given that the null hypothesis is true, and β, given by the orange hashed area, is the probability that the
alternative hypothesis is rejected given that the null hypothesis is not true. Smaller q values are in general
more signal like. The value of q that corresponds to α equalling the p-value is denoted by qp−value. Before
any measurement is taken, the strength or power of the statistical test can be measured from the relative
areas of α and β given a observed q(qobs) equalling this qp−value. Image generated using [28].

It is also important to measure the contribution of a single systematic in the model.

This can actually be done by creating a test statistic for each systematic qNLL(µ, θj) so

that each systematic is separated out from the likelihood to determine its optimal value

and its variance. The maximised likelihood with optimised values of the entire set

systematics except θj , is divided by the maximised likelihood with the optimised value

θj . Similarly to the q(µ) above, the negative natural logarithm of this likelihood ratio is

taken (see Equation 9.4).

qNLL(µ, θj) = −2 ln
L(µ,

ˆ̂
θj)

L(µ, θ̂)
(9.4)

According to Wilks theorem [153, p62], qNLL(µ, θj), referred to as the negative log likeli-

hood or NLL is distributed as a χ2 with one degree of freedom. This allows the variation

of the NLL by a certain number to give rise to the uncertainty in the systematic. Details

of this process accompanied by example plots will be shown in Section 9.2.
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9.1.3 Measurement and Results

The process of running the ‘fit’ on data consists of optimising the values of a set of NP’s

by varying them from their nominal values and testing the goodness of fit.

The parameter set is modified such that the number of counts in the MC simulations

replicates the data as closely as possible while minimising the systematic uncertainties

in order to achieve this. Once the most likely alternative model is identified, a mea-

surement is conducted and the test statistic for the data, qobs, is calculated. As one set

of values were observed, qobs is a delta function given by Equation 9.5,

−2 ln
L(H1|xobs)
L(H0|xobs)

. (9.5)

If qobs is larger than the given p-value, then the null hypothesis is rejected. This can be

seen in Figure 9.2.
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Figure 9.2: Upon measurement of qobs, the alternative hypothesis is rejected as the qobs is smaller than
the p-value set. The significance of the result is given by Z, the number of standard deviations by which
the central values of qH0 and qobs are separated. Image generated using [28].
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As discussed previously one of the final figures of merit is the significance. The signif-

icance of this qobs is calculated by finding out how many deviations from the nominal

value of qH0 , this qobs lies (given by Z in Figure 9.2). The expected significance is given

by the number of standard deviations the centre value of qH1 is from qH0 , as this is the

most likely value for the test statistic to have in the case that the signal model describes

the data.

9.1.4 Significance and the Asimov Dataset

It is also useful to have an idea of whether the analysis has any chance of obtaining its

goals before looking at the data or ‘unblinding’.

As explained before this is done by generating MC simulations for the alternate hy-

pothesis, finding the distribution of the test statistic under the alternative hypothesis

and the median value of the test statistic (qmedian), then finding the p-value of the null

hypothesis that corresponds to this qmedian. This is the sensitivity.

However, MC simulations do not need to be generated to get the median of the alter-

native hypothesis. Given that the alternative analysis is often a modification of the null

hypothesis characterised by differing values of certain parameters, if the distribution of

your alternative hypothesis is known, the median can be obtained via mathematics. A

single representative point to represent the population is used to determine this value,

and this point is provided by the Asimov Dataset [152, p10].

In the Asimov dataset, all the parameter values represent the values that would be

estimated from the Monte Carlo model with high statistics. It is computationally cheap

as only the maximal point is determined as opposed to an entire distribution.
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9.2 Likelihood Fit Model from first principles

This is a small practical introduction into likelihood fitting, which is a common tool

in many analyses in High Energy Physics. By looking at the relatively trivial case of

a single bin fit, the aim of this section is twofold. Firstly, to demonstrate what rough

processes happen in a fit that occurs over several hundred bins; and secondly it is to

introduce some of the plots that are used to display V H, H → bb̄ fit information that

will be shown later on in this chapter and to describe how they originate.

The likelihood in its most generic form is given by the Equation 9.6 below

L(µ,
−→
θ ,
−→
k ,N data) =

∏

i ε bins

Pois
(
N data
i |µsi(

−→
θ ) + kibi(

−→
θ )
)
×
∏

θ ε
−→
θ

1√
2π
e
−θ2
2

×
∏

i ε bins

(kiβi)
βie−kiβi

Γ(βi + 1)

(9.6)

• µ is the signal strength parameter. It quantifies how much signal is in this bin.

• −→
θ is the set of Nuisance Parameters (NP) in the fit normalised such that θ = 1 is a

1σ shift in that NP.

• −→
k (i) is the set of scale/normalisation factors for the backgrounds present (in bin i).

• N data
(i) is the number of data events observed (in bin i)

• si is the number of signal events expected in bin i

• bi is the number of background events expected in bin i

• βi is the weights associated with events generated in bin i

The first part of the likelihood, in orange, is the model Poisson probability. For each

bin in the model, the Poisson probability is calculated by obtaining the number of data

events in that particular bin given the number of events that were expected to be in that

bin. The model Poisson probability is the product of all these Poisson probabilities.
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The part in green is the Gaussian prior, which penalises against large NP pulls. This is

an ‘Occam’s Razor’-like term that punishes bad or rare models/deviations with small

multiplication values.

The part in purple is a Monte Carlo Statistics (MCStat) term, which arises due to the

fact that in a complex counting experiment sometimes the occurrence of rare events is

boosted to increase the statistics in certain regions.

In a simplified case: MC simulations have been generated without event boosting in

any regions, so the term on the end disappears. There is only one bin and one uncer-

tainty, θj , and the number of events that constitutes to the signal does not matter, just

the total background count. Equation 9.6 simplifies to

L(µ, θj,
−→
k ,N data) =

(N exp(µ, θj,
−→
k ))N

data
e−N

exp(µ,θj ,
−→
k ))

N data!
× 1√

2π
e
−θ2j
2 (9.7)

In the case where there are no prior estimations, and there are no scale or normalisation

factors to be implemented, Equation 9.7 can be further simplified to

L(µ, θj,N data) =
(N exp(µ, θj))

N datae−N
exp(µ,θj))

N data!
× 1√

2π
e
−θ2j
2 (9.8)

Lno prior(µ, θj,N data) =
(N exp(µ, θj))

N datae−N
exp(µ,θj))

N data!
(9.9)

So let us take a toy example. For N data = 10 with no Gaussian prior or systematics, the

value of N exp which maximises Lno prior(µ, θj) should be the one that exactly predicts

the data, so N exp = 10. This can be seen in Figure 9.3.

In the case where there are no systematic uncertainties, event weights or normalisa-

tions, the expected number of events is given by the number of MC simulated events.
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Figure 9.3: Variation of the likelihood for different values of the number of expected events (N exp). The
maximum possible likelihood is reached when N exp = N data.

In the case where there are systematics, however, the number of expected events be-

comes

N exp = NMC +
∑

n

(1σθn × θn), (9.10)

where 1σθn is the number of events that a 1σ pull in that systematic corresponds to,

and θn is how many standard deviations the systematic is pulled before the fit is run.

Putting some small trial numbers into Equation 9.10, if the number of events generated

via MC simulations is 8, and a +1σ shift in some arbitrary systematic called θj corre-

sponds to 0.5 more events, then N exp(θj = 0) = 8 and N exp(1) = 8.5. Figure 9.4 displays

the value of the number of shifts in this systematic that maximises this likelihood when

the number of events present in the data in this bin remains at 10.

Figure 9.4 shows that the optimised fit only needs a small shift in the systematic θj (i.e
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Figure 9.4: Plot of the likelihood value at different values for the number of sigma the systematic θj is
shifted. For the simple fit, the systematic is only slightly pulled from no shift at all.

the central value of 0.121 is close to 0). A ‘pull’ will be quoted as this central value. Sys-

tematics that are not pulled at all when plotted against the likelihood, will be gaussian

with width 1 and a central value of 0. The constraint on this pull which will serve as a

1 sigma shift is not the width of this distribution, that will come later.

If the problem is scaled up, a situation can be engineered where a pull is required. If

the effect of the systematic θj is made to be twenty times as large, and the number of

both the data events and the MC simulated events are raised by an order of magnitude,

Figure 9.5 shows that the pull of this new θj is 1.06.

It is also important to note here that in both cases, the systematic was not expected to

have a pull before it entered the fit. While this is mostly the case, if an effect is known

not to be accounted for in the model, it is possible to insert a pre-fit pull on the system-

atic before it goes into the fit. More accurately then, a pull is the difference between the
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Figure 9.5: Plot of the likelihood value at different values for the number of sigma the systematic θj is
shifted. When Ndata= 100 and N exp= 80, the systematic is pulled up by roughly 1σ.

post-fit and the pre-fit value of the pull (which is normally 0).

In these two examples, the maximum of the likelihood distributions do not correspond

to a pull of the systematic such that N exp equals N data. This is because there is an in-

terplay between the statistical uncertainty terms, and the penalty terms from nuisance

parameter constraints. Pulling the systematic introduces a Gaussian prior term, which

has a negative impact on the likelihood, and gets exponentially larger the larger the re-

quired shift. To this end, one should remember that the error on the number of counts

in a given bin is
√
N . While the non-prior maximum is N exp = N data, in practice, a fit

with a small number of free parameters, will only pull systematics to change the num-

ber of expected events to be close to, or equal to, the bottom of this uncertainty range

(N data −
√
N ) 2.

2Due to the symmetrical shape of the likelihood around its peak, this same is true for the reverse case.
IfN exp > N data and the fit has low flexibility, systematics will be pulled to move the number of expected
events to the top of the uncertainty range: N data +

√
N
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This is seen in the examples that were shown previously. In the first example, the error

on the number of counts in the bin is 10±
√

10 = 10 ± 3.2. The lower bound on this

error is 10 - 3.2 = 7.8 which encompasses the NMC of 8, so there is little need to incur

the penalty imposed by pulling θj the full 4σ required to give an exact match. In the

second example 100 ± 10 does not cover the MCpred of 80, but a 1σ upwards pull in the

systematic results in NMC = 90.

It is reasonably useful to find the variance in the optimised θj chosen when the value

of the 1σ varies, and when NMC varies. This is displayed in Figures 9.6a, 9.6b and 9.6c

which show that the maximal likelihood is dependent on the physics model.

As seen in Figure 9.4, Figure 9.6a shows that the maximum possible likelihood under

a given set of systematics is when the NMC matches that of the data. So independent

of the systematics, the closer the MC simulations are to that of the data, the larger the

maximum likelihood. As well as optimising systematics, some amount of time must be

invested in ensuring simulated process are behaving as expected.

Figures 9.6b and 9.6c show some of the dangers of systematics. The larger the system-

atics are, the less the fit has to pull them to get the desired effect. Large systematics are

usually unphysical as corrections on such scales should be included within the physics

model. However, if introduced, their pulls could dwarf all other effects, or risk the

number of events in a bin going negative, which is also unphysical. Since there is no

upper bound on the likelihoods improvements, it is important to understand how each

systematic is relevant and justify each one and its size before including it in the final

model.

It has been established with the previous examples that for a fixed MC simulations
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Figure 9.6: Maximum likelihood variations for fixedNdata and (top) fixed pre-fit impact of θj but varying
NMC ; (bottom) fixed NMC but varying the pre-fit impact of θj . The difference between the bottom left
and bottom right plots is that the bottom left plot shows the prefit impacts and the bottom right shows the
postfit impacts.
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prediction, the likelihood can be maximised globally by choosing the right set of pa-

rameters. Some of these parameters will be independent and some will not, but for full

control over the physics model, there needs to be a way of tracking and adapting the

behaviour of each systematic individually as one requires a way of quantifying which

systematics are more impactful to the fit.

To do this, a test statistic for the systematic can be created. As mentioned in the previous

section, this test statistic is the NLL. The two likelihoods that are divided against each

other are the global maximised likelihood given by Equation 9.11,

L(µ, θ̂j,N data) =
(N exp(µ, θ̂j))

N datae−N
exp(µ, ˆθj))

N data!
× 1√

2π
e
−θ̂j

2

2 (9.11)

and the maximised likelihood for varying systematic θj , which is given by Equation

9.8.

NLL = − ln

(
L(µ, θj)

L(µ, θ̂j)

)

= − ln




(N exp(µ, θj))
N datae−N

exp(µ,θj))

N data!
× 1√

2π
e
−θ2j
2

(N exp(µ, θ̂j))
N datae−N

exp(µ, ˆθj))

N data!
× 1√

2π
e
−θ̂j

2

2




= − ln


 e
−
θ2j
2

e−
θ̂j

2

2


 = − ln

(
e−

1
2

(θ2j−θ̂j
2
)
)

NLL = +
1

2
(θ2
j − θ̂j

2
) (9.12)

Since θj and θ̂j will be equal at one point, according to Equation 9.12, the minimum

of the NLL is 0. The value of θj at this minimum is the nominal post-fit pull value.

To evaluate the post-fit error bands on θj , the ±1σ variation of the θj (68% confidence

limits) around the minimum of the NLL are taken.
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Since θj is formulated as the number of σ shifts in a systematic, at the minimum θ̂ = 0

and a 1σ shift of θ̂ = 1. This 1σ expansion around the minimum is equivalent to θj →

θ̂j ± 1σ = 0± 1.

NLL1σ = +
1

2
((θ̂j ± 1σ)2 − θ̂j

2
)

= +
1

2
((0± 1)2 − (0)2)

= +
1

2
((±1)2)

= +
1

2
(1) = +

1

2

Hence the 68% confidence limits on the pull of the systematic θj correspond to the val-

ues of θj that have a NLL value of 0.5. These values can be seen for θj calculated from

the NLL in Figure 9.7.
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Figure 9.7: Plot showing the variations of the NLL when the systematic θj is varied around nominal pull
value. When the NLL changes by +0.5 from the minimum, the pull has varied by ±1σ. A change of +2
corresponds to a ±2σ shift.
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The fit can generate this kind of plot, but the more generally used output is known as

a ‘pull plot’ shown in Figure 9.8. This plot takes the values of a systematic that corre-

sponds to the minimum and 1σ variations and displays them in a way multiple pulls

can be viewed at the same time.
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Figure 9.8: Example ‘pull plot’ for θj . Multiple pulls can be shown on such a plot, and the fit produces
several of these with pulls common to various processes displayed on the same pull plot.

If a systematic has been ignored by the fit, it will be displayed on the pull plot, as a pull

of 0 with 1σ variance of ± 1. If a systematic is pulled beyond expectation (which can

sometimes come with small error bars) or is pulled when no pull was expected, then

that systematic is said to be overconstrained. If a systematic has a variance larger than

± 1 it is said to be underconstrained. It is important to note that in the definition of this

methodology, pulls with variances greater than 1σ are not allowed so this indicates an

error in the coding of the model or a numerical issue.

Underconstraining can happen for parameters whose 1σ effects change the number of
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expected events by a very small amount. Variations in the pulls of those systematics

do not look gaussian like that of Figure 9.5 but seem flat. This makes the numerical

estimation of where the ± 1σ points are less accurate.

It can also occur when there are systematics with up/down fluctuations in the same

direction (e.g. 1σ up = +5 events and 1σ down = +2 events). This definition of a sys-

tematic is not well incorporated into the definition of the likelihood function, so the

calculation may fail, or act as if it failed.

Knowing the size and variance of the pulls is important, but some systematics have

more of an effect than others as they correspond to larger changes in the number of

events. A large pull in the model may be excused, if its change to the overall model

borders on insignificant. To evaluate this, the impact of the systematic is required.

The impact of a systematic is calculated by taking the values of the systematic that cor-

respond to the ±1σ fluctuations and inserting them into the relevant figure of merit

with all the other systematics at their likelihood-maximising values. In the case of the

analyses to be discussed, this parameter is signal strength parameter µ 3, which is es-

sentially the ratio between N exp and Ndata (the ratio between cross-sections). The nor-

malised difference between the values of µ at the θj±1σ systematic fluctuations and the

maximal µ is the impact.

The impact of the systematic θj on µ is therefore given by Equation 9.13,

∆µ± =
µ̂1σ± − µ̂

µ̂
, (9.13)

where µ̂ is the number of events predicted in the one bin after fit systematic variations

3This is not he same µ that is in the equations above. This is equivalent to the µ from the previous
chapter
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and µ̂1σ± are the ±1σ variations from µ̂.

Figure 9.9 shows how µ changes within the 68% confidence interval of θj . It also shows

that the number of expected events in the bin is 90.5 and a +1σ or -1σ variance in the

systematic θj corresponds to this changing by +6.83 and -6.63 events respectively. Since

the number of observed events is 100, the impact of this systematic on µ̂ is +0.068 and

-0.066.

In Figure 9.9, the equation used to calculate the impact of θj on µ was linear. Often

when the prediction is close to zero and the systematics are large enough, downward

fluctuations in the systematic can lead to the number of events in a given bin becoming

negative. A negative event count is not a physical occurrence, and the problems it can

cause can be exacerbated by scale factors that multiplicatively augment the number of

events and can make the negative bin larger. Since the number of events must stay the

same, in a standard fit with more than one bin, the fit will also try to compensate for

negative bins by adding events to other bins.

To avoid this, a systematic being varied in the fit should never be able to reduce the

number of events in a given bin to less than 0. The equation that forms the line in the

impact plot can be augmented to do this by adding exponentials to the function when

it is extrapolated. This extrapolation occurs when the systematic |θj| > 1σ because the

behaviour of the systematic is defined between its 1σ fluctuations. Having a plot which

is two exponentials joined by a linear function forms a more stable description of how

µ varies with θj .

On the lower end this ensures that µ can never be negative, but on the upper end, this

approach makes the systematic have a wilder effect on µ if it is ever pulled up that far,

thus more easily drawing attention to systematics with reasonably large upward pulls.
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Figure 9.9: 1σ shifts from the minimum NLL for the θ + j (a) and the subsequent change in the number
of events in the bin (b). Since the number of data points is 100, to get the impact, the y-axis in the bottom
plot is divided by 100. 234



When more systematics are introduced, the correlations between these systematics

become important. Since correlations between systematics are derived from double

derivatives of a function of the likelihood [150, p158-161], systematics need to be contin-

uous and not discrete. The solution to the systematic making the number of predicted

events not be less than zero in a continuous way is to connect the two extrapolation

exponentials with a piecewise linear function. This means the systematic is linear in

the region it needs to be linear while being fixed at the edges with defined values as to

not have discontinuities with the exponential functions on its boundaries.

The last set of diagnosis plots to be introduced in this section are pre-fit and post-fit

plots. These are plots that show histograms with the number of (weighted) sample

events and the data-to-Monte-Carlo-generated event ratio (data/MC) in each bin of

a particular region. Each sample is typically denoted by different colour, and these

colours will be consistent across the different analysis channels. This plot is the amal-

gamation of all the intricacies of the fit, so is a good indication of the overall outcome

of the fit (the post-fit plot is the first plot that gets looked at when a fit is created). If

there are any problems or trends in the data/MC ratio, one would look to see if there is

the same trend in the pre-fit plots. Trends here would merit a detailed look at the fit to

find the cause.

Being an overall look at the fit the final result, if consistent with the data, may in actual

fact mask large pulls in systematics required to achieve the ‘goodness’ of the fit. Figure

9.10 shows the prefit and post-fit plots for the 1-bin, 1-systematic example.

While ideally, the data and the total background count in Figure 9.10b should be over-

lapping, in this representation it is easier to see that if the fit can only has sufficient
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flexibility4 to pull the estimate such that its uncertainty upper band overlaps with the

data, then that is all it will do.
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Figure 9.10: Pre-fit (9.10a) and post-fit (9.10b) plots for the example fit. Each sample that contributes to
the number of events in that particular bin would get its own colour. In this case, the assumption was
made that the bin was a background-only bin with only one sample contributing to events. The ideal
result for the post-fit plot would be the black data point meeting the black dotted line. This would result
in the blue point in the ratio plot lying on the data/MC = 1 line. Normally in a plot of this type, the y-axis
would show weighted events, but there are no weights put on any events in this example for simplicity.
The grey hashed line, therefore, represents the

√
N error on the number of counts.

9.2.1 Adding additional systematics

When a fit has multiple systematics that act in the same region of bins, it can choose to

pull any or all systematics by some amount. The functional form of the likelihood gets

4For example, the number of systematics are too low, or the systematic corrections are not impactful
enough.
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a term for each systematic introduced. In the next example, one other systematic, θi,

will be introduced, and the likelihood presented in Equation 9.8 becomes this:

L(µ, θi, θj) =
(N exp(µ, θi, θj))

N datae−N
exp(µ,θi,θj))

N data!
× 1√

2π
e
−θ2i
2 × 1√

2π
e
−θ2j
2 (9.14)

Sticking withN data = 100,NMC = 80, and the pre-fit event 1σ shift of θj = 10 events, this

new independent systematic θi will have a pre-fit event 1σ shift of 2 events. Since these

systematics both act in the same bin, they are necessarily correlated. However, as their

effects are different, the correlation will not be perfect.

Figure 9.11 shows the maximal likelihood for variation in both θi and θj . The particular

combination of θi and θj that maximise the likelihood give rise to the central points in

the pull plot in Figure 9.12.

Figure 9.11: 3D plot showing the change of the likelihood with variation of two systematics: θi and θj .
The maximal point in this (θi − θj) phase space roughly corresponds to a θi pull of 0 and a θj pull of 1.
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Figure 9.12: Pull plot showing the pull and variance for θi and θj . The inclusion of the red point θj,o
provides a comparison to the previous fit with its only systematic θj . The presence of the second systematic
in the same bins means the fit can be optimised by not pulling the systematic θj to the full extent it was
pulled in the previous version of the fit.

The error bars on the central values of the systematics in Figure 9.12 are given by the

1σ variation of the NLL, where the systematic not varied is set to the value that gave

rise to the globally maximised likelihood. This is shown for each systematic in the top

subplots 9.13a and 9.13b of Figure 9.13.

The bottom subplots of 9.13a indicate the change in the number of events in the bin that

the 1σ shifts of the systematic correspond to. The impact is obtained by dividing these

numbers by the number of observed events in the bin, which in this case is an even

100. This division allows multiple systematics to be compared in a fair comparison,

and their impacts to be ranked. This information is typically displayed on a ranking

plot like the one shown in Figure 9.14.

In a fit with many systematics, a ranking plot is designed to display, in order of the

post-fit impact, the top 10-15 systematics. The ranking plot will also show the pull of
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Figure 9.13: 1σ shifts from the minimum NLL for the two systematics θi (top left) and θj (top right).
The plots directly below these show the subsequent impact on the number of events in the bin for that
systematic.
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Figure 9.14: Ranking plot for two sets of systematics. The θi and θj set in black, blue and yellow are the
impacts and pulls of the current fit. θj,o in red, peach and violet, represents the systematic pull, pre- and
post-fit impact on µ for θj when it was the only systematic present in the bin.
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the systematic, and the pre-fit impact on µ.

Coming back to the issue of correlation, understanding the correlations between differ-

ent pulls is important as it will necessitate possible interactions between physical pro-

cesses that were or were not expected. Let us take an example from the V H, H → bb̄

case in particular. If the fit has a systematic relating to the energy of a given jet, and one

relating to the number of jets with a b-quark as the initial particle associated (b-tagging),

then if the pulls were correlated, you could posit that the b-tagging algorithm used has

an efficiency depending on the energy of the jet measured, for example.

Correlations between pairs of systematics are determined by first calculating the co-

variance matrix between variables. The covariance of two datasets is a measure of how

much the expectation of the combination of the two measurements (E(XY)) is affected

by the expectation of each dataset (E(X), E(Y))[150, p99]. It is represented by Equation

9.15.

Cov(X,Y) = E(XY)− E(X)× E(Y) (9.15)

Hence if two datasets are independent then their covariance is 0. The covariance matrix

is generated by the result of the double differential of the logarithm of the likelihood

for each possible combination of both systematics [154, p34-35] as shown in Equation

9.16.

V̂ij(θ) =

[−∂2 lnL(µ, θi, θj)

∂θ2

∣∣∣∣θ=θ̂
]−1

=



∂2 lnL(µ:θ)

∂2θi

∂2 lnL(µ:θ)
∂θjθi

∂2 lnL(µ:θ)
∂θiθj

∂2 lnL(µ:θ)
∂2θj




−1

θ=θ̂

= Ĥ−1 (9.16)

A disadvantage of covariances is that they cannot be easily compared to one another.

Correlations are a way of standardising covariances such that they can be fairly com-
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pared and are easier to understand as the numbers are limited to being between -1 and

1 inclusive. A variable is perfectly correlated with itself leading to a correlation value

of 1. If a variable shifting 1σ upwards causes another to be shifted 1σ downwards, then

those two variables are perfectly anti-correlated and are assigned a correlation of -1.

The relation from the covariance matrix V̂ij to the correlation matrix Sij [155, p1-23] for

two systematics is as follows.

Ŝij =
V̂ij
σiσj

=




Vii
σ2
i

Vij
σiσj

Vji
σjσi

Vjj
σ2
j


 (9.17)

where σi and σj are the standard deviation of the post-fit distributions of θi and θj

respectively. For fits with more than two systematics, this correlation is calculated for

each pair of systematics, and a correlation matrix is produced with numbers from -1

to 1 showing how correlated each pair of systematics is. Correlations can therefore

be expressed in a 2D N-by-N matrix where all the off-diagonal values are non-trivial

correlations. The correlation matrix for this example is shown in Figure 9.15. It shows

that θi and θj are slightly anti-correlated which is expected for two systematics acting

in the same direction in the same bin.
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Figure 9.15: Correlation matrix for θi and θj . Since a variable is always perfectly correlated with itself,
the leading diagonal will always be unity. θi and θj have a slight anti-correlation.
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Once again, the last thing that needs to be seen are the pre-fit and post-fit plots for this

example fit. The pre-fit, however, has not changed since it was previously shown. The

post-fit plot for this latest example can be seen here in Figure 9.16.
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Figure 9.16: Comparison of the post-fit plots between the single and double systematic fits. The pre-fit
(Figure 9.10a) for both of these fits is the same. These plots have been zoomed in around the data to show
the differences between these fits more easily (the sample level still goes to zero). In the second post-fit
plot (9.16b), the data point is closer to the Monte Carlo prediction.

Figure 9.16 shows that when the two post-fit plots for the N data = 100 examples are

compared, the one with more freedom of pull flexibility has a more optimised fit, as the

data point is slightly more closer to the Monte Carlo prediction.

9.2.2 Adding additional bins

Since there has only been one bin in the example so far, the only types of systematics

that have been explored (and the only ones that exist) are ones that affect the overall
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number of events. These are called ‘normalisation’ effects. Adding additional bins al-

lows systematics to affect multiple bins. If a systematic decreases the number of events

in some bins but increases them by the some amount in other bins while not affecting

the overall number of events, it is referred to as a ‘shape’ effect. A systematic can have

both a normalisation and a shape effect.

Adding additional bins means the plots shown above would be made for every bin.

In the analysis that consists of multiple regions with many bins in each region, this

is a large output and not one easy to parse. The number of plots can be reduced to

a manageable amount by combining the effect of a systematic in all the bins where

that systematic is present. Normally this means either a sum via weighted averages or

quadrature addition.

So in addition to the plots shown above there are two more types of plot that are pro-

duced as a result of running the fit: one where only the normalisation effects of the

pull contributions are shown, known as NormVal plots; and one where only the shape

effects of the pulled systematic are shown and these are referred to as ‘shape’ plots.

As mentioned in Chapter 8, for the nominal resolved analyses (V H, H → bb̄ and

V Z, Z → bb̄ ) the variables that go into each Region of Interest (ROI) are fed into a

BDT and the output from -1 to 1 is binned. It is these multivariate bins that are entered

into the fit. In the Boosted analysis, however, only the key discriminating variable is

entered into the fit. A shape plot will show the effects of a particular systematic in all of

the bins that make up a particular ROI. An example of a shape plot is shown in Figure

9.17.

The features in the plot of Figure 9.17 will be gradually explained, but the main aim

of the plot is to communicate the +1σ fluctuation (in solid red) and the -1σ fluctuation
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Figure 9.17: Illustration of the possible effect a systematic can have when it is present in multiple bins.
The shape effect of the systematic is split into each sample and this plot is the effect of the first eigen-
value for the Jet energy resolution systematic on the diboson sample in the Boosted analysis. The dashed
horizontal black line is the nominal MC simulated events prediction. The dashed red and blue lines are
the unsmoothed +1σ and -1σ variations of the systematic in each bin respectively. The solid red and
blue line correspond to the smoothed (see Section 9.3.3) +1σ and -1σ fluctuations of the uncertainty with
respect to the nominal prediction. The left y-axis is the percentage shift in the events the systematic lines
represent. The blue data points in this bin with the right y-axis being the number of events in the bin.
The beige hashed lines are the errors on the number of MC simulated events events in each bin. The plot
also contains information about the normalisation effect for this uncertainty in all these bins.

(in solid blue) of some systematic in every bin of a specific region (in this case the 2-jet

150 GeV≤ pVT < 250 GeV Signal Region of the Boosted analysis). These plots are useful

for identifying the effect of a systematic on a particular sample in the fit.

The purpose of a NormVal plot (shown here as Figure 9.18) is to show the normalisa-

tion effect of a systematic in all the regions of the fit at a glance. The normalisation on

each of the samples in these regions are taken separately.

Each entry in the NormVal table that has a value will have an associated shape plot.

245



Figure 9.18: Image showing the normalisation effect of a systematic SysJET CR JET
JER EffectiveNP 1. Each sample present in a region is separated on the y-axis, and the (0L)

Standalone fit regions are shown on the x-axis. Each number in the boxes is a percentage. Spaces that
are empty within rows that have values in them are empty because those effects were pruned (see Section
9.3.4). If the entire row is empty this means that the systematic has no effect on that region whatsoever,
or in the case of data; the effect is purposefully hidden. This systematic appears to have the largest effect
in the 2-Jet 150 GeV≤ pVT < 250 GeV Low ∆Rbb control region. The size of these effects are more easily
judged by looking at the number of events that this systematic can effect, which is accessed in a shape
plot.

The NormVal table in Figure 9.18 encompasses the shape plot represented in Figure

9.17. The diboson normalisation effect shown in Figure 9.17 corresponds to the third

value in the diboson row in Figure 9.18. This plot is useful for showing which samples

are most affected by the effect of a given systematic.

To reduce the number of output plots, nominally, each systematic will be represented

as one point in a pull plot and one entry in the correlation plot. This means that sys-

tematics that act over many bins are amalgamations of several individual pull effects.
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Often, if an amalgamated pull is seen to be high, this is due to the effect of one par-

ticular high pull in a particular region. To check that this is the case, a systematic can

be ‘decorrelated’ and its effect can be broken into several independent pulls acting in

mutually exclusive bins and or regions. This allows more extreme pulls to be easily

identified.

9.3 Systematic Manipulations

The systematic variations can be wide-ranging and numerous, but not all are impactful.

To save time and resources, the systematics can sometimes be combined, simplified or

even ignored. The last thing, therefore, that needs to be discussed before delving into

the fit itself, is what happens to the systematics before and during the fit to reduce their

number.

9.3.1 Eigenvector Decompositions

Some systematics that impact the fit do so via the third term in Equation 9.6. This is

to say that they vary the weights associated with the event generation. Such examples

include the systematics associated with the assigning of quark flavours to jets (flavour

tagging - like the SysFT EFF Eigen C 0 in the shape plot of Figure 9.17) and those that

deal with the energy resolution or energy scale of jets in the analysis (JER or JES).

Using the flavour tagging as an example: when calibrating the b-tagging efficiency tt̄

events are used. For each [jet, pt, eta] bin the MVA2c10 score is fitted using a likeli-

hood constructed based on the probability that a jet is actually a b-jet given its assigned

flavour. This fit is repeated for hundreds of systematics variations. In order to have the

most accurate results all the systematic variations should be included, but the addition

of hundreds of systematics is cumbersome.
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The eigenvector decomposition [156, p49] is a way of reducing the number of system-

atics without reducing the information contained within them.

First, all of the hundreds of systematics, are grouped into various categories and ranked.

In the case of the JET systematics for example, they are grouped into physical cate-

gories; like modelling effects and statistical uncertainties. In each of these categories

the systematics are ranked according to impact with 1 being the most impactful and N

being the least.

Secondly, partial covariance matrices are constructed, corresponding to each system-

atic, where the sums of these partial covariance matrices are taken to obtain the total

covariance matrix.

Thirdly, these systematics are ‘decomposed’. This means that the grouped systematics

are turned into linear combinations of uncertainties that are correlated with one other.

The partial covariance matrices are combined in the same way to form one correlation

matrix for the new combined systematics.

This final covariance matrix for these systematics has to be diagonalised to obtain the

correlations (i.e , it needs to have an inverse). Being a symmetric, positive-definite ma-

trix this can be considered as an eigenvalue problem. The eigenvectors that “solve” this

problem can be seen as “directions” in which to carry out independent variations. The

decomposition, therefore, can be thought of combining the systematics in a way such

that the resulting covariance matrix is diagonalisable.

The end result is that these hundreds of systematics are grouped together to form a

smaller set of eigenvector decompositions which behave like other systematics. These

will be marked by number suffixes on the end of systematics according to their impact
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(0 being the one with the most impact, and increasing number for decreasing impact)

like FT Light 0 and FT Light 1.

It is important to note that it is no longer clear what physical response each eigenvector

decomposed systematic resembles. The input systematic uncertainties are meaningful

in the sense that one corresponds maybe to the difference between “MC Generator 1”

and “MC Generator 2” but after the decomposition they are linear combinations of each

other. To get the final systematics that appear on the plots one may take the N most im-

portant eigenvalues separately and then add all the other eigenvalues in quadrature to

form the N+1th systematic.

The decompositions that are done over common tt̄ samples are not unique to the analy-

sis. They are also subject to changes in the latest calibration tools, so it is useful to have

the decomposition scheme be uniform across the whole experiment. Hence the decor-

relation schemes are defined by CP groups and are computed externally to the analyses.

The weight variations that correspond to eigenvector decompositions are given to the

analysers and these systematics enter the fit via the “Corrs&Systs” file.

9.3.2 Symmetrising

Systematics in general are not by definition symmetric, though it is expected that most

systematics have upward and downward fluctuations that behave similarly. However

some systematics are only defined as positive weight variations. These will be by defi-

nition symmetric, and to save memory, only one effect is encoded. In order to proceed,

the downward variation is defined as the negative effect of the positive contribution.

9.3.3 Smoothing

After symmetrising, the next effect is smoothing. Smoothing is an averaging proce-

dure to remove statistical fluctuations in nominal samples that have a small number of
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events.

Imagine in all cases the statistics on the nominal MC simulations samples are infinite.

If the systematic is a weight variation, each event is varied in the nominal, such that the

systematics acts on the same infinite statistics as the nominal.

When the NLL is obtained by dividing the systematic contributions, two effects with in-

finite statistics are being divided against each other. It is expected that any uncertainty

trend is perfectly smooth and without any need for modification. If the systematic is

an alternative sample with only a few events, a fluctuation in the background could be

seen solely because the systematic was determined in a low statistical environment.

Smoothing is conducted because it is expected that the trend of systematics across a

range of bins is both correlated between the bins and roughly monotonic. Hence rapid

fluctuations between neighbouring bins are not expected.

Systematic shapes that are rapidly changing across a range (like those represented by

the dashed red and blue lines in Figure 9.17) are smoothed in three steps.

1) The ratios ( 1up − nominal
nominal

) for each of the problematic bins are merged until the result-

ing correction function is roughly monotonic (there is at most one outlier left). Here

1up is the 1σ upward fluctuation of the systematic and nominal is the nominal value

of the systematic.

2) A second round of merging is conducted to reduce the statistical uncertainty in the

resultant bins to under 5%.

3) The merged ratios are applied to their respective original bins to preserve the bin

template. This can be seen in Figure 9.17) as the last 9 bins (and independently the

second, third and fourth bins) have been assigned the same variation.
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If a systematic is smoothed, the pre-smoothed line is shown on the shape plot as a

dotted line. For b-tagging, and many others, the variation is a weight on the nominal

sample, therefore it has the same statistics as the nominal MC simulations which should

be large, and therefore the smoothing can be skipped.

9.3.4 Pruning

In the middle of the fitting process, systematics whose impact on µ fall below a certain

threshold are cut. The level of pruning is different between bins deemed sensitive to

the signal and those that are not.

9.4 Post-fit Modelling Investigations

The aim of the fit is to correct the data-to-Monte-Carlo-event ratio (data/MC) by shift-

ing the nominal distribution of MC simulated events. This is done by determining

which of the various systematics in the fit to pull, and by how much. After the fit

model is generated, the pulls are used to recalculate the data/MC by applying the cor-

rections to the Monte Carlo templates.

If a systematic is pulled to a greater extent than expected, then this could indicate some

form of modelling problem or mismodelling that needs to be corrected. The correlations

between systematics make these corrections more tricky, as the fit may compensate for

one pull by pulling systematics in another bin.

In reality, most of the systematics that are introduced to a model should have small ef-

fects. Hence any systematic pulled more than about 0.5σ, despite the penalty, requires

some sort of investigation. Sometimes this means finding the source of the pull in a

systematic and fixing it, and other times it means identifying the source of a pull in a
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systematic and finding a physics justification for its presence.

Before the final unblinded fit is run on data in the signal region, which outputs the

definitive analyses answers for µ, the fit is run multiple times without data in sensitive

bins (not necessarily only in the SR) to solve these problems. Since in both the Resolved

analysis and the Boosted analysis, each channel acts as a mostly separate measurement,

the fit can also be run on each channel separately.

The majority of initial investigations into outlying or unexpected pulls come from de-

correlating them into sub-regions. Decorrelated pulls are effectively independent of

one another so they can vary freely. In the majority of cases if the outlying behaviour

is not seen in most of these decorrelated pulls, then the overall pull when combined is

best represented by the extrema of the pulls in the various fits.

The fit model is then examined again with the decorrelated pulls to see which, if any,

other pulls are affected. If there are changes in the pulls, then there could be unforeseen

correlations that could help to explain the pulls. If no other pulls are seen to change this

points to a mismodelling problem.

The next part of this section will go through the set of graphs and decisions taken that

mark some of my work tracking the origin of a particular pull to improve the fit model

for the V H, H → bb̄ 0L channel of the Resolved analysis.

9.5 The 0-Lepton Resolved VHbb Fit

In the V H, H → bb̄ analyses, since each lepton channel is optimised separately, it makes

sense that each channel can be fitted independently. These are referred to as the 0L, 1L

or 2L ‘standalone’ fits (depending on the lepton channel). Each of these standalone fits
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can also be run in conjunction with each other. The full fit is the combination of all three

standalone fits, and is hence referred to as the Combined 012L Fit.

As detailed in the previous chapter, the main Resolved analysis standalone 0-Lepton

fit is a multi-variate analysis. The variables measured in each of the events are put into

a BDT, the output of which is a single variable. For the main analysis this is called the

BDT VH and this enters the fit.

The 0-Lepton channel has 12 regions fitted in parallel. With 15 bins in the 2-Jet and 3-Jet

150 GeV≤ pVT < 250 GeV signal regions; 8 bins in their respective pVT ≥ 250 GeV bins;

and 1 bin in every control region; there is a total of 54 bins. All channels and regions are

run simultaneously and each region knows about each other regions. Each additional

region essentially acts like another set of independent bins. Cross-channel systematics

are determined from background processes and these are also run at the same time5.

The main output plot from such a fit is given by Figure 9.19.

Figure 9.19: Example post-fit plots from the 0L standalone fit. The 150 GeV≤ pVT < 250 GeV region is
on the left and the pVT ≥ 250 GeV region is on the right. These plots were taken when the fit was blinded,
so the most sensitive bins in the fit have no data points in them.

5There are a lot of W+jets events in the 1-lepton channel, so if there are normalisation effects from this
process, these are best measured there and ported into the 0-lepton channel.
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9.5.1 The 0L Flavour-tagging Fit Study

Starting from an observation of an outlying pull, a fit study will consist of several tests

to determine the cause (or causes) of a pull (or set of pulls). In the following fit study,

the starting point is an excess in one systematic in the Combined 012L fit.

Typically all unexpected pulls in the fits are considered, but the following flavour tag-

ging one was the most substantial one studied and serves as an example of the general

procedures involved in investigating pulls.

Figure 9.20 shows the flavour tagging pulls for the initial set of pulls produced by the

Combined 012L fit. It is here that the excess in the systematic FT Light 0 was seen and

attributed to the 0L standalone fit. Figure 9.21 is a flowchart showing a quick overview

of the actions and observations taken at every stage of the study.

Since the fit is complicated there are many fit studies that are undertaken at the same

time, the outcome of which could affect any one study. These tangential studies will be

ignored here.

The flavour tagging systematics FT B XX, FT C XX and FT Light XX are uncertainties

on the b-tagging efficiency for b-jets, c-jets and light jets respectively. They relate to the

fact that in the tt̄ MC simulations on which these systematics are trained, for a given

MV2c10 cut, there is a given efficiency for b-jets, c-jets and light jets. This efficiency is

the probability a given jet is tagged as a b-jet with the b-tagger given that it is actually a

b-jet, c-jet or a light jet.

These given efficiencies could differ from data for any number of reasons. The effi-

ciencies are measured in data, and the MC simulated events are ‘calibrated’ to match
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Figure 9.20: Pull plot for the systematics related to b-tagging in the Combined 012L fit. For each system-
atic both the combined and standalone channel fits were run. The 0L is in red, the 1L in blue, 2L in pink
and the 012L in black. A pull centred in the green will have a pull of −1 ≤ x ≤ 1 , and those centred
in the yellow will have a pull value of between 1 < x < 2 or −1 < x < −2 . This set of pulls shows
interesting excesses in FT Light 0 and FT B 21 systematic. Only the investigation into the former will
be discussed.
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Figure 9.21: Fit study flow chart. Fit tests are represented by blue arrows. The initial observation is in
darker green, with later observations pertaining to the editing of the Light 0 systematic in a lighter green.
Observations marked in orange and purple represent the study’s evolution into pruning tests, and fixing
new pulls caused by the new changes, respectively.256



it. This calibration is done independently for b-jets, c-jets and light jets as they have

different efficiencies. Hence the FT B XX, FT C XX and FT Light XX eigenvalues are a

reduced set of NP’s from these calibrations.

The next port of call is to perform a ‘full decorrelation’ of the Light 0 pull in the fit.

Since the 0L standalone Resolved analysis has a signal and two control regions for

150 GeV≤ pVT < 250 GeV and pVT ≥ 250 GeV for events with both 2-jet and 3-jet fi-

nal states, there are twelve possible combinations of region present in the fit. The full

decorrelation of a systematic means splitting the effect of the systematic into each of

these regions separately to form twelve independent systematics.

Figure 9.22 shows that when this was done the overall pull is dominated by the ef-

fect of the systematic in the 3-Jet 150 GeV≤ pVT < 250 GeV signal region. To check that

this effect was consistent, the next check was to de-correlate the systematic into each of

the pVT , number of jets and signal-control region separately. The result of this selective

decorrelation on the Light 0 systematic can be seen in Figure 9.23.

Figure 9.23 shows the individual correlations are slightly at odds with that of the full

decorrelation. While the pull trends still indicate that the pull is dominated by the sig-

nal region and the three-jet event region, the pVT category which has the largest impact

on the pull is the pVT ≥ 250 GeV region and not the 150 GeV≤ pVT < 250 GeV region.

This inconsistency most likely implies that the effect causing the pull in the systematic

happens to manifest in this region, rather than being a mismodelling effect unique to

that region.

The clearest result as an occurrence of the individual decorrelation tests, is the conclu-

sion that the pull comes from the signal region, and slightly pulls the control regions

down to partially remedy this. However it is unclear whether the effect is indicative of
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Figure 9.22: B-tagging pulls comparing the fits of the nominal fit (in black) with the fit where the Light 0
pull is fully decorrelated (in red). The name of decorrelated systematics are too long to fit on the plot, so
the region part has been cut off. The naming convention is such that the systematics are organised into
4 sets of three regions. In each three the first region is CRLow, the second is CRHigh, and the final one
is the SR. J(X) refers to the number of jets in the category (J3 = a 3-Jet event). BMin150 corresponds to
the 150 GeV≤ pVT < 250 GeV region and BMin250 corresponds to the pVT ≥ 250 GeV region. Here the
overall pull is coming from one region: The 3-Jet 150 GeV≤ pVT < 250 GeV SR.

Figure 9.23: Light 0 flavour pulls in three different fits. In all fits the nominal fit is in black and the
respective trial fit is in red. The top fit shows the Light 0 systematic decorrelated in only signal-control
region, the middle fit shows the Light 0 systematic decorrelated by jet category, and the bottom fit shows
the Light 0 systematic decorrelated into the pVT category.
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the presence of something awry in the signal region or a lack of something that should

be there.

By merging the signal and control regions and repeating this test, this can be identified.

If the offending pull stays the same when the signal and control regions are merged,

then it shows that there is something in the signal region that should not be there. If

the pull is reduced, then the presence of the control region events could be seen to ‘pro-

vide’ the merged signal region with an effect that is not present in the separated signal

region. the pulls from this test are present in Figure 9.24.

Figure 9.24: Selection of flavour tagging pulls from fits where the control and signal regions are separated
(black), and where the signal and control regions are merged (red). In the latter fit the outlying Light 0
pull is reduced to a far more reasonable level.

The reduction of the Light 0 pull when the signal and control regions are merged in

Figure 9.24 shows that the effect is probably due a lack of something in the signal re-
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gion.

In order to start narrowing the list of fit output plots to peruse, it is prudent to ascertain

the nature of the effect; that is to say whether the pull is a normalisation effect, a shape

effect, or a combination of the two. The simplest way to do this is to perform a single

bin fit. In each of the twelve regions, the MVA classifier has multiple bins between -1

and 1. Merging all these bins into a single bin removes any shape effects of the sys-

tematic. If a pull does not differ from the nominal value in the single-bin fit, then this

implies that the systematic is wholly a normalisation effect. If the pull is completely

reduced to zero, then this implies the pull is wholly a shape effect. If the pull is re-

duced to any non-zero value, then it is likely a combination of normalisation and shape

effects; the dominant effect being determined by whether the resultant pull is closer to

0 or the original pull value.

Figure 9.25: Light 0 (and Light 2) flavour pull(s) for two different fits. The fit with the normal number
of mva bins in each region is in black and the fit with only one mva bin is in red.

Figure 9.25 shows that this effect is mostly a normalisation effect, but has a significant

shape component. This means that both shape and normalisation plots will have to be

looked at to see if any conclusions can be drawn.

Returning to the nominal fit, the shape plots will first be looked at. Figure 9.26 shows

the three largest shape contributions. Since the MVA is trained on what the signal
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should look like, the last few bins will contain the most signal, and therefore consist

of events that go into various signal regions. Figure 9.26 shows that of these shapes,

the sample with the largest up-down variations in these final bins is the tt̄ one (labelled

ttbar). The diboson has a middling effect across the entire MVA range, and the VHSTXS

(signal) has a large fluctuation in the first two MVA bins where there is little signal.

Figure 9.26: Image showing the shape and normalisation effects of the systematic SysFT EFF Eigen
Light 0 or (FT Light 0 for short) in the signal (VHSTXS), tt̄ (ttbar) and diboson samples binned by

their MVA scores. This systematic has the largest impact in tt̄ events that look signal-like.

If the tt̄ sample is the main contributor to the pull effect, it must also have a signifi-

cant normalisation effect. When returning to look at the NormVal plots (Figure 9.27),

the normalisation effect of tt̄ in the affected region is small compared to those in the

samples Zl, Zcl, Wl and Wcl. These background samples correspond to the alternative

situations where the boson that accompanies the Higgs candidate is reconstructed as

either two light jets (Wl,Zl) or a c-jet and a light jet (Zcl,Wcl). The normalisation effect

seems to be roughly 30% per light jet.
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Figure 9.27: Image showing the normalisation effect of the systematic SysFT EFF Eigen Light 0 or
(FT Light 0 for short). This systematic appears to have the largest effect in the 2-Jet 150 GeV≤ pVT <
250 GeV Signal Region and the 3-Jet pVT ≥ 250 GeV Signal Region. Since the analysis was blinded at
this point, there are no normalisations recorded for data in any region.

To confirm that this effect is collectively from Zl, Zcl, Wl and Wcl (which shall now

be referred to as V+light), the next test was to isolate the samples where light jets are

a prominent feature from those where they are not. At the first instance, this test in-

cluded the samples Zbl and Wbl, but these are included in the samples Zhf and Whf

(heavy flavour), which contain any and all samples that contain a b-quark (or have two

c-quarks). These samples also therefore include the Z-boson (W-boson) decaying to bb̄,

cc̄ and bc as well as bl.

The one-bin fit will be run with the Light 0 systematic decorrelating V+jet (V+light +

V+hf) backgrounds from the rest of the backgrounds. The resultant pulls can be seen

in Figure 9.28, and the resultant normalisations are in Figure 9.29.
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1Bin_Vjets_decorr

OneBin

Vjets

Figure 9.28: Light 0 (and Light 2) flavour pull(s) for two different fits. The single mva bin fit is in black
and the single mva bin fit with the V+jets background samples decorrelated in the Light 0 systematic
in red. When de-correlated in this manner the black and red systematic points for FT Light 0 are not
directly comparable, as the red point is essentially FT Light 0 non-Vjets.

Vjets

Figure 9.29: Comparison between the NormVal plots of the single bin fit (left - Figure 9.27) and the
V+jets decorrelated single bin fit (top right and bottom right). The two sets of NormVal plots on the right
are independent. The bottom right plot has the normalisations from all the V+jets samples in Light 0 and
the right plot has the rest of the normalisations in Light 0. When compared to the single bin fit, it can
be seen that the large majority of the normalisations do not change. The exception to this are the values
circled black. These are the 3-jet V+hf normalisations which have all varied by less than one percent.

Figure 9.28 shows that the effect of the normalisation pull is shared between the V+jet
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backgrounds and the non-V+jet backgrounds. This is attributed to the fact that (light)

jets are a feature in other backgrounds outside of V+light ones (i.e top backgrounds

have light jets).

To understand what kind of effects changes in the light jets can have on the fit, the

light jet normalisation uncertainties (here referring to the
−→
k from Equation 9.6) can be

changed. These are variables that the fit can manipulate that have wide-ranging effects

in samples in the entire fit.

Figure 9.30 shows a selection of pull changes that occur when the light jet pre-fit nor-

malisation uncertainties in the fit were doubled. Figure 9.30 also shows that the fit pulls

down the normalisations (WclNorm, ZclNorm) to partially correct for the doubling of

the initial light normalisations. In addition to this the fit also prefers to pull the Light 0

systematic down to correct for this effect.

Figure 9.30: Relevant pulls that have changed in the fit where the normalisation factors have doubled
(red) compared to the nominal fit (black).

The next test is a compilation of results to see if a combination of effects from other pull

studies can have any marked effect when taken together. In this case it is the number

of jets and the samples present in the regions. The samples were split into those that
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contain light jets and those that do not. This next set of de-correlations is undertaken

with the doubled normalisations. These can be seen in Figure 9.31.

Figure 9.31: Pull plot where the nominal fit (black) is compared to the fit decorrelated in both n-jet and
V+light categories and the normalisation systematics are doubled (red).

Figure 9.31 shows that in this decorrelation scheme, there is an overall reduction in the

Light 0 pull. All new systematics are pulled in the same direction and the pull with

the largest contribution is the non-V+light 3-jet pull at 0.5 sigma. The trend of pull be-

ing dominated by the non-V+lights has gone. The normalisation systematic pulls are

pulled down further with respect to the fit when only the normalisation systematics are

doubled.

All of these effects seem to confirm the hypothesis that there is some characteristic

about events with light jets that is contributing some sort of fit effect in the signal re-

gion. To test this more, it was decided to attempt to try and exaggerate this effect; the

idea being to add a systematic into the fit that acts like the Light 0 systematic but has

a larger impact. This means that the fit should pull these new systematics in favour of

the Light 0 ones.
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Figure 9.25 shows that the maximum normalisation impact of Light 0 is about 60% so

the initial normalisation of this new systematic should be larger than this for this new

systematic to be pulled preferentially as the two systematics have an overlapping remit.

This normalisation was set to 70%. The pulls can be seen in Figure 9.32.

Figure 9.32: Pulls from the Nominal 0L fit (black) compared to a fit where an additional systematic is
added (red). This additional systematic is called DummyLight0 and is designed to look to the fit like a
more amenable version of the Light 0 pull.

Figure 9.32 shows that the addition of the new systematic only sees a small reduction

Light 0 pull reduced, even though the added systematic is pulled significantly. Also

some of the other flavour pulls are reduced as well.

Figure 9.25 also shows that the Light 0 components outside the signal region are pruned.

The effective pull could be an artefact of reduced statistics due to the fact that events

that fall into these categories are being pulled.

9.5.2 0L Pruning Study

As mentioned earlier, in a fit as large as this systematics can be pruned if their post-fit

impact is small. In addition to this the analysis has another criterion, where uncertain-
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ties for samples below a particular cut-off size are pruned irrespective of the size of

those uncertainties.

There are two pruning thresholds for the fit: one for bins deemed ‘sensitive’, and one

for those deemed ‘not-sensitive’. If a bin is sensitive, then it contains a considerable

contribution from the signal. The figure of merit for judging sensitivity is the ratio of

signal over background (or S/B). If the S/B is greater than 0.02, then the bin is a sensi-

tive one, and the threshold for the impact of a systematic for it not to be pruned is 2%.

The threshold for pruning in non-sensitive bins is 0.5%.

A possible explanation for pruning in Light 0 having a large effect on the pulls is that

the systematic corresponds to light components in backgrounds dominated by light

jets. These backgrounds tend to be small in the 0L analysis. However, since Light 0

is a large uncertainty dedicated to light components, it should be kept even for small

components, as no other systematics can compensate for changes or effects in light jets.

Given the numbers of Figure 9.25, the removing of pruning was expected to have one

of two effects. The first is that the normalisation effect is spread throughout all regions

where the effect is not pruned, thus vastly reducing the pull’s dependence on normal-

isation effects. The second is that every region allowed will follow the same trends as

the SR values that were not pruned. If the latter effect occurs, then this makes the case

that the pruning of this systematic is removing an important effect from the fit. The

normalisations of the no pruning fit are shown in Figure 9.33.

Figure 9.33 shows that the systematics segments that were formerly pruned exhibit the

same behaviour across all regions. To make the case of the removal of pruning from the

fit, one must examine the pulls from the fit and a large selection of these can be found

in figures 9.34 and 9.35.
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Figure 9.33: Normalisation factors from all the samples separately for each region in the 0L fit. Similarly
for Figure 9.27, all the samples with prominent light jet contributions have a rough normalisation of 30%
per light jet.

Figure 9.34 shows that with the removal of pruning, the Light 0 systematic is reduced.

To see whether a fit with no pruning should be adopted, the fit needs to be stable with

this change. This means examining the other pulls in the fit as well. Some of the more

interesting ones can be seen in Figure 9.35.

Figure 9.35 shows that while most of the pulls are largely consistent in the ‘no pruning’

regime, there are a few pulls of concern, the first being that two of the diboson pVT pulls

(VVPTVME and VVPTVPSUE) have become ‘overconstrained’. These will be investi-

gated in the next section.
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Figure 9.34: Selection of flavour tagging pulls from the Nominal 0L fit (black) compared to a fit where no
systematic are pruned (red). The removal of pruning reduces the pull of the Light 0 systematic.

In the selection of pulls on the right hand side of Figure 9.35, it can be seen that some of

the jet pulls have become underconstrained. These were successively investigated and

was found to be related to strange patterns in input fluctuations. However given the

sheer number of systematics now present in the fit, it is fewer than could be expected

and none of these pulls was expected to affect the signal to any significant level. Gen-

erally this behaviour is indicative of small components while the systematics on large

samples is fine. In the case of the 0-lepton standalone this seems to be the case, but then

in 1- or 2-lepton fits there is a component large enough in the same region to find the

correct ”no-constraint”. These pulls will be touched upon again later.

In order to adopt a fit with no pruning at all, a few things need to be considered. The

first issue is one of speed. The introduction of small effects makes the workspace with

the fit large, and the time it takes to run the fit could be much longer. Speed tests were

conducted in the 0L analysis with several different pruning regimes, and it was found

that running the fit without pruning in this way was only 10% slower.
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Figure 9.35: Selection of non-flavour tagging pulls from the Nominal 0L fit (black) compared to a fit
where no systematic are pruned (red). The lack of pruning results in some systematics with small effects
now visible. The interesting pulls are those that change or become more or less constrained when pruning
is removed.
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Another thing to check is that the effect of the removal of pruning is stable. This is to

say that the pull effect in terms of both normalisation and shape, gets smaller in higher-

order Light X systematics. To this end, a series of shape plots for all the Light X system-

atics were looked at. A selection indicative of the effect trend can be seen in Figure 9.36.

Figure 9.36 shows that higher orders of Light X values, generally, both the normali-

sation effect values and the magnitude of the shape effect decrease. Light 1 has a far

lower normalisation effect than Light 0 with roughly a 3% effect per light jet as op-

posed to the rough 30% per light jet present in Light 0. This means that the decision to

remove pruning is stable in the fit.

The last and most important aspect of any change is to check the effect these changes

can have on the significance of the fit. Table 9.1 shows the changes in significance. Here

it can be seen that implementing this change has a negative impact on the fit. This

serves as an indication that the removal of pruning in its entirety is probably a bad

thing for the analysis as a whole, and that a less extreme method pruning reduction

should be considered. This decision was not taken at this moment as the fit was in a

state of flux.

Table 9.1: Table showing the significances of the baseline standalone 0-, 1- and 2-lepton fits and the
significance when the pruning is fully removed. In all analysis channels, the change results in a small
loss in sensitivity.

Channel 0L 1L 2L
Baseline Fit 4.11 3.78 4.43
No Pruning Fit 4.06 3.73 4.30
% Change -1.2% -1.3% -3.0%

While removing categories of pruning in the fit fixes some of the problems, however a

couple of new ones arise. One of them is the overconstraining of a couple of pulls.
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9.5.3 Diboson pVT Fit Study

Figure 9.35 shows that the removal of pruning in the fit, constrains some diboson trans-

verse momentum systematics; specifically the diboson pVT matrix element uncertainty

labelled VVPTVME, and the diboson pVT parton shower underlying event uncertainty

labelled VVPTVPSUE.

To investigate these pulls no additional fits need to be run at first. Figure 9.37 shows

the comparison between the normalisation values for both VVPTV systematics in each

region of the fit with and without pruning, the normalisations that are present in both

fits are identical, and the 2J systematics that appear have a normalisation of about 30%.

Figure 9.37: NormVal plots for the two systematics VVPTVME (left) and VVPTVPSUE (right) without
pruning (top) and with pruning (bottom) for the 12 regions in the 0L standalone fit.

To get the full picture of the pull effect, the shapes of the uncertainties that appear when

pruning is turned off should be looked at. These can be seen in Figures 9.38 and 9.39.
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Figures 9.38 and 9.39 show that there is a large discrepancy between the upward and

downward fluctuations of the systematic. The thing to check after seeing this are the

upward fluctuations of the systematics as stored in the diboson samples (WW , WZ

and ZZ). In the 0-lepton the ZZ sample is the most important sample in the diboson

contribution. The upward systematic fluctuations are stored as 1up − nominal
nominal

. Therefore

it is expected that this distribution be centred roughly around 0.

(a) (b)

Figure 9.40: Plots of 1up − nominal
nominal for the WZ (left) and the ZZ diboson sample (right). 1up is the 1σ

upward fluctuation of the systematic. Within errors this is expected to be distributed around 0, which is
seen for the WZ sample dominant in the 1-lepton analysis. The ZZ sample is the dominant contribution
to the diboson sample in the 0- and 2-lepton analyses.

Figure 9.40b shows there is a ‘bug’ in the way the systematic is stored since the ratio

1up − nominal
nominal

is centred around 1. The systematics effect in terms of number of events

is compared for the ZZ sample in the current and the previous version of the analysis

(also known as the ICHEP analysis) to see whether this is a new bug or not. This is

shown in Figure 9.41.

According to the Figure 9.41, the sample bug is not new. The reason for the bug was

identified as an erroneous scale in the input production, the result of which means that

the samples need to be re-run with the bug fixed. Until the next set of samples were

produced, this problem was temporarily resolved by hard-coding the correct normali-
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(b)

Figure 9.41: Plots of the number of events that correspond to the 1σ upward fluctuation of the systematic
ZZPTVPSUE in the previous (a) and current analysis (b). In (a), the nominal distribution is in red, and
the upward fluctuation is in blue. In (b), the nominal distribution is in blue, and the upward fluctuation
is in red. In both analyses, there seems to be double the number of events expected in the upwards
fluctuation.

sations for ZZPTVPSUE, and removing the ZZPTVPSUE systematic from the fit.

9.6 Future Changes and Summary

The final fit model has changed since these studies were undertaken, but the fit effects

described in this chapter were still relevant: in particular the decision was taken to

modify the pruning of uncertainties related to small backgrounds with light jet compo-

nents.

In the end it was decided to remove the pruning of systematics in samples with low

statistics for Light 0 and the normalisations on light-enriched backgrounds but keep

the pruning in the rest of the fit. The removal of pruning entirely has far more wide-

reaching consequences. A fully un-pruned workspace, while maybe not taking long to

run is still a huge object to process.

Results from analyses like this often have long usage lifetimes because the workspace is

designed with the future in mind. One of the uses of the analyses results is the combina-
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tion of the result with other analysis to make larger-scale measurements. This requires

the combination of several workspaces to produce results. So while decisions can be

made to improve the accuracy or significance of one particular analysis’ result, these

have to be weighed up with the additional cost in terms of the personpower, time, and

understanding of other external analysers that want to use the result in the future.

When it comes to further understanding the pulls, the job of the analysers is not fin-

ished. This is because the next step is the combination of the Resolved analysis and

the Boosted analysis to form the ‘Legacy analysis’. One of the objectives for the Legacy

analysis will be to improve aspects of modelling pulls in the fit.

Now that we have a grasp of the fit in its entirety, the last main chapter of the thesis

will evaluate a potential improvement to the Boosted analysis.
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Emiss

T triggers in the 2-Lepton

channels

10.1 Motivation

S
ignal regions in the 2-lepton channels of the Resolved analysis and the

Boosted analysis have the lowest signal yields [4, p14] of all the lepton chan-

nels in the analyses. With regards to the 0-lepton channels, the Z-boson

preferentially couples to neutrinos compared with charged leptons [9, p11-12], and of

the charged leptons, the analyses are only focussed on the detection of electrons and

muons as taus can decay hadronically so can look like jets. This means that a-priori,

there should be three times more events1 in the 0-lepton signal region than in the 2-

lepton signal region.

The yield of the 1-lepton channels are larger because the production of a W-boson from

1Decay Branching fractions: Z → ll̄ ≈ 10%, Z → νν̄ ≈ 20% but the analysis does not include taus,
which means that the visible decay fraction of Z → ll is 10×2

3 %. The relative difference in the number
of signal events between the 0-lepton and 2-lepton analyses is given by the analysis-visible decay ratio:
Z→νν
Z→ll = 20

10×2
3

= 20×3
20 = 3.
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colliding protons does not require an interaction with a sea anti-quark, whereas the

production of the Z-boson in a similar manner does. This vastly reduces the probabil-

ity of V H, H → bb̄where the vector boson is the Z-boson with respect to the production

of the W-boson even though the Higgs boson has a larger coupling to Z-bosons. This,

coupled with the fact that the semi-leptonic decay of the W-boson into e−νe or µ−νµ is

≈ 21.5% - the largest vector boson signal-like decay, means that there are more 1-lepton

events than 0-lepton and 2-lepton combined.

A lower signal yield means that the 2-lepton analysis has to work a lot harder to find

significant deviations in the background. One of the ways of improving the significance

that the 2-lepton channel brings to the entire analysis is to see if changing the trigger

decisions in the event selection provides the 2-lepton channel with more raw events.

Since the start of the V H, H → bb̄ analyses, the 2-lepton channel has used single-lepton

triggers in the electron sub-channel and muon sub-channel to define its interesting re-

gions. The other lepton from the Z-boson is then found using event-level kinematic

variables and the mass of the Z-boson as a constraint. Mostly this is for convenience. If

there is a real Z-boson, and there are highly energetic leptons (electrons and muons) in

the event, then there must be two of them, since the Z-boson has no charge. If an event

is triggered on these energetic leptons it is almost certain that at least one of them will

be recorded.

When a single lepton trigger is used on an event with two electrons in it, the require-

ment on the pVT of both of these electrons to be at least 30 GeV has a flat efficiency close

to 100% throughout the detector [157]. The same is not the case for muons because the

barrel region of the detector is in contact with the cavern floor (see the summary of the

muon spectrometer in Chapter 4). Hence, this low muon solid-angle acceptance means

there is not a high efficiency of muon object requirements across the entire detector
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(about 80% on average [158]: ∼60% in the barrel and ∼100% in the endcaps).

10.2 Possible options

10.2.1 Di-muon trigger addition

In the current analysis, the threshold for the single lepton trigger is 26 GeV . One of the

advantages of looking at a trigger that requires two muons is that the threshold for the

leading muon is lowered to only 14 GeV . This means that some events that the single-

lepton trigger missed could be gained. If the trigger is added alongside the single-

lepton trigger, most of the time the single-lepton trigger will outperform the di-muon

trigger. This means to obtain any appreciable gains the trigger should only be added

in the region where the di-muon trigger will out-perform the triggers currently being

used. This means to only operate the di-muon trigger in the region between 14 GeV

≤ pVT ≤ 26 GeV. The problem with the inclusion of the di-muons trigger is twofold.

Firstly, the efficiency is low because in addition to the poor acceptances for muons it

only takes one of the muons to be lost or misidentified for the event to fail the trigger. In

addition to this, low energy muons are less likely to be isolated and hence have a higher

likelihood of being misidentified. Secondly, the analysis is concerned with muons that

come from the Z-boson. Operating exclusively so far away from the pole mass of the Z-

boson means that the events that pass this trigger may fail other kinematic checks and

hence not feature many new events in the signal region, but could increase the number

of background events in the analysis more. Between these two reasons, this approach

was discounted.
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10.2.2 Emiss
T trigger alternative

In addition to the low muon solid-angle acceptance, muons produced at ATLAS are

minimum ionising particles (MIPs) [159, p1]. This means that they only deposit small

amounts of energy into the electromagnetic and hadronic calorimeters when they pass

through.

At the L1 trigger stage, theEmiss
T triggers are not triggering on realEmiss

T , but ‘calorimeter-

only’ Emiss
T . Calorimeter-only Emiss

T is calculated during the run (‘online’) from data

from the ECal and the HCal only, so does not take into account the full energy of the

muon which is implied from MS tracks.

Therefore the majority of the energy of the muon is included in the calculation of

calorimeter-only Emiss
T . Since muons are a source of Emiss

T , one method to increase the

efficiency for 2-lepton di-muon events is to try and use a Emiss
T trigger to recover them.

An approach like this is possible due to the fact that when the full reconstruction is

done ‘offline’, energy inferred from track objects in the MS are taken into account and

the muons are reconstructed and the calculation of Emiss
T is corrected. In order to get to

this stage, however, a trigger selection is needed to pass events containing muons, and

it does not matter which trigger was used to obtain these events online, just that the

final state objects are of interest to the analysis.

The effect of including a Emiss
T trigger can be studied because the 2-lepton analysis sig-

nal MC simulation samples that are generated have no filters on them. This means that

when the events were pre-processed, the information about events that passed Emiss
T

triggers (and not muon or electron) triggers were allowed to be stored with the collec-

tion of 2-lepton events.
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Figure 10.1 below illustrates the possible increases in event yield in the 2-lepton analysis

by showing what muon kinematic regions could benefit from several different trigger

regimes.

Figure 10.1: Graphic showing possible event yields differences with the introduction of certain triggers
into the event selection. The x-axis denotes the energy of the leading lepton, and the y-axis shows the
energy of the sub-leading lepton. The orange lines correspond to the lowest energy threshold of the current
single lepton trigger. The addition of a dimuon trigger lowers the energy threshold of the leading lepton
(to the red lines) and allows access to the blue region not yet considered by the analysis. The inclusion of
a Emiss

T trigger would increase the likelihood an event passes a trigger at whatever point the Emiss
T trigger

is active. Since the Emiss
T trigger is close to fully efficient at pVT ≤ 150 GeV , the Emiss

T trigger will only
be active in the analysis from this point. Here pVT ∼ PtL1 + PtL2 and hence the kinematically-allowed
region above the purple line PtL1 +PtL2=150 GeV could see an increase in events (shown in dark green).

By asking if an event would be accepted if it passes either one of the single lepton or

Emiss
T triggers (using a logical ‘OR’ of both the triggers), it is easy to see that there would

be an increase in event yield as there are more trigger decisions made over the same

events. This can only result in more events passing at least one of the triggers. This

gain has to be offset with the cost of adding another trigger to the analysis. The logical

OR of both triggers here introduces some problems due to possible double-counting of

events. Additional factors will need to be calculated to combat this. The scale factors
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for different regimes is a problem when a region is produced with a logical OR because

the uncertainties cannot be described by either trigger scale factor. The correct trigger

scale factor would be a non-obvious combination of the two2. Therefore it helps to use

the triggers exclusively as possible and hence, a useful starting point is to see if there is

a possible gain when the muon trigger is replaced entirely by the Emiss
T trigger.

10.2.3 Choice of Emiss
T triggers

One question remains about what Emiss
T triggers should be used. Depending on the

period that the data was taken in, different Emiss
T triggers are used on the data and the

respective MC simulated events.

To reduce the complexity of changes to the analyses and to harmonise with the 0-lepton

and 1-lepton channels in the Resolved and Boosted Analyses, the selection of Emiss
T trig-

gers to be tested were those already used by the other channels. These can be seen in

Table 10.1.

Table 10.1: Table showing the Emiss
T triggers used during the Run-II (2015-2018) data collection period.

The triggers are seeded using L1 XE50 (L1 XE55) LAr and Tile calo triggers (calibrated at EM scale)
with a threshold of 50 (55) GeV . The triggers with ‘mht’ and ‘pufit’ use these algorithms to calculate
Emiss

T for the second Emiss
T filter. The mht algorithm makes use jets constructed at L1 in its Emiss

T defini-
tion, and pufit, uses topo-clusters and minimises the effect of pile-up.

Trigger name Period Threshold [ GeV ]
HLT xe70 2015 70

HLT xe90 mht L1XE50 2016 (A-D3) 90
HLT xe110 mht L1XE50 2016 (≥ D4) 110
HLT xe110 pufit L1XE55 2017 110

HLT xe110 pufit xe70 L1XE50 2018 110

2This is because the use of both calorimeter-based Emiss
T and muon information in the same event can

risk the double-counting of the energy of the muons.
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10.3 Implementation

Since the Emiss
T triggers are not defined in the 2-lepton channel, the first step was to

add them into the framework. This entailed creating a function containing the required

Emiss
T triggers that the 2-lepton channel could call during the event selection stage to ex-

tract whether events passed or failed these Emiss
T triggers. This would work alongside

single-lepton trigger function.

After this, the analysis was run under different trigger regimes to see if the signal region

would see an increase in events. However, since the single lepton triggers are highly-

efficient for the identification of electrons, only 2-lepton events with muons need to be

affected.

The MC simulated events that are affected by these changes are CxAOD’s. This means

these events have information on what sets of trigger requirements these events have

passed at the derivation stage. In addition to this, the events have already been cate-

gorised so it is possible to filter MC simulated events by what objects they contain (i.e

whether an event has muons in it). If a MC simulated event has two muons, a decision

is made on whether to make that event part of the analysis depending on what triggers

it passed. This study looked at the effects of replacing the triggers that 2-lepton events

are required to pass from the single lepton triggers, to the Emiss
T triggers in certain pVT

regimes.

Often to reduce the size of the output DxAOD, certain trigger requirements that are

surplus to the analysis are not stored. For example, since the 2-lepton analysis does

not use Emiss
T trigger requirements, the information about whether these MC simulated

events passed the Emiss
T triggers will not be recorded and present in the CxAOD’s. This

is called skimming. If these events have been skimmed to save space, then the effect on
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the yield seen when the trigger event requirement is switched from muons to Emiss
T will

not be correct.

It is important therefore to check that these preliminary trigger requirements have been

made on the 2-lepton DxAOD’s with both muon andEmiss
T triggers. For the preliminary

tests only the 2-lepton signal samples were un-skimmed. It is only possible, therefore,

to see whether these changes affect the raw signal yield. To get the total effect on the

significance of the analysis, a new set of derivations need to be run without the skim-

ming on the background. Figure 10.2 shows the principle of how this can be integrated

into the framework. Two options were tested.

Has 
2μ

Has 
2μ

Figure 10.2: Graphic showing differences between the new and the older trigger regime. ALU stands
for Add Lowest Unprescaled triggers. Two options are presented here for the analysis for after the point
where the Emiss

T triggers start to become 100% efficient. One with both the muon and the Emiss
T triggers

active on the same events and one where the Emiss
T triggers alone are implemented.

The study was initially conducted in the Resolved analysis. Since it is expected that

the impact of these changes are the same for all MC simulated events, in order to get

plots with a faster turn-around, only the samples in the period MC16a were tested. If

this study shows improvements in the signal yield at the cost of not much increase in

background, and does not negatively impact on other areas of the analysis, then the

study is then repeated using the entire MC simulated events set, called MC16ade.
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10.4 Preliminary trials in the Resolved analysis

Since the Emiss
T is determined by what is not detected, its definition and calculation can

vary. If the trigger is simulated in MC, trigger requirements have to be created to re-

produce offline what is done online. If the relevant derivations for the analyses have

the fully reconstructed content, then so long as the required particles/conditions are

reconstructed offline, then it does not matter how events were triggered online.

The data-stream physics-main is the one used to create derivations for the main anal-

ysis. It has all events and all of the triggers, so its derivations can be used for this

study. This means that this study is easily tested and integrated into the current soft-

ware framework.

In order to fully test the Emiss
T triggers in the 2-lepton analysis, an initial Emiss

T proxy

needs to be created. This proxy is required because there will be small levels of missing

transverse energy in a 2-lepton V H, H → bb̄ event, and it is useful to see how much of

an effect this has on the analysis. In addition to this there are other considerations such

as the recalibration of jets, that can change the objects that make up Emiss
T offline and

online.

The initial proxy is required to test the level of real Emiss
T in events. It can also be edited

such that the offline definition of Emiss
T more closely resembles the online definition of

Emiss
T

3.

In the 2-lepton channel, the pT of the dimuon system that comes from the Z-boson

(METdimuon) will serve as the initial proxy4. The actual reconstructed Emiss
T available to

3At the L1-trigger level the reconstructed Emiss
T in a 2-lepton event should consist of the energy of the

muons in addition to the real Emiss
T from momentum imbalances. It was not known at this point whether

the Emiss
T object in a 2-lepton event corrected for this fact.

4The subsequent figures will refer to this as ‘MET’ (with the quotation marks) as well
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the analysis will be referred to as MET. Since Emiss
T is calculated by the vector addition

of different contributions, all forms of Emiss
T need to be taken into the calculation as this

is the information that the Emiss
T triggers will have when making event-level decisions.

Figure 10.3: Preliminary plots showing the effect of the Emiss
T study in the Resolved 2-lepton analysis.

Here an event will be selected if it passes one of the muon or Emiss
T trigger sets. A di-muon object with

missing ET labelled as (‘MET’)” is a stand-in for METdimuon. Note that the ratio of new to old trigger
regime doesn’t change for pVT values below 150 GeV as events at these values of pVT are not affected by
these changes.

Figures 10.3 and 10.4 show the results of preliminary tests in the Resolved analysis

when trying to implement such changes to the selection. Figure 10.3 shows the effect

on the signal yield when the Emiss
T trigger is used in conjunction with the muon trigger

to select events and Figure 10.4 shows the effect on the signal yield when the Emiss
T trig-

ger replaces the muon trigger for events with pZT >150 GeV.

These images show two sets of information that is used to create a proxy for the Emiss
T

triggers to trigger on in the 2-lepton analysis: MET and METdimuon, and two variables

with shapes highly sensitive to these choices: pVT and Emiss
T . Here it can be seen that the

reconstructed Emiss
T in the event is smaller in energy compared to the pVT of the event,

and the increases in yield come from events with low Emiss
T and high pVT . This is consis-
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Figure 10.4: Preliminary plots showing the effect of the Emiss
T trigger study in the Resolved 2-lepton

analysis. Here only the Emiss
T trigger set is being used to select events. A di-muon object with missing

ET labelled as (‘MET’)” is a stand-in for METdimuon. Note that the ratio of new to old trigger regime
doesn’t change for pVT values below 150 GeV as events at these values of pVT are not affected by these
changes.

tent with the understanding of the trigger system as calibrated Emiss
T is of low energy

and includes a muon contribution, but the trigger would only have access to the Emiss
T

from the calorimeter which would come from muons from the Z-boson, and hence have

a high pVT .

As expected, Figure 10.3 shows greater positive benefit for the analysis than Figure

10.4. In order to see how equivalent triggering the information from the METdimuon to

triggering on actual Emiss
T was, both implementations were plotted on the same axes, as

shown in Figure 10.5.

Here the difference between the purple and the green lines at pVT = 150 GeV confirms

the presence of actual Emiss
T in the event. The solution, then, to obtain the best offline

proxy of the Emiss
T object is to change the initial proxy, METdimuon by vectorally adding

the event-level reconstructed Emiss
T to it, to combine both the contributions.

289



Figure 10.5: Plot showing the difference between the event selection yields when using METdimuon
(‘MET’) as the trigger proxy, and MET. Here the event selection uses both muon and Emiss

T information
to filter events.

Figure 10.6: Preliminary results for the impact on the decided Emiss
T trigger regime on the Resolved

analysis. MET +‘MET’ refers to the final Emiss
T proxy used by this study which is a vector addition of

METdimuon and MET.

10.4.1 Results for Emiss
T study in the Resolved analysis

Figure 10.6 shows that when the Emiss
T trigger is introduced into the event selection of

the Resolved 2-lepton analysis, there is only an increase in the signal yield if the infor-
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mation from both triggers are used simultaneously. Replacing the muon trigger event

selection requirements with a series of Emiss
T ones reduces the number of signal events.

To reduce the complexity of the analysis and to avoid the use of joint lepton-Emiss
T scale

factors, in all regions where it is possible to use the Emiss
T triggers, they should replace

the single muon triggers and not be used alongside them. The 2-lepton analysis there-

fore will now have the same trigger strategy as the 1-lepton analysis. Figure 10.7 shows

the finalised trigger changes to be tested.

Has 
2μ

Has 
2μ

Figure 10.7: A simple graphic showing differences between the new and the older trigger regime. ALU
stands for ‘add lowest un-prescaled’ triggers, which means the triggers with the lowest energy threshold
not adjusted for any other effects.

However this loss of signal yield is not the final look at this study for the Resolved

analysis. This test was conducted across the entire pVT range of the analysis. The sig-

nal regions in the version of the analysis after the ICHEP conference of 2018 is split

into three distinct pVT categories: Medium pVT : 75 GeV ≤ pVT < 150 GeV , High pVT :

150 GeV≤ pVT < 250 GeV and Extreme pVT : pVT ≥ 250 GeV . Since each of these cate-

gories can have different trigger requirements, the next test should be to repeat the test

in these separate pVT regions to see if there can be an increase in any one of these regions.
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Figure 10.8 shows that for the Resolved analysis only changing the triggers in the

pVT ≥ 250 GeV region will contribute to an increase in signal yield. The background

yield increases as well but since the figure of merit is s√
b

, these numbers indicate that

there is likely to be an increase in the significance of the effect of the Extreme pVT region

to the Resolved 2-lepton analysis as a whole. This effect, however will be small as both

the High and Medium pVT regions have at least four times the number of events. Figure

10.8 also shows that the high pVT region suffers a loss in signal yield when the trigger

changes. While the background yield decreasing by a similar amount could indicate an

increase in s√
b

, the rest of the analysis could suffer losses in significance as a result.

Before making a decision about whether this should be pursued further, one more thing

must be considered. The Resolved analysis has a Top control region (eµ-CR) specifically

designed to mirror the signal region and to be pure in tt̄ events in the 2-lepton channel,

so is used to inform the other analysis regions. Table 10.2 shows the current object

selection for the 2-lepton analysis.

Table 10.2: Table showing the event selection criteria for the 2-lepton Resolved analysis at the time a
decision was made about the study. Here the Control Region refers to the eµ-CR region in the 2-lepton
analysis designed to inform the other analyses about the tt̄ background template.

Object Selection in 2L
Trigger Single Lepton

Leptons 2 loose leptons with pT >7 GeV OR
≥ 1 lepton with pT > 27 GeV

EMiss
T -
mll 81 GeV < mll <101 GeV

Jets Exactly 2, OR
≥ 3

P V
T

75 GeV ≤ pVT < 150 GeV (Medium),
OR 150 GeV≤ pVT < 250 GeV (High),

OR pVT ≥ 250 GeV (Extreme)

Signal Region Same flavour leptons AND
Opposite sign charges

Control Region Different flavour leptons AND
Opposite sign charges

Table 10.2 shows that the eµ-CR has all the same triggers with only one difference, a re-
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quirement for same sign lepton final states rather than different signed ones. Hence in

order to keep this, any trigger changes that affect the SR should also be done in the eµ-

CR. This control region, however, has actual Emiss
T and switching to a different trigger

is not something that can be taken for granted. It risks disrupting the balance between

the SR and the eµ-CR in the 2-lepton channel which has a wider impact on the entire

Resolved analysis as this template is exported to other regions.

Due to the relatively small increase in the extreme pVT region and the clash with the

selection in the eµ-CR in the pVT ≥ 250 GeV region, it was decided that it should not be

used in the Resolved analysis. However since the Boosted analysis is solely contained

within this region, the study was continued in the Boosted analysis. Due to this ad-

ditional boosting of the Z-boson system, and by extension the Higgs, in the Boosted

analysis compared to the Resolved analysis, a Emiss
T study should have a greater impact

there. Also the Boosted 2-lepton analysis does not have this control region.

10.5 Preliminary trials in the Boosted analysis

Figure 10.9a and Figure 10.9b show plots on the same axes as the plots shown in Figure

10.6 but run over events in the Boosted analysis. Figure 10.9a shows that when only the

Emiss
T trigger acting at pVT ≤ 150 GeV , there is an increase in event yield of 3.7% and Fig-

ure 10.9b shows that when the logical OR of both triggers is used to add events to the

event selection, their increase is slightly larger at 4.1%. These numbers come from dif-

ferences in the entire range of the boosted plots including the overflow bins not present

in these plots.

Similar to the Resolved analysis, the trigger method has been decided and it would be

better if this information was split into the various analysis regions. This can be seen in

Figure 10.10.
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Figure 10.9: Maximal percentage increase in the event signal yield from changing trigger strategy in the
Boosted analysis. In (a) only the Emiss

T trigger makes any decisions if there are muons in the event with
pVT ≤ 150 GeV, and in (b) both the Emiss

T trigger and the muon trigger both make decisions if there are
muons in the event with pVT ≤ 150 GeV.
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10.5.1 Emiss
T Trigger Scale Factors

The use of theseEmiss
T triggers comes with associated pVT -dependent trigger scale factors

which mimic the efficiency of these triggers. The scale factors are already present in the

1-lepton analysis [160] and would be applied in the 2-lepton analysis but their effect

is unknown. This was not currently taken into account in the study and not currently

present in the Boosted 2-lepton analysis. Thus these factors are essentially assumed to

be unity across the whole pVT range of the boosted analysis. Since the improvements

seen are of the order of 4%, if the scale factors deviate from this assumption by an

amount equal to or more than this, then the presented gains in switching triggers may

be cancelled out with the implementation of these scale factors. The efficiency curves

for these Emiss
T triggers are present in Figure 10.11.

Figure 10.11 shows that the scale factors for the five Emiss
T triggers to be used in the

2-lepton analysis plateau to a value of 1 around pVT = 200 GeV which is below the pVT

threshold of all regions in the Boosted analysis. Hence the assumption that these val-

ues are unity for the entire Boosted analysis holds, and the study need not change the

methodology.

Since the 2-lepton analysis uses the same triggers as the 1-lepton, these channels no

longer need to be triggered separately. To ensure that these events would always be

triggered in the same way, I decided to merge the trigger codes for the 1- and the 2-

lepton channels and make a common trigger tool between the two.

10.5.2 Missing Emiss
T Trigger

A routine check in the derivations found that for the MC simulated events that corre-

spond to the data taken in 2015 (which make up some fraction of the MC16a samples

which this study was initially based on), the information about the Emiss
T trigger for that
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(a) HLT-xe70 (b) HLT-xe90-mht-L1XE50

(c) HLT-xe110-mht-L1XE50 (d) HLT-xe110-pufit-L1XE55

(e) HLT-xe110-pufit-xe70-L1XE50

Figure 10.11: Trigger scale factor values versus pVT for the fiveEmiss
T triggers used in the Boosted analysis.

Above 250 GeV all the scale factors for these triggers are less than a quarter of a percent from unity.
Images made using [161].
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data period, xe70, was missing. However the Emiss
T trigger that corresponds to the data

taken in 2016 in MC16a, xe90 mht L1XE50, is present.

This means that the MC simulated events that previously entered the analysis via the

use of single lepton triggers in the event selection are not recovered when the event

selection is changed to use the Emiss
T trigger information.

To check the impact that this would have on the analysis, the events in MC16 formerly

triggered on xe70 are run with the next lowest unprescaled trigger that is present in the

analysis: xe80 mht L1XE50. This will be referred to simply as xe80 in plots.

Figure 10.12 shows that when the missing xe70 trigger is replaced with one present in

the analysis, the resulting changes are small. Repeating this test with the xe90 mht L1XE50

instead of the xe80 mht L1XE50 one yields a similar sub-percentage change in the

yields. Therefore there must be some xe70 data present in the CxAOD’s. Tracing back

the analysis steps and it was found that this was the case.

At the 2-lepton channel derivation stage, after the particular MC simulations period has

been identified and the correct xAOD’s have been selected, A branch for every trigger

that contains the strings *e*, *mu*, *2e*, *2mu*, *xe*, *j* and *b* (single electron, single

muon, di-electron, di-muon, Emiss
T , jet, b-jet) is created in the DxAOD. This is the first

step in the derivation process and where the xe70 trigger container originates. Later

on in the process, trigger skimming begins. In the initial skimming, only triggers with

the strings *e*, *mu*, *2e*, *2mu* and *xe* are kept, and then later only a set of specific

triggers are recorded. It is in this list that xe70 is not present. This is only the case for

the 2-lepton analysis. For the 1-lepton and 0-lepton derivations, xe70 is present in the

trigger list. This error only occurs for MC16a MC simulated events for the 2015 data

period as the later periods use different triggers which are in this list. Once this trigger
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list has been formed, each event is run through the list of triggers and gains a binary

integer corresponding to the ones in the list that pass.

Later at the CxAODMaker stage, when the DxAOD’s are run to produce CxAOD’s, the

events are run through the trigger requirements again. However each event has gained

information about whether it passes or fails all the other triggers in the analysis. For ex-

ample, if a MC16a event enters into the analysis because it passed the xe80 mht L1XE50

trigger, that event also contains the information about whether it passed the xe70 trig-

ger. This is extrapolated from the binary results of the trigger decisions and the analysis

scale factors.

The results in Figure 10.12 show that all the events that passed the xe80 mht L1XE50

or xe90 mht L1XE50 triggers also successively passed the xe70 trigger5. This could be

the case because the trigger turn-on curves for the xe70 trigger and the xe80 trigger are

similar. This means that the Reader-level requirement for the presence of events that

pass the xe70 trigger will give an answer, but it will be an underestimate of the true

answer as MC16a events that made it into the analysis which exclusively passed the

xe70 trigger are non-recoverable.

The only way to rectify this error is to produce new 2-lepton derivations with this re-

quirement added. There are possible workarounds that include using the single lepton

trigger for only the part of the MC16a affected by this, but this means the temporary

addition of an ugly snippet of code which will only affect a small amount of the 139 fb−1

making up Run-II ( data15
Run−II = 3.2 fb−1

139 fb−1 ≤ 4%), which then has to be removed when new

derivations are produced. Since the study showed positive results for the Boosted anal-

ysis in MC16a; the code doesn’t break when the xe70 trigger information is asked for;

and the running of the derivations can only increase the effect switching to Emiss
T trig-

5This is not a given a-priori as the xe70 trigger uses a different method to calculate Emiss
T .
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gers has on the analysis, it was decided to continue with the code-base as is, because

new 2-lepton derivations were planned to be generated in the near future.

10.6 Final Results in the Boosted Analysis

When using the latest full nominal MC simulations sample set, MC16ade, and replacing

the single lepton triggers with Emiss
T triggers regime shown in Table 10.1, the event

yield in the 2-lepton channel increases. These are shown in Figure 10.13 for signal,

background and data samples in the two analysis regions: 250 GeV≤ pVT < 400 GeV

and pVT ≥ 400 GeV . Figure 10.13 shows that there is a 4-5% increase in event yield for

all regions except for the one for data in the pVT ≥ 400 GeV region which is 1.5%. Since

the size of the sample is small (see Figure 10.14) this percentage increase could be a

statistical effect as it looks to only gain one event in one bin.

10.6.1 Final Results from Running the Boosted WorkSpace Maker

Nominally when a study like this is conducted, in order to get the true impact on the

analysis, in addition to running on the nominal MC simulations samples, one would

need to run the fit with the systematics variations as well, but given the way this Emiss
T

study is being implemented at the event selection stage, it is unlikely that any current

systematics would be affected or any new systematics required. The fit with and with-

out the changes to the event selection can be run without any systematic information in

it at all with little cost to the accuracy or significance of the result. Hence to save com-

putational time, and reduce the likelihood of runtime errors, only fluctuations from MC

simulations statistics are included in the fit when determining the increase in signifi-

cance.

When inputs that contain the information from the Emiss
T triggers are run in the fit and

compared to the old standard, the total signal and background yields increases. This,
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(f) Data yield increase: 1.53%, pVT ≥ 400 GeV

Figure 10.13: pZT distributions in the 250 GeV≤ pVT < 400 GeV (left) and pVT ≥ 400 GeV (right) regions
in the 2-lepton channel for signal (top), all backgrounds (middle), and the data (bottom). The black line
represents the signal yield under the use of the muon single lepton triggers. The red line shows the signal
yield under the use of Emiss

T triggers.
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alongside the improvement in significance can be seen in Table 10.3.

Table 10.3: Yields for signal and background inclusive in pVT in the signal regions and fit significances.

Total (single-e & single-µ triggers) Total (single-e & Emiss
T triggers) Difference (%)

VH125 (Signal) yields 3.5652 3.7346 +4.8
Background yields 50.8405 53.7071 +5.6
MCStat Median significance 1.688 1.748 +3.4

The median statistical significance figure of merit here is an asymptotic approximation

common to many analyses and has been defined in [162, p26] as

Z =

√
2 (s+ b) ln

(
1 +

s

b

)
− s, (10.1)

where the total MC signal (s) and MC background (b) yields are combined to a single

bin.

The impact of this trigger change maintains the ratio between the data and the MC sim-

ulated events prediction (also known as the data-MC agreement or the data-MC ratio)

similar to that before the change in trigger strategy, as can be seen in Figure 10.14.

The switch from using single lepton triggers to Emiss
T triggers in the 2-lepton analysis

results in a 3.4% improvement on the 2-lepton significance and a 4.8% acceptance on

signal events. Since this increase is enough to improve the significance of the analysis as

a whole (See Appendix D), the changes were adopted for the default ATLAS analysis.
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Figure 10.14: Plot showing the pre-fit mJ distributions and the data-MC ratio for the 2-lepton signal
region, before (left) and after (right) the new trigger regime is implemented and for the 250 GeV≤ pVT <
400 GeV region (top) and the pVT ≥ 400 GeV region (bottom). The plots on the left side were generated
with full systematics, and the plots on the right were generated with only normalisation and acceptance
systematics produced at the fit level. So while the systematic bands cannot be compared, the data-MC
ratios are consistent.
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Results and Conclusion

P
erspicuously, I hope, I have informed you of my work on Higgs boson

studies at the ATLAS experiment. I shall briefly summarise this journey,

show and explain the results from the Resolved and Boosted analyses, and

then add some concluding thoughts.

I started off in Chapter 2 with a description of the Standard Model and showed how the

Higgs boson fits in with this picture to give the theoretical motivations behind further

study. In Chapter 3, I set the historical context for the CERN’s accelerator complex, the

LHC, and the ATLAS detector that was used in this thesis to take data, and then fol-

lowed this up in Chapter 4 outlining the specifications of the ATLAS detector. Chapter

5 then described the process of generating a Standard Model response using MC simu-

lation methods such that comparisons to the data yield measurements.

After this in Chapter 6, I took you through my work improving understanding of the

behaviour of charged particles in the detector by comparing ATLAS data to MC sim-

ulations. In the following chapter I defined the experimental signatures for the Stan-

dard Model particles and higher-level physics objects such as jets. Having defined the
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components, in Chapter 8 I then explained the V H, H → bb̄ signature that was be-

ing targeted and introduced the Resolved and Boosted analysis I worked on. These

analyses are designed to combine these objects and their kinematic features into vari-

ous figures-of-merit and use a statistical fit to extract the required Higgs measurements.

The statistical aspects of this combination of objects was explained in Chapter 9 where

I also showed the work I did in the Resolved analysis to optimise said fit and then in

Chapter 10, I showed the work I did in the Boosted analysis to design, implement and

test an improvement to increase the significance of the analysis.

And with that, it is time to show the results from these analyses for a 125 GeV Higgs

boson.

11.1 The Boosted analysis results

Since the last chapter was about the Boosted analysis, we shall start with its results.

The Boosted analysis extracts µbbV H and µbbV Z simultaneously by fits of data-to-MC simu-

lations in themJ variable. The post-fit distributions ofmJ in each of the lepton channels

are shown in Figure 11.1.

When all the signal regions are taken into consideration, the observed (expected) excess

of signal events over the expected SM background was 2.1σ (2.7σ). At this confidence

level, the fitted value for the signal strength µbbV H is 0.72+0.29
−0.28(stat.)+0.26

−0.22(syst.) and for µbbV Z

is 0.91± 0.15(stat.)+0.25
−0.17(syst.).

To show that the separation between ZH and WH processes is good enough for this

extraction, the mJ distributions for data and MC simulations in all channels are com-

bined after all the backgrounds barring the diboson ones are removed. This is shown
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Figure 11.1: Mass distributions of the large-R jet in the (a,b) 0-lepton, (c,d) 1-lepton, and the (e,f) 2-
lepton 2-b-tagged jet signal regions. The left hand side plots are from the 250 GeV≤ pVT < 400 GeV
region and those on the right are from the pVT ≥ 400 GeV region. In this plot the Low and High purity
sub-regions in the 0- and 1-lepton regions have been merged. Image from [4, p14].
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in Figure 11.2 where, within the statistical variations, the data matches the predictions

of the (weighted) number of events for signal and diboson samples, and that there is a

good separation between them.

Figure 11.2: mJ distributions in all of the lepton channels and pVT regions combined for data and MC
simulations simulations after the removal of all non-diboson backgrounds in the Boosted analysis. The
combined regions are weighted by their ratios of the Higgs-signal-to-background ratio. The hatched band
shows the total uncertainty minus uncertainties on V H or V Z. Image from [4, p17].

After this, the simplified template cross sections for ZH andWH production were mea-

sured separately in the Boosted analysis STXS framework for each pVT region. In the

STXS measurement region of [ | yH |< 2.5, H → bb̄ ], the values of the STXS ZH and

WH are shown in Figure 11.3a. This information is then shown pictorially in Figure

11.3b.
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(a)

(b)

Figure 11.3: (a) Measured and predicted values of the STXS’s for WH and ZH in the Boosted analysis’s
STXS framework in each pVT region. This is transferred to image form (b) where the measured points
are black and green points/bands and the predicted is in red. The bottom ratio plot shows the ratio with
respect to the standard model (black/red vs red/red). Images from [3, p18].
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11.2 The Resolved analysis results

The signal strength for the Resolved analysis is obtained from a global likelihood fit

over multivariate discriminants (BDTV H) from 14 signal regions and the event yields

from the 28 ∆Rbb control regions. A selection of these for the 2-jet subcategory in the

0-, 1- and 2-lepton channels is shown in Figure 11.4 as these have the most sensitivity

to the signal. From this, the value of µbbV H extracted is 1.02+0.12
−0.11(stat.)+0.14

−0.13(syst.). This

corresponds to a rejection of the background-only hypothesis to the level of 6.7σ and

agrees with the expectation from the Standard Model within the uncertainties of the

measurement.

This value is to be compared to the di-jet mass analysis cross check which performs a

non-BDT global fit to the mbb variable. When all the channels are combined the value

of µbbV H as measured by the cross-check is 1.17 ± 0.16(stat.)+0.19
−0.16(syst.). This observed

(expected) excess rejects the background-only hypothesis to 5.5σ (4.9σ).

The diboson cross-check is then bootstrapped to the main analysis and the results are

statistically comparable to 1.1 standard deviations. Similar to the Boosted analysis,

when all the backgrounds except from the diboson ones are removed for this variable,

the resulting dijet plot (Figure 11.5) shows good separation between diboson and sig-

nal, with good match to data within statistical fluctuations.

After the value of µbbV H is extracted for the 1-POI fit, the fit is run with signal strengths

forWH and ZH floating independently to form the 2-POI fit (the extraction of µbbWH and

µbbZH). µbbWH was found to be 0.95 ± 0.18(stat.)+0.19
−0.18(syst.) which is observed (expected)

to reject the background-only hypothesis at the 4.0σ (4.1σ) level. µbbZH was found to be

1.08 ± 0.17(stat.)+0.18
−0.15(syst.) which corresponds to an observed (expected) significance

of 5.3σ (5.1σ).
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(a) (b)

(c) (d)

(e) (f)

Figure 11.4: Output of the multivariate BDTV H distributions in the (a,b) 0-lepton, (c,d) 1-lepton, and
the (e,f) 2-lepton 2-jet, 2-b-tagged jet signal region of the Resolved analysis. The left hand side plots are
from the 150 GeV≤ pVT < 250 GeV region and those on the right are from the pVT ≥ 250 GeV region. The
predicted background before the fit is marked as a black dashed line. Image from [3, p26].
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These figures are to be compared and contrasted to their diboson cross-check counter-

parts: µbbWZ and µbbZZ , which can be seen, along with the main analysis 2-POI results in

Figure 11.6.

Figure 11.5: Final mbb distributions in all of the lepton channels and pVT regions combined for data and
MC simulations after the removal of all non-diboson backgrounds in the Resolved analysis. The combined
regions are weighted by their ratios of the Higgs-signal-to-background ratio. The hatched band shows the
total uncertainty minus uncertainties on V H or V Z. Image from [3, p29].

Finally when the values of the µbbZH and µbbWH are further segmented to their finest granu-

larity, the 5-POI fit is formed. In the STXS measurement region of [ | yH |< 2.5, H → bb̄],

the values of the signal strength equivalents in the 5 STXS regions are shown in Figure

11.7a. This information is then shown pictorially in Figure 11.7b.
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(a) (b)

Figure 11.6: (a) Values of µbbZH and µbbWH for the Resolved analysis 2-POI fit, and their combined 1-POI
value. (b) Values of µbbZZ and µbbWZ for the Resolved analysis diboson cross-check fit, and their combined
1-POI value. Images from [3, p27, p30].

11.3 Future plans for the analysis

The Resolved analysis managed to successfully increase the significance of its result,

getting an observation in the V H, H → bb̄ channel. Following on from this success,

some SMEFT operators were looked into to see if they could affect the result. This is

surface-scratching work at the moment, as BSM sensitivities are low and there is no

particular push from the theoretical side as to which SMEFT operators are relevant.

All the Boosted analysis results seem to be consistent with the Standard Model and

small visible excesses were seen, but the analysis has yet to see evidence-level proof

of V H, H → bb̄ . The analysis, however, has passed its proof-of-concept and steps are

being taken to make the analysis more robust which includes introducing a BDT mul-

tivariate analysis in line with the Resolved analysis.

The main aim in the coming years is the combination of the Resolved analysis, Boosted

analysis and a sister analysis where the Higgs signal is identified by its decay into

c-jets: V H, H → cc̄ . This will form what will be known as the Run-2 Legacy Analy-
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(a)

(b)

Figure 11.7: (a) Measured and predicted values of the STXS’s for V H and ZH in the Resolved analysis’s
STXS framework in each pVT region. This is transferred to image form (b) where the measured points
are black and green points/bands and the predicted is in red. The bottom ratio plot shows the ratio with
respect to the standard model (black/red vs red/red). Images from [3, p18].

sis. This comes with its own challenges, the most obvious being that there is a large

overlap between the Resolved analysis’s pVT ≥ 250 GeV and the Boosted analysis’s

250 GeV≤ pVT < 400 GeV region (the Resolved analysis does not seem to have many
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events that enter the Boosted analysis’s pVT ≥ 400 GeV region) and it is not obvious how

to ensure that events are not double counted without completely throwing away one

set of events.

The aim of merging all these analysis into one is to try and come up with as complete

coverage of the Higgs boson as possible such that the cross-sections can be reliably pro-

duced as a function of energy or variable. This is a differential measurement and is what

the STXS framework essentially tries to replicate but in a simplified manner.

In addition to the combination, the analyses themselves could be made more sensitive.

Ideas have been floated of things to be done to improve the analysis such as: the ad-

dition of an additional 75 GeV ≤ pVT < 150 GeV SR in the 1-lepton channel as there are

large data statistics to be exploited in this region; the possible reduction of variables

that enter into the MVA as to not bias differential measurements; and actively using

tau leptons to try and disentangle Z + HF and W + HF to try and create a pure CR

in the 0-lepton channel. It is also thought that the merged analysis will enjoy more MC

simulated events to reduce the effect of statistical error which is the leading systematic

in the Boosted analysis.

11.4 Conclusion

The V H, H → bb̄ analyses had to put even more processing power into larger data vol-

umes than previous iterations of the analyses to reach the required levels of sensitivity

in their results. Part of the reason this massive undertaking was successful is thanks

to: improved MC simulation techniques, more optimised data processing frameworks,

and clever conversions of raw ATLAS data1. Thanks to this, looking for aH → bb̄ signal

at a hadron collider now and in the future is challenging but manageable.

1and of course a dedicated and passionate team of physicists.
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This thesis has been a small snapshot of the state of cutting-edge Higgs physics at the

ATLAS experiment. While the decay to b-quarks has a large branching fraction, it is

becoming increasingly clear that the window for BSM interference in this decay mode

is narrowing. The hope for future physicists desiring to hit new-physics gold in the

Higgs sector is that the HL-LHC takes enough data to make accurate measurements of

the H → cc and H → µµ branching fractions, and that these branching fractions exhibit

statistically significant anomalies compared to the Standard Model predictions.
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A
From Newtonian to Lagrangian

Mechanics

N
ewtonian Mechanics provides one main equation of note to describe a

system of particles; Newton’s Second Law (N2L), given by Equation A.1.

Equation A.1 shows that an applied force results in the rate of change with

respect to time of an object’s velocity1 (its acceleration) that depends on its mass ac-

cording to:

F = ma = m
dv

dt
= m

d2x

d2t
(F = ma = mv̇ = mẍ) (A.1)

where each dot above the letter indicates a derivative with respect to time of that quan-

tity. A conservative force, like all the forces of the Standard Model, is mathematically

defined as deriving from a potential V . A potential here is a ‘map’ of how strong the

interaction is at different points in space. An object inside this potential sensitive to that

force will experience a force if it moves between points where the potential is different.

1which in turn is the rate of change with respect to time of an objects position
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This is represented by Equation A.2.

p = mẍ = −m∂V
∂x

(A.2)

If we multiply both sides of Equation A.2 by ẋ,

mẍẋ = −∂V
∂x
× ẋ

m
d

dt
(ẋ)ẋ = −∂V

∂x
× dx

dt

To obtain everything in terms of a time derivative we can ‘notice’ that the left hand side

looks like a chain rule result of something of a higher power in ẋ and can hence write

d

dt

(
1

2
mẋ2

)
= −dV

dt

=⇒ d

dt

(
1

2
mẋ2 + V

)
= 0

(A.3)

Equation A.3 shows that the rate of change of potential and kinetic energy in a closed

system with respect to time is zero, which is another way of saying that energy is

conserved. Usually to solve Newtons equations, one needs to be able to deal with

special cases that define the field, like specific constraints on particles at the edges of

the defined potential. These are called boundary conditions (A), and take the form

Aν(~ri(qα, t)) = 0 where ~r is a generic position vector, qα are co-ordinates that fulfil said

boundary conditions, and t is time. The indices ν and i represent the number of bound-

ary conditions and degrees of freedom respectively.

If N2L is reformulated into qα that fulfil all of the boundary conditions to be imposed,

we can reformulate the generic position vector ~r as ~r (qα, t) and define the rate of change
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with respect to time (~̇r) as

d~r

dt
=
∂~r

∂t
+
∑

α

∂~r

∂qα

dqα
dt

=⇒ ∂~̇r

∂q̇α
=

∂~r

∂qα

(A.4)

So now we want something similar to energy conservation for this new parametrisa-

tion. If we take Equation A.2, replace x with ~r and re-arrange we get

m~̈r +
∂V
∂~r

= 0. (A.5)

Multiplying Equation A.5 by ∂~̇r
∂ ˙qα

obtains

m~̈r
∂~̇r

∂q̇α
+
∂V
∂~r

∂~̇r

∂q̇α
= 0. (A.6)

We can aim to replace the red part of Equation A.6 with the time and co-ordinate deriva-

tives acting on the whole part as opposed to individual position vectors.

d

dt

(
∂

∂q̇α

(
1

2
m~̇r 2

))
=

d

dt

(
m~̇r

∂~̇r

∂q̇α

)

=
d

dt

(
m~̇r

∂~r

∂qα

)

= m~̈r
∂~r

∂qα
+m~̇r

d

dt

(
∂~r

∂qα

)

= m~̈r
∂~r

∂qα
+m~̇r

d

∂qα

(
∂~r

dt

)

= m~̈r
∂~r

∂qα
+m~̇r

d

∂qα
~̇r

= m~̈r
∂~r

∂qα
+

d

∂qα

(
1

2
m~̇r 2

)

(A.7)

Since the red part of Equation A.6 is the same as the first term on the right hand side of

Equation A.7 we can substitute it for

m~̈r
∂~̇r

∂q̇α
=

d

dt

(
∂

∂q̇α

(
1

2
m~̇r 2

))
− ∂

∂qα

(
1

2
m~̇r 2

)
. (A.8)
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The blue part of Equation A.6 is easier to handle. Using the relation in Equation A.4,

we can show that

∂V
∂~r

∂~̇r

∂q̇α
=
∂V
∂qα

. (A.9)

Using the relations in equations A.8 and A.9, Equation A.6 can be written as

d

dt

(
∂

∂q̇α

(
1

2
m~̇r 2

))
− ∂

∂qα

(
1

2
m~̇r 2

)
+
∂V
∂qα

= 0. (A.10)

Since the potential V is a function of qα and not q̇α, this implies that ∂
∂ ˙qα
V(q) = 0 and

Equation A.10 can be written as Equation A.11,

d

dt

(
∂

∂q̇α

(
1

2
m~̇r 2 − V

))
− d

∂qα

(
1

2
m~̇r 2 − V

)
= 0. (A.11)

From Equation A.11 we can see that the derivatives operate on the same object. This

object has a kinetic energy term (T = 1
2
m~̇r 2) and a potential energy term (V). We define

this object L = T − V as the Lagrangian. Hence in what is known as Lagrangian me-

chanics, the Lagrangian contains the information about the system dynamics by being a

function of carefully chosen generalized coordinates, their respective time derivatives,

and time.

d

dt

∂L

∂q̇α
− ∂L

∂qα
= 0. (A.12)

Equation A.12 is known as the Euler-Lagrange equation. We can define a new gener-

alised momentum, p to go along with our generalised co-ordinate qα.

p =
∂L

∂q̇α
(A.13)

and alongside Equation A.13 we can a new functionH, shown in Equation A.14

H = pq̇α − L, (A.14)
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which we insert a basic Lagrangian for a particle with kinetic energy T = 1
2
mq̇α

2 and

a potential V . For such a set-up the generalised momentum, p equals mq̇α and hence

Equation A.14 simplifies to A.15 .

H = pq̇α − L

= pq̇α −
(

1

2
mq̇α

2 − V
)

= pq̇α −
(

1

2
pq̇α − V

)

= pq̇α −
1

2
pq̇α + V

=
1

2
pq̇α + V

=
1

2
mq̇α

2 + V = T + V

(A.15)

H, therefore is an object that provides a description of the total energy of the system. It

is called the Hamiltonian. To show that this is self consistent with classical mechanics,

this Hamiltonian must have a time-derivative of 0. For this we will continue to use the

previous Lagrangian definition.

dH
dt

=
d

dt
(pq̇α − L)

=
d

dt

(
1

2
pq̇α + V

)

=
d

dt

(
1

2
pq̇α

)
+
�
�
��7

0
dV
dt

=
1

2
ṗq̇α −

1

2
pq̈α

=
1

2

d

dt
(mq̇α)q̇α −

1

2
(mq̇α)q̈α

=
1

2
mq̇αq̈α −

1

2
mq̇αq̈α = 0

Hence we have recovered energy conservation. Lagrangian mechanics, is just a re-

formulation of classical mechanics, designed to describe particles. This describes the

internal mechanics of one particle.
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B
Axioms of Quantum Mechanics and their

consequences

Q
uantum mechanics aims to describe single particles as quantum states. In

this endeavour, a new set of mathematical objects need to be defined. the

Axioms of Quantum Mechanics, therefore, are five-fold [163].

1 The most complete knowledge one can have of a quantum system is to know its

state vector |ψ〉 as defined within a ‘space of states’. This space is described by a

complex Hilbert Space.

2 Every physical property A or observable like energy, position, momentum has a Her-

mitian Operator1 (Â) and the result of that measurement on said Hilbert space is

an eigenvalue of that operator.

3a The probability of finding the state |ψ〉 within another physical state |φ〉 is given

by | 〈φ|ψ〉 | 2

1A Hermitian object is any matrix-style object in which the operator is the same as its transpose

conjugate (Â = Â† = (ÂT )∗). For example the matrixM =
(

1 i
−i 2

)
is Hermitian, as complex conjugate

of the transpose
(

1 −i
i 2

)∗
equals

(
1 i
−i 2

)
.
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3b If Â acting on an eigenstate |ξ〉 yields eigenvalue aξ (Â |ξ〉 = aξ |ξ〉 ), it does so with

a probability given by | 〈ξ|ψ〉 | 2.

4 If a measurement of Â gives a particular eigenvalue ai, then immediately afterwards

the system will project out the eigenstate |φi〉 .

5 |ψ〉 has a time dependence, and its evolution with time is given by Schrödinger

equation.

i~
∂

∂t
|ψ(t)〉 =

(
− ~2

2m

∂ 2

∂x 2
+ V

)
|ψ(t)〉 = H |ψ(t)〉 (B.1)

whereH is the Hamiltonian (See Appendix A) of the system.

In this respect Quantum Mechanics is a combination of linear algebra and probability

theory. The results of classical mechanics, however, still need to be respected. To ob-

tain the results from classical equations of motion, one can average the results of these

quantum observables.

When a measurement is made, a wavefunction will immediately collapse to an eigen-

state of the operator that gives rise to the measurement. This altered state such as in

the case of wave-particle dualism changes the expected result of successive measure-

ments made upon said collapsed state. This gives rise to commutation relations between

measurements such as position and momentum such as the one shown in Equation B.2

[x̂, p̂] = (x̂p̂− p̂x̂) |ψ〉 = i
~
2
. (B.2)

Classically this is not seen as all operators commute, so the order in which the opera-

tions are performed on a state does not matter. In addition to this, Equation (B.2) means

that if two observables do not commute, there is a limit to the amount of information

that can be gleaned about that system at any one time. This is given by the Heisenberg
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uncertainty principle given in Equation (B.3).

∆x∆p =
~
2
. (B.3)

Another consequence of this formalism is that the symmetries of the quantum systems

manifest themselves as unitary (or anti-unitary) transformations of the wavefunction.
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C
Basics of Group Theory

G
roup Theory is another handy mathematical tool used in physics to deal

with the symmetries. Transformations that leave a system invariant cre-

ate mathematical objects called groups. The structures and properties of

these groups can be used to theoretically explore the repercussions of the symmetries

irrespective of the dynamics of the system [164, p113].

C.1 Tenets of Group Theory

If a set of elements (r, s, t,...) exhibit the following multiplicative qualities, then they

form a group, G [164, p86].

Closure If r and s are in G, then u = rs has to also be in G.

Associativity The order in which sets of elements are multiplied together does not

matter. So for example (rs)t = r(st). This is not the same as the less general trait of

Commutativity where the order which the elements are multiplied does not matter

(rs = sr). Groups that have commutativity are called Abelian groups.

Identity There exists an identity element I in G, that when pre- or post-multiplied by
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any other element, returns the other element (rI = Ir = r).

Invertability For every element in G, there is an element which is the inverse of it such

that the two multiplied together returns the identity element (ss−1 = s−1s = I).

Certain mathematical operations can generate a set of elements that can form groups.

These mathematical operations are called generators and groups can have several gen-

erators.

C.2 Types of Group Relevant to Physics

The realms of Group theory are vast, and there are lots of types of group and they all

have many properties. This section will introduce only the groups relevant to a basic

understanding of the use of group theory in particle physics.

C.2.1 Lie Groups

Every single group used in particle physics is a Lie group and Lie groups have Lie

algebras. The Lie algebras are a set of equations that relate the generators of a group.

These relations usually take the form of commutation relations (the same ones used in

Quantum Mechanics).

C.2.2 Unitary Groups (U(n))

The unitary group is a set of n × n matrices that have the Unitarian property: UU † =

U †U = 1. For n larger than 1, the Unitary group is non-Abelian.

C.2.3 Special Unitary Groups (SU(n))

If the unitary matrix also has a determinant of 1, then the group is a Special Unitary

Group.
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D
Impact of 2-Lepton significance

improvements on the total significance

E
quation D.1 is the formula used to represent the total expected median sig-

nificance of an analysis with individual significances from three separate

channels.

Ts = c×
√
x2 + y2 + z2 (D.1)

Where x = 0-lepton significance

y = 1-lepton significance

z = 2-lepton significance

c = A correlation factor capturing the total correlation between the channels

Ts = Total significance

These numbers are given by Table D.1.
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0-lepton significance 1.91
1-lepton significance 1.98
2-lepton significance 1.03
Correlation 0.98
Total significance 2.87

Table D.1: Evaluated significances of the channels in the Boosted analysis correct as of 20/11/19.

Equation D.1 can be re-arranged to

x2 + y2 + z2 =

(
Ts
c

)2

(D.2)

Since all the significances are taken to two decimal places, The smallest increase in Ts of

note is 0.01. If we ‘perturb’ this Ts by 0.01 we go from 2.87 to 2.88 which is an increase

in Ts of 0.34%.

T ′s = 1.0034 Ts

Assuming the correlation between the channels does not change, then if there was to

be a increase in Ts of this magnitude and it was all to come from the 2-lepton channel,

what change of the 2-lepton significance will do this? This question is expressed in

Equation D.3.

x2 + y2 + σ2z2 =

(
T ′s
c

)2

x2 + y2 + σ2z2 =

(
Ts
c

)2

× 1.00342 (D.3)

Where σ is the increase in the 2-lepton channel that corresponds to a change in signifi-

cance for the whole analysis. Subtracting Equation D.3 from D.2 obtains

σ2z2 − z2 =

(
Ts
c

)2

× 1.00342 −
(
Ts
c

)2
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z2(σ2 − 1) =

(
Ts
c

)2

(1.00342 − 1) (D.4)

Re-arranging D.4 for σ and replacing the variables with their respective values in Table

D.1 obtains Equation D.5. This σ is the minimum significance increase required for a

change in the 2-lepton analysis to be visible in the whole analysis (σ2
min,2L).

σ2
min,2L =

(
Ts
c

)2
(1.00342 − 1)

z2
+ 1

=

(
2.87
0.98

)2
(1.00342 − 1)

1.032

=
0.0584

1.0609
+ 1 = 1.055

σmin,2L = 1.027 = 2.7%

(D.5)

Hence any increase to the expected median significance in the Boosted 2-lepton analysis

greater than 2.7% will be affect the significance of the entire Boosted analysis.
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