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Abstract

There is increasing interest in discovering novel superconducting materials for use in pho-
todetection. Superconductivity has for a long time been known to exist in layered materials
but with recent advances in two dimensional (2D) materials processing, it is now possible to
cleave these materials down to single and few layer thicknesses. For the first time we are now
in a position to fabricate superconducting strips that are only a single molecular layer thick.
Such an ultimately thin material offers exciting possibilities in both photodetection and mate-
rials science research. Presented here, is an original work investigating the photoresponse of
few-layered niobium diselenide (NbSe2), a superconducting transition metal dichalcogenide.

Current biased NbSe2 samples were tested optically at 1550 nm at cryogenic temperatures
down to 350mK. They show bolometric behaviour where the output signal amplitude in-
creases with absorbed laser energy. At high currents, samples were observed to latch to
intermediate resistances and become less sensitive to further laser excitations. A model has
been developed which describes the observations as the result of a thermally stable hotspot
due to the balance of Joule heating and in-plane heat conduction.

These measurements mark the first successful demonstration of a photo-response in an exfo-
liated superconducting sample and will hopefully pave the way for future integration of 2D
materials in complex optical systems.
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Chapter 1

Introduction

1.1 Motivation

The detection of light and other electro-magnetic (EM) waves is a critical technology that
has a great many applications across a wide technological remit. From astronomy to com-
munications to computing and metrology the detection of light is of the utmost importance.
Optical communications operate in the telecommunications band at wavelengths of 1330nm-
1550nm. This wavelength band is used for two chief reasons, the photons are non-ionizing
and therefore inherently safe at low powers, but most importantly semiconductor oxides have
very low absorption is this region. Therefore high transmission, low loss fibre optic cables
can be made. The challenge of operating at these wavelengths arises from the same issue:
the photon energy is below the band-gap of silicon. This means that traditional silicon p-n
junctions have little to no sensitivity to the light signals. Therefore there is a demand for high
sensitivity fast detectors for infrared communications and astronomy.

Superconducting detectors, having a energy gap on the order of milli electron-volts (meV)
(≈ 10−22 J) are capable of absorbing and detecting electromagnetic radiation deep into the
infrared spectrum. Detectors such as the kinetic inductance detector (KID) have become
the gold standard for infrared astronomy and single photon detectors such as the supercon-
ducting nanowire single-photon detector (SNSPD) are being actively researched for single
photon counting technologies such as quantum key distribution and LIDAR (light detection
and ranging).

In 2006 the first truly two dimensional (2D) material was discovered. Graphene, a new al-
lotrope of carbon, was first isolated by peeling a layer of Scotch Tape from a large graphite
crystal before placing this tape onto an oxidized silicon wafer. Small crystals (1-10 µm) of
graphene and few layered graphite can then be seen with a simple optical microscope. Since
then many layered materials have been exfoliated and found to be stable in single layer form.
Graphene itself has been shown to have excellent electrical conductivity and mobility while
transistors have been fabricated from semiconducting 2D materials such as MoS2. Most in-
triguingly, a few 2D superconductors have been discovered, the most stable of which, NbSe2,
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is a promising candidate for the realization of a 2D photodetector.

1.2 Thesis structure

I completed my PhD studies in Prof. Hadfield’s Quantum Sensors group at the University of
Glasgow. My work has principally involved the optical testing and data analysis of NbSe2
samples that were fabricated by our collaborators at the Universities of Manchester and Cam-
bridge.

Chapter 1 Details the motivation and structure of the thesis.

Chapter 2 serves as comprehensive overview of the theories and technologies relevant to
this thesis. A brief overview of superconducting theory is given followed by a literature
review of superconducting detectors covering the operating principle of each detector type.
A review of photodetection using two dimensional (2D) materials follows and promising 2D
superconducting materials are discussed for photodetection applications.

Chapter 3 describes the systems and processes that were experimentally used in this project.
I begin with an overview of nanoscale fabrication techniques including: E-beam lithography,
metal depositions, etching and 2D materials processing. Next the experimental set-up is
discussed where I describe the operation of a pulse tube and sorption refrigerator to achieve
temperatures down to 350mK. I also describe the electrical and optical testing techniques
employed for the characterisation of superconducting photodetectors. Finally I describe the
method used to estimate the optical coupling efficiency to a NbSe2 device.

Chapter 4 summarises the experimental results obtained, analysing device performance and
investigating the detection mechanism. The central results of this chapter were published in
Applied Physics Letters [1].

Chapter 5 describes the development of a thermal model of a NbSe2 photodetector. Simula-
tions of the device operation are performed and electrical output signals are compared with
experimental results.

Chapter 6 summarises the outcomes of this project and ends with a discussion of possible
future research topics in the field of 2D superconducting materials for photodetection appli-
cations.
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Chapter 2

Background

This chapter provides an overview of the scientific discoveries and theories that are relevant
for understanding the operation of a 2D superconducting photodetector. There is a discussion
of the nature of superconductivity before moving on to the operating principles of several
superconducting detectors. Photodetection methods for 2D materials are discussed and the
methods of viewing and distinguishing the thickness of amulti-layeredmaterial are described.

2.1 Maxwell’s equations

Listed below are James Clerk Maxwell’s four equations describing electromagnetism in a
vacuum in their derivative form.

∇ ·E =
ρ

ϵ0
(2.1)

∇ ·B = 0 (2.2)

∇×E = −∂B
∂t

(2.3)

∇×B = µ0J +
1

c2
∂E

∂t
(2.4)

Where E is the electric field strength, ρ is the charge density, ϵ0 is the permittivity of free
space, B is the magnetic flux density, µ0 is the permeability of free space, J is the current
density and c is the speed of light in a vacuum.

When using Maxwell’s equations in a medium, we are often not interested in the variation of
the electric and magnetic fields on an atomic length scale but instead on the average fields
over a macroscopic scale. Therefore the polarization (P ) and magnetization (M ) fields are
introduced which are defined as the electric and magnetic dipole density within a medium.
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The electric and magnetic fields are related to each other by the constitutive relations:

ϵ0E = D − P (2.5)

B = µ0H + µ0M (2.6)

Where (D) is the electric displacement field and (H) is the magnetic field strength.

Themacroscopic description of the electric andmagnetic fields separates charges and currents
into bound states and free states. Bound charges are charges which are fixed in place creating
electric dipole moments. They are not free to move and are associated with a polarized
medium. Similarly, bound currents are the currents which flow due to magnetization of the
medium or a time-varying polarization.

ρ = ρf + ρb (2.7)

ρb = −∇ · P (2.8)

J = Jf + Jb (2.9)

Jb = ∇×M +
∂P

∂t
(2.10)

Using the above definitions, Maxwell’s four equations in a medium can be written as:

∇ ·D = ρf (2.11)

∇ ·B = 0 (2.12)

∇×E = −∂B
∂t

(2.13)

∇×H = Jf +
∂D

∂t
(2.14)

2.2 2D materials

A two dimensional (2D) material is the thinnest possible example of a material, a single
molecular plane of the crystal. For a long period of time such 2D crystal structures were
thought to be unstable due to thermal fluctuations. However, the discovery of graphene
showed that such materials could exist [2]. Since then, there have been numerous exam-
ples found including insulators [3], semiconductors [4, 5] and superconductors [6]. Many of
these materials have also have a large potential for applications in the field of optical com-
munications, photon detection [7] and single photon generation [8].

Graphene itself possesses several unique and useful characteristics in this field. For example,
it has an ultrawide absorption bandwidth from the terahertz to the ultraviolet [9] and a tunable
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bandgap which can be formed by chemical doping or by the application of an electric field
[10]. But graphene is not the only 2D material of interest for light detection [11]. Transition
metal dichalcogenides (TMDs) are layered crystal materials which have strong intra-layer
bonds but weak van derWaals bonds between layers [12]. Similarly to graphene, this property
enables singular layers to be separated easily by mechanical exfoliation.

Figure 2.1: An image of the exhibit for the discovery of graphene, Nobel Prize Museum, Stockholm.
Photograph courtesy of R. Hadfield.

2D materials are often similar in characteristics to their bulk counterparts; however, emer-
gent or enhanced properties have been discovered [13–15]. Fabrication of heterostructures,
materials that are comprised of several stacked 2D components, is a new research field. Het-
erostructures could potentially be designed to have novel characteristics or a combination of
properties from several materials [16–18].

2.3 Superconductivity

2.3.1 The fundamental properties of superconductors

In 1908Heike KamerlinghOnnes succeeded in liquefying helium-4 (4He) and began studying
the properties of metals at low temperature. In 1911 he observed the resistance of mercury
suddenly decrease to zero at 4.2K. In doing so he inadvertently discovered superconductivity
and its first characteristic property, zero DC resistance. Over the next several years, many
elemental metals were observed to be superconducting at low temperatures. The temperature
at which the superconducting transition occurs is a material dependent property known as the
critical temperature (Tc).

Any resistance free metal would be expected to also possess perfect diamagnetism as any
applied magnetic field would induce a circulating current in the metal which would act to
exactly cancel the applied field. This would result in no magnetic flux penetrating the metal.
However, it has been shown that the expulsion of magnetic fields from superconductors dif-
fers from this behaviour in a significant manner. The difference occurs when an initially nor-
mal material is cooled below its transition temperature in the presence of a magnetic field.
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One would expect that the penetration of the magnetic field into the superconductor would
be unaffected by the phase change because since there is no time varying field, there should
be no induced current. However, a superconductor will expel an applied magnetic field as it
is cooled through its transition temperature. This behaviour is known as the Meissner effect.

The expulsion of magnetic field from the superconducting volume requires energy and there-
fore the Meissner effect implies that the superconducting state will become energetically un-
favourable in a large magnetic field. This implies that a strong magnetic field can destroy the
superconducting state [19]. The magnetic field strength required to suppress superconduc-
tivity in a classical superconductor is called the thermodynamic critical field and is defined
by the following equation:

FN,0 − FS,0 =
B2

c

2µ0

=
µ0H

2
c

2
(2.15)

Where FN,0 and FS,0 are the free energy densities in the superconducting and normal states
in zero magnetic field.

2.3.2 The London equations

To explain theMeissner effect, the brothers Fritz and Heinz London developed a macroscopic
theory of superconductivity. They introduced two equations describing magnetic field pen-
etration and current flow inside a superconductor. They also introduced a length scale over
which the magnetic field decays which is now called the penetration depth.

E = µ0λ
2
L

d

dt
J (2.16)

B = −µ0λ
2
L ∇× J (2.17)

λL =

√
me

µ0ne2
(2.18)

Equation 2.16 states that an electric field will cause continual acceleration of charge carriers
rather than maintaining a constant average velocity as described by Ohm’s Law. The London
penetration depth, λL, is the value that would be expected from a theoretical perfect conductor
whose charge carriers experience an accelerating force of e|E| [19].

Meissner effect and screening currents

By substituting the time independent value of current density from equation 2.4 into equation
2.17, it can be shown that a magnetic field in a superconductor is described by the Helmholtz
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equation:

B = −µ0λ
2 ∇×

(
1

µ0

∇×B

)
(2.19)

B = −λ2
(
∇
(
∇ ·B

)
−∇2B

)
(2.20)

∇2B =
B

λ2
(2.21)

The London equations can be used to show the behaviour of zero DC resistance, magnetic
field expulsion and quantization of magnetic flux through a superconducting loop.

To illustrate the mechanism by which a superconductor expels magnetic flux, I now apply the
second London equation to a bulk superconductor in a magnetic field. The superconductor
has a width (w) of 1 µm a penetration depth of 39 nm and a magnetic field is applied parallel
to the Z axis as shown in figure 2.2 a). The superconductor is assumed to be much longer
in the Z axis than the penetration depth so that the H field can be regarded as continuous
at the superconductor boundary. Solving equation 2.21 for |x| < w/2 gives the magnetic
field decay within the superconductor. The induced screening currents can be found by then
applying equation 2.10:

Bz(x) = B0
cosh(x/λ)
cosh(w/2λ)

(2.22)

µ0Hz = B0 (2.23)

µ0Mz(x) = B0

(
cosh(x/λ)
cosh(w/2λ)

− 1

)
(2.24)

Jy(x) =
−B0 sinh(x/λ)
µ0 λ cosh(w/2λ)

(2.25)

The interior of a superconductor is shielded from the magnetic field by circulating screening
currents which flow around the surface of the material. The screening current is associated
with the magnetization of the medium which exactly cancels with the applied magnetic field
in all but the surface layer of the superconductor [20].

Figure 2.2 plots equations 2.22 - 2.25 showing how an applied magnetic field,B0, is screened
from the interior of a superconductor.
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a) b)

Figure 2.2: a) A diagram showing the magnetic field lines around a superconductor. The induced
current density, J, screens the superconductor from the magnetic field. b) A graph showing the pen-
etration of the magnetic fields in the superconductor and the density of current along a cross section
of the superconductor. The formulae of the plots are shown in equations 2.22 - 2.25. Also shown is
the penetration depth λ = 39 nm.

Flux quantization

The Meissner effect states that magnetic flux cannot penetrate the interior of a bulk super-
conductor. However flux can still penetrate through a hole in a superconductor such as when
the superconductor is shaped as a hollow cylinder or ring. In 1950 Fritz London calculated
the flux through such a hole as:

Φ′ =

∫∫
S

B · dS + µ0λ
2

∮
C

J · dl (2.26)

Φ′ =

∫∫
S

(
B + µ0λ

2 ∇× J
)
· dS (2.27)

Where S is a surface bounded by the line C.

In equation 2.26, the first term is the flux passing through the surface S and the second term
is the flux outside the surface S which penetrates into the superconductor in the vicinity of a
hole.

If the surface S does not contain a hole in the superconductor, then by the second London
equation (equation 2.17) it is clear that Φ′ = 0. Since Φ′ = 0 for all surfaces except those
containing holes, the value of Φ′ must be independent of the chosen surface around a hole.
If the magnetic field is written as the curl of the magnetic vector potential,A, and the Bohr-
Sommerfeld condition is then applied, it can be shown that the value ofΦ′ must be quantized.
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Φ′ =

∫∫
S

∇×A · dS + µ0λ
2

∮
C

J · dl (2.28)

Φ′ =

∮
C

(
A+ µ0λ

2J
)
· dl (2.29)

Φ′ =
1

2e

∮
C

(
2eA+ 2mev

)
· dl (2.30)

Φ′ =
1

2e

∮
C

p · dl (2.31)

Φ′ =
nh

2e
= nΦ0 (2.32)

Where n is an integer, h is Planck’s constant and Φ0 is the magnetic flux quantum. Equation
2.32 states that the flux through and in the vicinity of a hole through a superconductor must
be a multiple of the flux quantum Φ0.

2.3.3 Ginzburg-Landau theory

The next theoretical breakthrough in superconductivity was made in 1950 with the publica-
tion of Ginzburg-Landau theory [21]. This theory sought to improve upon the London theory
in two respects: Firstly, the London equations make no reference to a field dependent den-
sity of superconducting carriers even though it was known that a strong magnetic field could
destroy the superconducting state. Secondly, the London equations assume no spatial de-
pendence of the density of superconducting carriers inside a superconducting volume. This
leads to the problem that in a strong magnetic field, the surface energy of the superconductor
would be negative, driving the superconductor to split into several volumes. However, the
surface energy had experimentally been measured to be positive.

In the absence of an applied magnetic field, the superconducting transition is of second order
at Tc. Landau’s theory of phase transitions states that all second order transitions can be
described by an order parameter (ψ). The order parameter describes the degree of order in the
system, having the value of zero in the disordered phase (normal) and non-zero in the ordered
phase (superconducting). Ginzburg and Landau suggested that the order parameter describing
the superconducting transition was an effective wavefunction describing the density of the
superconducting carriers.

ns = 2|ψ(r)|2 (2.33)

ψ is assumed to be a complex scalar field and can therefore be written with an amplitude (|ψ|)
and a phase (ϕ):

ψ(r) = |ψ(r)|eiϕ (2.34)
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Writing the current as being carried by particles of mass, m∗ and charge, q, the free energy
density of the superconducting state can be written as:

FS = FN,0+α|ψ(r)|2+
β

2
|ψ(r)|4+ 1

2m∗

∣∣∣(− i}∇−qA
)
ψ(r)

∣∣∣2+B2(r)

2µ0

−µ0H(r) ·M (r)

(2.35)

The first term of equation 2.35 is the free energy density in the normal state with no magnetic
field present. The second and third terms are the first two terms in a power series expansion of
the order parameter. This form comes from Landau’s theory of second order phase transitions
and should be valid near the transition temperature where the order parameter is close to
zero. The forth term is the gauge invariant kinetic energy written using quantum mechanical
operators. The fifth term is the energy density of the magnetic field and the last term is the
energy due to magnetization of the superconductor.

Remarkably, equation 2.35 can describe the free energy of the superconducting state in any
superconductor and it has only two material dependent quantities, α and β. It is assumed that
near Tc, they have the following temperature dependencies:

α(T ) ≈ α0

( T
Tc

− 1
)

(2.36)

β(T ) ≈ β0 (2.37)

If you calculate the minimum of equation 2.35 with respect to changes in the order parameter
and the vector potential you arrive at the two Ginzburg-Landau equations:

0 = αψ + β|ψ|2ψ +
1

2m∗

(
− i}∇− qA

)2
ψ (2.38)

1

µ0

∇×B = J =
−i}q
2m∗

(
ψ∗∇ψ − ψ∇ψ∗)− q2

m∗A|ψ|2 (2.39)

Equation 2.38 is very similar to the Schrödinger equation for a charged particle of energy
−α, the only difference being the addition of the non-linear second term. 2.39 is the usual
quantummechanical equation for current density and can be rewritten in terms of the velocity
of the charge carriers:

J =
q

m∗

(
}∇ϕ− qA

)
|ψ|2 = qvs|ψ|2 (2.40)

where ϕ is the phase of the order parameter and vs is the velocity of charge carriers.



2.3. Superconductivity 26

Material parameters α and β

Two material dependent parameters were used in forming the Ginzburg-Landau equations
but their relationship to measurable quantities is yet to be defined. In Ginzburg-Landau the-
ory the order parameter varies in space, asymptotically approaching a constant value (ψ∞)
deep within a superconductor where there is no magnetic field or surface effects. Evaluating
equation 2.38 under these conditions:

0 = αψ∞ + β|ψ∞|2ψ∞ (2.41)

|ψ∞|2 = −α
β

(2.42)

Substituting this value for the order parameter into equation 2.35 for the zero field case and
using the definition of the thermodynamic critical field from equation 2.15 gives:

FN,0 − FS,0 =
α2

2β
=
µ0H

2
c

2
(2.43)

α = −µ0H
2
c

|ψ∞|2
(2.44)

β =
µ0H

2
c

|ψ∞|4
(2.45)

Equations 2.44 and 2.45 show that the values of α and β depend solely on the density of the
superconducting charge carriers in a bulk sample and on the magnitude of the thermodynamic
critical field.

Length scales

One of the goals of Ginzburg-Landau theory was to show how surface boundaries affected
the superconducting state. Solving equation 2.38 at the boundary of a superconductor, the
value of the order parameter as a function of position can be calculated. For an infinite
superconductor meeting a normal material at the plane x=0, with zero magnetic field, the
solution is:

ψ = ψ∞ tanh
( x√

2 ξ

)
for x ≥ 0 (2.46)

where: ξ2 =
}2

2m∗|α|
(2.47)

The coherence length, ξ, is then the length scale over which the order parameter can change
substantially. In general, the order parameter will monotonically increase from zero at a sur-
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face to a constant value deep within a superconductor. If the size of the superconductor is
similar to the coherence length, the order parameter will be reduced throughout the super-
conducting volume.

In Ginzburg-Landau theory, the magnetic behaviour of a superconductor is almost the same
as the London theory. The only difference is that the penetration depth (λ) depends on the
order parameter and therefore on the magnetic field strength, temperature and geometry of
the superconductor. λ approaches the London value λL deep within a superconductor.

λ2L =
m∗

µ0q2|ψ∞|2
(2.48)

λ2 =
m∗

µ0q2|ψ|2
(2.49)

Ginzburg-Landau critical current

The maximum current density will occur when there is no magnetic field contribution to
the free energy density and |ψ| has no spatial dependence. This will be the case for a thin
superconducting wire with a thickness smaller than the coherence length and penetration
depth. The free energy density of the superconducting state can then be written as:

FS = FN + α|ψ|2 + β|ψ|4

2
+
m∗v2

s |ψ|2

2
(2.50)

The optimum value of the charge carrier density can then be calculated as a function of ve-
locity by minimizing the free energy.

0 = α + β|ψ|2 + m∗v2
s

2
(2.51)

|ψ|2 = |ψ∞|2
(
1 +

m∗v2
s

2α

)
(2.52)

The current density as a function of velocity can now be calculated. It has a cubic dependence
on velocity reaching a peak value when the carrier density drops to 2/3 |ψ∞|2. The maximum
current density which can be transported is the Ginzburg-Landau critical current density (Jc).
The corresponding velocity of charge carriers is vc.
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J = qvs|ψ|2 (2.53)

J = qvs

(
1− v2

s

3v2c

)
|ψ∞|2 (2.54)

Jc = qvc
2

3
|ψ∞|2 (2.55)

where: vc =
√

−2α

3m∗ (2.56)

Figure 2.3: A graph showing normalised values of carrier density and current density as a function
of the supercurrent velocity.

Kinetic inductance

A superconductor has no resistance to DC current; however, since the current is carried by
particles with mass, it requires energy to change the current flow. Therefore a superconductor
behaves as an inductor to alternating currents.

The potential difference across a superconductor with inductance Lk will be:

V = Lk
dI

dt
(2.57)

The acceleration of charge carriers will be:

dvs
dt

=
V q

lm∗ (2.58)
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Using equations 2.57 and 2.58, the kinetic inductance can be written as:

Lk =
lm∗

q

( dI
dvs

)−1

= Lk(0)

(
d

dvs

(vs|ψ|2
|ψ∞|2

))−1

(2.59)

where: Lk(0) =
lm∗

Aq2|ψ∞|2
=
µ0lλ

2
L

A
(2.60)

The order parameter cannot instantaneously change and so at high frequencies, it would be
expected to respond to the average current rather than the instantaneous current. The order
parameter can then be regarded as constant with respect to vs and so at high frequencies:

Lk(I)

Lk(0)
=

(
|ψ|2

|ψ∞|2

)−1

(2.61)

Lk(I)

Lk(0)
=

3

1 + 2 cos
(

2
3
sin−1

(
I
Ic

)) (2.62)

and at low frequencies:

Lk(I)

Lk(0)
=

(
3
|ψ|2

|ψ∞|2
− 2

)−1

(2.63)

Lk(I)

Lk(0)
=

1

2 cos
(

2
3
sin−1

(
I
Ic

))
− 1

(2.64)
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Figure 2.4: The current dependence of the kinetic inductance of a thin superconducting wire at high
and low frequencies.

Fig. 2.4 shows that at high bias currents the kinetic inductance tends to infinity in the low
frequency regime and to 1.5Lk(0) in the high frequency regime [22, 23] .

If a superconducting wire has a non-uniform cross-sectional area, the current density will
vary across the wire’s length. Therefore an experimentally observed switching current will
be the current at which the thinnest section of wire turns resistive. Since just a fraction of
the critical current can be applied to the wire, the kinetic inductance will show only a small
increase before the wire switches to the normal state. In this way, the current dependence of
the kinetic inductance can be used as a measure of the wire’s uniformity [24].

Surface energy

One of the advantages of Ginzburg-Landau theory is the ability to describe the decrease and
breakdown of superconductivity due to an applied magnetic field. In their seminal paper [21],
one of the geometries they studied was a superconductor of infinite size that has a boundary
with a normal state material along the plane x = 0. A magnetic field is applied parallel to
the z-axis.

The free energy density of the superconductor is given by equation 2.35. Multiplying the first
Ginzburg-Landau equation by the complex conjugate of the order parameter and substituting
this value into 2.35 gives:

FS = FN,0 −
β|ψ(r)|4

2
+
B2(r)

2µ0

− µ0H(r) ·M (r) (2.65)

FS = FN,0 −
µ0H

2
c |ψ(r)|4

2|ψ∞|4
+
B2(r)

2µ0

− µ0H(r) ·M (r) (2.66)
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Deep within the superconductor: ψ = ψ∞, M = −H and B = 0 and so the free energy
density is:

FS = FN,0 −
µ0H

2
c

2
+ µ0H

2(r) (2.67)

Outside the superconductor, the free energy density is:

FN = FN,0 +
µ0H

2(r)

2
(2.68)

Comparing equations 2.67 and 2.68 it is clear that whenH(r) = Hc, the free energy outside
the superconductor will be exactly equal to the free energy deep within the superconductor.
However, the free energy near the surface of the superconductor will be different. Near the
surface of the superconductor, the free energy density will be increased because of a smaller
order parameter but also decreased because of less magnetisation than in the bulk.

The surface energy is defined as the difference between the free energy in the bulk and at the
surface when the critical field is applied:

σ =

∫ ∞

−∞

(
− β|ψ(x)|4

2
+
B2(x)

2µ0

− µ0HcM(x)− µ0H
2
c

2

)
dx (2.69)

σ =

∫ ∞

−∞

(
− β|ψ(x)|4

2
+
µ0M

2(x)

2

)
dx (2.70)

σ ≈ µ0H
2
c

2

∫ ∞

0

(
− tanh4

( x

ξ
√
2

)
+
(
1− exp

(−x
λ

))2)
dx (2.71)

The integrand of equation 2.70 is non-zero only near the surface of the superconductor. Deep
within the superconductor the magnetization and order parameters reach their bulk values and
their energy contributions cancel exactly. Therefore the magnitude and sign of the surface
energy depends on the length scales over which the order parameter and magnetization reach
their bulk values. These two length scales are respectively the coherence length, ξ, and the
penetration depth, λ.

The Ginzburg-Landau parameter is the ratio of the coherence length and the penetration
depth, κ = λ

ξ
. Ginzburg and Landau showed that the surface energy is positive when κ <

√
2
2

and negative when κ >
√
2
2
. Since experimental evidence at the time suggested that κ << 1

for all superconductors, a full analysis of a theoretical negative surface energy supercon-
ductor was not carried out and positive surface energy was considered a requirement for the
stability of the superconducting state.
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Figure 2.5: A graph showing the normalised values ofM2(x), ψ4(x) and the resulting positive sur-
face energy for ξ =200 nm, λ =40 nm.

2.3.4 Type I and type II superconductivity

In 1950 [21], Ginzburg and Landau only studied the possibility of positive surface energy,
when κ <

√
2
2
, since that was the only behaviour that had been observed up until that point.

Such superconductors are now known as type I superconductors. In a type I superconduc-
tor, an applied magnetic field suppresses superconductivity completely when it exceeds the
thermodynamic critical field as discussed in section 2.3.1.

In 1957, A. A. Abrikosov theoretically studied what would occur if κ >
√
2
2
and the sur-

face energy was negative [25]. The magnetic behaviour of this type of superconductor was
found to be drastically different from the behaviour of previously understood superconduc-
tors. Therefore, if κ <

√
2
2
the superconductor is called type I, and if κ >

√
2
2
it is called type

II. In a strong magnetic field, a type II superconductor has the lowest free energy density at
its surface, it is therefore driven to increase its surface area by creating lines of normal state
material throughout its volume. When this occurs, the superconductor is said to be in the
mixed state and in this way, superconductivity can persist in magnetic fields greater than the
thermodynamic critical field (Hc).

The mixed state consists of a superconductor penetrated by a lattice of magnetic flux lines.
At the centre of each flux line the order parameter is zero (ψ = 0) and so the core of each flux
line is in the normal state. Circulating shielding currents flow around each of the flux lines,
as described by the second London equation (2.17). Therefore, the flux lines penetrating a
type II superconductor are referred to as vortices.

Since each vortex is a hole in the superconducting volume, it carries a quantised flux equal
to the magnetic flux quantum Φ0, as shown in section 2.3.2. When a magnetic field greater
than a lower critical field (Bc1) is applied, vortices begin to penetrate the superconductor.
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Their density increases with themagnetic field strength eventually forming a dense hexagonal
latticewhen the applied field is equal to the upper critical field (Bc2). If a field greater thanBc2

is applied, the mixed state is destroyed and the material undergoes a second order transition
to the normal state.

Bc1 < Bc < Bc2 (2.72)

Bc1 =
Bc ln(κ)
κ
√
2

(2.73)

Bc2 = Bcκ
√
2 (2.74)

Figure 2.6: A diagram depicting the mixed state of a cylindrical type II superconductor. Magnetic
flux (black lines) penetrates the superconductor through vortices. Screening currents (blue lines) flow
around the material’s surface and around each of the vortices.

2.3.5 BCS theory

Ginzburg-Landau theory was able to describe the breakdown of superconductivity due to
high magnetic fields and its spatial dependence near surfaces. However, the theory doesn’t
describe the physical processes which causes superconductivity to exist and for this reason it
was initially disregarded by the scientific community.

In 1956 L. N. Cooper investigated what would occur if a small attractive potential existed
between two electrons in a metal at zero temperature [26]. He considered electrons of oppo-
site spin and with a momentum greater than the Fermi momentum forming a pair, such a pair
later became known as a Cooper pair. It was shown that the Cooper pair would always have
an energy lower than the Fermi energy, no matter how small the attractive potential. It was
theorised that electrons near the Fermi energy would form Cooper pairs and thereby create
an energy gap, ∆. The energy gap would be the energy required per electron to separate a
Cooper pair and is typically on the order of 1meV. A Cooper pair is a boson rather than
a fermion and therefore many Cooper pairs can share the same energy levels as each other.
Similar to a charged superfluid, a system of Cooper pairs can flow without dissipation but
will resist any rotational force such as the Lorentz force from an applied magnetic field.
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The following year J. Bardeen, L. N. Cooper and J. R. Schrieffer published the first mi-
croscopic theory of superconductivity [27, 28]. They suggested that the attractive potential
between electrons was due to electron-phonon interactions which was supported by the ob-
served isotope effect, where a superconducting element will have a transition temperature
that depends on its atomic mass. Since the electron attraction is mediated by phonons, the
approximation was made that only electrons within }ωD of the Fermi energy are affected by
the attractive potential.

Each Cooper pair in a superconductor has the same momentum. When no persistent current
flows, this momentum is zero and so the electrons forming a Cooper pair have opposite
momenta and spin to each other. When a current flows, the centre of mass momentum is
non-zero and each of the electrons in a Cooper pair have opposite relative momentum.

The energy gap created is related to the attractive potential, V , by the following equation:

∆ = }ωD csch
( 1

N(0)V

)
(2.75)

A famous result from BCS theory is that the energy gap at zero temperature is proportional
to the transition temperature:

∆0 = αBCS kBTc (2.76)

αBCS = π e−γE ≈ 1.764 (2.77)

where γE is Euler’s constant.

The BCS energy gap is temperature dependent and can be calculated numerically by solving
the following integral for a given value of N(0)V .

1

N(0)V
=

∫ }ωD

0

(ξ2 +∆2)−
1/2 tanh

((ξ2 +∆2)1/2

2 kB T

)
dξ (2.78)

WhereN(0) is the density of states at the Fermi energy, V is the attractive potential between
electrons, ξ is the energy of the electron state relative to the Fermi energy.
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Figure 2.7: A graph showing the temperature dependence of the BCS energy gap. This was obtained
by numerically solving equation 2.78 in the weak coupling limit where N(0)V ≈ 0.3.

Excitations of the superconducting state are known as quasiparticles (QP) and are fermions
with energies, Ek, greater than the energy gap, ∆. The equilibrium density of quasiparticles
increases with temperature. The excitation probability at finite temperature is given by the
Fermi function:

f(Ek) =

(
exp

( Ek

kBT

)
+ 1

)−1

(2.79)

where: Ek =
(
ξ2k +∆2

)1/2 (2.80)

BCS theory was a breakthrough in the theoretical understanding of superconductivity how-
ever it is only easy to apply to geometries where the energy gap is constant in space. In 1959
L. P. Gor’kov showed that the Ginzburg-Landau equations could be directly derived from
BCS theory [29]. Valid in the region near Tc, in this derivation the Ginzburg-Landau order
parameter is found to be proportional to the BCS energy gap. The order parameter can then
be interpreted as a macroscopic wavefunction of Cooper pairs. It also showed that the mass
and charge of the Ginzburg-Landau charge carriers are the same as the mass and charge of a
Cooper pair:

m∗ = 2me (2.81)

q = −2e (2.82)

Gor’kov provided a microscopic justification for the Ginzburg-Landau equations, this was
a hugely significant contribution because Ginzburg-Landau theory can be much more easily
applied to complex geometries and superconductors in the mixed state where the energy gap
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has strong spatial dependence.

2.3.6 Heat capacity

The superconducting transition is of second order and there is therefore no latent heat, how-
ever the heat capacity of a superconductor exhibits a discontinuity at the transition tempera-
ture. The total heat capacity of a material is the sum of electronic and lattice contributions.

C(T ) = Ce(T ) + Clattice(T ) (2.83)

The electronic heat capacity in the normal state (Ce,N ) is linear with temperature; however, in
the superconducting state (Ce,S) it is non-linear and increases rapidly near Tc. When electron-
phonon coupling is small, BCS theory predicts that difference between superconducting and
normal state heat capacities increase will be:

Ce,S(Tc)− Ce,N(Tc)

Ce,N(Tc)
= 1.43 (2.84)

Figure 2.8: An illustration of the temperature dependence of heat capacity in the normal and su-
perconducting states. At Tc there is a discontinuity in the heat capacity as the material transitions
between the superconducting and normal states.

2.3.7 Two fluid model

Superconductivity can be modelled as the coexistence of two fluids, where the total electron
density (n) is divided into normal (nn) and superconducting (ns) components.

n = nn + ns (2.85)



2.3. Superconductivity 37

Rewriting equation 2.18, the penetration length (λ) can be linked to the superconducting
carrier density:

λ(T )2 =
me

µ0 e2 ns(T )
(2.86)

ns

n
=

(
λ0
λ(T )

)2

(2.87)

Assuming the following temperature dependence for the penetration depth:

λ = λ0

(
1−

(
T

Tc

)4
)−1/2

(2.88)

The equilibrium temperature dependence of ns and nn can be approximated as the following
equations and are plotted in figure 2.9:

ns = n

(
1−

(
T

Tc

)4
)

(2.89)

nn = n

(
T

Tc

)4

(2.90)

Figure 2.9: Approximations of the temperature dependence of the superconducting and normal elec-
tron densities in equilibrium.

As shown in figure 2.9, the superconducting electron density increases as temperature de-
creases, reaching the full electron density when temperature is zero.

Each of the two fluids can be modelled as providing a parallel conduction path, leading to a
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complex conductivity for the superconductor:

J = σ(ω)E (2.91)

σ(ω) = σ1(ω)− i σ2(ω) (2.92)

Where J is the total current density, E is the electric field, σ(ω) is the total conductivity at
frequency ω, σ1 is the real component of the conductivity and σ2 is the imaginary component
of the conductivity.

The electrical resistivity (ρ) of the system is given by:

ρ = J2 Re
(
1

σ

)
(2.93)

ρ = J2 σ1
σ2
1 + σ2

2

(2.94)

From equation 2.94 it can be seen that resistance occurs in the system due to the real compo-
nent of the conductivity, σ1.

Figure 2.10: The frequency dependence of the complex conductivity at zero temperature relative to
the normal state conductivity (σn). Image from [30].

DC currents can flow in the system without dissipation because the superconducting carriers
effectively short circuit the system. However, as shown in figure 2.10, at high frequencies
(high microwave range) the real conductivity dominates leading to the majority of the current
being carried with resistance [19].

2.4 Superconducting photodetectors

Presented here is an overview of some relevant superconducting photodetectors and a de-
scription of the principles of their operation. This is done to provide insight into the various
ways in which a superconductor can be used as an optical detector and how a two-dimensional
superconductor might be beneficial to the design or fabrication the detector.
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2.4.1 Superconducting nanowire single photon detectors (SNSPD)

An SNSPD is a single photon detector which can operate in the visible to mid-infrared spec-
trum [31]. It is a superconducting wire, typically 100nmwide and 5nm thick, which is usually
patterned to meander across a large area for better optical coupling efficiency. It is current
biased close to its critical current so that, upon absorption of a photon, the SNSPD becomes
resistive and produces a measurable voltage pulse. A typical biasing circuit utilizes a small
parallel resistor which will divert the majority of the current from the wire when it is in the
resistive state. This allows the wire to recover superconductivity and return to its initial state,
ready to detect another photon.

Figure 2.11: A scanning electron microscope (SEM) image of an SNSPD meander. Image courtesy
of Robert A. Kirkwood.

SNSPDs can typically operate at count rates over 10MHz and have demonstrated timing
resolution (jitter) of less than 20 ps [32–34]. By using an optical cavity, SNSPDs have
shown system detection efficiencies (SDE) of over 85% with dark count rates of less than
100 counts /s [35–37] at the wavelength 1550 nm.

Ideally, an SNSPD has a uniform cross section throughout its length, however fabricating
a uniform wire of such extreme dimensions over millimetre length scales is a considerable
challenge and variation in the wire’s cross section can cause current constrictions and poor
device permanence [24, 38].

Detection mechanism

An infra-red photon has an energy several orders of magnitude greater than the binding en-
ergy of a Cooper pair. When a photon is absorbed by a Cooper pair in a superconductor it is
immediately broken, forming two quasiparticles (QPs). These QPs will diffuse from the ab-
sorption site and interact with nearby Cooper pairs, creating further QPs. The multiplication
process causes the creation of a small volume around the absorption site where a significant
fraction of Cooper pairs have been broken, locally increasing the electron temperature in a
volume called the hotspot. If the superconductor thickness is much smaller than the mate-
rial’s coherence length, it can be assumed QP density is uniform in this axis. The system can
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then be treated as two dimensional and the area of the initial hotspot can be calculated with
the following equation [39].

R2
init ≈ Dτe−e (2.95)

Where Rinit is the radius of the initial hotspot, D is the electron diffusion constant and τe−e

is the electron-electron inelastic relaxation time which has a value of a few picoseconds [40].

If the electron diffusion constant is too large, or if electron-phonon coupling is strong, the
resultant hotspot will have an electron temperature that is only slightly elevated. This will
reduce the probability of a normal band forming across the wire’s width for a given photon
energy. Therefore, the material chosen to fabricate an SNSPD should have a weak electron-
phonon interaction and a low electron diffusion constant [41].

The initial hotspot is not typically large enough to span the entire width of an SNSPD.Another
process must occur to cause a resistive region to form across the entire width of the wire.
There are several competing theories of what this process is. The original theory proposed
to explain the formation of a resistive band was the normal core model [42]. In this model, it
is assumed that the hotspot is entirely in the normal state. Current redistribution around the
normal core causes an increase in the current density in the surrounding area. The current
density then increases above the material’s critical current density causing a band of the wire
to become resistive. A significant problem with this model is that it predicts a sharp cut-off
in detection efficiency with wavelength which has been shown to be incorrect [43].

The normal core model was improved upon by the diffusion model [44] where instead of the
core being fully normal, it is regarded as having a reduced current carrying capacity. The
current carrying capacity of the wire is assumed to be proportional to the number of Cooper
pairs in a slab of thickness, ξ. After absorption of a photon, the current carrying capacity of
the wire is reduced below the applied bias current and a detection event occurs.

A competing theory is that of vortex assisted photon detection [45–47]. Under this theory,
absorption of a photon causes the depression of superconductivity across a band of the su-
perconductor which lowers the barrier to entry of a vortex into the wire. A vortex then enters
the wire and is driven across its width by the Lorentz force caused by the transport current.
Vortex movement is a dissipative process and therefore leads to the effective temperature of
the electron system increasing and the formation of a normal state band across the supercon-
ducting wire.

Although the process involved in the initial formation of a normal state band is still disputed,
the subsequent behaviour of an SNSPD is agreed [48]. Joule heating of the resistive region
exceeds the local cooling rate and so the resistive region grows hotter and expands along the
wire’s length. It is required that the resistive heating of the normal region exceeds the con-
duction of heat away from the area. The condition that Joule heating exceeds heat conduction



2.4. Superconducting photodetectors 41

can be written as:

I2 > αw2d(Tc − Tb) (2.96)

where α is the heat transfer coefficient per area, w is the width of the wire, d is the thickness
of the wire and Tb is the temperature of the environment.

If the condition of equation 2.96 is met, the normal-state band will expand along the length
of the wire reaching either the full length of the wire or until the current is reduced by the
biasing circuit.

a) b)

Figure 2.12: a) This circuit approximates the electronic behaviour of an SNSPD. Lk is the kinetic
inductance of the superconducting wire, Rn is the resistance of the hotspot, Z0 is the impedance of a
shunt resistor. b) An electrical pulse simulated from the electronic circuit using Tanner S-Edit and
T-Spice software. The values used for the simulation were: Lk = 500 nH, Z0 = 50Ω and Rn = 500Ω

The circuit shown in figure 2.12a approximates the electronic behaviour of an SNSPD. In
the superconducting state the switch is closed and therefore all current flows through the
superconducting wire. Upon absorption of a photon, the superconducting wire becomes re-
sistive and the switch opens. Since the hotspot resistance is much greater than the shunt
resistance, the current is diverted to flow through the shunt resistor. This generates a voltage
drop across the resistor which is amplified and measured. The superconducting wire regains
superconductivity but the inductor resists the return of current to the SNSPD. The result is
an exponentially decaying current flow through the shunt resistor as shown in figure 2.12b.

Typically, increasing the width of an SNSPD decreases cut-off wavelength of the detec-
tor [43]. However, it has recently been demonstrated that if care is taken to avoid current
constrictions, the wire width can be increased to several microns and still be single photon
sensitive at 1550 nm. This is achieved by avoiding sharp corners in the wire design and
instead using a curved constriction as the sensitive section of the wire [49]. The author’s cal-
culate that this technique allowed them to bias their detectors at currents up to 0.7 Idep where
Idep is the theoretical critical current of a uniform superconducting wire.
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Material choice for SNSPDs

The first SNSPDs used NbN as the superconducting material [42]. Subsequently SNSPDs
were fabricated from NbTiN [50], a similar material but with a lower sheet resistance and
kinetic inductance therefore enabling faster reset times. These materials were chosen due
to their high transition temperatures (approximately 11K) and high critical current densities
[51]. Recently however, amorphous materials such as WSi [35], MoSi [52] and MoGe [53]
have been used for the fabrication of SNSPDs. The amorphous nature of the materials is
thought to make them less sensitive to inhomogeneities and defects that can be introduced in
the fabrication process [35].

SNSPDs have also been fabricated from NbC [41] however it was concluded that the large
electron diffusivity and long energy down-conversion time increases the photon energy that
is required to cause a detection event.

2.4.2 Kinetic inductance detectors (KID)

A KID is an energy resolving detector capable of being manufactured in large arrays with
several thousand pixels [54–57]. It can be designed to operate from the X-ray to submillime-
ter spectrum [58, 59] and has shown shot noise limited sensitivity [60]. For these reasons,
KIDs have seen widespread use as detectors for submillimeter astronomy.

Operating principle

There are two types of charge carriers inside a superconductor: Cooper pairs and quasiparti-
cles. The two systems of carriers can be thought of as parallel electrical components. Cooper
pairs can carry current without dissipation but have a kinetic inductance. Quasiparticles, like
normal state electrons, carry current with electrical resistance, for this reason they do not
usually play a role in DC conduction as they are effectively shorted by the Cooper pairs.
However, for AC currents, quasiparticles can play a significant role in conduction.

Figure 2.13: a) A circuit showing the electrical behaviour of a superconducting wire. The resistor
represents the quasiparticle resistance, the inductor represents the kinetic inductance of the Cooper
pairs and the capacitor is due to the geometry of the wire, b) A series of KIDs capacitively coupled to
a single transmission line. Each KID is designed to have a different resonant frequency so that they
can all be measured independently

As shown in figure 2.13b), a KID is a parallel RLC circuit capacitively coupled to a trans-
mission line. It therefore functions as a band-stop filter with a resonant frequency ω0 =
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(LC)−0.5. The bandwidth of the resonance will be∆ω = (RC)−1 and the quality factor will
be Q = R

√
C
L
[61].

The KID is operated in the GHz regime where its inductance is inversely proportional to the
Cooper pair density, see equation 2.61. As a result the inductance in the RLC circuit will
increase when Cooper pairs are broken. The resistance of the quasiparticle system will be
inversely proportional to the density of quasiparticles and so absorption of energy will lead
to the resistance in the RLC circuit decreasing. This introduces more attenuation to the reso-
nant circuit resulting in a lower quality factor. Therefore, when a KID absorbs radiation, its
resonant frequency will decrease, and the quality of the resonance will decrease. Measuring
either of these parameters allows a determination of the absorbed power in the device [62].

Figure 2.14: A graph showing the transmitted power through a KID as a function of frequency for
a series of optical powers. With increasing optical power, the resonant frequency shifts to lower
frequencies and the resonance becomes increasingly broad. Reproduced from [63]

Since the output of a KID is measured in the frequency domain, it is a simple step to multiplex
an array of KIDs. As shown in figure 2.13b) this can be achieved by capacitively coupling
detectors with different resonant frequencies to a mutual transmission line.

2.4.3 Transition edge sensor (TES)

ATES is a voltage biased superconducting bolometer which is maintained by electro-thermal
feedback in the superconducting to normal transition. The rapid change of resistance at the
superconducting transition is used to achieve high detector sensitivity and energy resolving
detection of near IR [64] to X-ray radiation [65]. Absorption of radiation leads to a small
increase of the superconductor’s resistance and the resulting drop in current is measured by
an inductively coupled SQUID array [66].

2.4.4 Superconducting tunnel junction (STJ)

An STJ is a superconductor-insulator-superconductor junction which is biased at a voltage
V < 2∆

e
such that only a small, thermally activated, leakage current flows. An absorbed

photon breaks Cooper pairs creating energetic quasiparticles which are capable of tunnelling
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across the insulating barrier [67]. The detector output is then the integral of the resulting
current pulse. Since the device is operated well below the transition temperature, the opti-
cally generated quasiparticles far exceed the thermal number and single photon detection is
possible [68].

2.5 2D photodetectors

2.5.1 Graphene photodetection

Graphene, a 2D material as described in section 2.2, has led to something of a revolution
in scientific research with thousands of papers published on the subject since its discov-
ery [69]. This huge research effort was fuelled by the many astonishing properties possessed
by graphene. It has extremely high mechanical strength, electrical mobility, conductivity,
scattering length on the order of 1 µm and a high optical absorption considering its thick-
ness [70]. These properties have motivated the development of several novel photodetector
designs [71–73]. In addition, the small electronic heat capacity of graphene combined with
its weak electron-phonon coupling means that it is a very suitable material for use in thermal
photon detectors [74–76].

Figure 2.15: This picture illustrates the shape of graphene’s band structures for (i) monolayer (ii)
bilayer and (iii) gated bilayer graphene samples. Picture edited from [77].

Probably the most unusual property of graphene is its unique band structure. The valence and
conduction bands in monolayer graphene meet at the intrinsic Fermi level and around these
points energy has a linear relationship to momentum. This linear relationship corresponds
to a massless particle and therefore the electrons and holes in graphene behave as massless
fermions described by the famous Dirac equation [78]. The total absence of a bandgap in
graphene leads to an ultra-wide absorption bandwidth with no cut-off energy over which
there is almost uniform absorption [79]. The two layer variant, bilayer graphene, has a slightly
different band structure. In it there is again no bandgap however the band structure ismodified
slightly as can be seen in figure 2.15.
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Photodetectors based upon a p-n junction require a bandgap to avoid a high dark count rate.
Silicon, the industry standard, has an intrinsic bandgap of 1 eV. This means that photons of
energy less than 1 eV are typically not absorbed by the detector. This results in low absorption
of background blackbody radiation and therefore reduced noise but it also means that the
detectors cannot be used to detect signals with a wavelength greater than 1 µm. Therefore
for the detection of mid-IR communications a material with a smaller bandgap is required.
A graphene based detector would be a suitable choice for this application.

p-n Junction by electrostatic gating

When a metal is placed in an electric field, charge builds up on its surface screening the bulk
of the material from the effects of the field. This occurs over distances of less than 1 nm [80].
Since the electrons in the bulk of the metal far outnumber the surface electrons, an applied
electric field has little effect on the metal’s Fermi level. In contrast, a 2D conductive material
is incapable of charge screening and therefore the Fermi level will be modified by an applied
electric field. You can therefore, directly alter the charge carrier density in a 2Dmaterial such
as graphene by the electric field effect.

Although graphene does not intrinsically have a band gap, it was discovered that one can
be induced by applying an electric field to the sample. In Ref. 10 the authors cover an
electrically connected graphene sample with an insulating material and then deposit a top
gate. By applying voltages to both the dielectric substrate and the top gate they developed
a means to independently control the sample’s band gap and Fermi level. Each of the two
gates applies an electric displacement field to the graphene. It was found that the difference
between the two fields controls the doping of the sample while the average of the two fields
controls the band gap size in bilayer graphene. A band gap of 250meV was achieved by
applying a net displacement field of 3V nm−1.

To create a p-n junction across a graphene sample we would require that the Fermi level at
one side of the junction was higher than at the other. A simple way to achieve this is to gate
the sample using a sloped top gate and substrate as done in [81]. Since the distance between
the graphene and the top gate varies with position, the Fermi energy and therefore doping
of the sample will change across its length. Using the substrate back gate, a band gap was
opened in the graphene and a rectifying p-n junction was formed.

Any p-n junction is sensitive to light and graphene based p-n junctions formed by gating have
been shown to produce a photocurrent which is dependent on the applied fields [82]. Such
devices benefit from the direct control of graphene’s band gap and can therefore be tuned to
have broadband absorption (no band gap) or could be designed to have a cut-off wavelength
at any value greater than 5 µm.

Normally a p-n junction produces a photocurrent because its built in electric field causes pho-
togenerated carriers to accelerate out of the junction. This effect is known as the photovoltaic
effect but it is not the only means by which a graphene p-n junction generates current. When
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a photon is absorbed in graphene by an electron the excited electron hole pair will quickly
decay and redistribute the absorbed energy among local carriers. This leads to a local car-
rier temperature above the temperature of the graphene lattice [83]. In an equally doped
graphene sample this local temperature difference would not lead to any current because of a
constant charge carrier density. However, where the photon absorption occurs in a graphene
p-n junction, the photo-thermoelectric effect (PTE) can generate a current.

VPTE = (S1 − S2)∆Te (2.97)

Where VPTE is the voltage produced by the PTE, S1,2 is the Seebeck coefficient across a junc-
tion and ∆Te is the difference in electron temperature between the area of optical excitation
and its surroundings.

Figure 2.16: a) A sketch of the dependence of carrier doping on the Seebeck coefficient in graphene.
b) A graph of the photovoltage generated by a graphene p-n junction with varying doping where the
PTE effect is dominant. Image after [83].

The Seebeck coefficient can be evaluated using the Mott formula [7] and varies with Fermi
level. A sketch of the Seebeck co-efficient with doping in graphene is shown in figure 2.16a.
It can be seen that at a p-n junction the PTE will generate a current in the same direction
as the photovoltaic effect but in p+- p and n+-n junctions the two effects will be of opposite
sign [83,84] allowing determination of the strength of the PTE effect. It has been shown that
the PTE often has a larger contribution to the photocurrent than the photovoltaic effect. This
is especially true in suspended graphene structures where electron cooling via the substrate
is reduced and so a larger proportion of heat dissipation takes place through carrier transport
[85].
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p-n Junction by Metallic Contact Doping

When two materials of different Fermi levels come into contact with each other carrier dif-
fusion will occur leading to the formation of a p-n junction. With graphene this can be used
to locally dope intrinsic graphene which is in contact with a metal. You would assume that
if the metal’s work function is greater than graphene’s that electrons would transfer from the
metal to the graphene making the graphene n doped and if the reverse were true graphene
would become p doped. Ref. 86 found that this is a reasonable approximation for a large
separation between graphene and the metal (>0.5 nm). However, chemical interactions be-
tween graphene and the metal were found to move the point of zero doping to a metal with
a work function 0.9 eV greater than graphene. Using the values calculated in Ref. 86, the
materials used for metal contacts can be chosen to create the required doping in graphene.

When a graphene sample has two contacts of the samemetal attached to it, a photocurrent can
be produced within roughly half a micron of each metal graphene edge [87]. However, the
direction of each photocurrent will be opposite at one edge to the other and therefore when
the whole device is illuminated there will be little or no net photocurrent [88].

Figure 2.17: A graphene photodetector with asymmetrical metal contacts. Picture from [89].

In [89] the authors chose to use two different metals to contact their graphene device. In doing
so they created an asymmetrical doping of the graphene across each metal-graphene-metal
(MGM) junction. They were then able to independently change the Fermi level across the
graphene sample by gating. This resulted in a monotonic field profile across the p-n junction
between each metal contact. This meant that the photocurrents generated at all points were
of the same sign leading to a greatly enhanced photoresponse.

Graphene Bolometers

When a material absorbs radiation its temperature will increase. This temperature change
can often be detected by a change in the material’s conductivity either because of a variation
in carrier mobility or charge carrier density. In graphene, the energy absorbed from radiation
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is quickly distributed around the charge carriers but cooling via electron-phonon coupling
acts on a much slower time scale [7]. Graphene also has a low electron heat capacity. These
two properties mean that radiation absorbed in graphene leads to a large electron temperature
change [90]. The resistance of gated bilayer graphene has a strong dependence on electron
temperature because of its flat valence and conduction band edges. This allows accurate read-
ing of temperature and therefore absorbed power, delivering a responsivity of 2× 105VW−1

a value competitive with commercially available bolometers. It has even been theorised that a
graphene thermal detector could operate as a single photon sensitive calorimeter for terahertz
frequencies [91].

2.5.2 Two dimensional superconducting detector

The field of two dimensional materials is still relatively new but several 2D materials have
been discovered showing superconducting characteristics. In 2010, single layer sheets of both
lead and indium were grown on silicon substrates by molecular beam epitaxy [92]. Scanning
tunnelling microscopy was then performed on the samples which showed signatures of a
superconducting state. The superconducting transition temperatures (Tc) were calculated to
be 3.18K for In and 1.83K for Pb. These temperatures are much lower than their bulk values,
agreeing with the general trend that Tc decreases with material thickness. Unfortunately the
samples were unstable when removed from the ultra high vacuum in which they were grown
making them unsuitable for device manufacture.

Contrary to this trend however is a recent observation of enhanced superconductivity in single
layer FeSe [14] where Tc was observed to be 40.2K. This value is much higher than in the
bulk material where Tc is around 8K. However one unit cell FeSe is an extremely fragile
material and so making use of it for device fabrication would be challenging.

A promising material is NbSe2. It, like graphene, has a layered structure with strong, covalent
intra-layer bonds and weak van derWaals interlayer bonds. This allows layers of NbSe2 to be
individually separated by mechanical exfoliation techniques. However, in bulk form NbSe2
is a superconductor with a superconducting transition temperature of 7.2K [93]. The question
then arises if the superconducting state can exist in single layer NbSe2.

In 2009, Stanley et al. [93] published a paper showing the systematic decrease of Tc in NbSe2
with material thickness and were unable to observe any superconducting transition in the
thinnest of their samples, which they identified as being 2-3 layers thick. This would seem to
suggest that the single layer variant of NbSe2 could not support superconductivity. However,
recent work has shown that when properly isolated from the environment, even single layers
of NbSe2 are superconducting. In Ref. 95, NbSe2 was exfoliated to produce single layer
flakes and then encapsulated by hexagonal boron nitride (hBN) to protect it from chemical
decomposition. All this was done in the inert atmosphere of a glove box with a custom
built micromanipulation station operated remotely via programmed commands and joystick
control. Although this is a complex fabrication process, samples prepared in this way could
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Figure 2.18: NbSe2 consists of covalently bonded layers with weak van der Waals bonding between
layers. The above image shows three molecular layers. Image edited from [94].

be used to fabricate a 2D superconducting detector.

Although not experimentally demonstrated, in principle a 2D material could be used as the
basis for any of the detector types described in section 2.4. Due to the simplicity of the
fabrication and the local availability of testing equipment, it was decided that a NbSe2 pho-
todetector could be fabricated based on a modified version of an SNSPD (see section 2.4.1 for
further information). This detector design would be fabricated by collaborators specialising
in 2D materials processing and tested by the author.

Figure 2.19: A proposed design for a superconducting single photon detector. The superconducting
flake has been shaped to have a constant width and a tapered coplanar waveguide has been fabricated
around the sample for signal transmission and wire bonding to external electronics.

2.5.3 Enhancing absorption

The obvious drawback to using a 2D material in a photon detector is the low absorption rate.
Graphene will absorb around 2.3% of vertically incident light per layer and although this is
high considering the material is only 1 atomic layer thick, for many applications this value is
too small.
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Waveguide Integration

Figure 2.20: This image taken from [96] shows a schematic of a graphene photodetector incorporated
with a waveguide fabricated on an SOI substrate.

An optical waveguide uses the principal of total internal reflection to confine EM waves
inside the structure. Although most of the EM field is confined to within the waveguide a
small amount of the field propagates along the surface of the waveguide. The field outside of
the waveguide is referred to as the evanescent field or a surface wave. The evanescent field
does not propagate away from the waveguide but instead decays exponentially with distance
from it.

Gan et al. [96] developed a graphene based photodetector with waveguide coupling, de-
signed for the purpose of fast optical communications. It was able to demonstrate response
rates greater than 20GHz and a responsivity of 15.7mAW−1. The waveguide fabricated was
220 nm thick and 520 nmwide thereby ensuring single mode transmission at telecommunica-
tion wavelengths. The waveguide mode interacts with the graphene layer via its evanescent
field along the length of the 53 µm long bilayer sheet. As seen in figure 2.20 the silicon
waveguide has been positioned off centre relative to the gold contacts. This has been done to
ensure that absorption occurs close to the nearer metal-graphene edge where a photocurrent
will be produced and to avoid absorption at the far edge where a photocurrent of opposite
sign would be generated. This device was operated without bias and so had a negligible dark
count rate and no intentionally formed band gap. Such a device would be expected to have
broadband absorption of any radiation that could be coupled into the waveguide.

Optical Cavity Integration

Another method of enhancing the absorption into a 2D material is to place the material inside
an optical cavity, as seen in figure 2.21. Such a cavity will greatly enhance the optical field
at a designed wavelength. Furchi et al. [97] fabricated a graphene photodetector enclosed by
two distributed Bragg reflectors (DBR). The DBRs are formed with alternating layers of ma-
terial with thicknesses equal to one quarter of the resonance wavelength. Incoming radiation
will partially reflect at each of the material boundaries in the DBRs causing constructive in-
terference at the resonant frequency and destructive interference at off-resonant frequencies.
Therefore the graphene photodetector will have greatly enhanced absorption at the cavity’s
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resonant wavelength but greatly reduced absorption at all other wavelengths. At the resonant
wavelength of 850 nm the device was shown to have greater than 60% absorption into the
graphene.

Figure 2.21: This image taken from [97] shows a graphene photodetector fabricated inside an optical
cavity and the enhanced photocurrent the cavity produced.

The graphene photodetector in [97] was not doped by any means and so to generate an elec-
tric field, a source-drain bias was required. This meant that a constant current flowed through
the device during operation with an enhanced current seen when radiation was absorbed. A
pulsed laser was used to illuminate the photodetector and a lock-in amplifier used to sepa-
rate the bias current from the photocurrent. By this means the device was shown to have a
responsivity of 21mAW−1.

A similar device was fabricated by Engel et al. [98]. It also featured an undoped graphene
absorber and so required the use of a lock in amplifier to isolate the photocurrent signal. The
key difference between the two devices was that the device fabricated by Engel et al. used
metallic mirrors rather than DBRs to create the optical cavity. This is a simpler design to
fabricate and offers the benefit of being able to apply a gate voltage to the sample however
the quality factor of the cavity was much lower (20 compared to 95 for [97]) and therefore
showed less enhancement of the electric field and photocurrent.
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Chapter 3

Experimental methods

This chapter will describe in detail the techniques used to manufacture, operate and charac-
terise a series of photodetectors based on superconducting NbSe2 microstrips. The design
and testing of samples was primarily performed by the author at the University of Glasgow
and the fabrication of devices was primarily performed by our collaborators: MatthewHamer
and Roman Gorbachev - University of Manchester; Domenico de Fazio and Andrea Ferrari
- University of Cambridge.

3.1 Fabrication

This section describes the fabrication methods used to produce the NbSe2 photodetectors that
were tested.

The standard processes for nano-scale fabrication will be described, including: how litho-
graphic designs are produced and how resist is applied, exposed and developed. How a
patterned resist is used for metal deposition and etching of thin films.

The fabrication procedures specific to 2D materials processing will follow. These are the
methods of exfoliation, identification, and transfer of 2D samples to chosen substrates. Using
these techniques, our collaborators at the universities of Manchester and Cambridge created
encapsulated NbSe2 heterostructures for infrared photodetection.

3.1.1 Nano-scale patterning

Resist patterning

Lithography is the process by which a design is transferred onto a substrate. Industrial pro-
cesses typically utilise photo-lithography since large areas of substrate can be exposed si-
multaneously, allowing rapid fabrication. However photo-lithography requires a photomask
to be produced for each design so is not very suitable for prototyping designs. Addition-
ally, it is challenging to produce small feature sizes (<1 µm) however advanced techniques
allow photo-lithography to produce features <100 nm in size [99]. Electron-beam (e-beam)
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lithography is more suitable for small feature sizes, rapid prototyping of designs and was
used exclusively in this project. E-beam lithography works by directing a focussed beam of
accelerated electrons to write the design onto a substrate that has been coated in an electron
sensitive polymer called a resist. The e-beam exposure chemically alters the resist allowing
its selective removal from either the exposed (positive tone resist) or unexposed (negative
tone resist) areas during resist development.

Resist is produced as a solution in a solvent. A couple of drops of the solution are applied to a
substrate which is then span at a high speed, 1000 - 6000 rpm. This ensures that the solution
forms an even coating across the substrate at a consistent thickness. The substrate is then
heated using either a hot plate or oven to evaporate the solvents, leaving a thin layer (50 nm
- 1 µm) of solid resist.

The substrate is loaded into the sample chamber of an e-beam tool and the designed pattern
is written onto the resist. The substrate is unloaded and developed by submerging it in a
developer which will be specific to the resist used. The temperature and time of development
must be tightly controlled for a repeatable process. Once complete, the development is halted
by removing the substrate from the developer, rinsing it, typically isopropanol (IPA) is used,
and then drying it using nitrogen gas.

Metal deposition

Lift-off is the process used to deposit shaped layers of metals onto a substrate. This process
was used extensively throughout this project to deposit metal contacts, optical grid markers
and coplanar waveguides (CPWs). The most common lift-off process is to use two stacked
layers of polymethyl metacrylate (PMMA) resist, the upper layer having a higher molecular
weight so that it has a higher clearing dose. Upon development, this leads to an undercut
resist profile as shown in figure 3.1. Using an electron evaporator, metal is deposited on the
surface of the sample. The undercut resist profile causes the metal on top of the resist to
be unconnected from the metal on the surface of the substrate. The sample is submerged in
resist stripper and agitated in an ultrasonic bath. This causes the metal on top of the resist to
be removed while the metal on the substrate remains.
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Figure 3.1: a) A substrate is spin-coated in two layers of PMMA resist. The lower layer has a smaller
molecular weight than the upper layer so that more of it will be cleared after development. b) The
substrate is exposed and developed. c) A metal is evaporated onto the substrate. d) The substrate
is submerged in warm acetone for several hours and gentle ultrasound agitation is used to strip the
remaining resist and complete the lift-off process.

Reactive ion etching (RIE)

A patterned resist can be used as a protective layer during an etching process. This allows
selective removal of a material from a substrate and was used to shape few layered NbSe2
flakes to have a constant width.

In RIE, a chemically reactive plasma is used to bombard the surface of a substrate with ions.
This is both a chemical and physical process and results in the removal of material from the
surface of the substrate. RIE is anisotropic, meaning that material is removed at a faster rate
vertically than horizontally. The reactive gas is usually fluorine based (eg C2F6, CHF3, C4F8,
CF4, SF6) as the fluorine can be readily ionised by the application of RF power and forms
extremely reactive radicals.

The resist chosen for an etching process should in general etch at a slower rate than the
material to be removed. CSAR62 and ZEP520A are suitable resists for etch processes due to
their high resistance to etching.

3.1.2 2D materials processing

Exfoliation

In 2004 [80] it was discovered that when a piece of adhesive tape, such as Scotch Tape, is
peeled away from a graphite crystal, thin layers of graphite will be exfoliated from the crys-
tal and remain stuck to the tape. After repeated peeling of the adhesive tape single atomic
layers of graphite (graphene) can be produced. The graphene flakes can then be placed onto
a chosen substrate by simply pressing the tape against it and then slowly removing the tape.
The vast majority of flakes found on the substrate will be many layers thick but there will
be a small proportion of flakes which are only a few layers thick and some which are sin-
gular layers. Since this initial discovery, several methods have been discovered to produce
graphene samples [100–102]. But the original Scotch Tape method [2] has remained as the
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most suitable method for the production of large, high quality graphene flakes for small scale
research [70].

Using the Scotch Tape method, several layered materials such as, transition metal dichalco-
genides (TMDs) and hexagonal boron-nitride (hBN) can be mechanically exfoliated from
bulk crystals to produce single or few layered samples.

Identifying few-layered samples

Graphene only absorbs 2.3% of incident light and is therefore invisible when placed on most
substrates. However, when graphene is placed on a silicon substrate with an oxide layer of
an appropriate thickness, it can be viewed easily under an optical microscope. Originally
substrates with a 300 nm oxide thickness were used as this is an industry standard but subse-
quently, substrates have been specifically grown with thicknesses optimized for 2D material
characterization. Graphene can be seen on oxidised Si substrates because of thin film inter-
ference between the Si and SiO2 surfaces. The reflectance of the stack is dependent upon
the illumination wavelength and the thickness of the SiO2. Placing a layer of graphene on
top of this stack extends the optical path of light which passes through it causing a different
interference colour to be seen for graphene compared to the substrate [103]. This enables
promising few-layered samples to be found by manually searching the substrate for flakes of
the correct colour.

Substrates with an oxide thickness of 285 nm are routinely used to exfoliate 2D materials
on to as they cause a very high optical contrast. This is because SiO2 has a refractive index
of approximately 1.474 [104] in the middle of the visible spectrum and so it forms a 3/4λ

layer with green light (λ =560 nm) when 285 nm thick. This makes a small change to the
optical path length easy to perceive allowing single layer samples to be distinguished from the
substrate and accurate estimation of the sample thickness. Substrates with a SiO2 thickness
of 95 nm can also be used since these form a 1/4λ layer for visible light. By utilizing optical
filters, exfoliated crystals can be seen on a wide variety of substrates and thin films. [103].

Raman spectroscopy

Raman spectroscopy is a method of analysing and identifying molecular structures. The
sample under test is illuminatedwith amonochromatic laser and the scattered light is analysed
with a spectrometer. A small fraction of the scattered light will have interacted with the
material’s phonon system resulting in a small change to the wavenumber of the light, a Raman
shift. The Raman shift is proportional to the energy of the phonon state and therefore the
Raman spectra reveals information on the phonon states available in the material.
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a) b)

Figure 3.2: a) An optical image of a graphene sample, exfoliated and examined at the James Watt
Nanofabrication centre. b) The Raman spectra of the same sample measured using the Raman spec-
troscopy tool at the Imaging Spectroscopy and Analysis Centre, University of Glasgow.

Raman spectroscopy is an invaluable tool in 2D material identification since the intensity,
shape and position of each peak will depend on the structure of the sample. Raman spec-
troscopy can therefore be used to identify how many molecular layers thick a sample is with
a high degree of certainty. An example of the technique is shown in figure 3.2 where an
exfoliated sample of graphene is analysed.

The Raman spectra of graphene has been extensively studied [105–107]. The shape of the
2D peak (2700 cm−1) varies strongly with the sample thickness and a narrow, symmetric peak
such as the one shown in figure 3.2b) indicates a single layer sample.

Dry transfer

Dry transfer is the process of deterministically placing a layered material in a desired location
without exposing it to liquids [108]. In this project, dry transfer processes were used to
encapsulate NbSe2 samples with hBN or graphene. Few layered samples of NbSe2 require
encapsulation immediately after exfoliation to protect them from degrading [95]. Dry transfer
was also used to place encapsulated NbSe2 on top of prefabricated electrical contacts.
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Figure 3.3: Using the PVA transfer technique to encapsulate a NbSe2 sample with a hBN layer. a) A
substrate is spin coated in a water-soluble layer such as polyvinyl alcohol (PVA) followed by a layer
of PMMA. The hBN is exfoliated onto this substrate and lowered into a breaker of deionized water
where is floats due to the hydrophobic nature of PMMA. b) The PVA layer dissolves and the substrate
sinks to the bottom of the beaker leaving the PMMA and hBN floating on the surface of the water. c)
The PMMA film is lifted from the water using a glass slide, turned upside down and loaded into the
micro-manipulation stage of a microscope. Using the microscope, the hBN and PMMA film are moved
into position over the NbSe2. d) The PMMA film is applied onto the target substrate and released,
placing the hBN with an accuracy of a few microns. e) The PMMA film is then dissolved in acetone
leaving an encapsulated sample.

Figure 3.3 shows how dry transfer was used to encapsulate a NbSe2 sample in hBN. Although
both water and acetone are involved, this process is considered dry because the contacting
surface of the layered material is never exposed to any liquids. A different transfer method
which doesn’t involve any liquids (see ref. 109) was also used in the fabrication of some
NbSe2 devices.

3.2 Testing set-up

Electrical and optical testing was performed in a cryogenic cooler. This system uses a two-
stage 4He pulse tube to reach a temperature of 4.5K. This temperature can be maintained for
as long as is required. An additional stage pumps on liquefied 4He followed by 3He to reach
350mK for several hours before returning to 4.5K.
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Figure 3.4: a) An image of the cryogenic testing setup that was used to perform the majority of low
temperature measurements described here. It uses a Cryomech PT405-RM pulse tube and a Chase
Research Cryogenics GL7 sorption stage to reach a base temperature of 350mK. The labelled box
highlights the sample stage where the minature confocal microscope and sample mount are attached.
b) A detailed view of the sample stage. The sample mount (highlighted with a labelled box) is attached
at the bottom of the sample stage, immediately below the confocal microscope. c) A deatiled view of
a sample mount. A sample mount can accomodate samples up to 10 x 10mm in size. It has four PCB
signal pads, each of which are soldered to the pin of an SMP connector which is accessed from the
rear of the sample mount. Aluminium wire bonds are used to connect the sample to the signl pads and
the electrical ground.

3.2.1 Vacuum requirements

To reach cryogenic temperatures, it is required that the system is first pumped to a high
vacuum 1× 10−5mBar to insulate the system from its environment. At these pressures, the
system is in the free molecular flow regime, meaning that the mean free path of gas molecules
exceeds the chamber size.

When at atmospheric pressure, system components will absorb gases from the air. Therefore
when the system is evacuated, gasses will be released from the system components in a pro-
cess called out-gassing. To allow the system to fully out-gas it is pumped for over an hour
using a turbo pump (Adixen ATP80) before the pulse tube compressor is turned on. As the
system temperature decreases, it will begin to act as a cryopump. The residual gas molecules
in the system will condense, further lowering the internal pressure and helping to maintain a
low pressure for extended time periods.



3.2. Testing set-up 59

3.2.2 Pulse tube operation

Figure 3.5: A schematic of a pulse tube cryocooler showing three heat exchangers (X1-3). The red
sections of the diagram show components which are held at room temperature with the blue sections
representing the cold section of the cryocooler where experimental devices are mounted.

The operation of a pulse tube is as follows: The rotary valve periodically connects the pulse
tube to the supply and return lines of a helium compressor. As the pressure in the pulse
tube oscillates helium flows in and out of the pulse tube at both ends. Helium in each of
the three heat exchangers (labelled X1-3) and in the regenerator is well thermally coupled to
its environment. This means that upon compression the gas changes pressure isothermally.
The helium gas inside the pulse tube however is thermally isolated and so undergoes adia-
batic compression and expansion cycles. The regenerator is composed of a material with a
high heat capacity so that it can thermalise passing helium without much change in its own
temperature.

Consider a mass of helium oscillating through X2 as the pressure of the system is cycled.

Process Gas temperature Gas pressure
The helium is inside the regenerator at the tem-
perature of the regenerator and low pressure

Treg Plow

The pressure increases and the gas moves into
the pulse tube, isothermally expanding at X2

Treg Phigh

The pressure decreases causing adiabatic ex-
pansion of the gas in the pulse tube

<Treg Plow

The helium returns to the regenerator, cool-
ing the heat exchanger, X2, as the helium is
warmed

Treg Plow

Table 3.1: This table describes the cyclic pressure and temperature changes of a mass of helium
around the heat exchanger X2

The cycle described in table 3.1 results in the cooling of the area surrounding the heat ex-
changer X2. This is the cold area of the cryocooler where devices are mounted. A pulse tube
cryocooler is manufactured in a U shape so that the cold section is at one end and the two
room temperature sections are next to one another.
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3.2.3 Sorption refrigerator operation

Figure 3.6: A diagram of the 350mK sorption refrigerator. The pulse tube in the system is used to
liquefy 4He which pools on the 4He cold head. The activated carbon is then cooled, pumping on the
liquid 4He. This liquefies 3He which is then pumped on to reach the base temperature.

A diagram of the sorption refrigerator is shown in figure 3.6. Activated carbon is used inside
the 3He and 4He pumps to adsorb helium gas and reduce the helium vapour pressure in the
system. The activated carbon will adsorb helium when colder than 5K and expel it when
heated [110]. The temperature of the pumps is controlled by two resistive heaters and the
thermal contact between the pumps and the main plate of the system is controlled using gas-
gap heat switches.

The heat switches are essentially miniature versions of the pumps. They each contain acti-
vated carbon, a small mass of 4He and a resistive heater. When cold, the heat switches will
adsorb all helium vapour creating a vacuum and poor thermal conductivity across the heat
switch. When heated to around 15K, helium gas is released and allows thermal transfer from
the pumps to the main plate.

Using the resistive heaters, both pumps are warmed to 40K so that as much helium is released
from the activated carbon as possible. The heat switches are kept cold to thermally isolate
the pumps from the rest of the system. After about an hour, the 4He will have liquefied and
gathered at the 4He coldhead. The system can be kept in this state permanently and will be
ready to cycle to 350mK. The system is typically left in this state when not in use so that
the 3He cold head is thermally connected to the main plate and the system is ready to cycle
immediately.
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To cycle the fridge to 350mK the 4He pump heater is turned off and the 4He heat switch is
turned on so that the activated carbon will cool and pump on the liquefied 4He. This lowers
the temperature of the 4He cold head to around 0.8K. Since the 4He cold head is connected
to the 3He gas line, 3He will begin to condense and gather at the 3He cold head. When all
of the 4He liquid has evaporated and the temperature of the 4He head begins to rise, the 3He
pump heater is turned off and the 3He pump switch is turned on. The activated carbon will
cool and pump on the liquefied 3He. This lowers the temperature of the 3He cold head to its
base temperature of around 350mK. The system will remain at its base temperature until all
of the 3He has evaporated. This time is dependent on the heat load applied to the 3He cold
head which is caused by thermal conduction and heat dissipation from electrical components.
With the current wiring, the system can maintain 350mK for approximately four hours.

3.2.4 Confocal microscope

A confocal microscope is mounted at the 350mK stage of the fridge, its input fibre is single
mode and designed to carry 1550nm wavelength light (SMF-28). The confocal microscope
uses a collimating lens (354280-C, NA = 0.15) and objective lens (354330-C, NA = 0.68)
to focus the light from the fibre ferrule onto the substrate. Using the Rayleigh criterion, the
theoretical minimum separation (r) of two resolvable objects will be the following:

r =
0.61λ

NA
= 1.39 µm (3.1)

where the wavelength λ = 1550 nm and numerical aperture NA = 0.68.

The Rayleigh criterion specifies a resolution slightly larger than the full width at half maxi-
mum (FWHM) of the Airy disc diffraction pattern:

FWHM =
0.514λ

NA
= 1.17 µm (3.2)

The theoretical values given by equations 3.1 and 3.2 are the minimum values possible with
a perfect measurement system. The resolution achievable by any real system will be larger
than those stated above.

The microscope is mounted on a set of piezoelectric positioners that allow 3-axis movement
for positioning and focussing the laser spot. There are coarse “stepper” modules used for
moving distances of up to 4mm in each of the three axes and a fine “scanner” module for
precise X-Y movement.
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Figure 3.7: The “stick and slip” principle used in Attocube stepper positioners. Image from Attocube
FlexPositioner manual.

The scanner module moves by applying a constant voltage of up to 140V across a piezoelec-
tric material allowing a movement range of 35 µm. To achieve their large range, the stepper
modules use a “stick and slip” principle. As shown in figure 3.7, the table of each stepper
module is mounted on a guiding rod. A sawtooth electric waveform is supplied to the piezo-
electric material causing it to oscillate in a similar pattern. Friction between the table and the
rod holds the table in place during the ramp of the sawtooth but it “skips”, remains stationary,
during the rapid fall of the sawtooth. Hence, each period of the sawtooth wave causes a net
movement of the stepper module.

Figure 3.8: The apparatus used to measure the reflected power from a sample.
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The equipment shown in figure 3.8 is used to measure a reflected signal from a sample. An
optical circulator is used to avoid any reflected signal being directed back to the superlumi-
nescent diode (SLD) source (Thorlabs SLD1128S).

The reflected power coupled back into the fibre will be maximised when the microscope
is in focus. Therefore, focus can be found by moving the microscope towards a sample
while measuring the reflected power. Care needs to be taken when finding focus since if the
maximum is missed and the user continues moving the microscope closer, the microscope
can come into contact with the sample, damaging it. When in focus the objective lens of the
microscope will be only 3.1mm from the sample. A wide bandwidth (110 nm) SLD is used
to find focus and image samples so that if the microscope to chip distance changes slightly
during a scan, interference fringes will not be visible.

Figure 3.9: a) An optical image of two NbSe2 samples showing the large bond pads that surround
each sample b) An image of the same samples obtained with 1550 nm light by raster scanning the
confocal microscope at 5 K. The wire bonds attached to some of the bond pads can also be seen in
this image.

Once focus is found, the microscope can be raster scanned using the stepper positioners. By
recording the reflected power at each position, an image of the sample can be built up. An
example image obtained in this way is shown in figure 3.9b. In figure 3.9b the bright areas
are the metal features on the sample, the bond pads and electrodes. The vertical streak across
the centre of the image is a consequence of the substrate being at a slight angle relative to the
microscope’s movement. Points along the line produce a higher reflected signal since they
are the points at which the microscope is most in focus.

After the large area image has been taken, a smaller more detailed image is normally per-
formed over the area of interest using the microscope’s fine positioners. Once the exact
position of interest has been located, the microscope can be moved back to that location with
an error of less than a micron.
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3.2.5 Photoresponse mapping

Figure 3.10: The set-up used to measure the optical response of a NbSe2 device.

Figure 3.10 shows the apparatus used when optically characterising a NbSe2 superconducting
detector. The room temperature amplifier is a RF bay LNA-545 which produces 45dB of am-
plification across the bandwidth 10 kHz to 500MHz. The bias tee is a Tektronix PSPL5541A
which has a −3 dB bandwidth from 80 kHz to 26GHz.

A pulse pattern generator (PPG) (Agilent 33220A, 20MHz bandwidth) is used as the power
supply for a 1550nm laser diode, producing a train of laser pulses at 1MHz repetition rate,
20 ns pulse width with an average power of 1.04 µW. The laser is attenuated by a calibrated
optical attenuator (Agilent 8156A). A bias tee is used to separate the biasing circuitry from
the amplifier, thereby isolating the response of the detector. A high bandwidth oscilloscope
(Agilent DSO80804A) can be used to view pulse shapes produced by the detector or the
pulses can be detected by a universal counter (Agilent 53132A) using a threshold criteria.
When making an optical measurement, the voltmeters shown in figure 3.13 are usually dis-
connected from the system as they produce large electrical noise transients.

Using the process described in section 3.2.4, the microscope is positioned over and focussed
on the detector. The universal counter is used to count the number of voltage signals produced
by the detector per second. The count rate varies with position reaching a maximum when
the focussed laser is positioned over the optically sensitive NbSe2 flake. The optical coupling
to the detector is maximised by locally scanning the microscope in the X and Y axes. Since
the sensitive area of the measured detectors is a similar size to the optical spot, the area with
the highest count rate often appears as a single spot of FWHM ∼5 µm.
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Figure 3.11: A typical photoresponse map showing the photosensitive area of a NbSe2 detector.

For further optical characterisation, the coupling efficiency to a detector is maximised by
positioning the focussed laser over the area of maximum count rate in a photoresponse map.

3.2.6 Optical testing

Once the coupling to the detector has been maximised, the count rate of the detector can
be measured as a function of bias current and attenuation. Using the oscilloscope, response
characteristics such as the rise time, decay time and pulse height can bemeasured as a function
of bias current and optical power. Analysing these parameters and the general shape of the
output voltage signal under varying conditions provides insight to the detection mechanism
at play.

3.2.7 Measuring spot size

The resolution of any image measured by the confocal microscope will be determined by the
the spot size of the laser. Mathematically, any image obtained will be a convolution of the
sample’s features with the profile of the spot. In essence, all optical features will be blurred
by an amount determined by how tightly focussed the spot is. Therefore by measuring the
reflection profile of a known structure, a measurement of the spot size can be made.

A simple structure to use for this measurement is the edge of a large gold feature. This reduces
the problem to being one-dimensional and the convolution can be calculated analytically. The
reflection profile across the edge is approximated as a simple step function:

f(x) =

a, if x < x0

b, otherwise
(3.3)
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and the beam profile is assumed to be Gaussian:

g(x) =
1

σ
√
2π

exp
(
−x2

2σ2

)
(3.4)

The measured reflection profile will therefore be:

R(x) = f ∗ g (3.5)

=

∫ ∞

−∞
f(x− t)g(t) dt (3.6)

= a

∫ ∞

x−x0

g(t) dt+ b

∫ x−x0

−∞
g(t) dt (3.7)

= a

∫ ∞

0

g(t) dt+ a

∫ 0

x−x0

g(t) dt+ b

∫ x−x0

0

g(t) dt+ b

∫ 0

−∞
g(t) dt (3.8)

=
1

2
(a+ b) + (b− a)

∫ x−x0

0

g(t) dt (3.9)

To evaluate the integral within equation 3.9 the error function is used. It is defined as:

erf(z) =
1√
π

∫ z

−z

exp
(
− t2

)
dt (3.10)

By changing the integration variable, it can be shown that:∫ a

−a

g(x) dx = erf
(

a

σ
√
2

)
(3.11)

Therefore equation 3.9 is evaluated as:

R(x) =
1

2
(a+ b) +

1

2
(b− a) erf

(
x− x0

σ
√
2

)
(3.12)

The reflection profile across a gold edge was measured and equation 3.12 was used to fit the
data, thereby obtaining a value of σ and therefore the FWHM of the optical spot.
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Figure 3.12: The measured reflection profile as the microscope was moved across the edge of a large
gold structure. Equation 3.12 was used to fit the data and extract the FWHM of the focussed spot.

The FWHM calculated in figure 3.12 is slightly larger than the theoretical minimum for the
system (1.17 µm from equation 3.2). Some factors which may have increased the laser spot
size include: mechanical vibrations from the running pulse tube, imperfections in the micro-
scope alignment, being slightly out of focus, lens defects or dirt and measurement noise.

3.2.8 Electrical characterisation

When electrically testing samples, the following circuit diagram was routinely used:

Figure 3.13: A diagram of the circuit used to measure I-V profiles and the temperature dependence of
the sample’s critical current. The load resistor has a significantly higher resistance than the sample
under test so that the power source will act like a current source.
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An experimentally accessible characteristic of a superconductor is its critical current, Ic. The
experimental critical current is the bias current above which the superconductor develops a
resistance. An experimentally measured critical current is often just a fraction of the theoret-
ical depairing current predicted by BCS and Ginzburg-Landau theory (equation 2.55). This
is because of a non-uniform current density within a superconductor caused by its geometry
or by magnetic effects.

The critical current is measured using the set-up shown in figure 3.13. The voltage supply
is provided by an isolated, battery powered source to minimise noise. The voltmeters and
voltage source are both connected to a Stanford Research Systems SIM 900mainframe which
allows the system to be operated andmeasured over a GPIB connection to a computer. Python
scripts are used to issue instructions to the SIM900 mainframe, allowing automation of time
consuming measurements such as measuring the resistance of a superconductor from room
temperature to below Tc.

I =
V1 − V2
Rload

(3.13)

In the circuit depicted in figure 3.13, the current flowing through the sample can be calculated
using equation 3.13. This current can then be plotted against V2 to obtain the sample’s I-V
curve.

Figure 3.14: a) An example of a current-voltage (I-V) measurement of a NbSe2 superconducting de-
vice at 5 K. b) The same superconducting device measured at 360mK. Of note is the greatly enhanced
critical current at this lower temperature.

In the superconducting state, a superconductor has zero resistance to DC current, however
since electrical measurements are usually performed using a 2-terminal set-up, resistances
of all the electrical components in series with the superconductor will also be measured.
The wiring inside the cryostat has a resistance of 3-5Ω additionally, wire bonds and gold
electrodes contribute to a series resistance. As shown in figure 3.14, I-V profiles of the
measured superconducting detectors were usually highly hysteric around the critical current.
This behaviour is caused by the superconductor being electrically heated when it is in the
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normal state, thereby reducing its critical current to a lower value. When the device returns
to the superconducting state, the local temperature quickly returns to equilibrium with its
environment.

The proximity effect

When a superconductor is in physical contact with ametallic material, charge carrier diffusion
leads to some of the Cooper pairs crossing into the metallic material. The Cooper pairs will
undergo scattering in the metal but a significant density of Cooper pairs will exist near the
material boundary and be capable of carrying current without dissipation. This phenomenon,
known as the proximity effect, can cause the metal to become superconducting, albeit with a
smaller transition temperature and energy gap than the superconductor.

Several of the devices tested in this project had the superconducting NbSe2 covered with a
single layer of graphene, a conductive material. It is likely that the proximity effect would
cause the graphene to become superconducting at low temperature and therefore operating
the detector near Tc could potentially eliminate any effects on the detector performance due
to the proximitised graphene. However, no clear second resistive transition with temperature
was observed for any device, so if the graphene was in fact superconducting, it is unknown
at what temperature this may have occurred.

3.3 Estimating optical absorption

The samples consist of a multi-layered stack of exfoliated materials on an oxidised Si sub-
strate. They are illuminated perpendicularly with a focussed laser with a spot which is ap-
proximately Gaussian in shape with a full width at half maximum (FWHM) of 2.5 µm.

FWHM = 2σ
√

2 ln(2) (3.14)

where σ is the standard deviation of the Gaussian spot.

The coupling efficiency of the laser to the superconducting sample can be approximated as
a product of the coupling efficiency in the direction of propagation (ηz) and perpendicular to
it (ηx−y). Where ηz is the coupling efficiency to the superconducting layer when the struc-
ture is viewed as one dimensional and ηx−y is the overlap between the spot profile and the
superconducting device in the 2D x-y plane.

ηoptical ≈ ηz × ηx−y (3.15)

3.3.1 X-Y coupling efficiency

Approximating the device as a rectangle, the x-y coupling efficiency is calculated as the
overlap between the Gaussian laser spot and the rectangular superconductor. For a device of
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widthW and length L, the x-y coupling efficiency can be approximated as:

ηx−y =

∫ L
2

−L
2

∫ W
2

−W
2

1

2 π σ2
exp

(−x2 − y2

2 σ2

)
dx dy (3.16)

= erf
(

W

2
√
2σ

)
erf
(

L

2
√
2σ

)
(3.17)

Figure 3.15 shows a sketch of a Gaussian spot incident on a rectangular device and the re-
sulting coupling efficiency in the x-y plane calculated using equation 3.17.

Figure 3.15: a) A sketch of a rectangular superconducting device illuminated by a Gaussian laser
spot. b) The x-y coupling efficiency of a Gaussian spot to a centred rectangular box of varying dimen-
sions. The FWHM used for the Gaussian distribution was 2.5 µm.

3.3.2 Coupling efficiency to a layer within an optical stack

Viewing the devices as a 1D stack of thin films, the fraction of optical power absorbed in
any of the layers can be calculated analytically using Fresnel’s equations. This is most easily
achieved using complex numbers to represent the phase and amplitude of the propagating
electric field. Absorption and phase change of the wave during propagation are taken into
account with a complex refractive index for each layer, n′ = n+ iκ. Similarly, the amplitude
reflection and transmission coefficients at each interface are also, in general, complex.

Following a similar method to Byrnes [111]: a system of N layers is considered where light
is injected at layer 0 and propagates towards layer N − 1. The subscript j is used to denote
the layer number so that each of the layers has a thickness dj and a complex refractive index
n′
j . For j > 0, vj and wj are defined as the forward and backward propagating amplitudes of

the electric field within layer j, at the interface between the layers j− 1 and j. v0 and w0 are
defined as the amplitudes of the electric field within layer 0 incident on the interface between
layers 0 and 1. This is done so that the thicknesses of layers 0 and N − 1 do not need to be
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specified and these layers can be taken as being semi-infinite.

The phase and amplitude of the electric field will change as it propagates across a layer. This
is handled though multiplication by the complex factor exp(i δj) where:

δj =

0, if j = 0

2 π dj n
′
j

λ
, otherwise

(3.18)

For perpendicular illumination, the amplitude reflection and transmission coefficients for
each interface are written as:

rj, j+1 =
n′
j − n′

j+1

n′
j + n′

j+1

= −rj+1, j (3.19)

tj, j+1 =
2n′

j

n′
j + n′

j+1

= tj+1, j (3.20)

The forward and backward propagating wave amplitudes can now be written as a sum of
transmitted and reflected waves from adjacent layers:

vj+1 = vj exp(i δj) tj, j+1 + wj+1 rj+1, j (3.21)

wj = vj exp(2 i δj) rj, j+1 + wj+1 exp(i δj) tj+1, j (3.22)

Equations 3.21 and 3.22 can be rearranged and combined into a matrix equation. The 2× 2

transfer matrixMj relates the forward and backward amplitudes in layer j to those in layer
j + 1. [

vj

wj

]
= Mj

[
vj+1

wj+1

]
(3.23)

Where:

Mj =
1

tj, j+1

[
exp(−i δj) rj, j+1 exp(−i δj)

rj, j+1 exp(i δj) exp(i δj)

]
(3.24)

If the complex refractive index and thickness of each layer is known,Mj can be calculated for
each layer. Therefore if the incident light on the stack is known, the electric field amplitudes
vj and wj can be calculated for all layers.

The transfer matrix of the entire multilayer stack, M̃ , can be used to relate the amplitudes of
the electric field in layer 0 to those in layer N − 1.[

v0

w0

]
= M̃

[
vN−1

wN−1

]
(3.25)

Where:
M̃ = M0 ×M1 ×M2 × . . .×MN−4 ×MN−3 ×MN−2 (3.26)

To find the reflection (r) and transmission (t) coefficients of the optical stack, the values of
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v0 and wN−1 are set to 1 and 0 respectively. Consequently equation 3.25 can be written as:[
1

r

]
= M̃

[
t

0

]
(3.27)

r and t can be calculated as:

r =
M̃21

M̃11

(3.28)

t =
1

M̃11

(3.29)

The subscripts used in equations 3.28 and 3.29 are used to denote elements of the matrix M̃ .

The power absorbed in a layer of an optical stack can be calculated as the difference between
the power entering and exiting the layer. The power transfer per unit area of an EM field is
given by the Poynting vector, the time averaged value of which is given by:

⟨S⟩ = Re
(1
2
E∗ ×H

)
(3.30)

For a plane wave,H is perpendicular to and proportional to E.

H =
1

µ0ω
k ×E (3.31)

where for a forward propagating wave:

k =
2πn′

λ
ẑ (3.32)

and for a backward propagating wave:

k = −2πn′

λ
ẑ (3.33)

For perpendicular illumination, the definition of x-y orientation is arbitrary. Defining the
y-axis to be the axis of electric field oscillation, the amplitudes of the electric and magnetic
field at the material interfaces are:

Ej = (vj + wj) ŷ (3.34)

Hj =
n′
j

µ0 c
(−vj + wj) x̂ (3.35)

Using equations 3.30, 3.34 and 3.35 the optical power entering each layer in the stack is:

⟨Sj⟩ · ẑ = Re
( n′

j

2µ0 c
(v∗j + w∗

j )(vj − wj)
)

(3.36)
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Therefore, the out of plane coupling efficiency (ηz) to a layer will be the power absorbed in
that layer, normalised to the input power.

ηz, j =

(
⟨Sj⟩ − ⟨Sj+1⟩

)
· ẑ

⟨S0⟩ · ẑ
(3.37)

Calculating the power absorbed in a layer within an optical stack is a complex process to do
by hand, so a Matlab script has been written which follows the method above to calculate all
of the transfer matrices, Poynting vectors and the absorbed power in each layer.

a) b)

Figure 3.16: a) A sketch showing the multilayered optical stack of a encapsulated NbSe2 detector.
The refractive index data shown was obtained from the following: hBN data from Ref. 112, NbSe2
data from Ref. 113, SiO2 data from Ref. 104, Si data from Ref. 114. b) The proportion of 1550 nm light
absorbed into a NbSe2 crystal of varying thickness, encapsulated by hBN, on an oxidised Si substrate
with an oxide thickness of 285 nm.

3.4 Detector performance metrics

3.4.1 Responsivity

Responsivity measures the signal produced by a detector relative to the input power. It is
therefore a measure of how sensitive a detector is with larger values indicating better de-
tector performance. For a current biased device where the signal is measured as a voltage,
responsivity has units VW−1.

To calculate the responsivity of a NbSe2 detector, the amplitude of voltage signal was divided
by the maximum instantaneous input laser power and by the amplifier gain.

Responsivity measures the magnitude of a detector’s response relative to the optical input
power. It is therefore dependent on several detector characteristics and would be expected
to increase with optical coupling efficiency, bias current and the normal state resistance of
the detector. The responsivity values measured for the NbSe2 devices tested in this project
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varied from 42-230VW−1 with the lowest responsivity values recorded for devices that had
been shaped by etching.

3.4.2 Noise equivalent power (NEP)

NEP is a metric commonly used to access the performance of photodetectors. It is the input
power which when measured over a 1Hz output bandwidth produces a signal to noise ratio of
one. A lower NEP indicates that less power is required to distinguish the detector response
from noise. It has units of WHz−0.5 and may be calculated by dividing the noise spectral
density of a detector by its responsivity.

To calculate the NEP of NbSe2 detectors the noise spectral density was measured in the ab-
sence of illumination and divided by the detector responsivity. The calculated NEP does not
take into account the optical coupling efficiency of the detector and is therefore referred to as
an optical NEP. NEP calculated in this manner may only be applied to detectors whose out-
put signal varies continuously with input power and therefore is not used when the response
measured from a NbSe2 detector was found to be binary.

The signal to noise ratio of a detector is dependent on the amplitude of signals that it generates
which, in this case, will be dependent on the bias current and size of the resistive transition. It
is therefore not surprising that the lowest NEPmeasured in this project (3.2× 10−14WHz−0.5)
was produced by the detector which had the highest product of critical current and normal
state resistance (sample 19).

3.4.3 System detection efficiency

The system detection efficiency (ηSDE) is a parameter used to quantify the performance of
single photon detector systems [31]. It is the probability of detecting a photon incident on the
detector system. It is therefore dependent on the optical coupling as well as the efficiency of
the device (ηDDE). ηSDE typically increases with bias current until Ic is exceeded. However,
high quality SNSPDs show a plateau in ηSDE immediately below Ic which is thought to
indicate saturation of the device detection efficiency (ηDDE) [115].

3.4.4 Dark count rate

Click detectors such as SNSPDs will produce detection events in the absence of light. The
count rate of the detector without optical stimulation is the dark count rate (DCR). The DCR
of an SNSPD is current dependent, typically showing an exponential growth in DCR as the
critical current is approached [116]. None of the devices tested in this thesis showed any
dark count rate which is typical of superconducting detectors which are not single photon
sensitive [117].
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3.4.5 Timing jitter

The time between the absorption of a photon in a detector and the generation of a signal
will vary between detection events. Time correlated single photon counting (TCSPC) can be
used to obtain a histogram of the device response times to a repetitive laser source [118]. The
timing jitter of the device is then defined as the FWHM of the histogram.

3.4.6 Dead time

After a detection event, a detector may be unresponsive to further illumination for a period
of time while it resets. This period of time is known as the dead time and it can vary from
microseconds for transition edge sensors to a few nanoseconds for SNSPDs.
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Chapter 4

Experimental results

Since the discovery of graphene in 2004 [80] significant efforts have been made to use 2D
materials in a variety of detector applications [7, 119–121]. Since 2D materials have a very
large surface area compared to their volume, they can be extremely sensitive to their electri-
cal, chemical and thermal environment.

It has been known since the 1960s [122] that bulk NbSe2 is a superconductor (Tc = 7.2K)
and being a transition metal dichalcogenide (TMD), bulk NbSe2 crystals are comprised of
molecular layers that are weekly bonded together via the van der Waals force. Individual
molecular layers of NbSe2 can therefore be exfoliated to create ultimately thin samples. Initial
experiments with few layered NbSe2 showed that its superconducting critical temperature
(Tc) was strongly suppressed in few layered samples and superconductivity did not exist in
samples thinner than three molecular layers. However it has recently been shown that if few-
layered samples are prepared without exposure to atmospheric gasses, a superconducting
state remains even in single layer NbSe2 [95]. Such a material allows the fabrication of an
ultimately thin superconducting detector.

The detector designs implemented in this work are variants of the Superconducting Nanowire
Single Photon Detector (SNSPD), the operating mechanism of which is described in section
2.4.1. In summary, a superconducting wire is current biased close to its critical current so
that when a photon is absorbed in the wire, a section of the material is driven to the normal
state. The resulting increase in electrical resistance causes Joule heating around the normal
region causing heating and further expansion of the normal area. A detection event results
in a voltage pulse which may be observed using an oscilloscope or measured with a pulse
counter.

Throughout this work, the design of the NbSe2 based detector was an evolving process. In
this chapter, I will explain the iterations of detector design and present a summary of the
optical and electrical characterisation that was performed on the detectors.
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4.1 Graphene encapsulated NbSe2 flakes

Several fabrication methods were used to produce NbSe2 photodetectors. In the first in-
stance a simple fabrication recipe was used to try to establish if micron sized superconduct-
ing NbSe2 samples could be fabricated and if they would show photodetection. The first
samples obtained for testing were few-layered flakes of NbSe2 encapsulated with a single
layer of graphene to prevent degradation of the superconducting properties. Graphene was
chosen as the encapsulation material because it is impermeable to water and atmospheric
gasses [123]. It is also extremely transparent, transmitting 97.7% of incident light [124,125]
and it is conductive allowing electrical contacts to be fabricated on top of the graphene-NbSe2
stack.

TheNbSe2 flakes were exfoliated onto an oxidised silicon substrate which had a pre-patterned
grid of optical markers (100 µm spacing). The substrate was manually scanned with an opti-
cal microscope and once promising samples were located, a pre-prepared layer of graphene
was placed over the NbSe2 flake using the dry transfer method described in section 3.3. The
procedure from exfoliation to encapsulation was completed quickly, typically under one hour,
to minimise oxidation of the NbSe2 as much as possible. Using optical images of the encap-
sulated samples, bespoke electrodes were designed and fabricated on top of the encapsulated
sample. The contacts are Ti/Au 5/50 nm and were fabricated using bilayer PMMA liftoff.

a) b)

Figure 4.1: a) A schematic of the first NbSe2 detectors that were tested. b) An optical image of a
graphene encapsulated NbSe2 flake with several titanium gold electrodes (Sample 6)

Eight samples of this design were tested electrically and optically, the width of the NbSe2
flakes between the contacts was approximately 5 µm and the separation between the metal
contacts was 1 µm. The thickness of the NbSe2 was estimated from optical contrast and
ranged from 2 layers (1.25 nm) to 5 molecular layers (3.14 nm) thick. The yield of the elec-
trical contacts was expected to be poor and so multiple sets of electrodes were patterned onto
each sample (Fig. 4.1b).
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4.1.1 Electrical characterisation

Of the eight devices of this type tested, a clear superconducting transition was only observed
in two devices (device numbers 5 and 6). The other six had large (>2 kΩ) resistances below
5K. The lack of superconductivity in these samples is attributed to oxidation of the NbSe2
prior to encapsulation. The two samples which were superconducting were amongst the
thickest samples tested (5 layers) agreeing with the general trend that has been observed in
literature that few-layered NbSe2 readily degrades in air and must therefore be exfoliated in
an inert atmosphere to preserve superconductivity.

Sample ID Number of layers RN RS Tc Ic (360mK)
1 5 521Ω 466Ω 5.7K -
2 3 2.17 kΩ 2.14 kΩ 3.5K -
3 2 4.1 kΩ - - -
4 2 25.5 kΩ - - -
5 5 75Ω 49Ω 5.8K 265 µA
6 5 56Ω 41Ω 4.8K 224 µA
7 4 8.4 kΩ - - -
8 3 27.3 kΩ - - -

Table 4.1: The electrical properties of the graphene encapsulated NbSe2 flakes tested. The thicknesses
of the samples were estimated from their optical contrast. RN is the 2-point resistance of the sample
in the normal state above the superconducting transtition temperature, RS is the 2-point resistance of
the sample in the superconducting state. The critical temperature (Tc) is defined as the temperature
midway through the superconducting transition and the critical current (Ic) is the bias current at which
the resistance of the sample was observed to increase from its zero bias resistance.

a) b)

Figure 4.2: a) The 4-point I-V profile of sample 6 measured at 2.2 K. b) The 4-point resistance of
sample 6 as a function of temperature, showing a transition temperature of 4.8 K

Of the eight graphene encapsulated samples that were tested, only samples 5 and 6 showed
a clear superconducting switching current in their I-V curves. However, as shown in table
4.1, samples 5 and 6 did not drop to zero resistance in a 2-point measurement but instead
maintained a finite resistance of around 45Ω in the superconducting state. The wiring in
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series with the samples will contribute a resistance but is believed to be less than 5Ω. To
determine the origin of the remaining resistance a 4-point measurement was performed on
both samples. In both cases, the 4-point resistance of the samples was observed to drop to
zero, as shown in figure 4.2, suggesting that the resistance observed under 2-point testing
must be due to resistive elements in series with the superconductor.

Since the electrical contacts were fabricated on top of the encapsulation layer (see
figure 4.1a), the current must flow through it to reach the NbSe2. Therefore, in a 2-point
measurement, the resistance of the encapsulation layer will be measured. A similar series
resistance was observed by Jiang [126], where a thin film of the high Tc superconductor
Bi2Sr2CaCu2O8 + x was encapsulated by a layer of graphene. It is also possible that the gold
electrodes are not well adhered to the superconducting samples causing a contact resistance.

a) b)

Figure 4.3: a) The 2-point I-V profile of sample 5 at 360mK. The device is hysteretic and has multiple
transitions. b) The 2-point I-V profile of sample 6 at 360mK.

Unlike sample 6, sample 5 shows multiple resistive steps with increasing bias current. This
implies that there are areas of the device capable of carrying a higher current than others. This
may be a result of partial oxidation of the NbSe2 prior to encapsulation, physical damage to
the sample during manipulation or a non-uniform cross sectional area of the superconductor
across its length. The superconducting transitions are also hysteretic meaning that once in a
resistive state, Joule heating of the sample prevents it from returning to the superconducting
state until the current is reduced below a retrapping current.
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a) b)

Figure 4.4: The two-point resistance of samples 1 and 2 as temperture slowly increases from 2K. The
applied current for these measurements was 15 µA. a) Sample 1. b) Sample 2.

As shown in figure 4.4, samples 1 and 2 showed some evidence of a superconducting tran-
sition with temperature. However the samples remained at a high resistance below the tran-
sition temperature, showing no clear critical currents and no response to illumination. Such
a high resistance in series with the superconducting NbSe2 must imply that the electrical
connection to the sample is of poor quality and a large contact resistance is present either be-
tween the graphene encapsulation layer and the Ti/Au contact or between the graphene and
the NbSe2.

4.1.2 Optical characterisation

Sample 6

Following the procedure described in section 3.2.4, a focussed 1550 nm laser spot was raster
scanned over sample 6. The reflected laser power was used to image the large gold structures
on the chip which were readily identified as the electrical bond pads and wiring. The point
where the electrical wires converge gives the approximate co-ordinates of the NbSe2 flake.
To investigate if the device responds to illumination and to locate its photosensitive position,
the procedure described in section 3.2.5 was used. In summary, the AC signal line from the
sample is connected to a universal pulse counter (Agilent 53132A). The sample is current
biased near its critical current and a pulsed 1550 nm laser is raster scanned across the device
area (as identified by the reflection map). The count rate obtained from a universal counter
is recorded as a function of position and may be plotted as shown in Fig. 4.5b. The universal
counter was set to detect voltage pulses greater than 10mV.
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a) b)

Figure 4.5: a) An in-situ image of sample 6 recorded at 5 K using 1550 nm illumination. The gold
wires converging on the NbSe2 strip are clearly visible. b) The positional dependence of the photore-
sponse of sample 6 to 1550 nm pulsed illumination. This measurement was made at 5K with a bias
current of 0.95 Ic, an optical pulse width of 20 ns, a pulse energy of 1.04× 10−13 J and a repetition
rate of 1MHz.

As shown in Fig. 4.5b, sample 6was found to be sensitive to pulsed illumination and appeared
to have a single active area of approximate dimensions 3 µm× 12 µm which matches well
with the dimensions of the NbSe2 flake. Interestingly, the background count rate (dark count
rate) was found to be zero, no voltage signals are detected without illumination on the device.

Positioning the focussed laser spot in the centre of the photosensitive region, the bias cur-
rent and optical attenuation were swept. As shown in figure 4.6a, at 5.1K device 6 is most
sensitive to low energy pulsed illumination at a bias current of 100 µA. At 5.1K device 6 is
partway through its superconducting transition. As the bias current is increased, there is a
gradual increase of the sample’s resistance in the current range 95 µA-105 µA.

a) b)

Figure 4.6: a) The count rate of device 6 normalised to the laser repetition rate with varying current at
laser pulse energies ranging from 1.6 fJ to 830 fJ in steps of 3 dB. Measured at 5.1 K under 1550 nm
pulsed illumination. b) The count rate of device 6 with varying pulse energy at 5.1 K with a bias
current of 100 µA, in the middle of the superconducting transtition.

At 5.1K, the count rate obtained from sample 6 shows a sharp response cut-off to pulsed
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illumination. At a given bias current, there is a value of pulse energy below which the sample
shows no detectable response and above which the measured count rate increases rapidly.
When biased in the middle of the superconducting transition the sample reaches its highest
sensitivity to low illumination levels and at this point the count rate decreases from 3× 105

to less than 1 counts per second with just a 4 dB increase of optical attenuation as shown in
figure 4.6b.

The count rate shown in figure 4.6 is the rate of voltage signals produced, which have an
amplitude greater than 10mV after amplification. Therefore a drop in count rate could in-
dicate that fewer signals are being produced by the detector or that the signal amplitude has
decreased below 10mV. To investigate the origin of the drop in count rate, a high bandwidth
oscilloscope (Keysight Infiniium DSO80804A 8GHz) was used to measure the shape and
amplitude of the signals with varying optical pulse energy.

a) b)

Figure 4.7: a) Each trace is an average of 256 signals recorded from sample 6 with optical pulse
energy varying from 1× 10−16 J to 1× 10−12 J in steps of 2 dB. b) The signal amplitudes from sample
6 with varying optical energy. Measured at 5.1 K with an applied bias current of 102.4 µA.

Figure 4.7 shows that the signal magnitude varies greatly with the applied attenuation. The
average voltage signal amplitudes vary from 30mV at 1 pJ per pulse to less than 1mV at
100 aJ per pulse where the average signal drops below the noise floor of the measurement.
The small secondary peak visible around 170 ns (100 ns after the primary peak) is most likely
an electrical distortion caused by imperfect impedance matching to the transmission line.

The oscilloscope measurements indicate that the drop in count rate that is observed with
increasing optical attenuation is due to the amplitude of the signals decreasing below the
threshold voltage of the universal counter (10mV) and not that the signals are being produced
at a lower rate. Indeed, by comparing figures 4.6b and 4.7b it can be seen that the measured
count rate begins to decrease rapidly as the average signal amplitude drops below 10mV at
an optical pulse energy of approximately 4 fJ.
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Figure 4.8: Average voltage signal amplitudes obtained at 5.1 K from bright optical pulses at 1 pJ
per pulse with varying bias current.

Figure 4.8 shows the average amplitude of voltage signals from sample 6 at 5.1K under strong
pulsed illumination. The response is initially linear with current, assuming that the gain of
the readout circuit is linear, this implies that the resistance generated in the NbSe2 by the
optical pulse is independent of the current through the sample. The signal amplitude reaches
a peak around the critical current before falling. I believe that this behaviour is caused by
most of the sample switching to the normal state. Since the majority of the sample is in the
normal state, optical illumination has a reduced ability to raise the sample resistance further
and so the signal amplitude falls. As more current is applied, a larger proportion of the NbSe2
is driven normal by the current and the optical response continues to fall.
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a) b)

Figure 4.9: a) The count rate of sample 6 at 5.1 K with a parallel 50Ω shunt resistor, varying current
and varying optical pulse energy. b) The amplitude of voltage signals at 205 µA, the bias current
where the device showed the highest sensitivity to low energy optical pulses.

Figure 4.9 shows the count rate of sample 6 at 5.1K as a function of applied bias current with
a 50Ω resistor connected in parallel with the device. Such resistors are commonly used with
SNSPDs to prevent latching behaviour and allow device operation at currents closer to Ic,
thereby increasing device efficiency. In this case however, the two-point resistance of sample
6 is 41Ω in the superconducting state and 56Ω in the normal state. Therefore the parallel
resistor acts as a current divider, diverting approximately half of the current away from the
sample. Therefore the supply current required to reach Ic is approximately two times larger
than without the shunt resistor and peak sensitivity to low illumination levels is reached at
205 µA instead of 100 µA.

Other than an increased current scale, the behaviour with a shunt resistor is similar to that
without one. The other difference being that the count rate begins to decrease at an energy
of 2× 10−14 J per pulse instead of 4× 10−15 J per pulse. This behaviour can be explained by
examining the expected increase of the circuit resistance when the sample is driven normal: If
a bright optical pulse were to drive the superconductor fully into the normal state, you would
expect a voltage signal to be produced proportional to the change in the circuit resistance.
The resistance change for device 6 without a shunt would be 56Ω − 41Ω = 15Ω whereas
with a 50Ω shunt in parallel the resistance increase would be 26.4Ω− 22.5Ω = 3.9Ω. The
smaller resistance increase should result in smaller voltage signals produced. Additionally,
the shunted device will have poorer impedance matching to the amplifier chain resulting in
a smaller fraction of the signal being transmitted. Therefore the voltage signals transmitted
to a universal pulse counter would be significantly smaller when using a shunt resistor than
without, resulting in more optical energy being required to generate a measurable voltage
signal.

Sample 6 was then optically tested far below its transition temperature, at the base tempera-
ture of the fridge (360mK). As before, the bias current supplied to the sample and the optical
attenuation applied to the pulsed laser were swept as the count rate was recorded.
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a) b)

Figure 4.10: a) The count rate of device 6 normalised to the laser repetition rate with varying current
at laser pulse energies ranging from 6.6 fJ to 830 fJ in steps of 3 dB. Measured at 360mK under
1550 nm pulsed illumination. b) The count rate of device 6 with varying pulse energy at 360mK with
a bias current of 195 µA (0.87 Ic).

Figure 4.10 shows the count rate of sample 6 recorded under pulsed 1550 nm illumination at
360mK. Compared to the result at 5.1K, overall the sensitivity to low level illumination is
slightly reduced. There are significantly more counts above Ic, with detection continuing up
to nearly 1.4 Ic. Sensitivity to light above the experimental critical current is an indication
that some residual superconductivity may be present in the sample.

At 5.1K the count rate rises suddenly from very small values up to the repetition rate of the
laser. Whereas at 360mK the normalised count rate jumps to 1% and then increases with
current. At 5.1K the sample is in the middle of its superconducting transition and so large
energy optical pulses are capable of driving the sample into the normal state even at low bias
currents. Therefore the device response to illumination is less current dependent than far
below Tc where the bias current plays a more critical role in establishing a resistive region.
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a) b)

Figure 4.11: a) Single shot oscilloscope traces obtained from optical pulse energies of 3.3× 10−13 J
and 3.3× 10−14 J at 360mK. At higher levels of attenuation the signal becomes difficult to distinguish
from noise. b) Box plots showing the wide distribution of signal amplitudes produced by sample 6 at
360mK with an applied bias current of 191 µA (0.85 Ic).

Figure 4.11 shows the amplitude and distribution of voltage signals at 360mK. 4.11a shows
two oscilloscope traces at different energy levels. Of note is that at the lower energy the signal
becomes of similar size to the system noise and as the optical attenuation is increased further,
it becomes impossible to tell if a signal is present or not. 4.11b shows box plots demonstrating
the wide range of signal amplitudes that were obtained under pulsed illumination. Although
it was clear that the signals had a wide distribution of amplitudes, they occurred at regular
1 µs intervals with no absences.

Sample 5 optical characterisation

The geometry of sample 5 is very different to that of sample 6. Sample 5 is a large 30× 20 µm
flake of NbSe2 with step like variation in thickness. One edge of the flake has a thickness
of approximately 5 layers (judging from optical contrast) and has been encapsulated with
graphene. Electrical contacts were fabricated on the few-layered edge as shown in figure
4.12. Five contacts were fabricated on sample 5 because the contacts had previously been
found to have a high variation in junction resistance. Following room temperature testing,
contacts 3 and 4 were identified as having a low resistance (318Ω). Contact 4 was connected
to the electrical ground and contact 3 was used to bias the device.
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a) b)

Figure 4.12: a) An optical image of sample 5 showing the contact layout. The contacts are 1 µm wide
with on a pitch of 2 µm. b) The count rate of sample 5 with varying microscope position normalised
to the laser repetition rate. Measured at 350mK at a bias current of 277 µA with an optical energy of
26 fJ per pulse.

Illuminating the device, sample 5 was found to be photosensitive in a region of approximately
2×4 µm which implies that the photosensitive area is the small section of NbSe2 directly
between the electrical contacts (1×3 µm) where the current density is expected to be highest.
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a) b)

c) d)

Figure 4.13: Amplified voltage signal characteristics at 5 K with a bias current of 155 µA (0.91 Ic).
a) The amplitude of voltage signals with varying optical pulse energy. b) The decay time of voltage
signals from 90% to 10%of the peak voltage. c)A series of five voltage signals recordedwith an optical
pulse energy of 1.0 pJ and a 1MHz repetition rate. d) A series of five voltage signals recorded with
an optical pulse energy of 2.6 fJ and a 1MHz repetition rate. The signals are difficult to distinguish
from the electrical noise at this optical energy but can be seen at 1 µs intervals at the labelled times.

The amplitude of voltage signals obtained from sample 5 was found to be dependent on the
incident optical pulse energy as shown in figure 4.13a. Simultaneously as optical pulse energy
is increased the decay time of the voltage signals also increases from 3 ns at 2.6 fJ per pulse
to 80 ns at 1 pJ per pulse (figure 4.13b). The extreme change in the signal characteristics
with optical pulse energy is shown in Figure 4.13c and d. At high optical power the voltage
signals are very large and easily distinguished from electrical noise while at 2.6 fJ per pulse,
the lowest optical energy at which they were found to be visible, the signals are only just
above the electrical noise and can be seen at 1 µs intervals (the laser repetition period).
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a) b)

c) d)

Figure 4.14: a) Count rate at 5 K with varying optical pulse energy and bias current with a trigger
level of 15mV. The current scale is normailised to the critical current at 5 K, 170 µA. b) Count rate
at the optimised bias current (139 µA, 0.82 Ic) at 5 K c) Count rate at 360mK with varying optical
pulse energy and bias current. Ic has been taken as the first superconducting transition (265 µA). d)
Count rate at 360mK with an applied bias current of 211 µA (0.8 Ic).

As shown in figure 4.13, the electrical noise from sample 5 regularly exceeded 10mV and
so, when measuring the count rate from the sample, the trigger value of the universal counter
was set to 15mV. Figure 4.14 shows that the count rate from sample 5 reaches a maximum
for low illumination levels around 0.8 Ic. The lowest energy of pulse that triggered a count
was at 4.1 fJ per pulse at 5K and at 16 fJ per pulse at 360mK. The count rate obtained from
sample 5 falls steeply as the current is increased above Ic but then increases gradually as the
current is increased further. I believe this is due to the sample geometry and I-V curve. Since
the sample is a large flake (30 µm) with multiple superconducting transitions visible on its
I-V curve (see 4.3), I believe that as the bias current is increased above the first transition,
Ic, superconductivity is suppressed locally. However, the bulk of the large flake may remain
superconducting even after Ic is exceeded and act to reduce the resistance between the two
contacts. As the current is increased further an increasing region around the contacts may
be driven normal, leading to multiple transitions in the I-V curve. The final superconducting
transition visible in the I-V curve occurs at 1.4 Ic at 360mK, I would expect the count rate
to drop steeply after this bias current was exceeded.
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4.2 Non-encapsulated NbSe2 flakes

4.2.1 Introduction

The graphene encapsulated samples characterised in the previous section showed a high con-
tact resistance which may have reduced the critical current of the samples and increased
electrical noise. It was thought that by removing the graphene encapsulation layer, the series
resistance observed would decrease which may lead to improved detector performance. The
graphene may also have been acting as a parallel current path to the NbSe2, reducing the
normal state resistance of the device and thereby reducing the amplitude of voltage signals
when a section of the NbSe2 is driven into the normal resistive state by optical stimulation.
A final consideration was that the photoresponse may have somehow been generated by the
graphene layer itself. Either a photoconductive or photo-thermal effect in the graphene layer
could potentially be the source of the previously observed response.

For these reasons it was decided that several non-encapsulated samples should be charac-
terised, allowing the intrinsic photoresponse of the NbSe2 to be measured. Since NbSe2
readily degrades when exposed to atmosphere, it was known that very thin samples would
be unlikely to survive through to optical testing. For this reason, some thicker and wider
samples than previous were fabricated by Domenico de Fazio.

4.2.2 Device layout

As with the previous batch of samples, the NbSe2 was exfoliated onto an oxidised silicon
substrate and optically scanned to locate promising few-layer crystals. Custom titanium-gold
electrical contacts were then designed and fabricated via liftoff. The electrical contacts were
designed to span the width of the NbSe2 crystal so that the current path between the gold
contacts was rectangular. This was done so that the current density in the superconductor
was as uniform as possible. The samples were then stored under vacuum and transferred to
Glasgow for electrical and optical testing.
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a) b)

c) d)

Figure 4.15: Optical images of NbSe2 devices fabricated without an encapsulation layer. Electrical
contact is made by 50 nm gold electrodes with a 5 nm titanium adhesion layer fabricated on top of the
exfoliated crystals. a) Sample 9 b) Sample 10 c) Sample 15 d) Sample 16.

Nine samples of this type were fabricated and although exposure to atmosphere was reduced
as much as possible, only three samples of this design showed superconducting properties
(samples 9, 10 and 15). It is believed that the other six samples degraded because of oxidation
prior to cryogenic testing.

Sample ID Number of layers RN RS TC IC (360mK)
9 5 157Ω 44Ω <5K 61µA
10 5 47Ω 7Ω 5.2K 165 µA
15 5 71Ω 23Ω 2.5K 36 µA

Table 4.2: The electrical properties of the three non-encapsulated NbSe2 flakes which showed su-
perconducting properties. The thicknesses of the samples were estimated from their optical contrast.
RN is the 2-point resistance of the sample in the normal state above the superconducting transtition
temperature, RS is the 2-point resistance of the sample in the superconducting state. The critical tem-
perature (Tc) is defined as the temperature midway through the superconducting transition and the
critical current (Ic) is the bias current at which the resistance of the sample was observed to increase
from its zero bias resistance.

Sample 15 is a relatively thick and wide sample, being approximately 5 layers thick across
the majority of the flake and 20 µm wide. However, as shown in figure 4.16b, the supercon-
ducting transition temperature is degraded substantially from the bulk value of 7.2K. The
critical current of the sample 15 is also relatively low, implying that exposure to atmosphere
may have degraded superconductivity in the crystal. Similarly, sample 9 showed no signs of
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superconductivity at 5K. However, despite only having a width of 3 µm the critical current
of the sample was 61 µA.

a) b)

Figure 4.16: Resistance against temperature curves acoss the superconducting transition. a) Sample
10. b) Sample 15. The reduced Tc of sample 15 is an indication that exposure to atmosphere may have
degraded its superconducting properties.

Reducing contact resistance was one of the motivating factors for fabrication of these non-
encapsulated samples and indeed the resistance of samples 10 and 15 in the superconducting
state are much lower than the resistances of the graphene encapsulated samples. Only sample
9 shows a contact resistance similar to the previously measured values (49Ω). The large
contact resistance for sample 9 may be due to the small region of overlap between the NbSe2
and gold, estimated to be 7 µm2 per contact.

4.2.3 Characterisation

Sample 9

Sample 9 was cooled to 5K and located optically by raster scanning the confocal microscope
across the chip. The images shown in figure 4.17 clearly show the contacts of the device and
figure 4.17b) is centred over the area expected to be photosensitive.
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a) b)

Figure 4.17: Images of sample 9 recorded at 5 K with 1550 nm illumination by scanning the confocal
microscope over the samle area. a) A large area 35 µm scan where the electrical contacts and nearby
bulk crystals are clearly shown. b) A higher detail scan centred over device area.

At 5K, sample 9 had a resistance of 157Ω with no superconducting transition and there was
no measurable photoresponse. The confocal microscope was placed over the device area and
the system was cooled to 360mK.

a) b)

Figure 4.18: a) The I-V profile of sample 9 at 360mK b) The count rate from sample 9 at 360mK
with varying optical pulse energy and current normalised to the laser repetition rate (1MHz).

At 360mK sample 9 showed a clear superconducting critical current at 60 µA but with a high
series resistance of 44Ω in the superconducting state, figure 4.18a). The I-V profile was
non-hysteretic showing that Joule heating in the normal state does not significantly increase
the temperature of the sample.

The count rate from sample 9 is shown in figure 4.18b), it clearly shows that the optical sen-
sitivity of the sample increases with bias current, reaching a maximum at the critical current.
As the current is increased above its critical value, the count rate dramatically falls off. This is
a clear indication that the observed optical response is due to disruption of the superconduct-
ing state. When biased close to Ic, fewer Cooper pairs need to be broken to reduce the current
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carrying capacity below the bias current and so it follows that optical sensitivity should be
highest at this point.

Sample 10

a) b)

Figure 4.19: a) The I-V profile of sample 10 at 360mK. b) The count rate measured from sample 10
under pulsed illumination at 360mK with varying optical pulse energy.

Figure 4.19a) shows the I-V profile of sample 10 at 360mK. It has a 2-point series resistance
of 7Ω. Between 170 µA and 185 µA there are a couple of small voltage increases and the
gradient in the I-V changes to a differential resistance of 25Ω. At 215 µA the resistance of
the sample jumps to its normal state value of 47Ω.

Figure 4.19b) shows the count rate of sample 10 with varying bias and optical pulse energy
under 1550 nm pulsed illumination. The count rate reaches a maximum for low illumination
levels at 183 µA the current at which the differential resistance of the sample increases. The
count rate drops to zero for all optical pulse energies above 201 µA, the current at which I
believe the device switched to the normal state. It can also be seen that around 180 µA the
count rate measured exceeds the repetition rate of the laser, reaching 1.6MHz for the highest
energy pulses. Figure 4.20a) shows that the voltage signals at high energy have a significant
secondary peak around 15 ns after the first peak. The second peak is caused by electrical
reflections in the signal line and result in the same voltage signal being counted twice by the
universal counter which was set with a trigger voltage of 10mV. This measurement error
only occurs for very large voltage signals (>100mV) and so is not thought to have an impact
on most of the optical measurements.
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a) b)

Figure 4.20: a)Average voltage signal traces from sample 10 recorded at 360mKwith varying optical
pulse energy. The bias current used was 183 µA. b) The amplitude of voltage signals with varying
optical pulse energy.

The amplitudes of voltage signal from sample 10 increase steadily with optical pulse energy,
4.20b). This behaviour is qualitatively very similar to the behaviour shown by the graphene
encapsulated samples (samples 5 and 6), with the voltage signals varying by more than two
orders of magnitude as the optical pulse energy is varied over a similar range.

Sample 15

a) b)

Figure 4.21: a) The two-point I-V profile of sample 15 recorded at 360mK. b) The resistance of
sample 15 as the applied bias current is swept. Three resistance steps are visible at 36 µA, 43 µA and
54 µA. The final resistance step is hysteretic with a retrapping current of 48 µA.

Sample 15 was found to have a transition temperature of 2.5K with a normal state resistance
of 71Ω. The I-V profile of sample 15 is shown in figure 4.21 where it can be seen that
there are multiple resistance steps and a hysteretic region between 48 µA and 54 µA. The
fact that there are multiple resistance steps and that they occur at relatively low bias currents



4.2. Non-encapsulated NbSe2 flakes 96

for such a wide superconducting strip implies the NbSe2 in this device may have degraded
superconducting properties because of exposure to atmosphere.

Figure 4.22: A reflection profile of sample 15 is shown in blue to yellow, with the electrical contacts
clearly visible. Overlaid in white-red is the count rate measured at a pulse energy of 660 aJ and a
bias current of 35 µA (at the first switching current).

At 360mK sample 15 was imaged with a 1550 nm SLD over a 35 µm square area. Immedi-
ately after the scan was complete, another scan was initiated over the same area, now mea-
suring the count rate of voltage signals to pulsed illumination. The two measurements have
been overlaid and are shown in figure 4.22.

In figure 4.22, it can be seen that the sample is photosensitive when illuminated between the
two electrical contacts. The count rate peaks at two different locations, which is atypical.
However, upon close inspection of figure 4.15 a small crack can be seen in the NbSe2 crystal
which may have the effect of dividing the sample into two parallel superconducting paths
which may explain why there are two regions of optical sensitivity.
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a) b)

Figure 4.23: a) The count rate measured from sample 15 at 0.36K normalised to the laser repetition
rate (1MHz). b) The count rate of sample 15 biased at 36.1 µA, the current at which the sample
showed the highest sensitivity to low energy optical pulses.

Figure 4.23a) shows the count rate of sample 15 under illumination by a 1550 nm pulsed laser
at 360mK. As the bias current is increased from zero, the count rate at all optical energies
increases until 36 µA when the count rate drops suddenly. The count rates rise again before
falling above 43 µA, the count rates drop again at 53 µA and fall to zero above 55 µA. The
bias currents at which the count rates fall clearly correspond with the resistive steps seen on
the I-V profile of the sample (figure 4.21).

Sample 15 had the highest response to low illumination at 36.1 µA, the bias current corre-
sponding to the first resistive step in the I-V profile. The count rate measured at 36.1 µA is
shown in figure 4.23b) with varying optical pulse energy. Sample 15 showed a high sensi-
tivity to pulsed illumination, the count rate dropped below 50% at 380 aJ and optical pulses
were counted at energies as low as 75 aJ, an energy corresponding to an average of around
585 photons at 1550 nm wavelength. Considering that the optical coupling efficiency to the
NbSe2 can be estimated as 6% (see section 3.3), sample 15 only requires a few tens of infra-
red photons to be absorbed to generate a measurably large voltage signal.

4.3 hBN encapsulated NbSe2 flakes

4.3.1 Device layout

In general the non-encapsulated samples which maintained superconductivity had lower con-
tact resistances and higher sensitivity to low illumination levels than graphene encapsulated
samples. However, the non-encapsulated samples were prone to oxidation and only three
out of nine samples showed clear superconducting properties. Therefore it was decided that
future samples should be encapsulated but that the gold contacts should make direct contact
with NbSe2. To achieve this design gold contacts were patterned first and then the NbSe2
flakes were placed over the contacts using dry transfer. An encapsulation layer of hexagonal
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boron nitride (hBN) was then placed over the NbSe2 to prevent it degrading. hBNwas chosen
as the encapsulation layer for this design since it is an insulator and highly transparent.

a) b)

Figure 4.24: a) A diagram showing the layers of hBN ecapsulated samples. b)An optical image of
sample 18. As the NbSe2 crystal was transferred onto the prepatterned contacts, it shattered into
several pieces.

Unfortunately it was found that when NbSe2 flakes were placed on top of the pre-patterned
gold contacts, the uneven surface often caused the NbSe2 to shatter. Figure 4.24b) is an image
of sample 18, which broke into several pieces as it was placed.

4.3.2 Characterisation

Two samples of this design were provided for characterisation, samples 18 and 19. Sam-
ple 18 is extremely thin, estimated to be 2 molecular layers thick but during fabrication the
NbSe2 broke into several flakes and therefore there may be multiple current paths between
the electrical contacts. Sample 19 is four molecular layers thick and survived the fabrication
process intact.

Sample 18

a) b)

Figure 4.25: a) An optical image of sample 18. Multiple flakes of NbSe2 can be seen bridging the
electrical contacts. b) The I-V profile of sample 18 at 360mK.
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Of the four contacts on sample 18, only one pair (contacts 1 and 2 as labelled in figure 4.25a))
showed a superconducting transition. The I-V profile at 360mK is shown in figure 4.25b).
The resistance of the sample around zero bias current is 20Ω, but this rises to 300Ω between
2 µA and 5 µA and jumps to 550Ω at 8.5 µA. As the current is increased further, the resis-
tance increases to 750Ω gradually. The I-V profile is non-hysteretic which is not surprising
considering the low current range.

a) b)

Figure 4.26: a) The count rate of sample 18 across a 15 µm square area at 360mK, bias current
2.6 µA and optical pulse enegy of 3.3 fJ. b) The count rate of sample 18 to pulsed illumination at
360mK with varying bias current and optical energy.

It can be seen in figure 4.26a) that there are two optically sensitive areas of sample 18, spaced
approximately 4 µm away from each other. These areas most likely correspond to the two
flakes of NbSe2 that can be seen bridging the upper two electrical contacts in figure 4.25a).
4.26b) shows the count rate of sample 18 to 1MHz 20 ns optical pulses with varying bias
current. Comparing the result to the I-V profile, the count rate peaks at 3.1 µA, 3.9 µA and
8.6 µA which agree well with the switching currents observed in figure 4.25b). The highest
count rate for low optical pulse energies was achieved when the sample was biased at 8.6 µA,
where the sample resistance was observed to rise from 400Ω to 550Ω. It has been a clear
trend that the count rate measured from samples reaches local maxima at switching currents.
However, this is the first time that the highest sensitivity has occurred when biased at a current
where part of the sample is clearly already resistive.
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Sample 19

a) b)

Figure 4.27: a) A micrograph of sample 19. The few-layered NbSe2 can be seen as a dark purple and
the encapsulating hBN is a pale blue. b) A reflection profile of sample 19 at 5 K is shown in blue to
yellow, with the four electrical contacts visible. Overlaid in white-red is the count rate measured at a
pulse energy of 16 fJ with a bias current of 227 µA applied across the highest two contacts.

Sample 19 was located optically by mapping the reflected power across the chip at 5K. The
region around the electrical contacts can be seen in figure 4.27b) in blue-yellow. The count
rate of the sample to pulsed illumination was measured over the same area and overlaid on
the reflection map. The combined figure clearly shows that the optically sensitive area is
between the current biased electrical contacts as expected. The confocal microscope was
positioned over the area of highest response for further optical testing.

a) b)

Figure 4.28: a) The I-V profile of sample 19 at 5K. b) The count rate measured from sample 19 under
pulsed illumination at 5 K with varying optical pulse energy and bias current.
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The two-point I-V profile of sample 19 at 5K is shown in figure 4.28a). The series resistance
of the sample is 16Ω and it transitions to its normal state value of 53.5Ω above 251 µA. The
transition is hysteretic with a retrapping current of 200 µA.

The count rate of sample 19 to pulsed 1550 nm illumination is plotted in figure 4.28b). As
with other samples, the count rate rises with current when far below the switching current
and when biased near Ic the highest energy pulses are occasionally counted twice due to
reflections in the signal line, as seen before for large pulses. The count rate for the 160 fJ and
83 fJ pulses fall at 215 µA. However, for lower energy pulses the peak count rate occurs at
currents closer to Ic with the 2.6 fJ energies peaking at 240 µA, just below Ic. It can actually
be seen that when biased near Ic the lower energy pulses result in a higher count rate. This
behaviour is an indication that the brighter pulses may be causing the sample to switch to the
resistive branch of the I-V curve and therefore become less sensitive to subsequent optical
pulses. This behaviour, known as latching occurs when a resistive section of the NbSe2
generates enough Joule heating to overcome the cooling capacity of its environment. The
resistive section therefore grows and is sustained by the Joule heating until the current is
reduced below the retrapping current.

To investigate this phenomenon further, oscilloscope traces were measured with varying op-
tical pulse energy in the hysteretic region of the I-V curve, at 220 µA.

a) b)

Figure 4.29: Characteristics of signals recorded with 100 kHz repetition rate, 220 µA bias current at
5 K. a) Box plots showing the distribution of signal amplitudes with varying optical energy. b) Single
shot oscilloscope traces of two signals measured at pulse energies of 16 fJ and 826 fJ.

Figure 4.29a) is a series of box plots showing the distribution of signal amplitudes obtained
under 100 kHz repetition rate at 5K biased in the hysteretic region of the sample’s IV curve,
at 220 µA. It can be seen that the average signal amplitude increases with energy, reaching
a maximum at 104 fJ per pulse. Above this energy the signal amplitude suddenly decreases
to around 10mV and then rises slowly with increasing optical energy. This behaviour is due
to the sample switching to the resistive branch of its I-V curve and therefore becoming less
sensitive to optical pulses. Figure 4.29b) shows two pulses of approximately equal amplitude,
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measured at both extremes of optical energy (16 fJ and 826 fJ). Although the signals are of
similar amplitude, their other properties are vastly different. The trace from the lower energy
pulse has a 90% to 10% recovery time of 6.4 ns whereas the high energy trace has a recovery
time of 60 ns. Additionally there is increased noise at higher optical energy, with the RMS
(root mean square) voltage increasing from 2.8mV to 3.4mV.

If indeed the observed behaviour is due to the sample latching when a high energy optical
pulse is applied, it should be possible to measure a voltage trace that does not recover, indi-
cating a self sustaining switch to a higher resistive state. To achieve this, the PPG driving the
laser diode was set to produce single pulses, the bias current was turned off and reset after
each laser pulse and an oscilloscope was used to capture the response of the sample.

a) b)

Figure 4.30: a) An osciloscope trace showing sample 19 latching due to a single laser pulse incident
on the detector. 251 µA applied bias current at 5 K.b) The estimated probability of detecting an optical
pulse as a function of optical energy at 5 K with an applied bias current of 251 µA. Error bars show
the value of the standard error calculated using the Agresti–Coull method [127].

Biasing sample 19 at the highest stable current (251 µA), single optical pulses were observed
to cause the detector to latch. An example of this response is shown in figure 4.30a). The
voltage is seen to rise to 300mV and then slowly decay to zero (~50 µs) due to the limited
bandwidth of the amplifier (10 kHz to 500MHz) and bias tee (80 kHz to 26GHz) in the read-
out circuit. See section 3.2.5 for further details.

Figure 4.30b) shows the proportion of optical pulses that resulted in latching as a function of
optical energy. Lower energies than previously measured are able to be detected using this
technique because the sample is biased much closer to Ic while remaining in the supercon-
ducting state. In this high current, low energy regime, optical pulses caused the detector to
stochastically latch or have no measurable response.

Reducing the bias current to 230 µA, voltage traces were as shown in figure 4.31. The sample
was able to recover superconductivity after optical pulses of 22 fJ or less and it always latched
after pulses of 69 fJ or higher energy were used. Between these two energies the sample
stochastically latched or recovered with the larger signals being more likely to latch.
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Figure 4.31: Single shot oscilloscope traces showing the response of sample 19 under 230 µA bias
current with varying optical pulse energy at 1550 nm wavelength.

Unlike as was seen at 251 µA, when biased at 230 µA an optical response which varies ac-
cording to the input energy is visible for both latched and recovering traces. This can be
seen as an initial peak in the traces of figure 4.31. The initial peak decays and the subse-
quent response is governed by Joule heating which, if large enough, causes a self sustaining
region to grow. The magnitude of the latched voltage is independent of optical energy and is
determined solely by the bias current.
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a) b)

Figure 4.32: a) Amplitude of voltage signals from single optical pulses at 5 K with a bias current of
230 µA. b) The optical NEP calculated for sample 19 at 5 K and 230 µA bias.

The amplitude of the optical response with varying pulse energy is plotted in figure 4.32a). At
lower energies the amplitude increases with laser energy but at higher energies shows signs
of saturation, approaching a steady value of 400mV. This behaviour can be understood as
the laser driving a section of the flake into the resistive state. As the laser energy increases,
so does the size of the resistive region. This occurs until the resistive region approaches the
total length of the flake, causing saturation of the voltage response.

Figure 4.32b) shows the noise equivalent power (NEP) calculated from the amplitude of
optical response according to the method described in section 3.4. The minimum observed
NEP was 32 fWHz−0.5.

The sample was then cooled to the base temperature of the system (360mK). The I-V profile
shown in figure 4.33a) has a greatly enhanced Ic (693 µA) compared with at 5K (251 µA)
and is highly hysteretic with a retrapping current (Ir) of 342 µA.

a) b)

Figure 4.33: a) The I-V profile of sample 19 at 360mK. b) The count rate obtained from sample 19
under pulsed illumination at 1MHz repetition rate with varying bias current and optical pulse energy.
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Figure 4.33b) shows the count rate measured under 1MHz pulsed illumination. The photore-
sponse reaches a maximum at 400 µA-450 µA, a current significantly below the measured Ic
and marginally higher than Ir. Compared with the same sample at 5K the minimum de-
tectable optical energy is greatly increased. Its likely that the reduced sensitivity is because
the sample is being biased at only ~0.6 Ic when the peak photoresponse occurs. When bi-
ased at a higher current, optical pulses cause the sample to latch to the resistive state and
therefore it becomes far less sensitive to further illumination. To achieve the expected higher
performance at larger bias currents it is therefore necessary to deliver single optical pulses,
resetting the bias current between measurements.

Sample 19 was biased as close to Ic as possible and illuminated with single optical pulses.
The current was reduced to zero and reset after each pulse. The detector was found to respond
stochastically, it either latched or had no observable response. The proportion of pulses which
caused latching at varying energy is shown in figure 4.34.

Figure 4.34: The estimated proportion of pulses that resulted in latching as a function of optical
energy, biased at 693 µA at 360mK. Error bars show the value of the standard error calculated using
the Agresti–Coull method [127].

The use of a higher bias current, enabled by single pulsed illumination, has resulted in a
much improved sensitivity for the detector compared with the repetitive pulses measured
in figure 4.33b). The sample detected all incident pulses of energy at 13 fJ and dropped to
approximately 50% detection rate at 3 fJ. This performance is consistent with that observed
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at 5K when biased near Ic (figure 4.30).

4.4 Shaped NbSe2 detectors

All previous measured devices wave been irregular flakes of NbSe2 which therefore have
varying cross sections along the length of the superconductor. It was believed that if the
NbSe2 crystals were shaped to have constant widths, electrical constrictions would be elimi-
nated, resulting in higher current densities and improved device performance.

4.4.1 Device layout

The devices, manufactured byMatthewHamer and RomanGorbachev from the University of
Manchester, consist of few layered NbSe2 crystals, encapsulated on both surfaces by either
hBN or single-layer graphene and placed across the ground and signal lines of a tapered
coplanar waveguide (CPW). An example image is shown in figure 4.35. The tapered CPW,
designed by the author, was implemented to improve high frequency electrical transmission,
reducing electrical reflections and distortions of detector outputs.

Figure 4.35: Sample 24, a 1 µm wide strip of NbSe2 which has been encapsulated on both surfaces
with graphene and placed in a tapered, gold coplanar waveguide. The border which can be seen
surronding the coplanar waveguide is resist which was used in the etching process.

4.4.2 Characterisation

Seven samples of varying widths were provided, ranging from 150 nm to 5 µm. Four of the
samples, including the narrowest two, showed no electrical characteristics of superconduc-
tivity at 360mK, instead showing resistances of several kΩ. This is perhaps due to oxidation
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of the NbSe2 from the exposed edges. Of the three remaining samples (20, 21, 23), samples
20 and 23 were found to be superconducting and responsive to optical stimulus.

Figure 4.36: An SEM image of sample 21 showing a fracture in the heterostructure which developed
during thermal cycling. The sample has been encapsulated with graphene to prevent oxidation and
an unintentional fold in the graphene layer can be seen in this image.

Unfortunately sample 21 broke during thermal cycling before it could be tested optically.
To investigate the behavioural change, a scanning electron microscope (SEM) image was
acquired and is shown in figure 4.36. As in evident in the above SEM image, the shaped
NbSe2 strip has broken across its entire width at the edge of the gold signal line.

Sample 20

Sample 20 is the narrowest sample that showed superconducting properties. It has been
etched into a 500 nm wide strip, encapsulated with graphene and placed across the ground
and signal lines of a CPW. From optical contrast it is estimated to be five molecular layers
thick.
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Figure 4.37: An SEM image of sample 20 showing the narrow width the NbSe2 has been etched into.

Using a 5 µA applied current, the Tc was measured to be 6.35K where the sample resistance
transitioned from 280Ω to 143Ω. The large resistance observed in the superconducting state
may be due to the small contact areas at both the gold-graphene and graphene-NbSe2 inter-
faces. The sample was cooled to around 5K and located optically as described in section
3.2.4 and optical testing was performed.

a) b)

Figure 4.38: a) The I-V profile of sample 20 at 5.15K. b) The count rate measured from sample 20
under 1MHz pulsed illunation at 5.1 K.

Figure 4.38a) shows the I-V profile of the sample at 5.15K. There are two clear switching
currents where the resistance increases, 31 µA and 36 µA, the second of which is hysteretic.
The count rate shown in figure 4.38b) was measured at 5.1K. Two peaks in optical sensitivity
can be seen at 32.8 µA and 36.6 µA. The peaks in optical sensitivity occur when the sam-
ple is biased just below the two switching currents of the sample and correspond well with
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the currents measured in the I-V profile taking into account the small temperature change
between the two measurements.

a) b)

Figure 4.39: a) Amplitude of voltage signals measured from sample 20 with varying optical energy
at 5.1 K with 32 µA bias current. b) Voltage signals measured from sample 20 with varying optical
pulse width at 5.1 K with 32 µA bias current.

The amplitude of voltage signals was measured to be dependent on optical energy as shown in
figure 4.39a). The signal amplitude has a strong dependence on optical energy below 100 fJ
per pulse but as optical energy is increased further, the signal saturates reaching a maximum
response of around 90mV.

The PPG (Agilent 33220A, 20MHz bandwidth) used to supply the laser diode was set to
supply 1MHz electrical pulses of duration 20-100 ns and a constant attenuation was applied
to the resulting optical pulses (15dB). The resulting signals from sample 20 are plotted in
figure 4.39b). The signal duration from the sample clearly follows the laser pulse duration
indicating that the detector response is dependent on the incident laser power and can react
to changes in incident power on time scales of ~10 ns.
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a) b)

Figure 4.40: a) The I-V profile of sample 20 at 360mK. b) The differential conductance of sample 20
in the low current region at 360mK.

The I-V profile of the sample when cooled to the base temperature of the system (360mK)
is shown in figure 4.40a). As expected the superconducting switching current is increased
and has a larger hysteretic region. Interestingly the conductance of the sample is low around
zero bias current, as shown in figure 4.40b). One possible explanation for this behaviour is
that the graphene layer between the gold and NbSe2 is acting as a tunnelling barrier. Similar
behaviour for NbSe2 heterostructures has been described previously (see references 128 and
129) where similar differential conductance peaks were observed.

Figure 4.41: The count rate measured from sample 20 at 360mK with varying bias current and pulse
energy.
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Figure 4.41 shows the count rate measured for sample 20 at 360mK. Similar to at 5.1K, there
are two bias currents at which the count rate for low energy pulses reaches a local maximum
(42.5 µA and 46.5 µA). As before, the lowest energy pulses have higher count rates at the
lower of the two currents.

Sample 23

Sample 23, shown in figure 4.42, consists of a 5 µm wide etched flake of NbSe2 that has been
encapsulated on both surfaces with graphene and placed across the 3 µm long gap between
ground and signal lines of a CPW. From optical contrast the sample is estimated to be 5
molecular layers thick.

Figure 4.42: An optical image of sample 23 showing the ground and signal lines of the CPW.

Using a 10 µA applied current, the Tc was measured to be 6.4K where the sample resistance
transitioned from 45.2Ω to 30.6Ω. The sample was cooled to 360mK and slowly warmed
while the applied bias current was swept. The critical and retrapping currents of the sample
were found and are plotted in figure 4.43a). Unusually, the retrapping current was found to
be proportional to the experimental critical current. This implies that the experimental criti-
cal current is strongly influenced by the same physical process that determines the retrapping
current. This process is likely to be Joule heating and suggests that the observed switch-
ing current may be significantly below the superconducting de-pairing current predicted by
Ginzburg-Landau and BCS theories.



4.4. Shaped NbSe2 detectors 112

a) b)

Figure 4.43: a) The critical current and retrapping currents observed for sample 23 at varying tem-
perature. b) The I-V profile of sample 23 at 5.3 K.

The I-V profile of sample 23 at 5.3K is shown in figure 4.43. A single non-hysteretic switch-
ing current was observed at 295 µA. The count rate measured with varying current for dif-
ferent pulse energies is shown in figure 4.44a). Similar to previously discussed samples the
count rate reaches its maximum at the switching current, above which the count rate drops
sharply. However, higher energy pulses can still trigger counts beyond this point, with de-
creasing probability as the current is increased further.

The count rate measured at 295 µA, where the response of the sample to illumination is high-
est, is shown in figure 4.44b) with varying optical pulse energy. The count rate dropped
below 50% at 9.3 fJ and optical pulses were counted at energies as low as 2.6 fJ.

a) b)

Figure 4.44: Count rates measured at 5.3 K using 20 ns optical pulses at 1MHz repetition rate. a)
The count rate measured with varying pulse energy and bias current. b) The count rate measured just
below Ic at 295 µA with varying pulse energy.

Figure 4.45a) shows averaged oscilloscope traces obtained under illumination from a 50MHz
repetition rate, narrow pulse width, 1550 nm laser. The laser pulse width is <1 ps and there-
fore deposition of energy should occur on a time scale much shorter than the device response
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time. The device was able to respond to the high repetition rate illumination, showing that
it is capable of recovering and has a dead time shorter than 20 ns. The amplitude of device
response is shown in figure 4.45b) for bias currents of 250 µA and 300 µA. Under these con-
ditions the signal amplitude was found to have a proportional dependence upon the optical
pulse energy.

a) b)

Figure 4.45: Signal characteristics at 5.16K using 50MHz pulsed illumination with short pulse
widths (<1 ps). a) Averaged oscilloscope traces at 300 µA bias current. b) The variation of signal
amplitude with pulse energy for bias currents of 250 µA and 300 µA.

4.5 Conclusions

NbSe2 has been used as the basis of several detector designs. Several encapsulation and elec-
trical contact strategies have been used. Electrodes have been designed for and patterned on
top of exfoliated crystals and crystals have been dry-transferred onto pre-patterned contacts.
Fabrication of such devices has proved challenging, less than half of the devices provided for
testing were measured to be superconducting and photosensitive. Of the devices which did
prove superconducting, some had visible cracks in the NbSe2 while others showed signs of
partial oxidation. A summary of the optical performance of the functional devices is provided
in table 4.3.

The design of the detectors was a modification of a SNSPD, a single photon sensitive super-
conducting detector. It was therefore expected that the detectors would behave as a counter
in response to illumination; that the response would be stochastically triggered with no vari-
ation in signal amplitude with pulse energy. In reality, the devices manufactured showed
markedly different behaviour.

The response of devices to optical illumination was in general found to be dependent on
the energy and instantaneous power of the applied illumination. The amplitude of response
increased with optical pulse energy and was found to be proportional to the bias current
below the experimental critical current (Ic). The majority of devices were able to be biased
close to Ic without latching even under strong pulsed illumination. In this regime, since the
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amplitude of optical response decreases with decreasing pulse energy, there is a minimum
pulse energy that can be practically measured for each bias current. To characterise this
property table 4.3 reports the minimum pulse energy resulting in a 50% count rate using a
10mV threshold (E50%). Several devices displayedmultiple experimental switching currents.
With the exception of sample 18, the minimum value of E50% was obtained when the sample
was biased below the first switching current.

ID Encapsulation Area Ic Rs ∆R E50% NEP
(µm2) (µA) (Ω) (Ω) (J) (WHz−0.5)

5 graphene 2.1 265 49 26 1.6× 10−14 3.4× 10−13
6 graphene 6.7 224 41 15 3.3× 10−15 2.2× 10−13
9 none 7.2 61 44 113 3.3× 10−15 -
10 none 13.0 165 7 40 3.3× 10−15 2.5× 10−13
15 none 98.1 36 23 48 3.9× 10−16 -
18 hBN 17.2 3 20 752 2.9× 10−14 -
19 hBN 34.2 693 16 38 2.6× 10−15 3.2× 10−14
20 graphene ×2 1.7 42 143 133 2.1× 10−14 1.1× 10−12
23 graphene ×2 21.5 469 31 5 1.0× 10−14 1.1× 10−12

Table 4.3: A summary of the performance of the optically sensitive samples that were tested. The area
listed is the area of NbSe2 between the two electrical contacts,Rs is the resistiance that was measured
in the superconducting state, ∆R is the increase in resistance observed when the sample switches to
the resistive state, E50% is the minimum optical pulse energy detected by the sample with a count rate
above 50% of the repetition rate and NEP is the noise equivalent power.

Graphene was the first encapsulation material tested, it was chosen for its electrical conduc-
tivity and high level of transparency. However, contact resistances of approximately 50Ω
were measured for these devices. A large contact resistance such as this may have the ef-
fect of heating the NbSe2, resulting in a reduced critical current which will in turn limit the
obtainable amplitude of response.

In an effort to reduce the contact resistance and also to clarify the origin of the observed
optical behaviour, devices weremanufactured without an encapsulationmaterial. The contact
resistances of these devices were indeed reduced; however, likely because of partial oxidation
of the NbSe2, critical current densities were not significantly increased. The removal of
the graphene encapsulation layer also had the effect of removing a parallel conducting path
between the gold electrodes. This means that when the NbSe2 is driven to its resistive state
there is a greater change in the overall resistance of the device. This value is listed as∆R in
table 4.3. Sample 15 has the lowest measured value of E50% of any of the measured devices,
this is possibly due to a combination of a large area, Ic and ∆R.

The next evolution of the device design was to use hexagonal boron nitride (hBN) as the
encapsulation material. As hBN is an insulator, the electrical connections had to be in direct
contact with the NbSe2. To reduce atmospheric exposure to the minimum time period possi-
ble, gold structures were pre-fabricated and the NbSe2 and hBN layers were dry-transferred
on top. This design results in a single conducting path through the superconductor whilst also
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preventing oxidation. Unfortunately, placement of the NbSe2 on top of a patterned structure
often results in cracks or damage to the crystal. This can be seen in sample 18 where a single
large crystal shattered into many pieces.

Sample 19 survived the fabrication process intact and displayed a very large critical current
with low sample contact resistance and large ∆R. The encapsulation protected the sample
from oxidation well, as is evident in the linear I-V profile and preserved Tc of 6K. The
large signal amplitude generated by sample 19 coupled with its low electrical noise resulted
in the lowest NEP of any of the devices measured. The sample is highly hysteretic, this
is a result of the large critical current causing significant heating of the sample when Ic is
exceeded. The large Ic means that when the sample is biased in its hysteretic region and
illuminated, it latches. The Joule heating of the sample exceeds thermal conduction and
therefore prevents superconductivity from being recovered until the bias current is reduced.
In this latching regime the sample behaves much more like the originally expected manner.
There is a minimum energy that must be supplied to trigger the device but the resulting signals
are otherwise independent of pulse energy.

The last iteration of the design was to etch the NbSe2 crystals to have an even width across
their length (samples varying from 0.5-55 µm width). Variation in width causes a corre-
sponding variation in current density, resulting in sections of a superconducting strip having
a varying critical current across its length. Irregular geometry such as this could explain the
multiple resistive steps that many samples exhibited in their I-V profiles (samples 5, 10, 15
and 18). The optically sensitive region in an uneven superconductor is likely to be reduced
to just the area with smallest cross section, the area being biased at the highest fraction of
its critical current. It was hoped that a regular cross section would allow the entire crystal to
be biased close to the critical current density of the material and therefore exhibit increased
optical sensitivity.

Samples were produced with both hBN and graphene encapsulation layers; however, the
only samples which maintained superconductivity were encapsulated by graphene. As with
the other graphene encapsulated samples, substantial contact resistances of 143Ω and 31Ω
were observed for samples 20 and 23. Likely as a result of the high contact resistance, the
samples did not display high optical sensitivity as shown in table 4.3.

Twenty six devices were assessed throughout this project, of which nine were found to be
superconducting and optically sensitive. Although there are variations in design and device
performance, unexpected and largely consistent sample behaviour was observed. These re-
sults constitute the first use of a two-dimensional superconducting material as an optical de-
tector. Although the expected sensitivity was not realised, much progress has been made and
as fabrication techniques in this novel field develop it is likely that significant performance
improvements can be achieved.
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4.5.1 Towards single photon sensitivity

None of the tested samples were found to be single photon sensitive, the closest device to
this milestone was sample 15 where the lowest input energy which produced a measurable
output corresponded to the absorption of approximately 35 photons in the NbSe2 at 1550 nm
wavelength. To quantify the efficiency of this detector, figure 4.46 plots the number of counts
from the detector per absorbed photon. In the single photon regime (less than 1 photon per
laser pulse), this metric will be equal to the single photon detection efficiency of the device
(ηDDE). The metric reaches a maximum of 0.32% when an estimated 217 photons are ab-
sorbed in the detector per laser pulse with a count probability of 70.5%. In figure 4.46, the
right side of the curve is of the form y = 1/x as the detector is capable of detecting all laser
pulses at high powers. A single photon sensitive detector would be expected to have a flat
region in the low power limit however this device shows a peak and a decrease in the low
power limit as the count rate vs. input power decreases superlinearly below an energy cutoff.

Figure 4.46: The detection probability per absorbed photon of sample 15 with varying input power.
Measurements made at 360mK with a bias current of 36 µA.

To achieve single photon detection, the absorption of one photon needs to generate a resistive
band across the detector. Following the diffusion based hotspot model [44], photon absorp-
tion will generate a resistance in a superconductor only if it reduces the Cooper Pair (CP)
density enough that the velocity of carriers, in a slab of thickness equal to the coherence
length ξ, exceeds the depairing velocity.

There are several methods which could be used to increase sensitivity to single photons. If the
detector is biased closer to its depairing current, then fewer CPs need to be broken. This ap-
proach requires a superconducting detector which can support bias currents at higher fractions
of its depairing current. It is therefore a fabrication challenge and requires the superconductor
to be made to a high degree of homogeneity. Crystal defects, oxidation, variations in width
and thickness are all to be avoided.
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Alternatively, the relative effect of an absorbed photon can be increased by reducing the cross
sectional area of the superconductor, thereby reducing the number of CPs in the thickness
ξ. Therefore a lower energy cutoff would be expected if the superconductor thickness or
width was reduced, although both of these actions would reduce the coupling efficiency to
the detector and so integration with an optical waveguide or cavity may be required.
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Chapter 5

Thermal modelling and analysis

Experimentally it has been observed that when an optical pulse is applied to a current biased
NbSe2 crystal, a voltage will develop across the device. The amplitude and duration of the
voltage will be dependent on the bias current and the intensity of illumination. It has been
observed that such devices can recover their original superconducting state or may remain
resistive after the laser pulse. In this chapter, the thermal and electrical behaviour of such
NbSe2 devices will be modelled to better understand the cause of the observed photoresponse.

5.1 Analytical modelling

In this section, an analytical model is developed which will be used to study the steady state
behaviour of a superconducting NbSe2 photodetector. The conditions under which a self-
sustaining resistive region will form are investigated and critical phenomena are studied.

Figure 5.1: A sketch of a superconducting strip with a self-sustaining resistive region.

The superconductor is modelled with length L and thickness d. At either end, the super-
conductor is in thermal contact with gold electrodes which are assumed to be much thicker
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and more conductive than the superconductor and therefore maintain each end of the super-
conductor at the ambient temperature, Tb. The superconductor has a self-sustaining resistive
region at its centre of length l, resistivity ρ. The superconductor is biased with current den-
sity J and so the normal region generates Joule heating with power per volume J2 ρ. The
superconductor can conduct heat both along its length with thermal conductivity κ and into
the substrate with a thermal boundary conductivity per unit area α. The NbSe2 is under vac-
uum and is modelled without any radiative heat transfer. The temperature distribution will
be uniform along the width of the device and so thermal conduction along this axis can be
neglected.

The following time dependent heat equation [130] describes the modelled system:

κ
d2T

dx2
+ J2 ρ− α

d
(T − Tb) = c

dT

dt
(5.1)

where c is the specific heat per unit volume of NbSe2, t is time.

The steady state solution of equation 5.1 is now found by setting the temperature distribution,
T , to have no variation with time.

d2T

dx2
=

1

η2
T − J2 ρ d

α η2
− Tb
η2

(5.2)

where the thermal healing length, η, is defined:

η =

√
κ d

α
(5.3)

Equation 5.2 is an inhomogeneous second order differential equation and it has the particular
solution:

T = C1 cosh(Ax) + C2 sinh(Ax) + B (5.4)

Therefore,

d2T

dx2
= A2C1 cosh(Ax) + A2C2 sinh(Ax) (5.5)

= A2 T − A2B (5.6)

By comparing the coefficients of equations 5.2 and 5.6:

A2 =
1

η2
(5.7)

A2B =
J2 ρ d

α η2
+
Tb
η2

(5.8)
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Therefore,

A =
1

η
(5.9)

B =
J2 ρ d

α
+ Tb (5.10)

T = C1 cosh
(
x

η

)
+ C2 sinh

(
x

η

)
+
J2 ρ d

α
+ Tb (5.11)

5.1.1 The temperature distribution in the resistive region

The constantsC1 andC2 are found by applying boundary conditions. For the resistive region,
where |x| ≤ 1

2
l, the boundary conditions are:

T
(
± 1

2
l
)
= Tc (5.12)

Therefore,

Tc = C1 cosh
(
l

2 η

)
+ C2 sinh

(
l

2 η

)
+
J2 ρ d

α
+ Tb (5.13)

Tc = C1 cosh
(
l

2 η

)
− C2 sinh

(
l

2 η

)
+
J2 ρ d

α
+ Tb (5.14)

Solving the simultaneous equations 5.13 and 5.14 leads to the following values for C1 and
C2:

C1 =

(
Tc − Tb −

J2 ρ d

α

)
sech

(
l

2 η

)
(5.15)

C2 = 0 (5.16)

The temperature distribution within the resistive region is therefore

T =

(
Tc − Tb −

J2 ρ d

α

)
sech

(
l

2 η

)
cosh

(
x

η

)
+
J2 ρ d

α
+ Tb (5.17)

5.1.2 The temperature distribution in the superconducting region

In the superconducting region (1
2
l ≤ x ≤ 1

2
L), ρ = 0 and the boundary conditions are

T
(
1
2
l
)
= Tc (5.18)

T
(
1
2
L
)
= Tb (5.19)
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Inserting these values into equation 5.11 generates two equations that can be used to find the
values of C1 and C2 in the superconducting region.

Tc − Tb = C1 cosh
(
l

2 η

)
+ C2 sinh

(
l

2 η

)
(5.20)

0 = C1 cosh
(
L

2 η

)
+ C2 sinh

(
L

2 η

)
(5.21)

Solving for C1 and C2:

C1 = −C2 tanh
(
L

2 η

)
(5.22)
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)
(5.23)
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(
L

2 η

)[
sinh

(
l

2 η

)
cosh

(
L

2 η

)
− cosh

(
l

2 η

)
sinh

(
L

2 η

)]
(5.24)

Tc − Tb = −C2 sech
(
L

2 η

)
sinh

(
L− l

2 η

)
(5.25)

C2 = −(Tc − Tb) csch
(
L− l

2 η

)
cosh

(
L

2 η

)
(5.26)

C1 = (Tc − Tb) csch
(
L− l

2 η

)
sinh

(
L

2 η

)
(5.27)

Inserting the values of C1 and C2, the temperature distribution in the superconducting region
is written as:

T = (Tc − Tb)

[
sinh

(
L

2 η

)
cosh

(
x

η

)
− cosh

(
L

2 η

)
sinh

(
x

η

)]
× csch

(
L− l

2 η

)
+ Tb (5.28)

T = (Tc − Tb) sinh
(
L− 2 x

2 η

)
csch

(
L− l

2 η

)
+ Tb (5.29)
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Figure 5.2: The steady state temperature distribution along the superconductor. Calculated using the
values: Tb = 0.35K, Tc = 6K, l = 0.6L and L

2η = 3.

5.1.3 Calculation of the length of the resistive region

Equations 5.17 and 5.29 describe the steady state temperature distributions in the resistive
and superconducting regions respectively. However, both of these equations are dependent
on the resistive length (l) which will itself change based on the bias conditions and thermal
properties of the material. The length of the resistive region is determined by applying the
boundary condition that the temperature gradient must be continuous across the supercon-
ducting boundary (x = 1

2
l).
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dT

dx

∣∣∣∣
l/2−

=
dT

dx

∣∣∣∣
l/2+

(5.30)

1

η

(
Tc − Tb −

J2 ρ d

α

)
tanh

(
l

2 η

)
= −1

η
(Tc − Tb) coth

(
L− l

2 η

)
(5.31)

(Tc − Tb)

(
tanh

(
l

2 η

)
+ coth

(
L− l

2 η

))
=
J2 ρ d

α
tanh

(
l

2 η

)
(5.32)

α (Tc − Tb)

J2 ρ d
=

tanh
(

l
2 η

)
tanh

(
l
2 η

)
+ coth

(
L−l
2 η

) (5.33)

α (Tc − Tb)

J2 ρ d
=

sinh
(

l
2 η

)
sinh

(
L−l
2 η

)
sinh

(
l
2 η

)
sinh

(
L−l
2 η

)
+ cosh

(
l
2 η

)
cosh

(
L−l
2 η

) (5.34)

2α (Tc − Tb)

J2 ρ d
=

cosh
(

L
2 η

)
− cosh

(
L−2 l
2 η

)
cosh

(
L
2 η

) (5.35)

2α (Tc − Tb)

J2 ρ d
= 1− cosh

(
L− 2 l

2 η

)
sech

(
L

2 η

)
(5.36)

cosh
(
L− 2 l

2 η

)
= cosh

(
L

2 η

)(
1− 2α (Tc − Tb)

J2 ρ d

)
(5.37)

l =
L

2
± η arcosh

(
cosh

(
L

2 η

)(
1− 2α (Tc − Tb)

J2 ρ d

))
(5.38)

Examining equation 5.38, it is clear that for l to have a solution, the argument of the arcosh
function must be greater than one. This requirement gives the equation for the minimum
current that must be applied for a self-sustaining resistive region to exist, Ilatch.

cosh
(
L

2 η

)(
1− 2α (Tc − Tb)

J2 ρ d

)
≥ 1 (5.39)

J2 ρ d ≥ 2α (Tc − Tb)
cosh

(
L
2 η

)
cosh

(
L
2 η

)
− 1

(5.40)

Ilatch =

(
2αw2 d (Tc − Tb)

ρ

cosh
(

L
2 η

)
cosh

(
L
2 η

)
− 1

) 1
2

(5.41)

lim
L→∞

Ilatch =

(
2αw2 d (Tc − Tb)

ρ

) 1
2

(5.42)

The current required for a self sustaining resistive region Ilatch, varies with the total length
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of the superconductor. In the long-device limit, where L ≫ 2η, Ilatch tends to the value
calculated by Skocpol et al. [48]. However, the current required for self-sustaining resistive
regions may be far larger than this value for shorter devices, as shown in figure 5.3.

Figure 5.3: The calculated variation of the latching current with device length.

If the applied current exceeds Ilatch, equation 5.38 shows that there are two steady state so-
lutions for the resistive region length, l. The solutions for l are graphed in figure 5.4 for both
a long and short device.

Figure 5.4: The steady state solutions for the resistive region length which can be self-sustained
under current bias. Solutions are plotted in the long and short device regimes (L/2 η = 100 and 3
respectively.)
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As shown in figure 5.4, if the current exceeds Ilatch, there will be two steady state solutions
for the length of the resistive region, l1 and l2 = L − l1 with l1 being the smaller of the
two lengths. In the long device limit l1 and l2 have very little current dependence above
Ilatch (l1/L ≈ 0 and l2 ≈ L). However, in the short device regime, l1 and l2 have a strong
dependence on the bias current which should be experimentally observable.

5.1.4 Stability of the solutions

Rearranging equation 5.35, the electrical power per volume that will sustain a resistive region
can be determined as a function of l. This is the electrical power necessary to balance heat
flow in the steady state (PSS).

PSS =
2α (Tc − Tb) cosh

(
L
2 η

)
d cosh

(
L
2 η

)
− d cosh

(
L−2 l
2 η

) (5.43)

If at a certain point in time, the resistive region length l is not equal to a steady state value,
the electrical power applied (J2 ρ) would be different to PSS and therefore the temperature
distribution and corresponding resistive region length would evolve with time. For small
perturbations away from the steady state solution, the rate of temperature change within the
resistive region will be:

J2 ρ− PSS = c
dT

dt
(5.44)

If the temperature in the resistive region increases, it will grow in length and therefore l will
increase. Likewise when the temperature gradient is negative, l will decrease. It is clear that
a feedback mechanism exists between l and temperature change. A value of l different to a
steady state solution will cause temperature changes which will then alter the value of l. The
rate of temperature change and the expansion or contraction direction is graphed in figure 5.5
for a superconductor biased such that the steady state solutions are l1 = 0.4L and l2 = 0.6L.
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Figure 5.5: The relationship between resistive length, l, and temperature change. Arrows are used to
depict the expansion or contraction of l with time showing that l1 is an unstable solution and that l2
is stable. Calculated using the values: l1 = 0.4L, l2 = 0.6L and L

2η = 3.

Starting from a point close to an equilibrium value, a stable solution is one that will be con-
verged to over time. Whereas a system will evolve with time away from an unstable solution.
The arrows in figure 5.5 show the direction of time evolution of the hotspot length. It can
be seen that the lower equilibrium point (l1) is unstable as a hotspot length either side of the
stationary point will evolve with time away from it. Similarly the higher equilibrium point
(l2) will be stable as a hotspot length either side of it will converge towards the steady state
solution.

l1 is therefore identified as a critical length. A resistive region smaller than l1 will not be self
sustaining and will decay. However, if the interplay of photon absorption and Joule heating
under current bias create a resistive region with a length larger than l1 then it will expand and
eventually settle on the steady state value l2.

5.1.5 Experimental comparisons

In the optical experiments conducted, a pulsed laser was used to heat a section of a cur-
rent carrying superconductor. This establishes a local resistive region which will have an
approximately two-dimensional temperature distribution. When the laser is off, the temper-
ature distribution is assumed to evolve towards becoming one dimensional (this assumption
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will be examined in section 5.2). Once heat flow becomes negligible along the width of the
device, the analytical model above can be applied.

Several conclusions can be drawn from the model and compared with the experimental data
from sample 19:

1. There will be a current (Ilatch) below which the device will recover superconductivity
for any pulsed laser power.

At 5K unattenuated 20 ns laser pulses were applied to sample 19. The bias current
was increased in 3 µA steps. Latching first occurred at the current 218 µA where every
laser pulse resulted in latching. This behaviour is in agreement with the analytical
model and the estimated value of Ilatch at 5K is therefore 218 µA. Similarly, Ilatch is
estimated to be 390 µA at 360mK.

2. If a current above Ilatch is applied, the laser must induce a sufficiently large resistive
region (> l1) for latching to occur.

At 5K, sample 19 was biased at 224 µA and optical pulses of varying attenuation were
applied. The resulting voltage signals were grouped by peak amplitude into 10mV
bins and the percentage of signals which latched is plotted in figure 5.6 a). It was
found that the larger pulses latched while the smaller ones recovered superconductivity.
The crossover point between the two behaviours occurred when the signals had a peak
voltage of approximately 180mV.

a) b)

Figure 5.6: The latching probablilty of voltage signals grouped by peak amplitude into 10mV bins.
a) 224 µA bias current. b) 230 µA bias current.

3. As the applied current is increased further beyond Ilatch, the length of the resistive
region required for latching, l1, will decrease.

Sample 19 was biased at the slightly higher current of 230 µA and the experiment was
repeated. Figure 5.6 b) shows that although the bias current has increased, the signals
transition to latching at smaller peak voltages than previously, approximately 105mV.
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Therefore, at increased currents, a smaller length of superconductor needs to be driven
normal for the region to become self sustaining and latch, agreeing with the model.

4. The steady state resistive length will be independent of the laser pulse energy.

At 5K, sample 19 was biased at 224 µA and optical pulses of varying attenuation were
applied. The latched voltage was measured 500 ns after the peak amplitude and was
found to be independent of the laser pulse energy. The length of the normal region,
l, was estimated by assuming that the measured voltage is proportional to the hotspot
length and that unattenuated laser pulses drive the full length of the device to the normal
state.

Figure 5.7: The peak voltage and latched voltage with varying energy per pulse. It can be seen that
the latched voltage is independent of the laser energy.

5. The steady state resistive length will depend on the applied current and be equal to l2.
The current dependence is given by the upper branch of equation 5.38.

At 5K unattenuated 20 ns laser pulses were applied to sample 19. The bias current was
varied and the latched voltage for each pulse was measured using an oscilloscope. The
fraction of length that had latched (l/L) was calculated by dividing the latched voltage
by the peak voltage due to the unattenuated laser pulse.
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Figure 5.8: The latched resistive length of sample 19 with varying applied current. The fitted line
is the upper branch of equation 5.38 where L

2η was used as a fitting parameter and determined to be
3.47.

As shown in figure 5.8, the developed analytical model provides a good fit to the exper-
imental values of hotspot length with varying current. This provides strong evidence
that the analytical model captures the essential physics of the steady state behaviour of
the system.

6. As the hotspot length evolves with time there will be a critical length, l1. If the resistive
region decreases below this critical length, the hotspot will recover superconductivity.
But if the hotspot length remains above l1, it will eventually settle at the length l2.

Figure 5.9: Two voltage traces obained under identical setup conditions at 360mK. The two traces
lie either side of the border between latching and recovering behaviour and demonstrate the dynamics
around the critical latching length, l1.
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In figure 5.9 two voltage traces are shown which have very similar peak amplitudes.
However, one trace recovered superconductivity while the other latched. It can be seen
that the behaviour of the two traces diverge around the voltage 225mV (the voltage
identified as corresponding with the resistive region length l1). The decay rate of both
traces seems to be decreasing as the traces approach 225mV. The latching trace stops
decreasing, reaches a minimum value just above 225mV and then, after a slow growth
lasting several hundred nano-seconds the trace eventually settles around 290mV. In
contrast, trace (B) decays below 225mV, at which point its decay rapidly accelerates
and it fully recovers superconductivity.

5.1.6 Limitations of the analytical model

The analytical model described above manages to predict a great deal of the steady state
dynamics of a short NbSe2 photodetector. However there are several important dynamics
that the model cannot take into account. The optical laser pulse which is absorbed by the
the NbSe2 is not described. Therefore, the model cannot predict the dynamics of the system
with varying optical power or pulse duration. The model is also one dimensional and so it
cannot be used to analyse the behaviour of the system until a few tens of nano-seconds after
the laser pulse. The material properties used in the model were all assumed to be constant,
temperature and state independent variables. These assumptions are unlikely to hold from
360mK to temperatures exceeding Tc and so the model can only be stated to approximate the
characteristics of the system.

To address these limitations, a computational model was developed which is described in the
following section. The computational model solves the time dependent heat equation over
a two dimensional space. It also includes a source term for the optical laser pulse and uses
temperature dependent material properties to more accurately predict the system behaviour.

5.2 Computational modelling

The system will be modelled as two dimensional, therefore assuming that the NbSe2 is suffi-
ciently thin that temperature variations across its height can be neglected. Out of plane con-
duction to the substrate is also included in the model with the assumption that the substrate
temperature remains constant at the ambient temperature, Tb. As in the analytical model, the
metal electrodes in contact with the superconductor act as thermal heat sinks, maintaining
the temperature at both ends of the strip at the ambient temperature, Tb.

The model will begin with the system at the ambient temperature, current biased and in the
superconducting state. A laser pulse, which is modelled as Gaussian in both space and time,
is then absorbed in the centre of the NbSe2 strip, causing the temperature to locally rise and
the current carrying capacity of that section to decrease. If the current capacity of any cross
section of the strip is reduced below the bias current, that cross section will be deemed to
have switched to the normal state which will cause a voltage drop and the generation of Joule
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heating. Depending on bias conditions and the laser power, the system is capable of returning
to the superconducting state or if the Joule heating is large enough, the resistive region can
become self sustaining.

The heat equation which models the system is the following:

c
dT

dt
= κ

d2T

dx2
+ κ

d2T

dy2
− α

d
(T − Tb) + PJ + PL (5.45)

Where: x and y are the distances from centre along the length (direction of current flow) and
width (perpendicular to current flow) of the strip respectively, PJ = J2 ρ is the power density
of Joule heating and PL is the power density of the Gaussian laser pulse.

To solve the heat equation numerically, the time and spatial derivatives are approximated
using finite differences. The time and spatial variables are therefore discretised on a regular
grid of points and the temperature distribution is evaluated at those grid points.

5.2.1 The Crank-Nicolson method for a 1D system

The finite difference technique that is used is called the Crank-Nicolson method [131]. This
method is unconditionally stable and has second order accuracy for steps in both time and
space. This section will describe how the Crank-Nicolson system can be used to solve a 1D
problem. The following section will then describe how this method can be extended to a 2D
problem.

Using subscript i and superscript n to index the grid steps in space and time respectively, the
Crank-Nicolson method evaluates the temperature and its derivatives between time steps as:

T ≈ T n
i + T n+1

i

2
(5.46)

dT

dt
≈ T n+1

i − T n
i

∆t
(5.47)

d2T

dx2
≈
T n
i+1 − 2T n

i + T n
i−1 + T n+1

i+1 − 2T n+1
i + T n+1

i−1

2 (∆x)2
(5.48)

Therefore the 1D finite difference equation to be solved is:

c

∆t

(
T n+1
i − T n

i

)
=

κ

2 (∆x)2
(
T n
i+1 − 2T n

i + T n
i−1 + T n+1

i+1 − 2T n+1
i + T n+1

i−1

)
− α

2 d

(
T n
i + T n+1

i

)
+
αTb
d

+ PJ + PL (5.49)

The above equation will be solved starting from time index n = 0, progressing forward
in time. At n = 0, the temperature distribution will be constant throughout the system at
temperature Tb. Therefore at all time indexes, the temperatures with index n will be known
values and those with index n+ 1 will need to be solved for.
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Separating the unknown n+ 1 terms and labelling factors:

T n+1
i−1

( −κ∆t
2 c (∆x)2

)
=Ai

+T n+1
i

( −κ∆t
c (∆x)2

+
α∆t

2 d c
+ 1
)
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+T n+1
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( −κ∆t
2 c (∆x)2

)
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= T n
i +

∆t

c

( −κ
2 (∆x)2

(
T n
i−1 − 2T n

i + T n
i+1

)
− α

2 d
T n
i +

αTb
d

+ PJ + PL

)
=Di

(5.50)

Using the above labelled factors (Ai , Bi , Ci and Di), equation 5.50 can be written as the
following matrix equation:

B0 C0 0 0 · · · 0

A1 B1 C1 0 · · · 0

0 A2 B2 C2 · · · 0

0 0 A3 B3
. . . ...

... ... ... . . . . . . CI−1

0 0 0 · · · AI BI





T n+1
0

T n+1
1

T n+1
2
...

T n+1
I−1

T n+1
I


=



D0

D1

D2

...
DI−1

DI


(5.51)

In equation, 5.51 the only unknown parameters are the temperatures at time step n + 1. All
other parameters can be evaluated using the known temperature distribution at time step n.
Therefore, to calculate the T n+1

i terms, we need to pre-multiply theDi vector with the inverse
of the above square matrix. In practice, the above matrix may be thousands of entries square
and inverting such a large matrix via a general inversion technique would take prohibitively
long to compute. However, the matrix is tri-diagonal i.e. all of the matrix elements are zero
except for those along the central three diagonal bands. The matrix equation can therefore be
solved far quicker than the general case by utilising Thomas’ algorithm [132], see Appendix
A.

By implementing appropriate boundary conditions, the above methods can be used to solve
the 1D heat equation and calculate the evolution of the system with time.

5.2.2 Two dimensional systems

A two dimensional system will have heat conduction along both the x and y axes. There-
fore the temperature change to any element over one time step will be dependent on that
element’s neighbours along both axes. Implementing the Crank-Nicolson scheme, whereby
temperatures are averaged between time steps, means that to fully evaluate the conduction
to one point would use a system of simultaneous equations having a total of ten different
temperature grid points in each equation, with five of those temperatures being unknown at
any time. Solving these implicit equations for both conduction directions simultaneously is
a non-trivial exercise.

To make the 2D problem more tractable, the Alternating Direction Implicit (ADI) [133]
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method was used. In the ADI method, heat conduction is evaluated in a two step process.
In the first step, conduction along one of the axes (e.g. x) is evaluated explicitly using the
temperature distribution at time index n while conduction along the second axis is evaluated
implicitly at time index n+ 1/2:

d2T

dx2
+
d2T

dy2
≈
T n
i+1, j − 2T n

i, j + T n
i−1, j

∆x2
+
T

n+1/2
i, j+1 − 2T

n+1/2
i, j + T

n+1/2
i, j−1

∆y2
(5.52)

The evaluations given in equation 5.52 are inserted into the heat equation for the system
(equation 5.45) along with evaluations for the laser heating, Joule heating and substrate con-
duction. Using the same method as for the 1D case, a matrix equation similar to equation
5.51 is produced for each grid step in x. Solving all the matrix equations produces the 2D
temperature distribution at time step n+ 1/2.

Then, in the second step of the ADI method, the process is repeated with the implicit and
explicit directions swapped. The temperature derivatives are evaluated as the following:

d2T

dx2
+
d2T

dy2
≈
T n+1
i+1, j − 2T n+1

i, j + T n+1
i−1, j

∆x2
+
T

n+1/2
i, j+1 − 2T

n+1/2
i, j + T

n+1/2
i, j−1

∆y2
(5.53)

A series of matrix equations are again formed, one equation for each grid point in the y
direction. Solving the matrix equations produces the 2D temperature distribution at time step
n+ 1 as desired. Repeatedly applying these methods then allows the time evolution of a 2D
system to be calculated.

5.2.3 Simulation parameters

Boundary Conditions

Boundary conditions need to be specified to determine the behaviour at the edges of the
modelled grid space. In the x direction, both ends of the NbSe2 are in contact with a relatively
thick gold electrode. Therefore, just as in the analytical model, a Dirichlet boundary condition
is used: at both x extremities (i = 0 and i = I) the temperature is held constant at the ambient
temperature, Tb.

T n
0, j = Tb (5.54)

T n
I, j = Tb (5.55)

These conditions can be implemented by setting the values of the matrix elements to be the
following, at the edges of the grid space:
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AI, j = 0; (5.56)

B0, j = 1; (5.57)

BI, j = 1; (5.58)

C0, j = 0; (5.59)

D0, j = Tb; (5.60)

DI, j = Tb; (5.61)

At the y extremities, the situation is more complicated: The temperature at the edge of the
NbSe2 crystal should be able to change over time but there should be no thermal flux through
the edge of the crystal. This can be accomplished by applying the Neumann boundary con-
dition that the temperature gradient is zero at the edge.

dT (x, y, t)

dy
= 0 for: y = ±w

2
(5.62)

To implement the above boundary condition, fictitious grid points were used. Fictitious grid
points are points which lie outside of the true simulation domain. In this case, points one∆y
step outside of the domain are created where the temperature is specified to be equal to that
at one∆y step inside the edge. Therefore, the temperature gradient at the edge will be equal
to zero.

T n
i, −1 = T n

i, 1 (5.63)

T n
i, J+1 = T n

i, J−1 (5.64)

Material parameters

One of the advantages of using a computational model is that it becomes simple to use tem-
perature and state dependent variables for the material parameters. This should enable the
simulation to more accurately agree with measured data.

Volumetric heat capacity, c(T ), is temperature and state dependent as discussed in section
2.3.6. The heat capacity of superconducting NbSe2 was studied extensively by C. J. Huang
et al. [134]. The reported values of the electronic and phonon heat capacities were used in
the simulations.

The cryogenic thermal conductivity, κ(T ), of bulk NbSe2 was reported by E. Boaknin [135,
136] with a value κ/T = 0.82WK−2 m−1 at Tc . However, the samples measured by Boaknin
displayed a resistivity approximately four times smaller than the samples measured here. It
was found that the trend κ/T = 0.5WK−2 m−1 provided much better agreement and was used
for the simulations. The discrepancy in resistivity and thermal conductivity values is most
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likely due to the difference in bulk and few-layered samples.

Figure 5.10 shows the measured temperature dependence of Ic for sample 19 from 360mK to
Tc . This data was used to determine the current that each volume element in the simulation
could support. To determine if a cross section is resistive, the current limits of each volume
element in the cross section are summed, giving the critical current of the cross section. If the
critical current of the cross section is less than the bias current, that cross section is determined
to be resistive.

Figure 5.10: The temperature dependence of Ic used in simulations of sample 19.

If a cross-section of the superconductor is determined to be resistive, it will have a finite
resistivity which is itself temperature dependent. The temperature dependence of ρ(T ) was
estimated from electrical measurements and the dimensions of the NbSe2 being simulated.
For ambient temperatures near Tc the resistive transition is modelled as having finite width,
in line with measurements. Below 3K the transition is modelled as an immediate switch to
the normal state resistance.

Optimisations

The simulation was typically ran with approximately 1× 105 grid points over a 2D space and
1× 106 time steps. Using the methods described above would require solving approximately
1× 109 matrix equations of the form shown in equation 5.51. Performing these calculations
would take a prohibitively long time, on the order of days, to compute. It was therefore
necessary to optimise the calculation as much as possible.

The NbSe2 strip was modelled as rectangular and the laser pulse was modelled with a 2D
Gaussian distribution illuminating the centre of the strip. It is therefore possible to predict
that the temperature distribution will at all times be symmetric about the x and y axes through
the centre of the NbSe2. Therefore, it is not necessary to fully calculate the temperature
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distribution across the whole strip, instead only one quarter of the strip needs to be calculated.
The temperature distribution in the other three quarters can simply be reflected from the result.
This technique reduces the computational requirements by nearly a factor of four while not
impacting the simulation accuracy at all.

The boundaries of the NbSe2 strip are modelled as thermally insulating in the y axis and
conductive in the x axis. Therefore, in the steady state, there may be heat flux in the x axis
but no element in the simulation will have a steady state heat flux along the y axis. Therefore,
the temperature distribution will in all cases tend towards becoming one dimensional and so at
some point during the simulation, thermal conduction along the y axis will drop to negligible
levels. At this point, there will be no need to continue to calculate conduction in the y axis
and the simulation can be reduced to being 1D.

After the 2D temperature distribution is calculated for each time step, the temperature at the
middle of an edge (0, w

2
) is compared to the central element (0, 0). If the two temperatures

differ by less than 10mK, the temperature distribution is declared to be effectively one di-
mensional and so from that point on, a one dimensional Crank-Nicolson scheme is used. This
typically occurs approximately 10-20 ns after the intensity peak of the laser pulse.

5.2.4 Simulation results

Initially the simulation was set up to replicate the behaviour of sample 19. Therefore the
physical dimensions, resistance, critical temperature and critical current dependence of sam-
ple 19 were used. The laser pulse was modelled with a Gaussian intensity profile which
peaked 20 ns after the start of the simulation.

Figure 5.10 a) shows the modelled temperature distribution with sample 19 under 370 µA
bias current. The temperature distribution is shown at the times: 15 ns, 20 ns, 40 ns and 55 ns.
From the same simulation, figure 5.10 b) shows the potential difference across the sample
which develops as a result of laser heating and eventually decays as the sample returns to the
superconducting state.

At 15 ns, the laser pulse has not yet reached maximum intensity but the centre of the NbSe2
has been heated by the laser to over the critical temperature and is therefore not capable of
carrying any resistance-free current. However, there is no voltage drop across the sample yet
as the current is able to flow around the central hot region and be carried primarily at the
edges of the strip.

At 20 ns, the laser pulse is at maximum intensity. The centre of the NbSe2 has been heated
far above Tc and the current can no longer be supported without resistance. Heat is now
being generated by the laser and the resistive current and as a result the resistive region is
expanding.
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a)

b)

Figure 5.10: a) Calculated 2D temperature distributions across sample 19, at the ambient tempera-
ture 360mK and current biased at 370 µA. The temperature distribution is shown at 15 ns, 20 ns, 40 ns
and 55 ns. b) The resulting voltage drop that is produced across the simulated device as a function of
time. The voltage reaches a maximum shortly after the laser intensity peak and decays to zero as the
device regains superconductivity.
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At 40 ns, the laser pulse is effectively over and heat conduction has removed most of the tem-
perature variations along the width of the sample. The temperature distribution will continue
to move towards becoming 1D and the simulation switches to a 1D calculation at the time
44.2 ns. Joule heating is continuing to heat the centre of the strip but it is not strong enough
to overcome heat conduction and so the sample is cooling.

At 55 ns, the resistive region has decreased in length and the voltage across the sample has
decreased to approximately 29% of its peak value. The sample is continuing to cool and will
become fully superconducting at 56.8 ns.

The simulation was then set to emulate the behaviour of sample 19 with varying bias current.
Figure 5.11 shows the measured data and simulated response of sample 19 from 260 µA to
400 µA. In the experiment, unattenuated laser pulses with nominal pulse width of 20 ns were
used. In both experiment and simulation, the laser delivered 1.09 pJ per pulse.

a) b)

Figure 5.11: Comparison between measured and simulated device response to illumination with vary-
ing bias current. a) Measured response. b) Simulated response.

The measured and simulated voltage traces, shown in figure 5.11 a) and b) respectively, show
very similar characteristics with varying bias current. In both cases the voltage peak and the
decay time of the trace increases with bias current. At 380 µA the voltage traces decrease very
slowly, falling to zero voltage approximately 200 ns after their peak. Beyond this current,
the voltage traces no longer recover superconductivity but instead decay to a self-sustaining
resistive state. The steady state voltage is seen to increase as the bias current is increased
further.

The similarity between simulated and measured response is strong evidence that the simu-
lation is accurately depicting the underlying behaviour of the system and demonstrating the
cause of the detection mechanism in the fabricated NbSe2 devices.
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a) b)

Figure 5.12: Comparison between a) measured and b) simulated device response to illumination of
varying laser pulse width.

The material parameters within the simulation were then adjusted to match those of sample
20. The sample was modelled as a strip 3.3 µm long with a width of 740 nm. One of the
interesting experiments performed on sample 20 was its response to illumination of varying
pulse width (see section 4.4.2). Using a fixed bias current of 32 µA with an ambient temper-
ature of 5.1K the nominal laser pulse width was varied from 20 ns to 100 ns. The resulting
voltage traces were observed to have a similar shape to the intensity profile of the applied
laser pulses, becoming increasingly long and flat before decaying to zero as the laser pulse
width was increased.

In the simulation, the time dependence of the laser intensity was modelled as a trapezium
with a gradient and maximum intensity set so that the energy per pulse matched experimental
values. This method allowed the laser pulse duration to be easily changed by extending the
time of the flat section of the trapezium.

Setting the simulation parameters to match the experimental conditions, the voltage response
of the device to varying laser pulse width was modelled. In figure 5.12 both the experimen-
tal and simulated device responses are shown. The model was able to reproduce voltage
traces with similar characteristics to the experiment, with both measured and simulated data
showing increasing voltage duration as the laser pulse width increases.

Some characteristics of the experimental data have not been reproduced by the simulation.
The voltage measured experimentally is not as consistent as that shown in the simulations
and it drops to negative values before decaying to zero. These characteristics are likely due
to poor impedance matching between the electrical transmission line and the sample resulting
in reflections, distortions and poor transmissions of the signal. The simulation is not capable
of reproducing these effects as the biasing and amplification circuit has not been included in
the model.
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a) b)

Figure 5.13: Comparison between a)measured and b) simulated device response to illumination with
current variation.

Finally, it was investigated if the model could replicate the energy dependent response ob-
served in the NbSe2 devices. Figure 5.13 shows the measured and simulated response of
sample 20 to pulsed illumination with varying laser attenuation. A bias current of 31 µA was
used in both the experiment and simulation at 5.1K.

The simulation was able to capture the characteristic behaviour observed experimentally with
the signal amplitude and duration increasing with the laser pulse energy. In the simulations,
the signal amplitude at low pulse energies grows faster than in the experiment, however the
overall shape and duration of the voltage signals is extremely similar between experiment and
simulation. At high laser energies, the simulation was able to replicate the slowing growth
of the signal amplitude with an almost logarithmic dependence on energy in both cases.

5.3 Summary

In this chapter the thermal and electrical behaviour of NbSe2 photodetectors have been stud-
ied analytically and with computational methods. The samples were modelled as being under
vacuum with thermal conduction paths to both the substrate and gold electrodes. The analyt-
ical modelling was limited to viewing the system as being one dimensional; however it was
able to explain many of the steady state dynamics that were observed experimentally. It pre-
dicts the existence of a minimum current (Ilatch) which must be exceeded for self sustaining
hotspots to be possible. It also can predict the length and therefore the voltage drop across
a self-sustaining resistive region. The steady state behaviour is significantly different to that
of a detector in the long-device limit, such as an SNSPD. The differences are explained due
to the significant lateral heat flow in the system and a device length which is comparable to
the thermal healing length (see figure 5.4).

The mathematical model was extended to 2D and the time evolution of the system was sim-
ulated computationally. Using computational methods allowed the system to be made much
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more complex, introducing temperature and state dependence to the material parameters and
modelling the incident laser with both space and time dependence. The temperature distribu-
tion evolves over time according to the heat equation with terms added to account for Joule
heating and laser absorption. The assumption made in the analytical modelling, that the sys-
tem will tend towards a 1D temperature distribution, was then shown to be accurate, with the
system reducing to 1D approximately 10-20 ns after peak of the laser pulse.

Using the calculated temperature distribution and the measured temperature dependence of
the superconducting critical current, the simulation is able to predict a time dependent voltage
across the modelled device. The voltage output was compared with the outputs measured
from two tested devices. This was done under: varying currents, varying laser power and
varying laser pulse duration. The simulated data was overall in strong agreement with the
trends that were observed experimentally. Higher energy laser pulses led to larger voltage
outputs, longer laser pulses led to longer voltage outputs and the transition from recovering
to latching pulses was accurately reproduced with varying current.

The strong agreement between experiment and simulation shows that the heat equation based
model can accurately predict the observed phenomena. This provides evidence that the under-
lying dynamics of the system and the photodetection mechanism at play are well understood
in this novel device architecture.
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Chapter 6

Conclusions

6.1 Summary of thesis results

In this thesis, exfoliated NbSe2 crystals were used as the superconducting element in novel
photodetector designs. Experiments were conducted within a cryogenic optical testing sys-
tem using a commercial pulse tube and 3He sorption stage to reach a base temperature of
350mK (see section 3.2). Coupling light to the detectors with a piezoelectric driven confo-
cal microscope, the devices were shown to be sensitive to infrared light from 5K down to
350mK, representing the first demonstration of an exfoliated superconductor as an optical
detector.

Few-layered NbSe2 must be protected from degradation to maintain superconducting proper-
ties and several methods of protection were tested: limited exposure to atmosphere (section
4.2), graphene encapsulation (section 4.1) and hBN encapsulation (section 4.3). Of these
methods, hBN encapsulation is the most promising as it is an insulator and therefore does
not reduce the normal state resistance of the device however it necessitates the use of pre-
patterned electrical contacts which makes placement of the exfoliated samples more chal-
lenging.

Although there were variations in the device design, unexpected and largely consistent be-
haviour was observed. Hysteretic I-V profiles were measured, indicating that NbSe2 is ca-
pable of carrying superconducting currents large enough to maintain a self-sustaining re-
gion [48]. This is a key characteristic which is required for signal amplification in SNSPD
devices [137,138]. Unexpectedly however, the samples were found to have power dependent
responses to illumination indicating that the whole device was not being driven to its normal
state resistance.

A thermal model was developed to explain the origins of the device response. It showed that
Joule heating would not drive the sample to be fully resistive, as is the case for long supercon-
ducting devices (see figure 5.4). Instead, at high currents, a time-stable resistive region can
form with an intermediate resistance which is determined by the bias current (section 5.1.3).
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This behaviour is due to the thermal healing length (η) being comparable to the device length
so that conduction via the electrodes can maintain a significant proportion of the device in
the superconducting state. It was also found that a region of significant size (l1) needs to be
resistive before the region becomes self-sustaining. Therefore, low intensity light will cause
transient and power dependent signals like the ones measured in chapter 4.

A two-dimensional, computational model was developed to improve the accuracy of the
device modelling and to verify that the observed phenomena can be predicted by a ther-
mal model. The time dependent temperature distribution across a superconducting NbSe2
strip was simulated under pulsed optical illumination and current bias. The resistance across
the strip was calculated from the temperature distribution, allowing the potential difference
across the device to be generated and compared with experimental measurements. The fi-
nite difference model was able to replicate many of the key characteristic behaviours that
were observed experimentally: the time scale and shape of voltage signals were replicated
accurately, showing a power dependent device response in the non-latching regime and an
accurate transition to a latching regime as the current was increased.

Although single photon sensitivity was not achieved in the fabricated NbSe2 devices, they are
of a similar performance to graphene based hot electron bolometers and commercial photodi-
odes [1]. With improving device fabricationmethods, it is likely that single photon sensitivity
will soon be achieved in exfoliated 2D superconductors.

6.2 Improving device performance

6.2.1 Increasing sensitivity

It is likely that the gold contacts used throughout this project reduced the local superconduct-
ing order parameter via the proximity effect. It is therefore probable that the experimentally
observed critical current was significantly less than the depairing current. This would have
the effect of increasing the number of Cooper pairs that need to be broken before the device
is driven resistive, thereby reducing the sensitivity of the device. It has been shown that mi-
cron width superconductors can be single-photon sensitive [49, 115, 139] but care must be
taken in their design to achieve an experimental critical current which is a large fraction of
the depairing current.

One method of achieving a high critical current density is to have the area where the contacts
meet the crystal be significantly wider than a photosensitive constriction which is patterned
into the superconductor. This ensures that the patterned constriction determines the exper-
imental critical current and therefore light is coupled to the area with the highest critical
current density.
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a) b)

Figure 6.1: Optical images of samples 25 and 26 which were patterened to have 150 nm width con-
strictions a) Sample 25. b) Sample 26.

Samples 25 and 26 were fabricated with an etched constriction in their centre, as shown in
figure 6.1. Unfortunately the constriction was made too thin (150 nm) and the devices did
not display superconductivity when tested, instead showing low temperature resistances of
7.2 kΩ and 8.9 kΩ. The lack of superconductivity in the samples was probably caused by
damage to the material during the etching process or by oxidation at the exposed edges after
fabrication. In either case, a slightly wider constriction, e.g. 300 nm, would likely survive
the fabrication and be capable of carrying a high current density.

Similarly, a superconducting metal (e.g. niobium or aluminium) could be used instead of
gold to make contact with a thin NbSe2 strip. This could cause an enhancement of the order
parameter at the ends of the NbSe2 thereby increasing the local critical current density com-
pared to its centre. The use of superconducting contacts would have the secondary benefit of
reducing heat conduction through the contacts.

Improvements to the measurement electronics could also increase the signal to noise ratio
measured from the NbSe2 devices. A cryogenic amplifier such as the Cosmic Microwave
CITLF1 could be installed at the main stage of the pulse tube (approximately 5K) which
would reduce the noise of the system and allow lower amplitude voltage signals to be mea-
sured.

6.2.2 Improved optical coupling

As shown in section 3.3, the typical optical coupling efficiency for the tested NbSe2 devices
was approximately 5%. The optical losses are primarily due to poor coupling in the direc-
tion of propagation because the samples transmit rather than absorb most of the infrared light
which is incident on them. However, it has been demonstrated that efficient coupling to 2D
materials can be achieved though the use of Fabry-Pérot cavities [97, 140] and waveguide
structures [141, 142]. Two dimensional materials are highly suited to integration with pho-
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tonic circuits since the optical structures can be fabricated on a pristine substrate and the
detector can then be deterministically placed at a later stage [143].

6.3 Recent developments and outlook

The field of 2D materials is rapidly developing and several research groups are pursuing
their application as superconducting photodetectors. One such design which uses the small
heat capacity of 2D materials is the graphene based Josephson junction [144]. The device
functions as an optical detector bymeasuring a reduction in the switching current which flows
across the junction when a photon is absorbed. Efficient optical coupling to such a device
is a challenge however recently a graphene Josephson junction has been integrated with a
resonator for efficient microwave detection [145].

The realisation of single photon sensitive, high Tc superconducting detectors has been at-
tempted by several groups research groups previously [146–148]. However the supercon-
ducting properties of cuprates depend on optimum oxygen doping and it has proved difficult
to fabricate high quality, thin films of such materials and then shape them into narrow wires
without a reduced transition temperature.

Exfoliation of layered high temperature superconductors from bulk crystals provides a new
method of fabricating nanoscale thickness films. Bi2Sr2CaCu2O8+δ (Bi-2212) has a bulk
transition temperature of approximately 90K and so a detector fabricated from it could be
operated at liquid nitrogen temperatures (77K) which would remove much of the cost and
difficulty involved with SNSPD measurements.

It has recently been shown that monolayer Bi-2212 can be exfoliated to monolayer thickness
without significant change to the superconducting critical temperature [149]. Prof. Efetov
(ICFO, Spain) is leading a project aiming to use superconducting wires from exfoliated Bi-
2212 as an optical detector [150]. An inert atmosphere is used to encapsulate the exfoliated
superconductor and a focussed helium ion beam is used to pattern the wires which avoids the
use of reactive ion etching [151]. If an efficient photon detector can be produced it would be
a transformative technology enabling advancements in high temperature sensing applications
such as LIDAR and remote gas sensing [152,153].

2D superconductors are a novel material group which present challenges but offer unique
characteristics and fabrication strategies unavailable to conventional materials. Single pho-
ton sensitivity in 2D materials will likely occur in the near future, enabling 2D materials to
be used in quantum sensing applications such as: Bell inequality tests [154], quantum key
distribution [155] and integrated quantum photonics [156].
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Appendix A

Simulation details

The computational model described in section 5.2 was written in the coding language C++.
C++ is a versatile language which is suited to efficient handling and mathematical manipu-
lation of large quantities of data. The code was written using the C++ standard libraries, no
code was copied from any other source. The code is relatively extensive at over 1000 lines
long. A graphical user interface hasn’t been written as it was not required. Instead, to imple-
ment changes, the code was simply modified and compiled into a new Windows compatible
executable program.

The program outputs comma separated variable (extension ‘.csv’) files containing the time
varying voltage across the modelled device and optionally, the temperature distribution in the
modelled space at set periods of time.

Thomas’ algorithm

The program solves the time dependent heat equation by using the Crank-Nicolson method
[131] as described in section 5.2.1. The tridiagonal matrix equation generated by the Crank-
Nicolson method is then solved using Thomas’ algorithm [132]. The equation to be solved
(also shown in section 5.2.1) is:



B0 C0 0 0 · · · 0

A1 B1 C1 0 · · · 0

0 A2 B2 C2 · · · 0

0 0 A3 B3
. . . ...

... ... ... . . . . . . CI−1

0 0 0 · · · AI BI





T n+1
0

T n+1
1

T n+1
2
...

T n+1
I−1

T n+1
I


=



D0

D1

D2

...
DI−1

DI


(A.1)

To solve this equation, Thomas’ algorithm first eliminates all Ai values from the equations
and sets all Bi = 1. Starting with the first equation in the matrix (index i = 0) and progress-
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ing, the process is the following:

From the boundary conditions (B0 = 1 and C0 = 0 ) the first line is already in the desired
form and no further operations are required.

1 · T n+1
0 = D0 (A.2)

The i = 1 line of the matrix equation can be written:

A1 T
n+1
0 +B1 T

n+1
1 + C1 T

n+1
2 = D1 (A.3)

Eliminate the A1 term by using the value T n+1
0 from equation A.2. The i = 1 line then

becomes:
B1 T

n+1
1 + C1 T

n+1
2 = D1 − A1D0 (A.4)

Now divide all terms by B1, giving the equation:

1 · T n+1
1 + C ′

1 T
n+1
2 = D′

1 (A.5)

where: C ′
1 =

C1

B1
and D′

1 =
D1−A1 D0

B1

The i = 1 line of the matrix is now in the desired form. Using a similar method, the i = 2

line can be re-arranged to:
1 · T n+1

2 + C ′
2 T

n+1
3 = D′

2 (A.6)

where: C ′
2 =

C2

B2−A2 C′
1
and D′

2 =
D2−A2 D′

1

B2−A2 C′
1
.

This method can be continued for the entire matrix, reducing equation A.1 to the form:

1 0 0 0 · · · 0 0

0 1 C ′
1 0 · · · 0 0

0 0 1 C ′
2 · · · 0 0

0 0 0 1
. . . ... ...

... ... ... ... . . . C ′
I−2 0

0 0 0 0 · · · 1 C ′
I−1

0 0 0 0 · · · 0 1





T n+1
0

T n+1
1

T n+1
2
...

T n+1
I−2

T n+1
I−1

T n+1
I


=



D′
0

D′
1

D′
2
...

D′
I−2

D′
I−1

D′
I


(A.7)

Written in the form shown in equation A.7, it is simple to solve the equation to obtain the
temperature values. From the final line of the above matrix, T n+1

I = D′
I . This value can be

inserted into the penultimate line to obtain the adjacent temperature (T n+1
I−1 ), then this value

can be used to solve for T n+1
I−2 and so on, until all temperatures have been calculated.

Thomas’ algorithm can be written in only a dozen or so lines of code. The C++ code used to
implement the algorithm, modified slightly for readability, is shown below:
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// first line of matrix
Cp[0] = 0;
Dp[0] = D[0];
Temp[0] = Tb;

// loop which calculates C’ and D’ values.
for (int i = 1; i != I + 1; i++)
{

Cp[i] = C[i] / (B[i] - A[i] * Cp[i - 1]);
Dp[i] = (D[i] - A[i] * Dp[i - 1]) / (B[i] - A[i] * Cp[i - 1]);

}

// back substitution
Temp[I] = Dp[I];
for (int i = I - 1; i != 0; i- -)
{

Temp[i] = Dp[i] - Cp[i] * Temp[i + 1];
}
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Appendix B

Presentations and publications

• G. J. Orchin, D. de Fazio, A. C. Ferrari and R. H. Hadfield. Nano-Optical Charac-
terization of Superconducting NbSe2. Superconductors-based sensors and quantum
technologies, Moscow, April 2016. (Oral presentation)

• J. Paul, G. J. Orchin, R. M. Heath, B. Slater, U. Nasti, K. Erotokritou, S. Miki, H.
Terai, M. Sorel, D. Sahin, J. Barreto and R. H. Hadfield. Integrated Superconducting
Nanowire Single Photon Detectors for Scalable Silicon Quantum Photonics. Engineer-
ing Quantum Photonic Technologies Event, London, May 2019. (Poster presentation)

• G. J. Orchin, D. De Fazio, A. Di Bernardo, M. Hamer, D. Yoon, A. R. Cadore, I.
Goykhman, K. Watanabe, T. Taniguchi, J. W. A. Robinson, R. V. Gorbachev, A. C.
Ferrari, and R. H. Hadfield. Niobium diselenide superconducting photodetectors. Ap-
plied Physics Letters, 114(25):251103, June 2019. (Journal article)

• G. J. Orchin, J. Paul, U. Nasti, K. Erotokritou, M. Sorel, R. M. Heath, B. Slater, D.
Sahin, J. Barreto, M. Thompson and R. H. Hadfield. Integrated Superconducting
Nanowire Single Photon Detectors for Scalable Silicon Quantum Photonics. Euro-
pean Conference on Applied Superconductivity, Glasgow, September 2019. (Poster
presentation)

• G. J. Orchin, D. De Fazio, A. Di Bernardo, M. Hamer, D. Yoon, A. R. Cadore, I.
Goykhman, K. Watanabe, T. Taniguchi, J. W. A. Robinson, R. V. Gorbachev, A. C.
Ferrari, and R. H. Hadfield. Niobium diselenide superconducting photodetectors. Su-
perconducting Quantum Devices, Glasgow, September 2019. (Poster presentation)
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