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Summary

Background

Assessment of healthcare professionals plays a pivotal role in safeguarding
patients by ensuring practitioners have been appropriately trained before being
permitted onto professional registers. This prevents the public from being
treated by those who are not fit to practise healthcare subjects, including

dentistry.

In the UK, dental schools must provide the General Dental Council (GDC) with
evidence that students have attained the necessary educational outcomes and
are suitable to join the professional register. The GDC delegates responsibility of
choosing appropriate assessment methods to obtain such evidence to the dental
schools themselves. As part of their undergraduate assessment repertoire, some
UK dental schools have adopted longitudinal assessment methods to measure
development and consistency of competent performance in clinical
environments. Although these longitudinal methods create a rich database of
multiple points of evaluation over the duration of the Bachelor of Dental Surgery
(BDS) curriculum, there is currently little evidence to support their use for
assessing development of clinical competence. Therefore, there is a need to
conduct thorough analyses of longitudinal clinical data using robust statistical

methods and create evidence to support their validity for this purpose.
Aims

This thesis aims to investigate the content and criterion validity and reliability of
longitudinal clinical assessment, which will contribute towards a validity
argument on its use in assessing the development of clinical competence among
undergraduate dental students. It will also explore how the evidence for validity

could be used to enhance assessment within dental education.
Research design

A mixed methods approach, with quantitative and qualitative approaches, was

adopted to address the study aims. For the quantitative component, statistical
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descriptions, and group-based trajectory models (GBTMs) tracking individual
undergraduate’s clinical performance over time were produced from longitudinal
clinical assessment (LIFTUPP©) data for three dental student cohort’s (2017-19;
n=234). Content validity was investigated using LIFTUPP© performance indicator
4 as the threshold for competence. Distinct trajectories were created using a
performance indicator 5 as the threshold, which were then used to investigate

the concurrent and predictive subtypes of criterion validity.

Concurrent validity was investigated by linking and cross-tabulating LIFTUPP©
trajectory group memberships with BDS examination performance (mean scores
and a “top 20%” performance in each BDS year). Predictive validity was
investigated by linking and cross-tabulating undergraduate LIFTUPP®© trajectory
group memberships with postgraduate clinical performance trajectory group
memberships generated from Longitudinal Evaluations of Performance (LEPs).

Reliability was calculated using Cronbach’s alpha.

For the qualitative component of the study, a series of online focus groups with
key stakeholders within dental education were conducted. Participants were
presented with the results of the quantitative analyses and their opinions on how
these data could be used to enhance assessment within dental education were
canvassed. Transcripts of the focus group discussions were analysed using

thematic analysis to identify themes (i.e., patterns) of interest within the data.

Results

LIFTUPP© GBTMs with a threshold performance indicator of 4 resulted in all
students following a single trajectory in all three cohorts and showed progressive
development of clinical competence over three BDS clinical years, satisfying
criteria for content validity. GBTMs with a threshold performance indicator of 5
provided at least two distinct trajectories of student clinical performance.
According to the Bayesian information criterion (BIC), models with two distinct
trajectories fitted the data best and a “better” performing trajectory was

identifiable in each cohort.

In the two most recent cohorts, students who were more likely to belong to the

“better performing” LIFTUPP®O trajectory scored higher (on average) in the
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undergraduate examinations for each BDS year. This association was not
observed for cohort 1. Students allocated to “better performing” LIFTUPP©
trajectories were more likely to also be assigned to “better performing” LEP
trajectories in all three cohorts. Reliability for the undergraduate examinations
was high in all three cohorts (>0.88) and did not change substantially when

longitudinal clinical assessment data were included.

Comments from focus group participants appeared to provide further support for
content validity. However, quantitative results were met with a degree of
mistrust that seemed to stem primarily from previous experiences of operational
issues associated with the LIFTUPP®© assessment process and the absence of

contextual data within the quantitative analyses.

Conclusions

The upward trend of LIFTUPP® trajectory patterns suggested there is evidence
that longitudinal clinical performance data have content validity for the
assessment of clinical competence. Associations between better LIFTUPP©O
performance and better undergraduate examination outcomes and better
postgraduate clinical performance in the two most recent cohorts were
indicative of criterion validity. The lack of association in cohort 1 may have been
due to poorer calibration among assessors following the initial adoption of
LIFTUPP® into the BDS curriculum.

Evidence for LIFTUPP®© data reliability was inconclusive. This uncertainty may
have resulted from using probabilities of student trajectory group membership
as the metric for longitudinal clinical assessment in the calculation of
Cronbach’s alpha. Therefore, further investigations on LIFTUPP© data reliability

are required.

Data processing procedures and suggestions from focus group participants
revealed there is a need to improve current assessment practices and data
collection to allow other investigations on validity to be pursued and to further
increase confidence in the results produced by this study. Some data collection
issues encountered in relation to LIFTUPP© and undergraduate examinations

have since been resolved, meaning studies involving subsequent student cohorts
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should seek to incorporate LIFTUPP© communication, management and
leadership, and professionalism data as well data from clinical case presentation

examinations and one-off clinical competence tests.

Overall, the study provides an early contribution towards a validity argument on
the use of longitudinal clinical assessment in assessing development of
competence in undergraduate dentists and provides a starting point from which
consequent studies can be based. The study should now be expanded into
different settings, e.g., other dental schools and disciplines (such as medicine,
nursing, and veterinary medicine), to confirm and build upon these initial

findings.



Chapter 1 - Introduction and literature review

Assessment is an essential component of dental education. It determines
whether dental trainees have been trained to the required standards before
being permitted onto professional registers, thus preventing the public from

being treated by individuals who are not fit to practise dentistry.

For providers of undergraduate dental education, there is a constant challenge
to provide regulatory bodies with evidence that their graduates have attained
the necessary educational outcomes and are suitable for initial entry onto the
professional registers. Many assessment methods have been developed and
adopted in dental education and institutions need to ensure they choose

methods which are valid.

The following chapter explores assessment within dental education as a
narrative literature review and identifies a need for further research on the

validity of longitudinal clinical assessment.

1.1 Background

1.1.1 Regulation of healthcare professions

In the UK, multiple regulatory bodies (Table 1.1) set professional standards for
the training and conduct of healthcare professionals (HCPs). These regulatory
bodies maintain registers of individuals who have met these standards

and, therefore, possess the training, skills and experience required to treat
members of the public safely and competently (UK Health and Safety Executive,
Accessed 2021). Ultimately this protects the public from harm by ensuring
medical treatment is only provided by individuals who are deemed fit to

practice.

Each regulatory body operates independently of one another and publishes their
own educational standards documents. These documents provide educational
institutions with a list of learning outcomes (LOs) that must be achieved by those

wishing to be admitted onto the respective registers, i.e., they provide a



framework against which educational institutions can assess if their graduates

have met the required standards.

Table 1.1 - Regularity bodies for UK healthcare professions (UK Health and Safety

Executive, Accessed 2021).

UK healthcare regulatory body

Profession(s) regulated

General Medical Council (GMC)

Doctors/Medics/Physicians

Nursing and Midwifery Council (NMC) - Nurses
- Midwives
General Dental Council (GDC) - Dentists

Dental nurses

Dental technicians
Clinical dental technicians
Dental hygienists

Dental therapists

Orthodontic therapists

General Optical Council (GOC)

Optometrists
Dispensing opticians
Student opticians

Optical businesses

General Chiropractic Council (GCC)

Chiropractors

General Osteopathic Council (GOsC)

Osteopaths

General Pharmaceutical Council (GPC)

Pharmacists
Pharmacy technicians

Pharmacy premises

Health and Care Professions Council (HCPC)

Arts therapists
Biomedical scientists
Chiropodists/podiatrists
Clinical scientist
Dieticians

Hearing aid dispensers
Occupational therapists
Operating department practitioners
Orthoptists

Paramedics
Physiotherapists
Practitioner psychologists
Prosthetists/orthotists
Radiographers

Speech and language therapists




The specific content of each regulatory body’s educational standards
document(s) can vary considerably due to differences in priorities, knowledge,
skills, and behaviours between each healthcare discipline. Some of these
documents simply provide a list of the outcomes that individuals must achieve by
the end of their professional training (e.g., Guidance for Osteopathic Pre-
Registration Education - General Osteopathic Council (GOsC, 2015); Core
Competencies - General Optical Council (GOC, 2016); Education Standards -
General Chiropractic Council (GCC, 2017)). Others provide both a list of
outcomes and summative descriptions of the standard of graduate expected. For
example, the General Medical Council (GMC) state in their “Outcomes for
Graduates” (GMC, 2018) that the “overarching outcome for graduates” is that, in

accordance with their “Good Medical Practice” guidelines (GMC, 2014):

“Newly qualified doctors must make the care of patients their first
concern, applying their knowledge and skills in a competent, ethical
and professional manner and taking responsibility for their own
actions in complex and uncertain situations”.

This thesis will now focus on the content of the General Dental Council’s (GDC’s)
educational standards document, entitled “Preparing for Practice” (GDC,

2015a), which is of direct relevance to this study.

1.1.2 The General Dental Council’s Educational Standards

Like the GMC, the GDC provide a list of the educational LOs as well as a
summative description of the required standard for new dental graduates from
Bachelor of Dental Surgery (BDS) courses. Their Preparing for Practice (PfP)
document (GDC, 2015a) divides 150 LOs across four key domains (clinical,
communication, management and leadership, and professionalism) and twelve
subdomains (Table 1.2) of competent clinical practice and states that, prior to
admittance onto their professional register, those who wish to practise dentistry

must be trained to the point of “safe beginner”.



Table 1.2 - The General Dental Council’s key domains and subdomains for learning

outcomes (GDC, 2015).

Domain

Sub-domains

Clinical

Individual patient care

- Foundations of practice

- Comprehensive patient assessment
-  Diagnosis

- Treatment planning

- Patient management

- Patient and public safety

- Treatment of acute oral conditions

- Health promotion and disease
prevention

- Management and treatment of
periodontal disease

- Hard and soft tissue disease

- Management of the developing
dentition

- Restoration and replacement of teeth

Population-based health and care

Communication

Patients, their representatives, and the
public

Team and the wider healthcare
environment

Generic communication skills

Management and leadership

Managing self

Managing and working with others

Managing the clinical and working
environment

Professionalism

Patients and the public

Ethical and legal

Teamwork

Development of self and others

The GDC describe a “safe beginner” as:

“A rounded professional who, in addition to being a competent
clinician and /or technician, will have the range of professional skills
required to begin working as part of a dental team and be well
prepared for independent practice. They will be able to assess their




own capabilities and limitations, act within these boundaries and will
know when to request support and advice”.

Within this definition, the GDC acknowledge that, despite UK undergraduate
dental curricula taking four to five-years of full-time study to complete, they do
not expect dental students to be “experts” at the point of graduation. However,
they do expect that new dental graduates must have demonstrated attainment
of the LOs within each of the four key domains of competent clinical practice to
be regarded as “safe beginners” (GDC, 2015a) (Figure 1.1). Following graduation
from the BDS course, those who wish to practice independently within the UK
NHS must complete a year of postgraduate dental vocational training (DVT). A
summary of the UK dental training pathway (for general dental practice) is

provided in Figure 1.2.

Clinical

A
i

Communication Management

and leadership

: i “Safe Beginner’/Competent newly
Professionalism qualified dentist

Figure 1.1 - The General Dental Council’s four key domains of competent clinical practice.
The “safe beginner” must have attained the learning outcomes within each of these
domains - Modified from General Dental Council’s Preparing for Practice (2015).




Undergraduate
BDS course
(5-years)

NHS practice

Postgraduate Mixed NHS/private

DVT (1-year ractice
Graduate entry (1-year) P

BDS course
(4-years) Private practice

Figure 1.2 - UK dental training pathway (for general practice). BDS = Bachelor of Dental
Surgery. DVT = Dental vocational training.

At the time of writing this thesis, there were indications of a forthcoming shift in
the terminology used within dental education in the UK. An impending update of
the GDC’s PfP document (GDC, 2015a) is likely to replace “competence” with

“capability”. How such a change in terminology would impact understanding and

assessment of attainment of the LOs remains to be seen.

This thesis uses the term “competence” as a measure of student performance in
accordance with the current version of the GDC’s PfP document (GDC, 2015a)
and much of the existing literature within dental education. However, studies on
dental student assessment conducted after the updated GDC guidance is

published will need to take account of any changes to the terminology.

Regardless of terminology, training individuals to the point of “safe beginner”
requires appropriate teaching, learning, and assessment that are satisfactory to
the GDC. However, the GDC do not stipulate which teaching and assessment
methods should be used by educational institutions to prove their undergraduate
dental students have achieved all the LOs. Instead, the responsibility of choosing

suitable methods lies with the educational institutions themselves.

1.2 Curriculum design

The delegation of responsibility of choosing suitable assessment methods allows
dental schools to design their curricula in a manner that suits their individual
circumstances providing they are consistent with the GDC’s LOs. The GDC
monitor and inspect UK dental school curricula and require each school to
produce evidence that their students are being assessed appropriately (GDC,

2015a). These inspections reassure the GDC that graduates from UK dental



schools are safe to practise and, therefore, can join their register. As a result,
dental schools must ensure that they select good and appropriate assessment
methods, continually review them, and seek to adopt best practice in

accordance with the available evidence.

Dental schools may also consider how their chosen assessment methods link to
the teaching/learning activities (TLAs) they adopt - another responsibility
delegated to them by the GDC. How the TLAs relate to the LOs may also be
considered. Institutions which opt to establish strong links between the LOs,
TLAs and assessment methods demonstrate the use of “constructive alignment”

in their curriculum design.

Constructive alignment was originally described by Biggs (1996) who proposed
that, in well-designed curricula, there must be continuity between the LOs, TLAs
and assessment tasks (ATs) (Figure 1.3) - which are the three key components of
a curriculum. The first of these components (i.e., the LOs) ensures students (and
assessors) are aware of the educational goals which must be met over the
duration of the course. The second (the TLAs) ensures there is a conscious effort
to provide students with appropriate teaching methods which encourage them to
learn the knowledge and/or skills associated with the LOs. And finally, the third
component (the ATs) ensures appropriate evidence is collected to demonstrate
that students have attained the LOs.

Learning

Outcomes (LOs)

Teaching/Learning Assessment Tasks

Activities (TLAs) (ATs)

Figure 1.3 - Constructive alignment curriculum design (Biggs, 1996).



A simplified example of constructive alignment within dental education is

provided in Table 1.3.

Table 1.3 - A simplified example of constructive alignment within a dental education
curriculum. NOTE: Since tooth extraction is a practical clinical skill, practical clinical
teaching/learning activities and assessment methods have been selected.

Learning outcome (LO) Teaching/Learning Assessment Tasks (ATs)
Activities (TLAS)

Extraction of teeth - Clinical demonstration(s) - Competence test (see

Opportunities to perform section 1.4.10)

tooth extractions - Objective Structured

(simulated and real Clinical Examination

patients) (OSCE) (see section
1.4.9)

The Association for Dental Education in Europe (ADEE) previously recommended
all dental curricula be constructively aligned (ADEE, 2010). However, from the
currently available literature, it is not possible to determine how different
dental schools plan and design their curricula, and, therefore, information on
which dental schools have followed the ADEE’s recommendations was not readily

available at the time of this study.

1.3 Selecting assessment methods for clinical
assessment

1.3.1 Determining the purpose(s) of assessment

Before educational institutions can choose which assessment methods to use,
they need to determine the intention(s) of the assessment. As detailed in section
1.1.2, the overarching goal of assessment for UK dental schools is to
demonstrate to the GDC that their graduates have attained the necessary LOs to
be certified as “safe beginners” who are ready to begin practising dentistry
independently and competently. The LOs are categorised across four domains
(clinical, communication, management and leadership, and professionalism) and
within each domain there are a broad range of attributes and skills competent
dental practitioners are expected to attain (GDC, 2015a). As a result, a panel of
different assessment methods is required to assess different skills related to
clinical practice (van der Vleuten, 1996; van der Vleuten et al., 2010; van der
Vleuten et al., 2012; van der Vleuten, 2016) as no single method would be

suitable or appropriate for assessing all the GDC’s LOs. This thesis focuses on the
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assessment of competence in performing practical clinical skills (i.e., attainment
of LOs within the GDC’s “clinical” domain (GDC, 2015a).

Miller (1990) previously developed a model to summarise various aspects of
clinical competence in medical education. This model, known as Miller’s four-
tiered triangle of clinical competence or, simply, Miller’s pyramid/triangle
(Figure 1.4), is frequently cited within literature on medical education subjects
(including dental education) (Williams et al., 2015). As well as illustrating
different elements of clinical competence, Miller’s model can help evaluate the
progressive development of attributes and skills required for clinical

competence.

Does

Shows How

Knows How

Knows

Figure 1.4 - Miller’s Triangle of Clinical Competence (Miller, 1990).

Miller’s triangle also overlaps Bloom’s taxonomy for learning, teaching and
assessing (Bloom et al., 1956; Bloom, 1984). This taxonomy was originally
developed to illustrate and classify different cognitive processes (Figure 1.5) so
that LOs (and therefore teaching and assessment methods) could be aligned with
them. However, Bloom (1984) recognised not all LOs relate to cognitive
processes and that some could be considered as “psychomotor”, which is
particularly relevant for teaching, development and assessment of practical
clinic skills. This led to a modification of Bloom’s taxonomy by Dave (1970)
which took the learning and assessment of psychomotor skills into consideration
(Figure 1.6).
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Creates

Evaluates

Applies

Understands

Figure 1.5 - Bloom’s taxonomy for learning, teaching, and assessing (Bloom et al., 1956).
Revised by Anderson et al. (2001).

Naturalisation

Precision
Manipulation

Figure 1.6 — Dave’s (1970) revision of Bloom’s taxonomy to consider learning, teaching, and
assessment of psychomotor skills.

However, within dental education literature, Dave’s modification of Bloom’s
taxonomy is rarely cited when discussing assessment methods. In contrast,
Miller’s triangle is regularly referred to - possibly because it appears easier to

align assessment methods used within dental education with each of the four

tiers of Miller’s triangle.
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At the first level of Miller’s model (“Knows”), students can factually recall and
comprehend information out with the context of patient care. At the second
level (“Knows How”), students can problem solve and make decisions on patient
care through applying their knowledge in the context of written
assignments/assessments and/or simulated clinical scenarios. Students should
also be able to explain, in their own words, the cause(s) and progression of basic
disease processes. At the “Shows How” level, students should be able to apply
practical patient care skills in real-life situations or simulated clinical settings
where patient interaction is incorporated, thus making them as close to real-life
medical working environments as possible. Students performing at this level can
demonstrate they are able to work as a HCP in a controlled, well-supervised
environment. The fourth and final level (“Does”) determines whether students
have demonstrated the fundamental competencies necessary for unsupervised
practice and can consistently reproduce these skills to the standard(s) expected
over time. Ideally, assessors in dental education want students to progressively
develop towards the “Does” level so they can be confident students have

become “entrustable”.

This degree of confidence in a student’s clinical abilities is important not only
for education, but also for patient care, as faculty must be sure students are
able to perform key clinical activities with reasonable chances of success. The
need to assess whether students have developed to this point has resulted in
“Entrustable Professional Activities” (EPAs) becoming increasing prevalent within
medical education subjects (Pittenger et al., 2016; Chesbro, Jensen and
Boissonnault, 2018; Duijn et al., 2019; Lau et al., 2020; Tonni et al., 2020).

EPAs can be described as units of practice (or tasks) that students can be
expected to perform independently once they have demonstrated they can
perform them competently (Ten Cate and Taylor, 2020). Their concept suggests
the level of supervision has an inverse correlation with student competence (Ten
Cate, 2013). Therefore, when competence is achieved, no or very little

supervision is required.

EPAs must focus on tasks routinely faced by clinicians in daily practice. Each
patient encounter requires performance of multiple skills, and ideally this should

be reflected in EPAs, i.e., instead of students being assessed against lists of
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individual competencies, skills which are typically performed together are
assessed in tandem. Therefore, due to their nature, workplace-based assessment
(WBA) methods (e.g., Direct Observation of Procedural Skills (DOPS) (see section

1.4.10) and longitudinal assessment (see section 1.4.11)), can serve as means for

assessing EPAs (Mulder et al., 2010). These assessment formats are typically

aligned with the “Does” level of Miller’s triangle (see section 1.3.1).

However, although there are authors who advocate the use of EPAs for medical
education subject curricula, there is currently little evidence on their practical
application (Ten Cate and Taylor, 2020). This may explain why some authors
within dental educational literature still recommend Miller’s triangle as a basis
for planning assessment (Patel et al., 2018). However, there are also no readily
available data to suggest which, if any, dental schools follow this specific
approach. Regardless, Miller’s model does highlight how the intention(s) of an
assessment must be clarified to help identify which assessment methods are
suitable for a particular purpose. For example, if the purpose was to assess
student knowledge and understanding (i.e., the “Knows” and “Knows How”
levels of Miller’s model) then written tests could be used for this purpose. If the
purpose was to assess student ability in performing a clinical procedure on a
patient, then a more practical assessment format would be required (see
example provided in Table 1.3. in previous section (1.1.2)). Further discussion on
assessment methods and how they can be aligned with the four tiers of Miller’s

model is provided in section 1.3.1.

Once the assessment purpose(s) have been specified, dental schools can then
identify which assessment methods may be suitable and evaluate their utility to

ensure they are using the best available methods.

1.3.2 Factors influencing choices

Within the literature, there is heterogeneity on which factors are taken into
consideration when assessment methods are being evaluated and selected.
Examples include discriminatory power (Kline, 2000), utility, acceptability,
educational impact (van der Vleuten, 1996; van der Vleuten and Schuwirth,
2005), defensibility (Hecker and Violato, 2009), costs (Brown et al., 2015) and

ease of implementation (Jolly and Dalton, 2019). The broad range of factors
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reported may be due to variation in individual circumstances between subject
areas and educational institutions. However, within educational subjects, a
commonly used means of determining whether an assessment method is “good”

(i.e., fit for purpose) is psychometric testing/psychometrics.

Psychometrics is an area of study concerned with measuring the characteristics
of reliability and validity. Typically, assessments which are considered to be

“good” possess high reliability and high validity (Kline, 2000).

Section 1.4 of this chapter reviews the literature on assessment methods which
are commonly used within dental education. It will primarily focus on their
reliability and validity since these psychometric properties are consistently
considered across multiple dental educational publications which investigate,
review, and compare dental education assessment methods. However, other
assessment properties will be acknowledged for publications which discuss the
strengths and weaknesses of an assessment method based on other factors. The
remainder of this section (1.3) describes reliability and validity in further detail

and how these psychometric properties may be measured.

1.3.3 Psychometric properties and their use in evaluating
assessment methods

1.3.3.1 Reliability of assessments

Reliability refers to how reproducible the results of an assessment are
(Schuwirth and van der Vleuten, 2014). Highly reliable assessments are likely to
produce the same or similar results each time they are used. This is traditionally
investigated by performing a “test-retest analysis” - i.e., having the same
candidate(s) repeat the exact same assessment. The two sets of scores gathered
through “test-retest analysis” should display good correlation if the assessment
is reliable (Kline, 2000).

However, in many cases it may not be possible to run a repeat test. As an
alternative approach, psychometrists might opt to retrospectively split a test
into two halves and treat one half as the initial “test” and the other as the “re-
test”. Many prominent reliability measurements which use mathematical
models, such as Kuder-Richardson (KR-20) (Kuder and Richardson, 1937) and
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Cronbach’s alpha (Cronbach, 1951), are based on this approach. Both Kuder-
Richardson and Cronbach’s alpha produce reliability coefficients, however there
is no consensus on what their value should be for an assessment to be considered
reliable. Some authors suggest they should be >0.7 (Gravetter and Wallnau,
2000), whereas others propose they should be higher (0.8-1.0) (Keynan,
Friedman and Benbassat, 1987; Reznick et al., 1997; Bould, Crabtee and Naik,
2009), especially if the assessments are for “high-stake” purposes, such as
certification. Alternatively, some studies have measured reliability through
correlation coefficients, such as Pearson’s (r) (Beanland et al., 1999; Polit and
Hungler, 1999; Gravetter and Wallnau, 2000; Al-Osail et al., 2015) and
Spearman’s rank (Al-Osail et al., 2015). In general, correlation coefficients
>0.7, >0.8 and >0.9 are accepted as indications of acceptable, good and
excellent reliability, respectively (Karras, 1997), however their statistical
significance (p-values) may be influenced by a variety of factors (such as sample
size) and therefore should not be taken at face value and solely relied upon.
Instead, there is a need for triangulation with other data sources to confirm

reliability.

Other difficulties in determining test reliability may relate to “real changes”,
the timing of testing and test length/number of assessment items. A “real
change” could be when candidates have demonstrated progress by improving
their knowledge/skills between the test and the retest - therefore, it is
important to know how much time has lapsed between the two. The time at
which a test takes place could be linked to additional factors which affect
performance such as candidate mood/state of mind/health status and the
conditions under which the assessment is taken (Kline, 2000). Tests with more
items (i.e., longer tests) have been shown to be more reliable (Nunnally, 1978);
however, if the test becomes too long then candidate boredom and fatigue could

become a factor which adversely affects its reliability (Kline, 2000).

Therefore, adequate investigation of a test’s reliability requires sufficiently
large sampling which considers as many potential sources of error (e.g.,
assessment items, test conditions etc.) as possible (Schuwirth and van der
Vleuten, 2014). The desired outcome of these investigations is for a test to

display high reliability. However, taken in isolation, high reliability may not
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necessarily indicate that a test is good since it is possible for a test to be
reliable but not valid (Beanland et al., 1999; Polit and Hungler, 1999; Kline,
2000).

1.3.3.2 Validity of assessments

Validity refers to how well an assessment measures what it proposes to measure
(Kline, 2000). Much like a ruler acting as a valid method for measuring length
(not weight or speed), assessments can only be valid for a defined purpose and
therefore, when discussing validity, it is important to clarify the intention of an
assessment from the outset. Although defining the intended purpose may seem
simple, proving an assessment measures what it intends to measure can be
challenging since there is no single numerical index that can be used to test
validity (Kline, 2000). Instead, establishing assessment validity requires evidence
to be collected from a variety of sources and perspectives (Schuwirth and van
der Vleuten, 2014).

The investigative approaches used signify what type(s) (and subtypes(s)) of
validity can be attributed to an assessment method and, therefore, the strength
of evidence available for its validity. Various publications (Kline, 2000; Hecker

and Violato, 2009; Kane, 2013) have described the four main types of validity as:

1. Face validity.

2. Content validity.

3. Criterion validity (includes concurrent and predictive subtypes).

4. Construct validity.

Face validity

Face validity denotes if an assessment appears to measure what it intends to
(Kline, 2000; Hecker and Violato, 2009). It is established through superficial
subjective opinion and, as a result, is not considered to be a strong form of
validity (Kline, 2000). However, it can make assessments appear reasonable to

those undertaking them (Kline, 2000) and, therefore, may determine if an
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assessment will be taken seriously (Hecker and Violato, 2009). Face validity
could also be important in deciding whether further investigation of the validity

of an assessment method is merited.

Content validity

This form of validity is sometimes referred to as “direct validity” (Schuwirth and
van der Vleuten, 2019). It describes how well an assessment represents what it
aims to measure. For example, an assessment on root canal treatment should
not just contain items on tooth/root canal anatomy, but should also include
other necessary and relevant items such as instruments and equipment, canal
preparation techniques, dental materials etc. To ensure an appropriate sample
of items is selected, assessments are usually drawn up against a blueprint. The
blueprint acts as a template against which assessors can select relevant items in
relation to the subject or category being tested (Hopkins, 1998; Hecker and
Violato, 2009; Roudsari, 2017; Schuwirth and van der Vleuten, 2019).

It is also worth noting that, along with subject matter, the cognitive process
being assessed should also be clarified when determining content validity
(Hecker and Violato, 2009). Cognitive processes usually refer to the levels of
Bloom’s taxonomy (Bloom et al., 1956) (see Figure 1.4 in section 1.3.1), but are
also applicable to the first two levels Miller’s triangle (“Knows” and “Knows
How”) (Miller, 1990) (see Figure 1.3 in section 1.3.1).

Once the purpose of the assessment has been determined, appropriate items
(set against a blueprint) have been selected and the cognitive (or practical)
processes being examined are defined, assessments can then be evaluated by
subject experts to establish content validity (Schuwirth and van der Vleuten,
2019). If there is agreement between a panel of experts that the assessment
adequately assesses what it aims to assess, then the assessment is said to have

content validity.

Criterion validity

Criterion validity is the extent to which the results of an assessment relate to

other outcome measures - ideally those which are considered to be “gold



17

standard” or have previously been validated. It is divided into two subtypes:
concurrent and predictive. The former (concurrent) refers to how an assessment
correlates with other forms of assessment which are used for the same purpose
(Kline, 2000; Hecker and Violato, 2009) and are already considered valid (Fink,
2010) or “gold standard” (Stokes, 2011; Prince, 2012; Bellamy, 2015). For
example, an assessment employed to test the anatomical knowledge of first year
dental students should correlate with another (valid) assessment that has also
been used to test the same criteria in the same group of students. The latter
(predictive) refers to how current student performance forecasts future
performance (Kline, 2000; Hecker and Violato, 2009). An example would be
using secondary school examination results to predict performance in higher

education.

Determining both concurrent and predictive validity requires acquisition of
robust data (Hecker and Violato, 2009). Such data could be acquired through
statistical analysis, e.g., correlations between the assessment method under
investigation and established valid assessment methods (Kline, 2000; Hecker and
Violato, 2009; DePoy and Gitlin, 2016). However, investigations could be
challenging if there is a general lack of “gold standard” assessment methods to
compare against or the perceived “gold standard” has insufficient evidence to

support its own validity (Bellamy, 2015).

Construct Validity

Before construct validity (occasionally referred to as “indirect validity”
(Schuwirth and van der Vleuten, 2019)) can be understood, it is necessary to
define what is meant by a “construct”. A construct is a psychological quality or
concept that cannot be observed directly but is suspected to exist
(MacCorquodale and Meehl, 1948; Rowntree, 1987; Hecker and Violato, 2009;
Schuwirth and van der Vleuten, 2019). A typical example of a construct would be
intelligence (Schuwirth and van der Vleuten, 2019), and examples within
educational and other health sciences would be communication and
professionalism (Hecker and Violato, 2009). In terms of this study, competence
would be considered as a construct (as would capability - should it become the

preferred terminology used by the GDC and UK dental schools).
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Construct validity concerns whether an assessment correctly reveals the
construct(s) being measured (Stuart, 2007; Hecker and Violato, 2009). Schuwirth
and van der Vleuten (2019) provide an example on assessment of problem-
solving skills within medicine, stipulating that those with good problem-solving
skills will perform better than those with poorer problem-solving skills in an
assessment with good construct validity, i.e., the individuals being assessed

would “behave” as (hypothetically) anticipated.

It has been suggested there is no single best way to investigate construct validity
and, in most cases, evidence from a variety of sources and perspectives is
required. For example, those investigating construct validity may build evidence
through content analysis, correlation studies, factor analysis, analysis of
variance (ANOVA) studies, intervention studies, factor analysis, multi-
trait/multi-method studies, etc. (Brown, 2000). The more evidence gathered for
the various other types of validity (face, content, and criterion), the greater the

support for construct validity.

The various types of validity for assessment methods have resulted in a range of
viewpoints within the literature. For example, some authors believe that
construct validity is the most important type and other forms (such as face and
content validity) should be discounted on the basis that they are not supported
by sufficient evidence (Downing and Haladyna, 2004). Other authors (such as
Kane (2006)) adopt a more universal approach and advocate that although there
are different types of validity, they collectively contribute evidence for
investigating the validity of an assessment for a defined purpose (Schuwirth and
van der Vleuten, 2019). This approach to establishing validity is known as
building a “validity argument” and is explored further in the following section

(1.3.3.3) and is further related to the work of this study in section 1.5.

It is also worth noting that for an assessment to be valid, it must be reliable
(Beanland et al., 1999; Polit and Hungler, 1999). However, although reliability is
necessary, it does not constitute a sufficient component of validity (Feld and
Brennan, 1989; Downing, 2003), i.e., a valid assessment does not need to have
high reliability, but it does need to be generally reliable. If an assessment had
high validity but no/little reliability, then it would assess what it intends to but

would very inconsistent and therefore its outcomes could not be trusted.
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1.3.3.3 Building evidence for validity

The concept of providing a body of evidence that evaluates if appropriate
interpretations are being made from assessment scores has previously been
described as a “validity argument” or an “argument-based approach to
validation” (Cronbach, 1988; Kane, 1992; Shepard, 1993; American Educational
Research Association, American Psychological Association and National Council

on Measurement in Education, 2004).

Kane (2006) explored this concept in depth and suggested that (as previously
discussed in section 1.3.1) the proposed interpretations and uses (i.e., the
purpose) of an assessment must be made clear if we are to begin scrutinising the
conclusions and decisions generated from it. In a subsequent publication, Kane
(2013) stipulated any inferences and assumptions that influence the proposed
interpretations and uses need to be developed as an “interpretation/use
argument (IUA)”. Once an IUA has been created, it provides “a framework for
validation that defines the claims that need to be checked”, i.e., we evaluate
how well the evidence supports the IUA inferences and assumptions (Cronbach,
1971; Messick, 1989; Kane, 2006; Moss, 2007) (Figure 1.7).

Define proposed Develop Evaluate

interpretations interpretation/use
and uses/purpose argument (IUA)

supporting
evidence

Figure 1.7 - Argument-based validation process.

The amount of evidence required depends on how ambitious the assessment
purpose is. Highly ambitious interpretations (e.g., those involved in high stakes
decisions) require more evidence and justification compared to less ambitious
ones, however the evidence gathered must relate to the purpose of the
assessment. For example, if there was no intention for an assessment to be used
as a means of predicting future performance, then there would be no point in
obtaining evidence to support that it can be used in this manner. It is also worth
noting assessment interpretations and uses (and therefore the IUA) can evolve

over time as new evidence becomes apparent (Kane, 2013).
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1.4 Clinical assessment methods within dental education

1.4.1 Levels of clinical competence assessment

A variety of assessment methods have been developed and implemented within
dental education. The range of assessment methods used by dental schools in
the USA was previously investigated by Albino et al. (2008) using the results of
an online survey conducted by the American Dental Education Association
(ADEA). The survey received responses from 931 members of faculty across fifty-
three (out of fifty-six) USA dental schools and identified seventeen different

assessment methods had been used.

Albino et al. (2008) subsequently aligned these seventeen methods against the
four levels of Miller’s triangle of clinical competence (“Knows”, “Knows How”,
“Shows How” and “Does”) to highlight how the spectrum of learning should be
considered when designing or selecting appropriate assessment methods.
Williams et al.’s “A Guide to Assessment in Dental Education” (2015) also
categorises a variety of assessment methods according to the four levels of
Miller’s triangle. The process(es) and/or rationale behind these alighments are
not described by either publication, therefore it is possible that some methods
may have been miscategorised if the authors were unfamiliar with how each
dental school had used the assessment methods. Despite this lack of clarity,
aligning assessment methods against the four tiers of Miller’s triangle suggests
which methods may be suitable for tracking the development of clinical

competence in students at various stages of their training.

Between Albino et al. (2008) and Williams et al.’s (2015) publications, a total of

twenty-four assessment types were listed (Table 1.4).
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Table 1.4 - Assessment methods in dental education. Compiled from Albino et al. (2008) and
Williams et al. (2015).

Assessment methods in dental education

- Multiple-choice questions (MCQs) - Case-based discussions (CBD)

- Modified essay questions (MEQS) - Multi-source feedback (MSF)

- Extended matching questions (EMQSs) - Script concordance test (SCT)

- Short answer questions (SAQSs) - Mini-(;linical evaluation exercises (mini-
CEXs

- ‘Spotter’ tests

[Traditional - Longitudinal [clinical] assessment
- raditional] essays

- Dental evaluation of performance tests

- Oral examinations (Viva /Viva Voce) (ADEPTS)
- Triple jump exercises (TJE) - Unit requirements and daily evaluations
- Objective structured clinical examination - Chart-stimulated evaluation

(OSCE)

o ] ) - Portfolios

- Clinical or laboratory simulated practical

tests - Critical appraisal
- Clinical competency examinations/Direct - Student reports

observation of procedural skills (DOPS) i .
- Computer-based simulations

- Student self-assessment

Williams et al. (2015) proposed that some assessment methods could be aligned
with both the “Knows” and “Know How” levels of Miller’s triangle depending on
how the assessment questions are formatted. For example, if MCQs are
formatted in a manner which assesses simple factual recall, then it will be more
aligned with “Knows”. By comparison, MCQs which are formatted to assess
application of knowledge and evaluation on information result in an assessment

will be more aligned with “Knows How”.

Despite Williams et al.’s suggestions for aligning some assessment methods with
the two “lower” tiers of Miller’s, there was a general consensus between both
publications on assessment methods which align with each of the two “higher”
tiers (“Shows How” and “Does”). For example, both associated OSCEs and
clinical or laboratory simulated practical tests with “Shows How”, and clinical

competency tests/DOPS, portfolios, and longitudinal assessment with “Does”.

At this stage, it is worth noting that any form of assessment repeated over time
could be described as “longitudinal”. However, in both Albino et al. (2008) and
Williams et al. (2015) (and within this thesis), “longitudinal assessment” refers

to practical clinical assessments carried out during routine patient care on a
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regular basis to assess students’ clinical skills. This also explains why Albino et
al. (2008) and Williams et al. (2015) aligned longitudinal [clinical] assessment

with the “Does” level of Miller’s triangle.

Figure 1.8 combines the alignments of the twenty-four assessment methods
listed between Albino et al. (2008) and Williams et al. (2015) against the four-
tiers of Miller’s triangle of clinical competence. Assessment methods which
(according to Williams et al. (2015)) can potentially belong to either the

“Knows” and “Knows How” levels are highlighted.

Longitudinal [clinical] assessment, daily
evaluations, portfolios, clinical competency

D O e S tests/DOPS, mini-CEXs, ADEPT, MSF, CBDs

Clinical or laboratory simulated practical
tests, chart-stimulated evaluation, OSCEs,

S h OWS H OW computer-based simulations, student self-

assessment, unit requirements

MCQs*, EMQs*, SAQs*, traditional essays and

* * & ” * *
Kn OWS HOW MEQs*, oral exam*, “Spotter” test*, SCT*,

TJE*, critical appraisal task

MCQs*, EMQs*, SAQs*, traditional essays

Kn OWS and MEQs*, oral exam*, “Spotter” test*,
SCT*, TJE*, student reports

Figure 1.8 - Distribution of twenty-four assessment methods within dental education against
Miller’s triangle of clinical competence (combined from Albino et al. (2008) and Williams et
al. (2015)). Methods marked with an * could be aligned with both the “Knows” and “Knows
How” tiers.

Both publications highlight the range of assessment methods which have been
adopted within dental education. However, these two publications do not cover
all methods which may (or have been) used. For example, Roudsari (2017)
presents reflective exercises, true-false question examinations, role play,
situational judgement tests (SJTs) and case studies as other possible forms of

assessment used by dental schools.

A review produced by van der Vleuten and Verhoeven (2013) also provides a
modified version of Miller’s triangle (summarised in Table 1.5). However, instead
of aligning specific assessment methods with each level of Miller’s, van der

Vleuten and Verhoeven provide an overview of the nature and format of
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assessments at each level regardless of which specific method is used. For
example, their outline of “Knows How” (see Table 1.5) assessments resonates
with each of the assessment types aligned with this level by Albino et al. (2008)
and Williams et al. (2015) (i.e., case-based MCQs, essays, oral exams, critical

appraisal tasks, and TJEs).

Table 1.5 - Summative descriptions of assessment methods associated with each level of
Miller’s triangle of clinical competence according to van der Vleuten and Verhoeven (2013).

Level of Miller’s triangle of clinical Description of assessment methods
competence associated with each level
“‘Does” Assessment of habitual clinical performance in

the authentic working context by professionals
(including other healthcare professionals,
patients, and the self).

“Shows How” Assessment of clinical performance in
standardised simulated performance situations
by trained professionals (including simulated
patients).

“Knows How” Written, computer-based or oral assessment
that test for factual knowledge that assess
application of knowledge (usually scenario-
based).

“Knows” Written, computer-based or oral assessments
that test for factual knowledge.

Within the same publication, van der Vleuten and Verhoeven (2013) stress that -
due to the limitations and weaknesses associated with each method - there is no
single form of assessment which adequately measures all the attributes
expected of HCPs, or assesses all levels of Miller’s triangle of clinical
competence. As a result, good assessment programmes should use multiple

assessment methods from all levels of Miller’s triangle.

The need for multiple forms of assessment within dental education has been
acknowledged by the ADEE (2010) and is imperative for “programmatic
assessment” (van der Vleuten et al., 2012) - an approach which is becoming
increasingly prevalent in medical education subjects (Dannefer et al., 2005;
Fishleder, Henson and Hull, 2007; Schuwirth, van der Vleuten and Durning,
2017).
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1.4.2 Programmatic assessment

Programmatic assessment seeks to optimise both “assessment for learning”
(e.g., formative assessment) and “assessment of learning” (e.g., summative
assessment) for the development of competence. The former is enhanced by
using individual assessments to drive student learning and permit feedback, and
high-stake decisions associated with the latter are based on information
generated through aggregation of all the assessments (Driessen et al., 2012; van
der Vleuten et al., 2012; Schuwirth, van der Vleuten and Durning, 2017; Norcini
and Zaidi, 2019; Schuwirth and van der Vleuten, 2019). However, although the
use of multiple forms of assessment has been encouraged, using too many

different formats could lead to problems with “assessment literacy”.

Assessment literacy refers to students (and assessors) knowing about the rules,
processes, benefits, and limitations of an assessment method. If students
become familiar with how an assessment functions and what it is measuring,
they can develop a greater understanding on how to evaluate their own
performances. In turn, this can lead to students having a greater understanding

of their own learning and how they might take control of it (Price et al., 2012).

Issues with assessment literacy can arise when many different modes of
assessment are used, and students don’t get a chance to become familiar with
any one type. By contrast, subjecting students to a few different methods, in a
formative setting, allows them to become familiar (i.e., “literate”) with these
assessments. Once students become “assessment literate”, they can progress
their learning and development further since they are able to make the most of
formative feedback by having a clearer understanding of what the assessment is
testing and how feedback on their performance relates to achievement of the
LOs being tested (Price et al., 2012). Assessors should also be assessment
literate (Webb, 2002) so they can identify high quality assessment methods,
implement them appropriately, and demonstrate “good assessment practices”
(Price et al., 2012).

The Higher Education Academy (HEA) have advocated assessment literacy as
“essential” to everyone involved in assessment (HEA, 2012). However, although

the concept of assessment literacy makes sense from a theoretical perspective,


http://www.reading.ac.uk/draft/efb-engage-in-feedback-home.aspx
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there is little robust evidence to suggest it directly improves student learning.
Smith et al. (2013) serves as one of the few studies which has investigated its
impact and concluded that increasing student assessment literacy improved their
learning. Regardless, if assessment literacy is accepted as a “foundation” of
assessment for learning (as described by Price et al. (2012)), then a stronger
argument supporting its impact on student learning can be made since
assessment for learning is an initiative which is now widely accepted within
educational literature (Schuwirth and van der Vleuten, 2004a; McLachlan, 2006;
Wormald et al., 2009; Deeley and Bovill, 2017). However, there is currently no
readily available evidence which demonstrates how assessment literacy

influences assessors when selecting assessment methods for curricula.

As highlighted by Figure 1.8 (section 1.4.1), there are a wide range of
assessment methods from which assessors within dental education could choose.
Roudsari (2017) recently conducted a survey of summative assessment methods
used by UK dental schools. This survey invited fourteen UK dental schools to
participate and requested details on which assessment methods were used
within each year of their BDS curricula. Responses were received from nine
institutions and the results revealed that, between them, the most common
assessment methods (i.e., those used by >10% of BDS years across the nine
responding dental schools) included MCQs, EMQs, SAQs, “Spotter” tests,
[traditional] essays and MEQs, reflective write-ups, project presentations, poster
presentations, oral exams (unseen or seen), OSCEs, skills tests,
DOPS/competency tests, portfolios, logbooks, and longitudinal clinical
assessment (Table 1.6). However, it is worth noting that the popularity of the
methods presented within this survey may be misleading if some UK dental
schools were using the same assessment methods for each BDS year whereas
others only adopted certain methods for a select number of BDS years (or not at
all).
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Table 1.6 - Results of a survey on summative assessment methods used by UK dental
schools (adapted from Roudsari, 2017 and permitted for presentation within this thesis by
Roudsari). Methods used by the University of Glasgow Dental School as part of their end
year of BDS examinations are marked with an *.

Percentage of BDS years using
Assessment method assessment method across the nine
responding UK dental schools

MCQ/SBA* 93%
Essay/Modified essay/Assignment* 88%
DOPS/Competency assessment* 68%
SAQ/MSA* 65%
OSCE* 58%
Longitudinal clinical assessment* 53%
Reflective write up 38%
Project presentation 38%

Skills test 30%
Portfolio 25%
Unseen oral exam 23%
Logbook 23%

Poster presentation* 23%

EMQ 20%
Spotter* 20%

Seen oral exam 18%

Oral exam* 15%

Long case/Case study 5%

Role play 5%

SJT 2.5%
True-False 2.5%
Discussion forum 0.0%
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The subsequent sections of this chapter (1.4.3-1.4.11) will discuss the

summative assessment methods which are used by the University of Glasgow

Dental School to assess knowledge and clinical skills - and are directly relevant

to this thesis - in more detail. An overview of the summative assessment

methods used by the University of Glasgow Dental School for each year of the

curriculum is provided in Table 1.7.

Table 1.7 - Assessment methods used by the University of Glasgow Dental School per BDS
year. MCQ = Multiple-choice question. SAQ = Short answer question. MSA = Multiple-short
Answer. OSCE = Objective structured clinical examination.

BDS year

Assessment methods

- Summative assignment (traditional essay)
- MCQ

- SAQ/MSA
- OSCE*

- MCQ
- SAQ/MSA

- OSCE

- Anatomy examination (Spotter)
-MCQ

- SAQ/MSA

- OSCE

- Longitudinal clinical assessment

- SAQ/MSA

- Clinical case presentation (oral and poster presentation
examination)

- Longitudinal clinical assessment

- OSCE

- Longitudinal clinical assessment

*BDS1 sit a structured clinical examination which is a mix between a spotter test and an OSCE. For
this thesis, it will simply be referred to as the BDS1 OSCE.
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1.4.3 Multiple Choice Questions (MCQs)

MCQs are one of the most prominent assessment methods within medical
education subjects (Grainger et al., 2018; Javaeed, 2018; Abdus et al., 2020) -
including dentistry (Albino et al., 2008; Williams et al., 2015; Roudsari, 2017).
However, the term “MCQ” may refer to a variety of assessment designs. Some
MCQ assessments provide “lead-in” questions, statements (or stems) followed by
a list of possible answers options from which students choose one answer. This
format is known as “single best answer” (SBA) (Williams et al., 2015; Jolly and
Dalton, 2019) and, according to Roudsari (2017), is the format used by the

majority of UK dental schools when referring to MCQs.

Other formats include True/False style questions (Williams et al., 2015; Jolly
and Dalton, 2019), sentence completion, asserted reasoning, negative marking
(True-False-Abstain), elimination scoring, and confidence scoring (Williams et
al., 2015). However, Case and Swanson (2001) previously recommended that the
use of these formats should be avoided due to the problems associated with
them. Examples of such problems included an increased chance of students
guessing the correct answers, difficulties in distinguishing between correct and
incorrect answers, and ambiguities that cannot be easily clarified (Case and
Swanson, 2001). As a result, the use of these formats appears to be diminishing
(Williams et al., 2015; Jolly and Dalton, 2019) - unlike SBAs, which remain a
popular choice (Albino et al., 2008; Williams et al., 2015; Roudsari, 2017).

Within medical education subjects, MCQs are typically used to assess
knowledge/factual recall (Considine, Botti and Thomas, 2005; Vanderbilt,
Feldman and Wood, 2013; Williams et al., 2015; Gerhard-Szep et al., 2016; Patel
et al., 2018), hence their association with the “Knows” and “Knows How” levels
of Miller’s triangle of professional competence (Albino et al., 2008; Williams et
al., 2015) (see section 1.3.1). Precisely which level they associate with depends
on how the assessment questions have been constructed. MCQ items which
encourage students to recall facts will assess at the “Knows” level, whereas
items which are presented as clinical scenarios can assess “Knows How” (Case
and Swanson, 2001; Schuwirth et al., 2001; van der Vleuten et al., 2010;
Williams et al., 2015; European Board of Medical Assessors, 2017; Scully, 2017;
Patel et al., 2018). Although devising items which test higher orders of thinking
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(i.e., “Knows How”) can be challenging (Bridge et al., 2003; Abdulghani et al.,
2015; AlFaris et al., 2015; Scully, 2017), the process may be aided by using
guidelines on MCQ writing - of which there are many examples (Case and
Swanson, 2001; Medical Council of Canada, 2010; European Board of Medical
Assessors, 2017; Abdus et al., 2020; Joint Commission on National Dental
Examinations, 2020) - and training (Abdulghani et al., 2015; Abdulghani et al.,
2017; Dellinges and Curtis, 2017; Tenzin, Dorji and Tenzin, 2017).

Advantages of MCQs highlighted within the literature include:

e Cost-effectiveness (Medical Council of Canada, 2010; Williams et al.,
2015).

e Objective scoring (Kemp, Morrison and Ross, 1994; Newstead and Dennis,
1994; Kniveton, 1996; Considine, Botti and Thomas, 2005; Collins, 2006;
Escudier et al., 2011; Tarrant and Ware, 2012; Brame, 2013; Sam et al.,
2016) and the reduction of inter-examiner marking variability (Coughlin
and Featherstone, 2017).

e Efficiency - i.e., MCQs permit a broad range of knowledge across multiple
subject areas to be assessed over a short period of time (Schuwirth and
van der Vleuten, 2003; McCoubrie, 2004; Considine, Botti and Thomas,
2005; Collins, 2006; Escudier et al., 2011; Tarrant and Ware, 2012;
Williams et al., 2015; Sam et al., 2016; Javaeed, 2018), which, therefore,
facilitates coverage of a blueprint of LOs (Williams et al., 2015; Coughlin
and Featherstone, 2017).

e Computer/machine/digital marking - which makes scoring simple and
quick (Morrison and Free, 2001; Epstein, 2007; Williams et al., 2015;
Coughlin and Featherstone, 2017; Jolly and Dalton, 2019) and facilitates

collation of results and feedback to students.

Disadvantages include:

¢ The need for time consuming question writing and standard

setting/quality assurance processes (Collins, 2006; Williams et al., 2015).
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e Difficulties in writing good quality questions (Collins, 2006; Tarrant, Ware
and Mohammed, 2009; Williams et al., 2015) - especially if five
conceivable answers (i.e., one correct answer and four “distractor”
answers) are to be listed per question (Tarrant, Ware and Mohammed,
2009).

e Cueing (i.e., the correct answers can be worked out by eliminating those
that are obviously incorrect, and/or the correct answers can be
recognised without candidates knowing the fact in question) and
guesswork (Case and Swanson, 2001; Downing, 2002; Collins, 2006;
Memon, Joughin and Memon, 2010; Williams et al., 2015; Sam et al.,
2016; Jolly and Dalton, 2019).

e Encouragement of superficial factual learning and regurgitation rather
than deep approaches to learning (van der Vleuten, 1996; Scouller, 1998;
Cobb et al., 2013; Williams et al., 2015).

e Limited scope for student feedback to aid learning and development
(Williams et al., 2015).

It should be noted that these advantages and disadvantages are listed or
described anecdotally within the literature and are seldom accompanied by
robust evidence to support claims made about MCQs. This presentation - or lack
of - throughout the literature may be due to the strengths and weaknesses of
MCQs being extremely dependent on how the questions are designed. However,
similar assumptions could be made for all types of assessment (see subsequent
sections (1.4.3-1.4.11)).

In terms of psychometric properties, MCQs are predominantly regarded as a
reliable form of assessment (Norcini et al., 1985; Newstead and Dennis, 1994;
Kniveton, 1996; McCoubrie, 2004; Considine, Botti and Thomas, 2005; Medical
Council of Canada, 2010; Panczyk and Gotlib, 2015; Williams et al., 2015;
Abdulghani et al., 2017; Javaeed, 2018; AlKhatib et al., 2020). This largely due
to their efficiency since they can assess a large sample of topics in a short time
compared to other formats of written assessment (McCoubrie, 2004). However,

MCQ reliability (like for any assessment type) is ultimately dependent on the
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how well the items have been designed. Reliability coefficients - such as KR-20
(Kuder and Richardson, 1937) and Cronbach’s alpha (Cronbach, 1951) - can be
affected by question format (AlKhatib et al., 2020), question difficulty, number
of questions (Downing and Haladyna, 2004), number of available answers
(AlKhatib et al., 2020), “function” of distractor answers (Ali, Carr and Ruit,
2016), and standard deviation of the results (Karras, 1997).

The KR-20 and Cronbach’s alpha coefficients are often used to measure MCQ
reliability since the internal consistency of this type of assessment is of interest.
(Downing and Haladyna, 2004). Internal consistency is based on the average
correlation between the items within the test (Nunnally and Bernstein, 1994)
and determines the degree to which items assess similar areas of knowledge
(Beanland et al., 1999; Polit and Hungler, 1999). Of all the reliability
coefficients, Cronbach’s alpha is the most frequently used (Downing and
Haladyna, 2004; De Champlain, 2010). For an MCQ assessment to be reliable, its
Cronbach’s alpha coefficient must be >0.7 (Beanland et al., 1999; Polit and
Hungler, 1999; Gravetter and Wallnau, 2000; Williams et al., 2015) - although
some publications have advocated that it should be >0.8 or even >0.9 for high-
stakes assessments (Downing and Haladyna, 2004; De Champlain, 2010) (see
section 1.3.3.1).

In terms of MCQ validity, there is (currently) less assurance available within the
literature. Many publications propose MCQs are valid, acknowledge that
investigating their validity is important, and/or give recommendations on how
MCQs can be designed to be valid. However, few publications present or refer to
robust evidence which support their claims and/or recommendations. Examples
of such publications include works by Bridge et al. (2003), Collins (2006), Medical
Council of Canada (2010), Coughlin and Featherstone (2017) and Capan Melser et
al. (2020).

The lack of good quality evidence for the validity of MCQs has been
acknowledged for over 30-years (Violato, 1991; Masters et al., 2001; Surry, Torre
and Durning, 2017) but there have been suggestions on how this could be
improved upon (Haladyna, 1999; Considine, Botti and Thomas, 2005; Surry, Torre
and Durning, 2017). Whether such recommendations will result in better quality

studies on the validity of MCQs remains to be seen.
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Recently, there have been some publications which depict a more measured and
evidence-based approach to their findings on the validity of MCQs. For example,
a study by Surry, Torre and Durning (2017) declares the purpose of the MCQs
(determining clinical reasoning) from the outset and subsequently presents
arguments and evidence on how the assessment can serve this purpose. This
presentation is not reminiscent of many previous publications, but it is unclear if
this study followed recommendations on how the quality of evidence on the
validity of MCQs might be improved or if these improvements were made on

initiative.

Finally, many studies (both historic and recent) seldom refer to the type(s) of

validity (i.e., face, content, criterion, and construct (see section 1.3.3.1)) which

are attributable to MCQs. Although some publications (Considine, Botti and
Thomas, 2005) are an exception to this observation, the current lack of
clarification once again makes it difficult to determine how valid MCQs are as an

assessment method within medical educational subjects (including dentistry).

In summary, there appears to be more evidence to support the reliability of
MCQs than their validity. It may be that the validity of MCQs is possibly being
sacrificed for reliability (as suggested by Sam et al. (2016)) but calls for better
quality studies on the validity of MCQs and recommendations on how this may be

achieved may provide greater clarity in due course.

1.4.4 Extended Matching Questions (EMQs)

EMQs (also known as EMIs - Extended Matching Items) are another form of
assessment which require candidates to select answers from a list. However,
unlike MCQs, candidates are provided with the title or theme of the topic in
question followed by a list of potentially acceptable options which are either
numbered or lettered. This is followed by “lead in” statements which link the
list of options to the questions asked. The questions are usually in the form of a
clinical scenario. Candidates answer each question by selecting the best option
from the list and - depending on how the questions and marking scheme have
been written - may be required to select one of the options more than once to

answer other questions under the same theme. Some answers on the list may not
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need selected at all (Case and Swanson, 1993; Case and Swanson, 2001; Beullens
et al., 2002; Williams et al., 2015; Jolly and Dalton, 2019).

Like MCQs, EMQs are aligned with both the “Knows” and “Knows How” levels of
Miller’s Pyramid of Professional Competence (Williams et al., 2015) (see section
1.4.1). Exactly which of these levels they will associate with depends on how the
questions are written. However, it appears EMQs are more associated with
testing clinical application of knowledge (e.g., diagnostic abilities and clinical
judgement) (Case and Swanson, 1993; Veloski et al., 1999; Beullens et al., 2002;
Beullens, Struyf and Van Damme, 2005; Beullens, Struyf and Van Damme, 2006;
van Bruggen et al., 2012) rather than simple factual recall which, therefore,

suggests they are typically more aligned with “Knows How”.

EMQs also share some of the same advantages as MCQs. They are an objective
form of assessment (Skakun, Maguire and Cook, 1994; van der Vleuten and
Newble, 1994; Fowell and Bligh, 1998), can test a wide number of subjects in a
short time (Beullens et al., 2002; Duthie et al., 2006) and can be computer
marked (Kreiter, Ferguson and Gruppen, 1999; Schuwirth and van der Vleuten,
2003; Duthie et al., 2006; Baird, 2010). However, they are less prone to cueing
and guesswork compared to MCQs (Case and Swanson, 1993; Skakun, Maguire and
Cook, 1994; van der Vleuten and Newble, 1994; Fowell and Bligh, 1998; Veloski
et al., 1999; Duthie et al., 2006; Baird, 2010; Williams et al., 2015) and offer a
good degree of discrimination when testing higher levels of ability (Case and
Swanson, 1993; Fenderson et al., 1997; Williams et al., 2015). They are also

considered to be one of the fairest forms of assessment (McCoubrie, 2004).

Although it has been advocated that writing EMQ items is quicker and easier
compared to other forms of written assessment (Case and Swanson, 1993;
Fenderson et al., 1997; Schuwirth and van der Vleuten, 2003), others have
contradicted this proposal, suggesting it can still be time consuming (Williams et
al., 2015) and challenging for assessors to develop good quality EMQ items,
especially for certain topics - e.g., surgical management (Beullens et al., 2002)
and psychiatry (Samuels, 2006). Another potential disadvantage of EMQs is that
certain topics or themes could be under-represented since it can be difficult to
ask questions on certain themes and topics using the EMQ format (Schuwirth and

van der Vleuten, 2003). There is also a risk of reducing the breadth of topics or
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themes covered when items are linked together and, like MCQs, the scope for

good quality feedback for students can be limited (Williams et al., 2015).

In terms of psychometric properties, EMQs have been suggested to be both
reliable and valid. EMQs have been shown to return high reliability coefficients
(Case and Swanson, 1993; Gruppen et al., 1994; Fenderson et al., 1997; Veloski
et al., 1999; Beullens et al., 2002; Coderre et al., 2004) and there are well-
designed studies providing evidence to support their content validity (Beullens et
al., 2002; Coderre et al., 2004; Beullens, Struyf and Van Damme, 2005). There is
also evidence to support their criterion validity in the assessment of the clinical
application of knowledge (Gruppen et al., 1994; Fenderson et al., 1997; Wass,
McGibbon and van der Vleuten, 2001; Beullens et al., 2002). Criterion validity
was established in these studies through comparisons with other assessment
types which were designed to test the clinical application of knowledge.
However, it is worth considering this evidence could be potentially misleading if
the validity of the methods EMQ are compared against was questionable to begin
with. It was not clear within this group of studies whether the validity of these

assessment methods had previously been thoroughly investigated or established.

Ultimately, the advantages, disadvantages, and psychometric properties of EMQ
assessments will be influenced by how well they are designed. Like for MCQs,
there are multiple publications available (e.g., Case and Swanson (1993) and
Jolly and Dalton (2019)) to guide assessors on constructing good quality EMQs
(which are reliable and valid) by demonstrating how title/topic headings, lead in
statements, scenarios/stems and list of options/answers should be written and

formatted.

Research on EMQ formats has resulted in a reduction of the recommended
number of options from 15-20 to eight as there was evidence to support that
streamlining the list of potential answers to eight did not significantly impact
the psychometric properties of EMQ assessment (Swanson et al., 2005; Swanson,
Holtzman and Allbee, 2008). Reducing the number of options also means there is
potential for the time candidates spend on each question to be reduced
(Swanson et al., 2005; Swanson, Holtzman and Allbee, 2008), which gives scope
for a greater number and breadth of questions to be asked over the duration of

the assessment. Increasing the number and breath of questions can result in
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greater spread of scoring among candidates and, therefore, improve reliability
and validity (Case and Swanson, 1993). EMQ assessments consisting of at least
100 questions have previously been shown to produce favourable psychometrics
(Beullens et al., 2002).

1.4.5 Short Answer Questions (SAQs)/Multiple-short Answers
(MSAs)

SAQs (also known as constructed responses, MSAs and Short Structured Answers
(SSAs)) are another form of written assessment which are aligned with both the
“Knows” and “Knows How” levels of Miller’s triangle of professional competence
(Williams et al., 2015) (see section 1.4.1). Unlike MCQs and EMQs, candidates
are required to formulate a brief response to the questions asked instead of
selecting answers from a list of options. Their responses may take the form of
single words, a list, several sentences, short paragraphs, or short essays
depending on how the questions are constructed (Rodriguez, 2003; Kramer et
al., 2009; Williams et al., 2015; Jolly and Dalton, 2019; Royal College of
Physicians and Surgeons of Canada, 2019). Although it should be noted that
questions requiring short essay answers are regarded as a different type of
assessment - known as modified essay questions (MEQs) - within medical
education subjects (Wallerstedt, Erickson and Wallerstedt, 2012).

SAQs can be used to formulate a series of questions focused on a topic or theme
which - in medical education subjects - are usually based on clinical scenarios
(Kramer et al., 2009; Williams et al., 2015; Jolly and Dalton, 2019; Royal College
of Physicians and Surgeons of Canada, 2019). Like MCQs and EMQs, they measure
knowledge and the application of knowledge (Edwards and Arthur, 2007; Kramer
et al., 2009; Jolly and Dalton, 2019) and, therefore, are aligned with the
“Knows” and “Knows How” levels of Miller’s triangle of clinical competence
(Williams et al., 2015) (see section 1.4.1). SAQs are typically chosen over MCQs
and EMQs when assessors wish to determine if candidates can generate
spontaneous answers (Schuwirth and van der Vleuten, 2004b), i.e., if candidates
can “recall” rather than “recognise” information (Royal College of Physicians
and Surgeons of Canada, 2019). This format reduces guessing and cueing (Kramer
et al., 2009; Williams et al., 2015), which is the main advantage of SAQs over
MCQs and EMQs.
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Other advantages of SAQs which have been suggested are that they:

e promote long-term retention of information (compared to MCQs)
(McDaniel, Roediger and McDermott, 2007; Larsen, Butler and Roediger,
2008; Wood, 2009; McConnell, St-Onge and Young, 2015);

o facilitate provision of feedback (Williams et al., 2015; Sam et al., 2019);

e are easier to write (compared to essays) (Damjanov et al., 1995;
Fenderson et al., 1997; Williams et al., 2015);

e are easier to mark (compared to essays) (Shumway and Harden, 2003;
Williams et al., 2015; Jolly and Dalton, 2019);

e can be scored relatively objectively (Edwards and Arthur, 2007).

However, the ease of marking and objectivity of scoring is dependent on the
provision of clear marking schedules outlining the correct responses to assessors.
Objective scoring could be enhanced by using computer marking, which can be
easily adopted for SAQs that require one-word answers but not those which
require more extensive candidate responses (i.e., short sentences, paragraphs,
and essays). Technologies which permit computer marking of longer responses
have been developed and trialled (Leacock and Chodorow, 2003; Jordan and
Mitchell, 2009; Sam et al., 2018; Sam et al., 2019) but have not yet transitioned

into widespread use.

At present, UK dental schools do not appear to have adopted computer marking
for SAQs (Roudsari, 2017). This suggests that “hands on” marking methods are
still used, which can be more intensive in terms of time and administration
(compared to MCQs) (Rademakers, Ten Cate and Bar, 2005; Edwards and Arthur,
2007; Williams et al., 2015). Another disadvantage is that SAQ scoring may be
prone to subjectivity and influenced by assessors penalising candidates for poor
handwriting, spelling, and grammar (Kramer et al., 2009), despite the use of

marking schedules.
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Previously, there was little robust evidence on the reliability and validity of
SAQs. Some publications have suggested they are more reliable than essays
(Grant, 1957; Schuwirth and van der Vleuten, 2004b) - largely because they
avoid issues surrounding the scoring of longer student responses (e.g., more
subjective marking) and can test a larger sample of course content within a
given timeframe (Jolly and Dalton, 2019). Others have proposed that they are
less reliable than EMQs (Baird, 2010). However, the evidence on which these
claims (made in relation to both essays and EMQs) appears to be unclear within
these publications. Despite this, SAQs have previously been shown to produce
high reliability coefficients (Rademakers, Ten Cate and Bar, 2005) and have
exhibited a degree of criterion validity (Edwards and Arthur, 2007) in some

appropriately designed studies.

In recent years, new evidence has begun to emerge from the literature for both
the reliability and validity of SAQs. An initial pilot study by Sam et al. (2016),
which consisted of 266 student participants, concluded that, since students were
less likely answer correctly in a SAQ format compared to MCQs, there was a
possibility that SAQs were a more valid form of assessment of student
knowledge. This pilot was followed by two larger studies which adopted
statistical methods to investigate both the reliability and validity of SAQs. The
first of these studies compared the reliability coefficients (Cronbach’s alpha) of
both SAQs and MCQs and found that the former returned a higher reliability
coefficient over 60 assessment items than the latter. These findings were

generated from 299 medical student participants (Sam et al., 2018).

The second was a large, multi-centre cross-sectional study involving 1417
medical students across 20 medical schools. In this study, the reliability of SAQs
was once again compared with MCQs (using Cronbach’s alpha) and findings on
their validity were based on calculations which determined the rate of the
cueing effect in both SAQs and MCQs (i.e., the less cueing there was, the more
valid the assessment). The study concluded that, compared to MCQs, SAQs
appeared to be a more reliable and valid method for assessing student
knowledge since they produced higher Cronbach’s alpha coefficients and lesser
rates of cueing. However, the study acknowledged that further investigations

were required - particularly for validity (Sam et al., 2019).
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A more recent study also concluded that SAQs appeared more reliable and valid
than MCQs (Puthiaparampil and Rahman, 2020). Although this study had less
medical student participants than those conducted by Sam et al. (2018) (2019),
it used different methodological approaches to investigate the psychometrics of
SAQs. T-tests, Pearson correlation coefficients (r) and Chi-square tests were
used to investigate reliability and the opinions of key stakeholders (students and
faculty) were used to investigate validity. Overall, the study appeared to provide
better evidence for reliability than for validity since the former was established
through robust statistical measurements and the latter was simply based on
opinions generated from a short questionnaire. It was also unclear which type(s)

of validity (face/content/both) was (were) being investigated.

Both the recent studies by Sam et al. (2018) (2019) and Puthiaparampil and
Rahman (2020) signify a shift towards publication of evidence for the reliability
and validity of SAQs supported through statistical measurement and/or obtained

via appropriate study methods.

Like for MCQs and EMQs, it is well understood that the psychometric properties
of SAQs will be influenced by how well they are designed. Reliability has been
said to improve when assessors are provided with clearly structured marking
schedules (since they can help reduce subjective scoring) and by having at least
two assessors score the candidate’s answers independently of one another

(Williams et al., 2015) - but there remains a lack of confirmatory research.

Multiple guides on the construction and scoring of SAQs items are available
within the literature (examples include publications by Jolly and Dalton (2019)
and the Royal College of Physicians and Surgeons of Canada (2019)). Like for
MCQs and EMQs, these guides aim to help assessors maximise the advantages and

psychometric properties of the SAQ format.

NOTE: Although “SAQ” appears to be the more commonly used term within the
literature, from this point onwards this thesis will use “MSA”; as this is the term
used with the University of Glasgow to describe this form of assessment

(University of Glasgow, Accessed 2021).
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1.4.6 Spotter tests

Depending on the institution, “Spotter” tests may be known by different terms
to describe their format - examples of which include “Spot”, “Timed Stations”
(Williams et al., 2015), “Bell Ringer”, “Steeplechase” (Inuwa et al., 2011;
Williams et al., 2015) and objectively structured practical examination (Tirpude
et al., 2019). They have generally been described as a series of stations
containing a specimen, labelled dissection, or radiograph. Candidates move
between the stations and answer the question(s) within them. For some
questions, only one-word answers are required, whereas others necessitate more

comprehensive responses (Williams et al., 2015).

Spotter tests are aligned with both the “Knows” and “Knows How” levels of
Miller’s triangle of clinical competence (Williams et al., 2015) (see section
1.4.1). They have traditionally been used within anatomy (Inuwa et al., 2011;
Smith and McManus, 2015) to assess if students can identify anatomical
structures and - in some cases - their function. Assessment of anatomical
knowledge is a component of medical and dental curricula and, therefore,
Spotter tests have also been utilised for this purpose within medical
(Chirculescu, Chirculescu and Morris, 2007; Tirpude et al., 2019) and dental
education (Williams et al., 2015). Pathology and radiology knowledge are also
known to have been assessed in dental education via Spotter tests (Williams et
al., 2015).

Spotter tests have been integrated with other assessment methods - particularly
the OSCE (Yaqinuddin et al., 2013; Smith and McManus, 2015). This is because
the formats of both Spotter tests and OSCEs are very similar (see section 1.4.6)
and it is possible that, as a result, the term “OSCE” has superseded the term
“Spotter” test (and the various other terms that have been used to describe
their format). It could also explain the lack of literature available on Spotter

tests.

The lack of literature makes it difficult to compile a list of advantages and
disadvantages and describe the evidence available on the psychometric

properties of Spotter tests in detail. However, it could be that, with respect to
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this assessment format, these aspects are now more commonly reported in

publications which concern OSCEs.

Based on what little literature is currently available, Spotter tests have returned
good reliability scores - although this finding stems from a single, small-scale
study (Tirpude et al., 2019). The same study also proposed that Spotter tests
had “fair validity”, but it was not clear how this conclusion was reached, or
which type of validity had been determined. Another publication has also
suggested that Spotter tests are valid; however, this was based on “the author’s

experience” (Zafar et al., 2013) rather than robust evidence.

1.4.7 Traditional essays/assignments

Traditional essay assessment formats require candidates to write long,
comprehensive answers to the question(s) asked. They are “open” forms of
assessment as they provide students with little or no structural guidance on how
the question(s) should be answered. Candidates may be provided with the
question(s) on a theme or topic in advance and are required to compose and
submit their answers by a deadline or within a set timeframe under examination
conditions (a “seen” essay). Alternatively, candidates may not be presented with
the question(s) until they are under examination conditions (an “unseen” essay)
(Jolly and Dalton, 2019).

Essay formats (both seen and unseen) are designed to assess depth and/or
application of knowledge and, therefore, are aligned with the “Knows” and
“Knows How” levels of Miller’s triangle of clinical competence (Albino et al.,
2008; Williams et al., 2015) (see section 1.4.1). Good essay questions require
candidates to process information, think critically and/or apply their knowledge
(Day et al., 1990; Shumway and Harden, 2003; Schuwirth and van der Vleuten,
2004b). Essay questions that test these skills are more associated with the
“Knows How” level. However, Hift (2014) and Jolly and Dalton (2019) have
argued that essays often just assess factual recall, which would align them more

with the “Knows” level of Miller’s triangle.
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Some of the proposed advantages of essays are that they:

e can be easily set as an assessment method (Palmer and Rideout, 1995).

e potentially drive deep learning (compared to MCQs) (Scouller, 1998).

e determine how capable candidates are at constructing clear, detailed
responses which are grammatically correct and organised in manner that
addresses the question posed (Schuwirth and van der Vleuten, 2003; Jolly
and Dalton, 2019).

e provide insight into how well candidates can apply knowledge to new

situations (Schuwirth and van der Vleuten, 2003).

o facilitate written feedback [to aid student learning] - although the

process for this can be time consuming (Williams et al., 2015).

Despite these advantages, the traditional essay is recognised as an assessment
method which is very prone to cheating and plagiarism (Bilic-Zulle et al., 2005;
Williams et al., 2015; Lynch et al., 2017; Javaeed et al., 2019; Jolly and Dalton,
2019). Submissions need to be carefully checked to ensure the work presented is
the candidate’s own; however, there is software available to assist faculty in
detecting plagiarism during marking (e.g., “Turnitin” (Heckler, Rice and Hobson,
2013)). The marking process itself can be difficult (Palmer and Rideout, 1995),
resource intensive (Wainer and Thissen, 1993; Williams et al., 2015), susceptible
to assessor bias (Williams et al., 2015; Jolly and Dalton, 2019) and subjective
(Hift, 2014). Variability in scoring between assessors has been well recognised in
relation to essays (Bloxham et al., 2016) and their scoring could be negatively
affected by poor grammar, sentence and paragraph structure (Linn, Klein and
Hart, 1972), and handwriting (Markham, 1976). Another disadvantage of essays is
that they only sample a narrow area of candidate knowledge in depth (Hift,
2014; Williams et al., 2015; Jolly and Dalton, 2019) during a lengthy time period
(Williams et al., 2015).

Due to these disadvantages, traditional essays are associated with low reliability
(Palmer and Rideout, 1995; Schuwirth and van der Vleuten, 2004b; Williams et

al., 2015). Statistical evidence to support this consensus is lacking but this is
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probably due to the very small number of questions that are typically asked
within essays assessments which makes it difficult - if not impossible - to apply

reliability coefficient calculations to traditional essays.

It has been advocated that reliability could be increased by applying a more
structured format (Verma, Chatwal and Singh, 1997), decreasing the length of
the questions (Nendaz and Tekian, 1999) and increasing the number of questions
(Feletti and Smith, 1986; Nendaz and Tekian, 1999). By adopting these changes,
there is potential for greater objective marking and assessment of a broader
spectrum of course content within a similar timeframe - increasing reliability
and efficiency. However, the design and format will be changed to the point
where it no longer resembles the traditional essay and thus no longer has the
advantages associated with asking longer open-ended questions. Instead,
adopting these suggested changes would signify that a different form of

assessment is being used (e.g., SAQs (see section 1.4.5)).

Other possible means for improving the reliability of essays - without drastically
changing their design and format - include adopting double marking (Williams et
al., 2015; Jolly and Dalton, 2019) and providing assessors with marking
schedules/model answers (Jolly and Dalton, 2019). The former of these
approaches could help reduce assessor bias by presenting an opportunity for
assessors to reach a consensus on scoring, whereas the latter aims to reduce
variability between assessors and assessor bias by promoting more objective
scoring. However, whilst the latter approach could improve reliability, it may
significantly reduce validity since marking against standardised marking

schedules trivialises the essay format (Schuwirth and van der Vleuten, 2003).

Lastly, there appears to be very little literature focused on investigating the
validity of traditional essays within medical education subjects. However, Hift’s
(2014) extensive review of the available literature concluded there was little
evidence to suggest that traditional essay formats had good validity, especially
when compared to MCQs (see section 1.3.2). The collective lack of favourable
evidence on the psychometrics of traditional essays - coupled with their other
disadvantages - has led to some authors suggesting that the format should not be

used for high stake assessments (Hift, 2014; Williams et al., 2015). However, it is
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currently unclear from the available literature if traditional essays are being

used formatively and/or summatively within dental education.

1.4.8 Oral examinations

Oral examinations (Vivas/Viva Voces) have been widely used within medical
education subjects (Wass et al., 2003; Davis and Karunathilake, 2005) - including
dentistry. In general, they involve candidates entering discussions with one or
more assessors during which they are asked a series of questions on single or
multiple topics. There are various formats of the assessment ranging from
completely unstructured to highly structured (Schuwirth and van der Vleuten,
2019). Unstructured formats give assessors greater freedom over the questions
they can ask and are a less standardised form of the assessment as a different
line of questioning can be pursued for each candidate. In contrast, structured
formats (Morrell, 1984; Davis and Karunathilake, 2005) increase standardisation

since assessors have a pre-defined list of questions to ask each candidate.

Some formats require candidates to discuss a clinical case (or cases) they have
previously seen and/or treated. Other formats present candidates with an
unseen clinical case. The former approach can lend itself to a more unstructured
format whereas the latter tends to facilitate a more structured format. The
degree of structuring will ultimately influence the advantages, disadvantages,

and psychometric properties of the assessment (see below).

Oral examinations are used to assess knowledge and application of knowledge
(Cox, 1982; Gibbs, Habeshaw and Habeshaw, 1988; Anastakis, Cohen and
Reznick, 1991; Jolly and Grant, 1997) - therefore they can be aligned with the
“Know” and “Knows How” level of Miller’s triangle of clinical competence
(Williams et al., 2015). They are typically used to evaluate clinical reasoning
(Ryding and Murphy, 1999; Petrusa, 2002) and decision making (Wass et al.,
2003) but can also assess other traits and attributes, such as oral communication
skills (Ryding and Murphy, 1999), professionalism (Ryding and Murphy, 1999;
Wass et al., 2003), hypothesis generation and the transfer of principles through
various contexts. The potential to test these traits and attributes - especially
regarding the diagnosis, treatment, and management of authentic clinical

situations - is the main advantage of oral examinations over written forms of
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assessment. Another advantage is that they can facilitate face-to-face feedback
for candidates (Colton and Peterson, 1967; Kearney et al., 2002; Williams et al.,
2015).

A disadvantage of oral examinations is that they are time consuming and
resource intensive (Wass et al., 2003). They are also prone to the “halo effect”,
whereby assessor judgments may be affected by their impression of the
candidate or through comparing the performance of the candidate they are
assessing with the performance of previous candidates (Williams et al., 2015).
Another disadvantage is the potential for examiner bias (Colton and Peterson,
1967; Foster et al., 1969). Not only could this be problematic in terms of
marking, but candidates may also try to take advantage of assessor bias by
identifying topics which individual assessors prefer to ask questions on and then
preparing strategically for the examination (Schuwirth and van der Vleuten,
2019). Furthermore, the reliability (Colton and Peterson, 1967; Foster et al.,
1969; Muzzin, 1995; Turnbull, Danoff and Norman, 1996; Williams et al., 2015;
Schuwirth and van der Vleuten, 2019) and validity (Colton and Peterson, 1967;
Foster et al., 1969; Davis and Karunathilake, 2005) of oral examinations have
been questioned. However, it should be remembered that these properties can

be significantly influenced by the design and format of the assessment.

Authors have proposed that the reliability of oral examinations can be improved

by:

e increasing the number of patient cases discussed within the assessment
(Daelmans et al., 2001; Williams et al., 2015).

e increasing the number of questions asked per case. One study has advised
that at least five set questions should be asked per case (Amiel et al.,
1997).

e covering a range of topics (Amiel et al., 1997; Wass et al., 2003;
Schuwirth and van der Vleuten, 2019) (i.e., assessing as much course

content as possible).

e asking the same questions to each student (Wass et al., 2003).
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e having multiple assessors (Wass et al., 2003; Williams et al., 2015). Wass

et al. (2003) proposed two assessors (per oral examination).

e using different examiners to assess different cases (Norman, 2000), i.e.,

avoid having the same examiner for different cases.

e adopting a rotational system, whereby candidates move between
assessors, each of whom addresses a different, pre-defined case or topic
(Schuwirth and van der Vleuten, 2019).

e using structured marking schedules (Yang and Laube, 1983; Anastakis,
Cohen and Reznick, 1991; Wass et al., 2003).

e adopting a “global judgment” scale whereby assessors make a subjective
judgment on how they think the candidate performed (Daelmans et al.,
2001).

e training and calibrator assessors (Des Marchais and Jean, 1993; Wakeford,
Southgate and Wass, 1995; Ryding and Murphy, 1999; Wass et al., 2003).

e training assessors to ask questions which cover a breadth of topics instead
of just asking questions on their own areas of interest (Schuwirth and van
der Vleuten, 2019).

e increasing the testing time (Daelmans et al., 2001; Wass et al., 2003;
Williams et al., 2015). Wass et al. (2003) proposed a total testing time of

80-minutes (four 20-minute assessments).

Most of these claims on improving reliability are supported through studies
demonstrating an increase in reliability coefficients following implementation of
the suggested changes (Yang and Laube, 1983; Anastakis, Cohen and Reznick,
1991; Amiel et al., 1997; Daelmans et al., 2001; Wass et al., 2003). However,
within some publications - especially those which provide summaries of various
assessment methods used in medical and dental education (Williams et al., 2015;
Schuwirth and van der Vleuten, 2019) - it is not clear where the basis of their

claims stem from. In addition, some studies (such as Wass et al. (2003)) present
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an improvement in reliability through the application of several of the design
features listed above, making it difficult to determine which feature(s) had the
greatest impact on the reliability coefficient - either individually or in

combination with one or more other design features.

Compared to reliability, there are very few studies which discuss the validity of
oral assessments in detail. One study which has investigated their validity is
Anastakis, Cohen and Reznick (1991), who compared a structured oral
assessment with MCQ and OSCE. The study showed there was some evidence to
suggest structured oral assessments had criterion validity for the assessment of
clinical knowledge and problem-solving since there was significant correlation
between the outcomes of structured oral assessment and MCQ and OSCE scores.
However, these results were based on assessment outcomes produced by only
twenty-three candidates. A subsequent larger study, which compared the
outcomes of 441 structured oral examinations with the results of written “in-
training” examinations for anaesthetists, also concluded there was evidence for
their criterion validity in describing clinical competence - including the
assessment of clinical knowledge and problem-solving (Schubert et al., 1999).
However, unlike Anastakis, Cohen and Reznick (1991), it was not clear which

format(s) of written assessment were used for the “in-training” examinations.

Despite the lack of evidence for their validity, some authors have proposed
there is still a role for oral assessments within medical education subjects
providing they are used to test traits and abilities that cannot be measured
through other formats (e.g., hypothesis generation and explanation) (Schuwirth
and van der Vleuten, 2019). Using them to assess simple factual recall could be
counter intuitive since this can be accomplished using methods which are less

time consuming and resource intensive.

1.4.9 Objective Structured Clinical Examinations (OSCEs)

Introduced in 1975, OSCEs were designed to provide a standardised, objective
and reliable method for assessing clinical skills (Harden et al., 1975) - such as
history taking, examination of a patient or performance of a practical procedure
(Boursicot, Roberts and Burdick, 2019). They have gained widespread popularity

within medical education subjects (Cohen et al., 1990; van der Vleuten, 1996;
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Davis, 2003; Newble, 2004; Harden, 2016; Schuwirth and van der Vleuten, 2019)
and are now one of the most heavily researched assessment methods with over

1600 publications discussing their use (Harden, 2016).

The typical format of an OSCE involves candidates entering multiple stations
where they are asked to perform a task (or tasks) within a predetermined
timeframe. Candidate performances are marked against a set list of “objective”
criteria and, once the allotted time for task has lapsed, an alarm (e.g., bell or
buzzer) sounds to notify candidates to move onto the next station (Williams et
al., 2015; Boursicot, Roberts and Burdick, 2019). Although this describes the
basic format of OSCEs, they can be implemented in different ways, which can
affect their psychometric properties (Harden, 2016) (see below). Since they
assess practical clinical skills in a staged/simulated/mock environment, they are
aligned with the “Shows How” level of Miller’s triangle of clinical competence
(Albino et al., 2008; Williams et al., 2015) (see section 1.4.1).

OSCEs have been described as a fair and - as indicated by their name - objective
form of assessment (Watson et al., 2002; Williams et al., 2015; Boursicot,
Roberts and Burdick, 2019) since all candidates undertake the same clinical
scenarios and are marked using the same assessment criteria (Boursicot, Roberts
and Burdick, 2019). Since their format requires candidates to demonstrate their
proficiency in performing clinical skills, OSCEs may encourage students to adopt
learning strategies which ensure they gain the required competencies (i.e., they
practise and develop the necessary clinical skills) (Schoonheim-Klein et al.,
2009). In contrast, if students are presented with assessments designed to test
knowledge (e.g., MCQs and SAQs), they adopt learning strategies which focus of
knowledge acquisition and recall (Boursicot, Roberts and Burdick, 2019). If used
formatively, OSCEs present further opportunities for student learning through
provision of detailed feedback on performance (Hattie and Timperley, 2007;
Williams et al., 2015).

Despite these potential advantages, OSCEs have been criticised of having

underlying issues with authenticity and case specificity (Swanson, 1995; van der
Vleuten, 1996; Norman et al., 2006). Lee and Wimmers (2011) even concluded -
from a comprehensive study involving 686 student participants - that OSCEs may

not be able to assess proficiency in a single domain of clinical competence.
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However, the findings of this study were based on assessment results obtained
from a single institution and no subsequent studies appear to have echoed these

remarks.

According to several authors, the most prominent drawback of OSCEs is that they
are expensive and time consuming to establish, set up and run due to the
amount of resources and logistical planning required (Carpenter, 1995; Albanese
and Dast, 2014; Brown et al., 2015; Williams et al., 2015; Boursicot, Roberts and
Burdick, 2019). However, like with any assessment method, the additional costs

and effort may be worthwhile if the assessment proves to be reliable and valid.

As mentioned above, the psychometric properties of an OSCE are determined by
its design and implementation. Reliability coefficients for OSCEs have been

shown to be influenced by:

e Number of stations (Newble and Swanson, 1988; Schoonheim-Klein et al.,
2008; Brannick, Erol-Korkmaz and Prewett, 2011).

¢ Increased testing time/test length (Newble and Swanson, 1988; Roberts et
al., 2006).

e Wider sampling of skills (Watson et al., 2002; Roberts et al., 2006;
Schoonheim-Klein et al., 2008).

e Number of examiners (Brannick, Erol-Korkmaz and Prewett, 2011).

Some publications have suggested that structured marking schedules (checklists)
can increase reliability (Boursicot, Roberts and Burdick, 2019); however, the
evidence which supports this proposal is not apparent within the literature.
Other have cast doubts on their influence and have instead suggested that the
use of “global scores” (i.e., subjective judgments made on candidate
performance by assessors) results in similar (Cunnington, Neville and Norman,
1996) or greater (Regehr et al., 1998; Moineau et al., 2011; llgen et al., 2015)
reliability compared to structured marking schedules. However, Regehr et al.
(1998) also showed that the combined use of structured marking schedules and

global rating scores elevated reliability furthest. In addition, Homer and Pell
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(2009) demonstrated that the inclusion of simulated patient ratings (i.e.,
subjective judgments from actors who pretend to be patients in a mock clinical
consultation) in marking schedules can potentially enhance the reliability of an
OSCE. However, it should be remembering that introducing more subjective
elements - such as global scores and simulated patient ratings - may compromise
the objectivity of an OSCE.

More subjective judgments could result a greater range of scores being awarded
by assessors. Potential assessor bias which may be inherent within a wider range
of scores could potentially be reduced with assessor training and calibration.
Indeed, several publications concerned with assessment in medical education
subjects (such as Boursicot et al. (2011) and Monti et al. (2020)) advocate that
assessor training is necessary. However, previous research has shown that
assessor training appears to have little impact on improving inter-assessor
reliability (Newble, Hoare and Sheldrake, 1980; Boursicot, Roberts and Pell,
2007; Cook et al., 2009) and only reduces the range of assessor scoring
(Holmboe, Hawkins and Huot, 2004).

Regardless, there is plenty of support within the literature to suggest that OSCEs
can be reliable assessment method within medical education subjects (Brown,
Manogue and Martin, 1999; Nickbakht, Amiri and Latifi, 2013; Setyonugroho,
Kennedy and Kropmans, 2015) and good reliability coefficients (>0.7) have been
demonstrated in numerous studies (Eva et al., 2004; Park et al., 2004; Roberts
et al., 2006; Taghva et al., 2010; Brannick, Erol-Korkmaz and Prewett, 2011;
Eberhard et al., 2011; Pascual Ramos et al., 2015; Rahayu et al., 2016; Trejo-
Mejia et al., 2016).

In terms of validity, the length of the stations and (like for reliability) the use of
structured marking schedules (checklists) and/or global scores are key
influential factors. More course content can be covered with longer stations and
consideration also needs to be given to the length of time required to assess the
skills being tested within each station. Therefore, the length of each station
should be determined by their content (Harden and Gleeson, 1979; Cizek, 2001;
Hodges, 2003; Newble, 2004; Varkey et al., 2008). For example, a station

assessing prescription writing may only need to be five minutes long, whereas a
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station assessing the preparation of tooth for a restoration may be 20-minutes

long.

Like for reliability, some studies have proposed that using global scores instead
of structured marking schedules increases the validity of an OSCE (Cunnington,
Neville and Norman, 1996; Regehr et al., 1998; Hodges, 2003; Daniels and
Harley, 2017). Structured marking schedules can lead to candidates performing
“monkey tricks” within OSCEs rather than demonstrating they acquired the skills
being tested (Cizek, 2001), whereas global scores may capture elements of
performance that may be overlooked by marking schedules (Govaerts, van der
Vleuten and Schuwirth, 2002).

However, Regehr et al. (1998) have shown that using a combination of both
improves OSCE validity further and this approach has also been recommended by
subsequent publications (Park et al., 2004; Rushforth, 2007; Monti et al., 2020).

Several studies have presented evidence for the face validity of OSCEs. The
findings of these studies were based on evaluations from faculty (Macluskey et
al., 2011; Barry, Bradshaw and Noonan, 2013; Nickbakht, Amiri and Latifi, 2013)
or a combination of both faculty and students who were assessed (Brown,
Manogue and Martin, 1999; Walters, Osborn and Raven, 2005). All these studies
concluded that OSCEs have face validity.

The studies by Brown, Manogue and Martin (1999), Walters, Osborn and Raven
(2005), Macluskey et al. (2011), and Barry, Bradshaw and Noonan (2013) also
proposed that OSCEs had content validity. Again, the findings of these studies
were based on the opinions of faculty and students. Studies by Varkey et al.
(2008) and Hodges et al. (1998) also concluded that OSCEs have content validity.
The former’s findings were based on the student evaluations, whereas the
latter’s findings were based on evaluations from residents (i.e., clinicians) in
psychiatry. Taghva et al. (2010) also proposed OSCEs had both face and content
validity, but it is unclear what the evidence for these claims was within this

study.

Although there appears to be a consensus that OSCEs have face and content

validity, there was notable heterogenicity between the studies listed above. For
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example, the number of OSCE stations which were evaluated ranged from as
little as one (Macluskey et al., 2011) to as many as 18 (Walters, Osborn and
Raven, 2005) and the number of student participants (i.e., the candidates who
sat the exam) varied from as few as 14 (Nickbakht, Amiri and Latifi, 2013) to as
many as 498 (Macluskey et al., 2011). The number of faculty who evaluated an
OSCE also varied significantly (from “at least” four (Walters, Osborn and Raven,
2005) to twenty-one (Brown, Manogue and Martin, 1999)) or, in the case of some
studies, wasn’t described (Taghva et al., 2010; Barry, Bradshaw and Noonan,
2013).

In addition to face and content validity, Brown, Manogue and Martin (1999),
Hodges et al. (1998) and Taghva et al. (2010) also investigated the criterion
validity of OSCEs by comparing their results against other assessments. Brown,
Manogue and Martin (1999) found OSCE results correlated poorly with A-levels
and the “Final” examinations in medicine - which consisted of written papers, a
‘long case’ examination, a presentation case and vivas. Hodges et al. (1998)
compared OSCE scores with lists of candidate rankings submitted by faculty and
found a moderate correlation - but only if global scoring was used for the OSCE.
Taghva et al. (2010) demonstrated a moderate correlation between OSCEs and
oral examinations, but a weak correlation with MCQs. The latter of these
findings echoed previous studies which had also investigated the criterion
validity of OSCEs (Ross et al., 1988; Cunnington, Neville and Norman, 1996;
Dennehy, Susarla and Karimbux, 2008), however, it should be remembered that
the intended purposes of OSCEs and MCQs may differ. MCQs focus on testing
knowledge and its application in problem solving (see section 1.4.3) and
although OSCEs can also be used to test these traits, they are primarily used to

assess clinical skills.

Studies by Park et al. (2004) and Eberhard et al. (2011) have also compared
OSCE scores with other forms of assessment. Park et al. (2004) compared results
of a nine station OSCE from two-hundred and eighty-six students with the
outcomes of the National Board of Medical Examiners Psychiatry Subject
Examination and five clinical skills examinations. Eberhard et al. (2011)
correlated the scores of an eleven station OSCE from sixty-two students with the

results of a “clinical skills examination”. Both studies claimed that their findings
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demonstrated that OSCEs had adequate construct validity. However, it could be
argued that larger studies and a variety of other research approaches are

required before such claims can be made (see section 1.3.3.2).

Overall, although evidence for the validity of OSCEs doesn’t appear as strong as
some studies have suggested, it is an assessment format which is widely
accepted and supported within medical education subjects (Brown, Manogue and
Martin, 1999; Hodges, 2003; Park et al., 2004; Varkey et al., 2008; Taghva et al.,
2010; Barry, Bradshaw and Noonan, 2013; Nickbakht, Amiri and Latifi, 2013).
Providing they are well designed and implemented, high reliability and validity
can be achieved within the OSCE format (Rushforth, 2007).

1.4.10 Direct observation of procedural skills
(DOPS)/Competency tests

Developed by the Royal College of Physicians (Wilkinson et al., 2008; Cohen,
Farrant and Taibjee, 2009), DOPS/competency tests are used to assess practical
clinical skills in workplace settings (Cohen, Farrant and Taibjee, 2009; Barton et
al., 2012; Naeem, 2013; Williams et al., 2015). Students are closely observed by
supervising clinical faculty whilst performing a clinical procedure on a real
patient. Supervising faculty then score students against a list of predetermined
criteria and determine whether they performed the procedure competently (or
not). Once the assessment has been completed, students are given feedback on
their performance (Wragg et al., 2003; Wilkinson et al., 2008; Williams et al.,
2015; Erfani Khanghahi and Ebadi Fard Azar, 2018).

Depending on institutional guidelines, students may be required to demonstrate
they are able to perform the procedure competently a set number of times.
Alternatively, some institutions invite students to judge when they think they
are competent and then arrange to be assessed. Students who satisfy the criteria
are then “signed off” as competent in performing the procedure, whereas
unsuccessful students are invited to reattempt the assessment later. There is
currently no evidence to suggest which institutes use either of these approaches,
or whether DOPS are used for formative or summative assessment (or a

combination of both).



53

Since DOPS assess clinical skills in real clinical environments and scenarios, they
are aligned with the “Does” level of Miller’s triangle of clinical competence
(Albino et al., 2008; Williams et al., 2015) (see section 1.4.1). Many publications
advocate that the major strength of DOPS is their allocation of time for feedback
on performance (Wiles et al., 2007; Wilkinson et al., 2008; Cohen, Farrant and
Taibjee, 2009; McLeod, Mires and Ker, 2012; Cobb et al., 2013; Dabhadkar et
al., 2014; Erfani Khanghahi and Ebadi Fard Azar, 2018; Norcini and Zaidi, 2019).
Feedback provides students who don’t pass the assessment with a learning
opportunity (Wilkinson et al., 2008; Cohen, Farrant and Taibjee, 2009; McLeod,
Mires and Ker, 2012) which highlights areas of performance requiring
improvement. This process can facilitate student learning and the development
of clinical skills (Erfani Khanghahi and Ebadi Fard Azar, 2018; Tenzin et al.,
2019). For students who pass the assessment, feedback can provide reassurance
that they are performing to the required standards (Cohen, Farrant and Taibjee,
2009).

Other advantages of DOPS which have been proposed within the literature

include:

¢ The potential to have students assessed by multiple assessors (Norcini and

Zaidi, 2019), reducing the risk of assessor bias.

¢ Close supervision and observation from assessors (Cohen, Farrant and
Taibjee, 2009).

e Promotion of student autonomy during the assessment (Dhole, 2017;
Erfani Khanghahi and Ebadi Fard Azar, 2018; Tenzin et al., 2019).

e Promotion of deep student reflection (Cobb et al., 2013).

e The use of real patients (Norcini and Zaidi, 2019), increasing authenticity

(and validity - see below).

e Acceptability among both students and faculty (Erfani Khanghahi and
Ebadi Fard Azar, 2018).
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Disadvantages of DOPS include:

e Time consuming and difficult to arrange and/or organise (Bradley and
Huseman, 2003; Wilkinson et al., 2008; Cohen, Farrant and Taibjee,
2009; Erfani Khanghahi and Ebadi Fard Azar, 2018).

e Viewed as stressful and artificial (Cohen, Farrant and Taibjee, 2009;
Akbari and Mahavelati Shamsabadi, 2013; Cobb et al., 2013; Erfani
Khanghahi and Ebadi Fard Azar, 2018) and unsettling by some

candidates, resulting in impaired performance (Hamilton et al., 2007).

e Possible bias (Akbari and Mahavelati Shamsabadi, 2013; Amini et al.,
2015; Erfani Khanghahi and Ebadi Fard Azar, 2018) or variability among
assessors (Erfani Khanghahi and Ebadi Fard Azar, 2018). However, the
risk of these issues could be reduced through use of multiple assessors
(Norcini and Zaidi, 2019).

e Disagreement between assessors and the student and the assessor(s)
on the correct procedural technique (Cohen, Farrant and Taibjee,
2009).

¢ Difficulty in identifying suitable patient cases for assessment (Cohen,
Farrant and Taibjee, 2009).

e Potential to become a “tick-box” exercise which doesn’t provide proof

of attainment of competence (Bindal et al., 2013).

The advantages and disadvantages listed above stem from feedback and
evaluations submitted by undergraduate students, postgraduate specialist
medical subject trainees (i.e., Specialist Registrars), faculty and/or

postgraduate trainers.

In terms of psychometric properties, multiple studies have presented high
(>0.70) reliability coefficients for DOPS (Hamdy et al., 2003; Marriott et al.,
2011; Asadi et al., 2012; Barton et al., 2012; Sahebalzamani and Jahantigh,
2012; Delfino et al., 2013; Tsui et al., 2013; Kuhpayehzade et al., 2014). Factors



55

which have been associated with improved reliability include the use of
structured marking schemes/checklists (Tennant and Scriva, 2000; Scott et al.,

2001) and assessor training (Wilkinson et al., 2008).

Studies by (Wilkinson et al., 2008; Marriott et al., 2011; Barton et al., 2012)
have proposed that DOPS hold high face validity. These findings were based on
the opinions of students (who had been assessed with DOPS) and assessors.
Various studies have investigated the content validity of DOPS by calculating
their content validity index (CVI) and/or content validity ratio (CVR) (Erfani
Khanghahi and Ebadi Fard Azar, 2018). Assessments with a CVI >0.78 are said to
be reliable (Polit, Beck and Owen, 2007) as are those with a CVR >0.78
(Zamanzadeh et al., 2015; Kovacic, 2018). Kuhpayehzade et al. (2014) suggested
DOPS had low reliability since both the CVI and CVR were <0.78. Hengameh et
al. (2015) produced a mixed set of results where DOPS were found to have a low
CVR (0.62) but a higher CVI (0.79), the latter of which coincides with findings by
Delfino et al. (2013) (0.90) and Amini et al. (2015) (0.95). Other studies have
investigated the criterion validity of DOPS by comparing them against other
forms of assessment. Hamdy et al. (2003) found DOPS had good Pearson’s
correlation coefficients (r) (>0.70) with patient management problems, SAQs and
an OSCE and a moderate correlation with MCQs (0.67). Barton et al. (2012) found

a weak Pearson’s correlation (0.28) between DOPS and MCQs.

Pearson’s correlation coefficient was also used by Marriott et al. (2011) to
investigate the construct validity of DOPS through comparisons with measures of
surgical training and experience. Although this study concluded construct
validity was demonstrated, the correlation between DOPS and measures of
surgical training and experience was moderate and further evidence using a
variety of other methodological approaches is required before construct validity

can be established.

Like for the reliability, it has been advocated that the validity of DOPS can be
improved by incorporating structured marking schemes/checklists into their
design (Tennant and Scriva, 2000; Scott et al., 2001). Additionally, the use of
global ratings has also been said to improve their validity (Winckel et al., 1994;
Larson et al., 2005).
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Overall, there is some good evidence to support DOPS as a reliable and valid
assessment method (Erfani Khanghahi and Ebadi Fard Azar, 2018); however,
there remains a need to conduct further research to strengthen the findings

presented by the publications referenced above.

1.4.11 Longitudinal clinical assessment

Like DOPS/competency tests, longitudinal clinical assessment involves assessing
and recording student performance in real clinical environments. However,
instead of being limited to a single encounter, student performance is evaluated
by multiple assessors, over an extended period and within multiple contexts.
Assessments can cover a variety of skills and attributes, such as technical clinical
skill, communication, and professionalism. Evaluations are collated to provide a
rich data source on student performance, as opposed to single encounter
evaluations which may only record “best day” or “worst day” performances
(Albino et al., 2008). This form of assessment has also been referred to as
“continuous assessment” - particularly within nursing education (Neary, 2000;
Stuart, 2007; Royal College of Nursing, 2017) - and “observation on clinics”
(Kramer et al., 2009; Williams et al., 2015). However, for the purposes of this
thesis, the format will be referred to as “longitudinal clinical assessment” (as

previously mentioned in section 1.4.1).

Longitudinal clinical assessment is aligned with the “Does” level of Miller’s
triangle of clinical competence (Albino et al., 2008; Williams et al., 2015) (see
section 1.4.1). Individual assessments are well suited to formative assessment
since assessors are expected to provide students with detailed feedback on their
performance. However, several authors have suggested that longitudinal
assessment could also be used for summative assessment (Prescott-Clements et
al., 2008; Williams et al., 2015; Dawson et al., 2017). This proposal is based on
the concept that, since faculty are provided with an extensive pool of
information, they are better equipped to make judgements on whether students
can synthesise the fundamental knowledge, skills and behaviours needed to treat
a range of patients who require a range of treatments of varying difficulty
(Dawson et al., 2017). However, there are currently no publications which verify
if longitudinal clinical assessment has been used in this manner within dental

education. Some publications indicate that longitudinal clinical performance
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data have been used for summative assessment within nursing (Neary, 2000) but
there is little detail on whether this is common practice across nursing education

or if it has been successful.

As discussed above, the main advantage of longitudinal clinical assessment is
that it produces an extensive data base on student performance in real clinic
environments over a prolonged period through multiple assessors. However, the
involvement of multiple assessors means there is potential for discrepancies to
arise between individual assessors as marking can be very subjective (Kramer et
al., 2009; Crossley et al., 2011; Williams et al., 2015), lack standardisation and
may be influenced by the “halo effect” (Williams et al., 2015) (see section
1.4.8).

As a result, longitudinal clinical assessment has been said to have low reliability
(Williams et al., 2015) - but there is currently no evidence to support this claim
or demonstrate the degree of disparity between assessors within longitudinal
clinical assessment and how its reliability is affected. A study by van der Vleuten
et al. (2010) has proposed that subjectivity among assessors should be
counterbalanced by sampling across a wide range of assessors. However, some
students may only be assessed by a select number of faculty over the duration of
the course and, therefore, may be marked more predominantly by assessors who
are stricter or more lenient. In theory, discrepancies between assessors (and
therefore reliability) could be improved with the use of structured marking
schemes/checklists (Williams et al., 2015) and through assessor training and
calibration, but there are currently no studies which have tested these proposals

for longitudinal clinical assessment.

Prescott-Clements et al. (2008) previously investigated the validity of
Longitudinal Evaluations of Performance (LEPs) - a form of longitudinal clinical
assessment used within Scottish postgraduate DVT schemes (see chapter 3,
section 3.5.3.2 for further details). Based on trajectories generated from two
Vocational Dental Practitioner (VDP) cohort’s (n = 201) LEP data - which

demonstrated an increase in VDP performance over the duration of a DVT year -
and the options of approximately one-hundred DVT trainers on longitudinal
assessment, the study concluded LEPs were a valid form of assessment within
the context of DVT (Prescott-Clements et al., 2008).
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A more recent study by Dawson et al. (2021) used longitudinal clinical
assessment data to explore the validity of using numerical requirements to
determine development of clinical competence among dental students. The
study - which was based on over 50,000 longitudinal clinical assessment data
points for direct restorations across two student cohorts (n = 139) at the
University of Liverpool - concluded that the number of direct restorations
completed by students should not be exclusively relied upon to determine
whether students had developed into competent practitioners, as it did not
necessary signify that students have obtained a sufficient breadth of clinical
experience. Instead, it was suggested that there should now be a shift towards
determining the role of consistency of performance in competence assessment,
which was also calculated and explored as part of study. Whilst Dawson et al.
(2021) have contributed some early evidence for the validity of longitudinal
clinical assessment, there is a need to conduct further meaningful studies on its
application within undergraduate dental education and accumulate more

evidence on its validity.

1.5 Rationale for study

1.5.1 Current gap in the existing literature and dental education
research priorities

Although many of the assessment methods discussed in the previous section (1.4)
are well established within dental education, there remains an ongoing debate
on which method(s) are best for measuring the development of competence
(Dawson et al., 2017). The need for further research into assessment within
dental education has been recognised by the Scottish Oral Health Research
Collaboration (SOHRC) who, in December 2014, completed a priority setting
exercise (Delphi) to establish a basis for a focussed dental education research
strategy within and between the Scottish Dental Schools and NHS Boards (Ajjawi
et al., 2017). The results of the exercise were presented at the first SOHRC

conference in February 2015, where the top three priorities were identified as:
1. The role of assessments in identifying competence.

2. Ensuring that the undergraduate curriculum prepares for practice.
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3. Promotion of teamwork within the dental team.

Despite the current lack of published evidence, several authors have proposed

that longitudinal assessment (section 1.4.11) is one of the strongest methods for

assessment of clinical skills (Albino et al., 2008; Dawson et al., 2017; Patel et
al., 2018). From a theoretical perspective, the rationale behind these proposals
is understandable since longitudinal clinical assessment should allow patterns of
activity and performance to be established from many data points compiled over
a prolonged period. Many other assessment methods discussed in section 1.4 are
standalone (or “one-off”) assessments, which may not be best suited for
measuring attainment of some of the GDC’s LOs; particularly when evidence of
development of consistent competent clinical performance is necessary to

demonstrate that students have developed into “safe beginners”.

Some dental schools have incorporated longitudinal clinical assessment systems
into their undergraduate assessment repertoire to allow student knowledge and
skills to be evaluated at multiple points in time throughout the curriculum.
However, although longitudinal clinical assessment can create rich data sets on
student performance, there are currently few robust evaluations on the validity
of these systems using objective outcome measures within dental education,
which has been recognised by the SOHRC. Therefore, this topic merits further

investigation.

Determining whether students have achieved the required clinical competencies
is a high stakes decision and therefore, if longitudinal clinical assessment were
to be used for competence assessment, it requires sufficient supporting
evidence. An argument-based approach encourages accumulation of evidence
from various sources and the inclusion of investigations on which types of
validity can be attributed to the assessment method (see sections 1.3.3.2 and
1.3.3.3) (Kane, 2013).

1.5.2 Previous pilot study on validity of longitudinal clinical
assessment

In accordance with the first of the SOHRC’s research priorities (see section 1.5.1

above), the lead researcher of this thesis (i.e., the PhD researcher) previously
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conducted a pilot study which attempted to contribute early evidence to a
validity argument on the use of longitudinal clinical assessment data for
competence assessment. A further aim of the study was to generate potential

lines of enquiry for further research (Dickie, 2017).

Clinical performance data were obtained from an electronic longitudinal

assessment system, known as LIFTUPP® (see chapter 3, section 3.5.3.2 for

further details on this assessment method), which has been adopted by several
UK dental schools. Thirteen dental students’ LIFTUPP© data were analysed and
formatted (into barcode graphics and line graphs) to establish and illustrate
patterns of development and then compared to outcomes obtained from a
simulated standalone clinical competence test and faculty subjective opinion.
Qualitative and quantitative evaluations were made to determine if there was
any association between longitudinal clinical assessment data patterns and the
results obtained from the standalone competence test and faculty subjective

opinion.

Overall, the study showed that longitudinal clinical assessment data appeared to
offer a richer collection of data on student development compared to the
standalone competence test and faculty subjective opinion - both of which
yielded several inconsistencies in terms of assessment. Sufficient evidence for
the validity of longitudinal data in the assessment of clinical competence could
not be determined due to scale and timeframe constraints. As a result, it was

suggested further investigation would require several alternative approaches.

Following the completion of the pilot study, it was recognised that further
studies should, in accordance with Kane (2013), specify which subtypes of

validity (see section 1.3.3.2) are being investigated and attributable to

longitudinal clinical assessment. Additional details on these considerations and
how they influenced the development of the research questions for this thesis

are presented in chapter 2 (section 2.2).

It was also identified that to facilitate further research in this area, a means of
summarising longitudinal clinical assessment data using robust statistical
methods was needed. This process could be challenging with respect to

longitudinal clinical assessment since the data sets may be very large with
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assessment data for multiple skills and attributes measured repeatedly over time

for individual students.

1.5.3 Modelling longitudinal clinical assessment data
1.5.3.1 Generalised linear modelling

Several approaches for modelling longitudinal data have been suggested within
the literature. Tang, He and Tu (2012) proposed the most commonly used
techniques are generalised linear mixed-effects modelling (GLMM) and weighted
generalised estimating equations (WGEE) - which are both derivatives of
generalised linear modelling (GLM) (Lin et al., 2016). These specialised
modelling techniques have been recommended since they address two problems
typically associated with longitudinal data sets. The first issue is that, since
longitudinal data sets generate a series of correlations from multiple
assessments conducted on same subjects/participants, traditional cross-
sectional data analyses (e.g., linear, and logistical regression) cannot be
applied. The second issue is that longitudinal data sets often contain missing
data since the studies from which they are generated take place over a long
time (Lin et al., 2016). Both GLMM and WGEE take these issues into
consideration when interpreting data and allow complex biological,
psychological, and behavioural changes to be tracked over time (Tang, He and
Tu, 2012; Gunzler et al., 2014).

However, whilst dental student longitudinal clinical assessment data could be
modelled using these approaches, it is anticipated that dental students are likely
to be following different clinical development patterns. Distinguishing different
patterns of dental student progression is desirable since it may identify groups
who are not developing as expected (and may require remedial training) and will
facilitate comparisons between longitudinal clinical assessment data and the
outcomes of other assessment methods to establish criterion validity (see
section 1.3.3.2).

GLM techniques do not distinguish different patterns of development as part of
model generation process. If GLMs were to be used to investigate different

longitudinal clinical development patterns, students would need to be
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subjectively categorised into groups prior to data modelling. Each group’s data
could then be modelled separately and compared. However, this process may be
challenging when faced with large data sets and it may be difficult to separate
students if any differences between them are subtle. Therefore, it would be
preferable to remove any subjectivity and categorise students via an automated

procedure.

Automated modelling techniques which can identify different groups and plot
their development trajectories more objectivity using the available data are

discussed in the following section (1.5.3.2).

1.5.3.2 Latent class analyses

Growth mixture modelling (GMM) (Muthén and Shedden, 1999; Muthén, 2001)
(also known as latent growth mixed modelling (LGMM) or latent class growth
modelling (LCGM)) and group-based trajectory modelling (GBTM) (Nagin, 2005)
are two forms of latent class analysis which were originally developed to track
groups of individuals following similar patterns of behaviour or achievement of

outcome measures over time within psychology and criminology.

Examples of psychological studies which have used GMM are (Orcutt, Erickson
and Wolfe, 2004; Dekker et al., 2007; Mora et al., 2009). The former (Orcutt,
Erickson and Wolfe, 2004) tracked post-traumatic syndrome disorder (PTSD)
symptoms over time to demonstrate that Gulf War veteran’s responses to trauma
suffered during conflict were not homogenous. The latter two studies (Dekker et
al. (2007) and Mora et al. (2009)) both used GMM to identify different
trajectories of depressive symptoms in children and pregnant women,
respectively. Both studies concluded that distinguishing different behavioural
patterns within their respective populations facilitated identification of those
most at risk of depressive illness and, therefore, were in greater need of
intervention. This information is valuable in determining where resources and

services should