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Abstract

The ever increasing requirement for providing large bandwidth and seamless data ac-
cess to commuters has prompted new challenges to wireless solution providers. The
communication channel characteristics between mobile clients and base station change
rapidly with the increasing traveling speed of vehicles. Smart antenna systems with
adaptive beamforming and switching technology is the key component to tackle the
challenges.

As a spatial filter, beamformer has long been widely used in wireless communica-
tion, radar, acoustics, medical imaging systems to enhance the received signal from a
particular looking direction while suppressing noise and interference from other direc-
tions. The adaptive beamforming algorithm provides the capability to track the varying
nature of the communication channel characteristics. However, the conventional adap-
tive beamformer assumes that the Direction of Arrival (DOA) of the signal of interest
changes slowly, although the interference direction could be changed dynamically. The
proliferation of High Speed Rail (HSR) and seamless wireless communication between
infrastructure ( roadside, trackside equipment) and the vehicles (train, car, boat etc.)
brings a unique challenge for adaptive beamforming due to its rapid change of DOA. For
a HSR train with 250km/h, the DOA change speed can be up to 4◦ per millisecond. To
address these unique challenges, faster algorithms to calculate the beamforming weight
based on the rapid-changing DOA are needed.

In this dissertation, two strategies are adopted to address the challenges. The first
one is to improve the weight calculation speed. The second strategy is to improve
the speed of DOA estimation for the impinging signal by leveraging on the predefined
constrained route for the transportation market. Based on these concepts, various
algorithms in beampattern generation and adaptive weight control are evaluated and
investigated in this thesis. The well known Generalized Sidelobe Cancellation (GSC)
architecture is adopted in this dissertation. But it faces serious signal cancellation
problem when the estimated DOA deviates from the actual DOA which is severe in
high mobility scenarios as in the transportation market. Algorithms to improve various
parts of the GSC are proposed in this dissertation. Firstly, a Cyclic Variable Step Size
(CVSS) algorithm for adjusting the Least Mean Square (LMS) step size with simplicity
for implementation is proposed and evaluated. Secondly, a Kalman filter based solution
to fuse different sensor information for a faster estimation and tracking of the DOA
is investigated and proposed. Thirdly, to address the DOA mismatch issue caused by
the rapid DOA change, a fast blocking matrix generation algorithm named Simplifized
Zero Placement Algorithm (SZPA) is proposed to mitigate the signal cancellation in
GSC. Fourthly, to make the beam pattern robust against DOA mismatch, a fast algo-
rithm for the generation of flat beam pattern named Zero Placement Flat Top (ZPFT)
for the fixed beamforming path in GSC is proposed. Finally, to evaluate the effective-
ness and performance of the beamforming algorithms, wireless channel simulation is
needed. One of the challenging aspects for wireless simulation is the coupling between
Probability Density Function (PDF) and Power Spectral Density (PSD) for a random
variable. In this regard, a simplified solution to simulate Non-Gaussian wireless channel
is proposed, proved and evaluated for the effectiveness of the algorithm.

With the above optimizations, the controlled simulation shows that the flat top
beampattern can be generated 380 times faster than iterative optimization method
and blocking matrix can be generated 9 times faster than normal SVD method while
the same overall optimum state performance can be achieved.
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Chapter 1

Introduction

The ever increasing requirement for providing large bandwidth and seamless data ac-

cess to commuters has prompted new challenges to wireless solution providers. The

communication channel characteristics between mobile clients and base station change

rapidly with the increasing travelling speed of vehicles. Smart antenna systems with

adaptive beamforming and switching technology are the key component to tackle the

challenges. This dissertation investigates various beamforming algorithms to mitigate

challenges faced in wireless communication in the transportation market. One of the

focus is on the improvement of Generalized Sidelobe Cancellation (GSC) structure

beamformer due to its simplicity for implementation. Various components of GSC

include Fixed Beamformer (FB) which produces quiescent beampattern, Blocking Ma-

trix (BM) to avoid signal cancellation and adaptive algorithms to control the noise

cancellation are investigated. The results are published in 2 journal paper[1, 2] and 5

conference paper[3, 4, 5, 6, 7].

1.1 Background

The most noticeable attribute of a Smart Antenna system is its multiple Antenna

Element (AE) for receiving multiple copies of signal in different location. The AE

can be arranged as Uniform Linear Array (ULA), Uniform Circular Array (UCA)[8]

or distributed randomly [9, 10]. Controlling of each AE can be through time delay

for wide band application or phase shift for narrow band application. Since most

of current wireless communication adopts Orthogonal Frequency Division Mutiplexing

(OFDM) technique [11, p 27], each sub-carrier can be conveniently regarded as a narrow

band signal. So most of the discussion in this dissertation assumes the narrow band
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Chapter 1. Introduction

model. The controlling can be realized in the analog domain for its low cost, the

digital domain for its flexibility, or the hybrid way to balance cost and flexibility.

Different weight assignment strategy for each AE makes a huge difference in system

performance in interference rejection, channel capacity etc. It can be optimized for

diversity gain as with Maximum Ratio Combining (MRC) [12] in receiver or same

diversity gain in transmitter [13], channel capacity as in Spatial Multiplexing [14] or

Signal to Interference and Noise Ratio (SINR) as in various beamforming algorithm

reviewed in next chapter.

As a spatial filter, beamformer has long been widely used in wireless communication

[15], radar[16], acoustic[17], medical imaging[18] systems to enhance the received signal

from a particular looking direction while suppressing noise from other directions. Data

independent beamformer [19, p 222] forms beam based on predefined requirements of

beampattern, Sidelobe Level (SLL) etc. Data dependent beamformer like Minimum

Variance Distortionless Response (MVDR) is able to adapt to changing environment

through adaptive algorithms like Least Mean Square (LMS), Normalized LMS (NLMS),

Recursive Least Square (RLS) [20, p 33]. The adaptive beamforming algorithm provides

the capability to track the varying nature of the communication channel characteristics.

The conventional adaptive beamformer assumes the DOA changes slowly, although the

interference direction could be changed dynamically. Many of the existing algorithms

and their assumptions need a review under the context of the transportation market.

In the transportation market, many applications require large data bandwidth be-

tween the mobile client and fixed base station. Some of the typical usage includes

CCTV footage upload, Video Streaming, WiFi Hotspot and Digital Signage Update

etc. Different kinds of transportation scenarios like train to trackside, bus to road-

side needs to be supported under the name of Vehicle to Everything (V2X) [21, 22]

in 5G standard. This kind of application faces some common challenges. Firstly, the

channels are crowded in the base station side due to the space constraint. Secondly,

the communication channel characteristics are changing rapidly. With the travelling

speed up to 500km/h as one of the design objectives for 802.11bd, the estimation of

the channel becomes obsolete quickly [23]. The environment is highly dynamic with

many objects movement. Thirdly, it is desirable for each base station to cover a larger

range of mobile clients to reduce cost.

Some of the challenges are solved by the current beamforming technologies. Smart

antenna with beamforming is an enabling technology used in current wireless solutions
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Chapter 1. Introduction

like 5G and WiFi 802.11ac etc. With the advancement of beamforming, Multiple User

Multiple Input Multiple Output (MU-MIMO) becomes possible first in 11AC standard,

although it is enabled for downlink only. And currently, MU-MIMO for uplink is also

possible in 802.11ax standard.

1.2 Beamformer Hardware Structure

Out of the three hardware structure to implement beamformer as listed in the previous

section, Analog Beamformer, Digital Beamformer and Hybrid Beamformer, the hybrid

structure is more popular. Analog beamformer is simple and not costly, but the con-

trolling is slow and not flexible. The pure digital structure is most flexible but it is most

expensive. One of the costly components in digital beamformer is the RF chain and

analog/digital conversion. The strategy to reduce the cost while retaining the benefits

of the digital beamformer is to use Single RF Chain to support multiple AE. One way

is to use Spatial Modulation to activate the single RF Chain to work with one of the

AE at each time instance [24]. Effectively, each antenna’s spatial information is used

for bits encoding. However, since the receiver needs to use the channel response for

each Tx/Rx Channel to identify which Tx antenna is used for the spatial demodula-

tion purpose, the channel probing is a costly process, especially for Massive Multiple

In Multiple Out (MIMO). The other popular way is to connect one costly transceiver

with multiple AEs equipped with analog phase shifter to reduce the cost as used in

hybrid beamformer so that beam pattern can be synthesized in analog beamformer

through the phase shifter and digital beamforming through the digital transceiver.

The mapping of transceiver to AE can be classified as fully connected or partially

connected [25, 26] in hybrid beamformer. A fully connected hybrid beamformer enjoys

more flexibility since each transceiver is connected to all the AEs with much more com-

plexity and cost than the partially connected structure. Each AE can be controlled by

Single Phase Shifter (SPS) [25] or Double Phase Shifter (DPS) [27]. The phase shifter

imposes a non-convex challenge due to the additional constant modulus constraint [28].

The other major challenge for using phase shifter is frequency invariant when applying

the phase shifter in the time domain for wide band signals. Most hybrid beamformer

design algorithms thus adopt iterative methods to minimize the Euclidean distance to

the optimal digital beamformer [25, 28, 29].

In this thesis, a Hybrid beamformer with potential shared RF Chain is used for
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beamformer algorithm investigation. The hardware structure is illustrated in Fig. 1.1.

Figure 1.1: Hybrid Beamformer with Shared RF Chain Hardware Structure

As illustrated in Fig. 1.1, each RF chain supports multiple antennae equipped

with analog phase shifter and multiplexing for antenna switching. In the targeted con-

strained route scenario, the speed of adaptation to the DOA change is the main concern.

Since the OFDM modulation scheme is used, when analog phase shifter is applied at

the post-Inverse Fast Fourier Transform (IFFT) stage, it will cause frequency selective

channel. So to eliminate the inherent issue from phase shifter and achieve higher speed

following rapid DOA change, the analog AEs are switched instead of phase shifted.

The antenna switching is a simple process of activating one of the 4 antenna array

with prearranged direction. This dissertation focuses on the beamforming algorithms

that could be implemented inside the baseband processing unit.

1.3 Beamformer Functions

In wireless communication, especially the high speed Vehicle to Infrastructure scenario,

the beamformer can be used to compensate Doppler Frequency Shift by forming mul-

tiple beams in transmitter and compensate each beam before transmitting out [30].

The main usage for beamformer is to reject interference from some known or unknown

angle. A simple example below shows the effectiveness of beamformer in rejecting in-

terference. A simple QPSK modulated signal is to be detected with a ten elements
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ULA. The parameters to be simulated is listed below:

Table 1.1: MVDR Beamformer Function to Reject Interference

Parameters Value

Modulation Scheme QPSK

Number of Sensors 10

Pilot Length 100

Payload Length 1000

Desired Signal Angle of Arrival 0◦

Interference Angle of Arrival −10◦

Interference to Signal Ratio 10dB

Signal to Noise Ratio 15dB

Beamforming Algorithm MVDR

The comparison is conducted between MRC whose main purpose is to address the

fading problem to achieve maximum rate in wireless communication. But it has no

capability to reject directional interference.

Figure 1.2: Beamformer Rejects Directional Interference
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In wireless communication, information is usually modulated using Quadrature

Amplitude Modulation (QAM), where the two independent stream of data named

as In-phase (I) component and Quadrature component (Q) are modulated into two

orthogonal carrier offset by 90◦. The demodulated IQ component (I Amplititude and

Q Amplititude) could then be used to plot the constellation diagram to show the quality

of the received data. The noise or interference tends to spread the constellation point

which increases Error Vector Magnitude (EVM) and leads to higher Bit Error Rate

(BER). From Fig. 1.2, it is clear that when interference is impinging on the AE, even

with just 10 degrees difference, MVDR is able to restore the Quadrature Phase Shift

Keying (QPSK) modulated signal. This is because the MVDR beamformer forms a

null towards the direction of interference so that the interference is effectively reduced

drastically by 55dB as shown in Fig. 1.3. And in this scenario, schemes like MRC that

has no consideration of spatial information will fail miserably.

The adaptively formed beam pattern comparison between MRC and MVDR is

shown in Fig. 1.3. It clearly shows that a deep null with 55dB attenuation is automat-

ically formed in the interference direction of −10◦ in MVDR scheme while MRC has

no null formed for interference rejection.

Figure 1.3: Beamformer Rejects Directional Interference
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1.4 Motivation

There are many challenges caused by the rapid change of channel statistics like the

reduced coherence time, outdated channel estimation and difficulty for beam alignment

and management etc. as outlined in [31, 32, 33]. Task groups like New Radio Vehicle

to Everything (NR-V2X) and 802.11bd are set up to optimize the existing technologies

based on WiFi (802.11p) and Cellular Vehicle to Everything (C-V2X) for reliable

wireless communication in high mobility scenarios. One of the main drivers for the

enhancement is reducing the latency from up to 100ms to up to 3ms [34]. Various new

techniques have been explored in the industry to cater to the fast varying channel.

Midamble [33] instead of preamble is introduced in the data stream to estimate the

channel more frequently. Predictor antenna concept is introduced to give real time

Channel State Information at the Transmitter (CSIT) side that can achieve the delay

in the order of 1ms [35] however it requires additional antenna to put in front of the

receiving antenna.

But there are still problems that remain unsolved when the current beamforming

technologies are directly applied to the transportation market as various field trial has

indicated the severe performance drop due to the speed increase [23, 35]. The current

WiFi performs poorly when beamforming is enabled in the scenarios where the vechicle

is moving rapidly. Under this context, 802.11ac can perform even poorer than 802.11p

[23]. It is expected since the intended usage for the beamforming in current WiFi is for

scenarios where the movement is not at such high speed. As indicated in [36, p 207],

when the multiple path characteristic changes rapidly, the adaptive scheme will fail.

The WiFi in the current standard 802.11ac uses explicit beamforming, which requires a

sounding process to probe the channel periodically. And the channel statistics needs to

be feedback by the beamformee which consumes precious air time and limit the speed

of beamforming adaptability.

To make the adaptive beamforming work smoothly as intended in high mobility

scenarios, the Channel State Information (CSI) estimation or prediction is only part of

the challenge. The other part of the challenge is to improve the beam pattern synthesis

speed to match the channel statistics changing speed. This motivates us to investigate

various parts of the adaptive beamformer to improve the robustness and beam pattern

synthesis speed to match the channel changing speed.
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1.5 Aims and Objectives

This project aims to enhance the current WiFi solution with a low-cost smart antenna

system that utilizes beamforming technology to address the challenges in the targeted

market. The objective of this project includes the following:

• To find ways to simulate the wireless channel with different Power Spectral Den-

sity (PSD) and Probability Density Function (PDF) that matches with V2X

scenarios,

• To identify cost effective beamformer architecture that can form beam towards

mobile clients in a rapidly changing channel condition,

• To investigate and find fast algorithms to form shaped beam pattern to provide

robustness against rapid DOA change,

• To investigate and find fast algorithms to derive Blocking Matrix to prevent signal

leak when channel is drastically changing.

1.6 Contributions

Faster algorithms to calculate the beamforming weight based on the changing DOA are

proposed in this dissertation. It addresses the unique challenges due to the rapid change

of DOA for adaptive beamforming brought by the proliferation of HSR and seamless

wireless communication between infrastructure ( roadside, trackside equipment) and

the vehicles (train, car, boat etc.). Two strategies are adopted to address the challenges:

• The first one is to improve the weight calculation speed,

• The second way is to improve the estimation speed of the DOA by leveraging on

the predefined constrained route for the transportation market.

Based on these concepts, various algorithms in beampattern generation and adaptive

control algorithm are evaluated and investigated in this dissertation:

• A CVSS algorithm [37] for adjusting the weight with simplicity for implementa-

tion is proposed and evaluated,

• A Kalman filter based solution to fuse different sensor information to assist on

the DOA change and tracking is investigated and proposed in Section 2.5.2,
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• A fast algorithm for the generation of flat-top beam pattern that could be used

in fixed beamforming path of GSC is detailed in Chapter 4.

• The adaptive beamforming algorithm using GSC architecture that could be used

for fast DOA changing scenario is investigated in Chapter 5. A fast blocking

matrix generation algorithm is proposed in Chapter 5.

• To further evaluate the effectiveness of beamforming performance, wireless chan-

nel simulation is needed. One of the challenging portions for wireless simulation

is the coupling between Probability Density Function (PDF) and Power Spectral

Density (PSD) for random variable. A simplified solution to simulate a Non-

Gaussian wireless channel is proposed, proved and simulated for the effectiveness

of the algorithm in Chapter 3.

The contribution of this dissertation can be summarized as the following three

points.

• Firstly, by analyzing wireless communication channel in scenarios like the emerg-

ing HSR, the necessity for a fast, robust adaptive algorithm is identified.

• Secondly, by arranging the zero placement, a fast blocking matrix generation al-

gorithm and a flat beam pattern generation algorithm for the fixed beamforming

path are proposed. The main result of the two algorithms have been published in

journal paper [1],[2]. The controlled simulation shows that the flat top beampat-

tern can be generated 380 times faster than iterative optimization method and

blocking matrix can be generated 9 times faster than normal SVD method.

• Thirdly the algorithms to reduce the hardware complexity and to improve the

tracking speed using CVSS and Kalman filter method has been investigated, and

the result has been published in conference paper.

1.7 Dissertation Organization

The structure of this dissertation is as follows:

The first chapter gives a general introduction, motivation and contributions for the

work. The second chapter reviews the existing beamforming algorithms under the con-

text of the transportation market. A Kalman filter based solution for assisting the DOA

estimation are also described in this chapter. As the wireless channel is a fundamental
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component of wireless communication, Chapter 3 discusses wireless channel modelling,

especially the random variable generation for wireless channel simulation where a Par-

ticle Swarm Optimization (PSO) based colored noise generation is proposed. Chapter

4 describes a fast algorithm to generate a flat top beam pattern which is critical for

making the beamforming process robust. Chapter 5 details a developed algorithm to

generate fast blocking matrix. The implementation of the adaptive beamforming al-

gorithms for HSR scenario is investigated. In the last chapter, the conclusion and the

future works are described.
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Chapter 2

Beamformer Design in Wireless

Communication System

2.1 Wireless Communication with Smart Antenna

Architecture

The general architecture of a typical smart antenna wireless communication system is

illustrated in Fig. 2.1. It contains 3 major parts:

• Wireless Channel H

• Transmit Beamformer Wt

• Receive Beamformer Wr

Figure 2.1: Smart Antenna System Architecture
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The transmit beamformer Wt ∈ Cnt×N maps N input signals streams to nt indi-

vidual transmit antenna with proper weight. The receive beamformer Wr ∈ CL×nr

combines the nr received signal with proper weight to output the recovered signal

streams y. The wireless channel H ∈ Cnr×nt is a nr by nt complex matrix where nt

and nr is the number of transmit antenna and receive antenna respectively.

The received signal in receiver could be expressed with the following equation:

x = HWts+ n (2.1)

where x = [x1, x2, ..., xnr ]
T is the received signals, H is the communication channel

transfer matrix, s = [s1, s2, s3, ...sN ]T is the input signal and n is the additive noise.

The detected signal output from the receive beamformer could be expressed in

equation 2.2

y = Wrx (2.2)

where y = [y1, y2, ..., yL]T is the beamformer output estimation of signal s, Wr is the

weight matrix for combine the received signals x.

The wireless channel H is investigated in chapter 3. This chapter gives a review of

various existing beamforming algorithms to derive the transmit beamformer Wt and

Wr with the focus on the receiving beamformer.

2.2 Beamformer Architecutre

In a typical beamformer scenario, the multiple antenna carries scaled copies of the same

information data with the aim to enhance the quality of the received signal. In this

case the source signal s and the combined output y are both single stream and the Wt

and Wr then reduces to a vector instead of matrix, which is the focus of this thesis.

For simplicity and clarity, we would use w to represent the weight vector. Since many

of the discussions for receive beamformer can be applied to transmit beamformer too,

the number of AE (nt, nr) is then replaced with N to be consistent.

The core structure of a beamformer is an adaptive linear combiner of multiple

inputs as illustrated in Fig. 2.2. As the most important element for adaptive signal

processing [36], the weight of the beamformer can be adjusted according to some cost or

performance function J(w). For data independent beamformer, the linear combiner is

a fixed structure, there is no weight adjustment algorithm involved. This type of fixed
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beamformer will not adapt to environment change. For data dependent beamformer,

a feedback loop is incorporated to adjust the weight for the linear combiner. It usually

works in two modes: Training Mode with known desired signal d for reference and

Decision Directed mode where the decoded signal is used as the desired signal d.

x(1) x(2) x(3) x(N)

n(1) n(2) n(3) n(N)

w(1) w(2) w(3) w(N)
d(n)

y(n) e(n)

f(e, h)

-

Figure 2.2: Adaptive Beamforming Architecture

It has an architecture that is similar to Finite Inpuse Response (FIR) filter. One of

the major differences is that FIR works as a temporal filter where the sampling is done

in the time domain, while beamformer works as a spatial filter where the sampling is

completed in the spatial domain by multiple sensor elements simultaneously.

The output y(n) at time index n could be combined from input vector x and

additive noise vector n. It could be expressed in vector form as [38, p. 66]:

y = wH(x+ n) (2.3)

where the input vector x could be further decomposed as signal s0 and interference

s1, ..., sK [38, p. 67]:


x1

x2

. . .

xN

 =
[
α1 α2 . . . αK

]

s0

s1

. . .

sK

 (2.4)

where α1, . . . , αK indicates the steering vector for the incoming signal or interference.

As illustrated in section (2.2.2), in narrow band scenario with N elements, the steering

vector for signal or interference from incoming angle could be expressed as [39, p. 19]:

αi = [1 e−j2πξi e−j2π2ξi . . . e−j2π(N−1)ξi ] (2.5)
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where ξi is the spatial frequency for incoming angle θi. There are two labeling method

for the antenna elements which leads to different steering vector expression. The other

way as defined in [40] is also popular. But in this dissertation, we adopt the same

pattern used in [39, 41] as it gives a better match with the Z transform expression in

FIR design.

The combined output is then compared with desired input d(n) to derive an error

signal. The error signal is then transformed through a cost function f(e, h) to drive the

weight vector to converge to the optimum value according to some predefined criteria.

2.2.1 Analogy to Finite Inpuse Response (FIR) Filter

As illustrated in Fig. 2.3, the delayed replicas of the same input x is linearly combined

to get an estimated output y. The desired signal is then compared to the estimated out-

put y to an error signal e. Through an adaptive algorithm f(e, h), the filter coefficients

are updated to drive the error to a minimum following some cost function.

x(n)
z−1 z−1 z−1

h(1) h(2) h(3) h(N)
d(n)

y(n) e(n)

f(e, h)

-

Figure 2.3: Adaptive Temporal Filter Architecture

Comparing Fig. 2.3 and Fig. 2.2, it is found that both are using a linear combiner

structure. The difference is just the input to the linear combiner. Due to these structure

similarity, many research results in the FIR field like LMS, Normalized LMS (NLMS),

Recursive Least Square (RLS) could be directly applied in adaptive beamformer design.

The Niquist threshold [42] is required to both temporal and spatial filter to avoid

aliasing effect. In FIR, the sampling frequency needs to be at least twice the highest

frequency of the input signal while in beamformer the interval between AE needs to

be less than the signal half wave length.
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2.2.2 Spatial Sampling of Beamformer

The spatial information added to the signal processing of received signal brings some

unique characteristic to beamformer. On top of the time and frequency dimensions of

the wireless channel, the additional spatial dimension makes advanced signal processing

techniques like DOA estimation and interference nulling in beamformer and MIMO

possible. That means also when doing the wireless channel simulation, the model needs

to cater for an extra spatial dimension of signal distribution along different directions.

Unlike the temporal filter where the sampling is always uniform, for the sampling in

spatial, it usually requires some calibration to get spatial uniform sampling. This cre-

ates a well known DOA mismatch problem in beamformer. In distributed beamforming

or coordinated beamforming system [43], the location can be totally random. In this

dissertation, we focus on the ULA for the clarity and practical usage scenario. But

the signal source can still be moving randomly. So the signal spatial signature could

be modelled as fixed vector with known or unknown direction in the signal space, or it

can be a random vector lies inside a defined signal subspace [44]. Many Robust Adap-

tive Beamformer (RAB) algorithms are proposed in the literature to overcome the

mismatch problem which causes severe signal cancelling. And when applying beam-

forming technology in high mobility scenarios in transportation market, the mismatch

becomes more severe due to the rapid change of DOA and channel characteristics. In

chapters 3,4 our proposed method for improving the calculation speed is discussed in

more detail.

Fig. 2.4 shows a typical ULA with the antenna elements are placed with distance d

apart. Signals impinging from different DOA will create different delay on the receiving

antenna elements. The received signal xi(t) on the ith element from a signal sθ(t)

incident from an angle θ could be expressed as

xi(t) = sθ(t)e
−j 2πdsin(θ)

λ
(i−1)

= sθ(t)e
−j2π(i−1)ξ (2.6)

where λ indicates the wavelength, and ξ = 2π dsin(θ)
λ

is the spatial frequency.

The beamformer output y(t) in this narrow band model could then be expressed as
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Figure 2.4: Beamformer Model of Received Signal

[39, p. 4]

y(t) =
N∑
i=1

wixi(t)

= sθ(t)
N∑
i=1

wie
−j(i−1)ξ (2.7)

So the spatial frequency response could be defined as

H(ξ) =
N∑
i=1

wie
−j(i−1)ξ (2.8)

It could also be written in the Z transform format [45, p. 109] as

H(z) =
N∑
i=1

wiz
−(i−1) (2.9)

It is clear from (2.9) that the weight vector and spatial frequency can be mapped

through Z transform or Fourier Transform. This can be exemplified through a simple

fixed beamformer design in the spatial frequency domain where the beamformer needs

to form beam towards the broadside of the array which corresponds to θ = 0. For

a pencil beam towards a single DOA θ, it corresponds to a single spatial frequency

impulse ξ = 2π d sin(θ)
λ

. According to Fourier Transform property, the corresponding

weight would need to be infinite long. But in practice, the number of AE is always

limited. So a window method could be used to reduce the infinite number of AE
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to a practical value. And unavoidably, the applied window will produce a widening

effect of the final generated beam pattern. As well known in FIR theory, the simplest

rectangular window gives the narrowest widening effect while giving long Gibbs effect

of rippling in the stop band.

When a rectangular window is applied to an infinitely long weight vector, (2.8)

can be used to find the effect of N on the shape of the resulting beam pattern. By

normalizing wi to 1,

H(ξ) = 1 + e−jξ + ...+ e−j(N−1)ξ

=
1− e−jNξ

1− e−jξ

= e−j
(N−1)ξ

2 ·
sin(Nξ

2
)

sin( ξ
2
)

(2.10)

The amplitude is simply:

|H(ξ)| =

∣∣∣∣∣sin(Nξ
2

)

sin( ξ
2
)

∣∣∣∣∣ (2.11)

From (2.11), it is clear that the null occurs at:

ξnull =
2kπ

N
(2.12)

where k = ±1,±2, ... and the first null to null beamwidth is 4π
N

. For the half wavelength

distance apart array, the angle between the first null would be arcsin( 4
N

). The effect is

illustrated in Fig. 2.5.
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Figure 2.5: Rectangular Window Effect

It is clear that the larger the number of AE, the narrower the beamwidth. But

Sidelobe Level (SLL) will not be decreased. To reduce the SLL, various window meth-

ods like Hamming, Hanning, Kaiser etc. [46, p 351] could be used to smooth out the

transition. The various window method and other beamforming algorithms will be

reviewed in the next section.

2.3 Beamforming Algorithm Review

There are different ways to classify beamformers. Based on the processing in analog or

digital domain, there are digital beamformer, analog beamformer and hybrid. Based on

whether the beampattern can adapt to environmental change, there are data dependent

adaptive beamformer and data indepdenent fixed beamformers. Based on the signal

bandwidth there are narrow band beamformers and broadband beamformers. Based on

whether the explicit signal information like direction or pilot signal training is required,

there are blind beamformers and non-blind beamformers. Some of the well known and

popular algorithms are reviewed in this section. The proposed algorithm is based on the

existing method and improves the speed and robustness for high speed transportation

market will be detailed in chapter 4.
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2.3.1 Window Method

Window method is the most straightforward way of doing data independent filtering

for FIR and beamforming. It is a two steps algorithm that consists of:

• Approximate the filter or beampattern through an ideal filter with infinitely long

weight vector,

• Apply a window function to truncate and smooth out the transition to a finite

length of weight vector.

As an example, a 30◦ wide flat top main beam towards the broadside of a ULA

array with 9 AE separated half wavelength apart could be designed from the ideal

spatial frequency domain as:

H(ξ) =

 1 θ ∈ [−30◦, 30◦]

0 θ ∈ [−90◦, 30◦) ∪ (30◦, 90◦]
(2.13)

The infinitely long weight vector could be be derived using the Inverse Fourier

Transform as:

wi =
ωc
π

sin(ωci)

ωci
(2.14)

where ωc = π sin(θ)|θ=15◦ .

Various window functions and its characteristics are summarized in [47]. Rect-

angular window and Barttlet window are easy for implementation, but it has a long

transition band and high SLL. Other raised cosine based window function like Hanning

and Hamming window have higher suppression of SLL. But it has rather fixed SLL and

transition band. In contrast, the Kaiser window is more flexible and can make some

trade-off between bandwidth and SLL. But it requires a Bessel function calculation

which is more complex and hard to implement in hardware. Some of the widely used

window algorithms are illustrated below in Fig. 2.6:

33



Chapter 2. Beamformer Design in Wireless Communication System

Figure 2.6: Window Shape for Typical Window Algorithms

It is clear from Fig. 2.6 that the window will smooth out the transition for the

weight vector. This avoids the abrupt truncation of the filter weights and thus reduce

the ring effect in the transformed domain. It plays an important role in beamformer

design to control the SLL due to the limited number of taps.

Since the window function is symmetric, it can be fully characterized by half of its

value. The function to get the window value could be found in [19, p 62]. The effect

of applying the various window to the ideal weight vector is demonstrated in Fig. 2.7

where a nine elements ULA is used for the simulation.

34



Chapter 2. Beamformer Design in Wireless Communication System

Figure 2.7: Various Window Effect on Ideal Beamformer

It is clear that the rectangular window gives the narrowest main lobe which makes

the beampattern closest to the ideal beamformer. But the SLL is just around −22dB

and almost stays unchanged when the rectangular window size changes from 9 to 40,

although the null to null width is reduced with the rectangular size increase. The

Bartlett (triangle) window has an even longer transition band with a similar level of

SLL which is around −22dB too. Hanning and Hamming window gives much better

suppression of around −45dB and −51dB respectively, yet resulted in a much wider

null bandwidth which has the first null at 57◦ compared to the 40◦ for the rectangular

window with the same length of 9 elements. The Kaiser window has a SLL of around

−35dB while maintaining a relatively narrow transition band which has the first null

at 47◦. So it can make some trade-off for the transition band and SLL.

One observation for the effect of window is that the sidelobes further away from the

mainlobe usually have higher attenuation. This comes at the price of making the first

few sidelobes with lower attenuation. So intuitively, when the sidelobes have equal

attenuation, the worst sidelobe level would also be the minimum. This is actually

achieved as Chebyshev window, which has an optimum performance [48, p 1144] in

the sense that with a given bandwidth, it achieves the best attenuation and when the
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attenuation is fixed, it has the narrowest beamwidth. The narrower beamwidth will

allow the beam pattern to focus on the DOA. The higher attenuation of SLL will give

maximum attenuation for other look directions. So a best candidate would give both

the narrowest beamwidth and highest attenuation for the SLL. Chebyshev is the one

that has this property as indicated in [48, p 1144].

In this research, we adapt the Chebyshev window to make a robust beamformer.

Some basic mathematic discussion about the Chebyshev window or in general the

approximation problem are discussed in the next section.

2.3.2 Approximation Problem and Performance Metric

Windows methods, in general, are not flexible [49] except for Kaiser and Chebyshev

window method. The transition band and attenuation in stop band depends on the

filter order or number of AE. The window method can be generalized to an approx-

imation problem where the desired ideal frequency domain response is approximated

by a linear combination of a finite set of basis functions [50]. It means to find a param-

eterized estimation function ĥ(x, θ) with minimum distance to the original function:

θ = arg min
θ

L(h(x), ĥ(x, θ)) (2.15)

where the L(·) is the distance function between two function, h(x) is the ideal response

and ĥ(x, θ) is the approximation function characterized by parameter θ.

The similarity of the ideal response and the approximated response could be mea-

sured using Minkowski Distance [51]. In discrete version, for two vectors h and ĥ, the

p norm Minkowski distance is defined as

Lp =
∑
i

(|hi − ĥi|p)
1
p (2.16)

where p is the order of the norm and hi, ĥi is the ith component of the vector h and

ĥ respectively. This framework can be applied to Best Linear Unbiased Estimator

(BLUE), Adaptive Filter etc. In this research, the optimum weight is the parameter

to be searched for minimizing a performance metric.

The commonly used metric to measure distances are Manhattan distance L1, Eu-
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clidean distance L2 and Chebyshev distance L∞ as

L1 =
∑
i

|hi − ĥi| (2.17)

L2 = (
∑
i

|hi − ĥi|2)
1
2 (2.18)

L∞ = lim
p→∞

(
∑
i

|hi − ĥi|p)
1
p = max

i
|hi − ĥi| (2.19)

The widely adopted performance criteria of Least Square (LS) is based on Euclidean

distance L2. It has an intuitive geometric explanation that gives the orthogonal prin-

ciple based solution on optimum estimation of a vector in a LS sense by projecting the

vector to a sample space. This leads to the popular LS method [52] and many other

adaptive filter algorithms includes RLS, Affine Projection Algorithm (APA).

When the input signal is modelled as a Random Process, another L2 based per-

formance criteria Mean Square Error (MSE) is widely used. This leads to many well

known algorithms like LMS and many of its variants.

One of the widely used algorithm Minimum Maximum (MinMax) [53, 54] in Linear

Programming (LP) uses Chebyshev distance L∞ to gauge the maximum error in each

step of the optimization process so that the worst case SLL is reduced to the minimum.

As proved in [50], the solution will converge to the unique Chebyshev polynomial

function, which has equal ripple and the minimum SLL in stop band. The Chebyshev

polynomial in the first kind is defined as [55, p 14]:

Tn(x) = cos(n · arccos(x)) (2.20)

In beamformer design, the x is the scaled version of the spatial frequency. The scaled

version of Chebyshev polynomial could be defined as:

Tn(x) = cos(n · arccos(α · x)) (2.21)

where the α is the scaling factor which can be used to control the beamwidth of the

derived pattern and x is set to sin(θ). The effect of order n and scaling factor α is

illustrated in Fig. 2.8.

37



Chapter 2. Beamformer Design in Wireless Communication System

Figure 2.8: Chebshev Polynomial Controlled by Scaling Factor α and Order n

It is clear that the scaling factor α controls the shape of the pattern as shown in

Fig. 2.8. The first null width is fixed around 37◦ when the order increased from 10

to 20. But when the order is fixed to 10, the scaling factor is the single parameter

that affects the attenuation and bandwidth. The higher attenuation of around 40dB

at α = 1.5 compared with 24dB at α = 1.2 comes at the price of a widened main lobe.

2.3.3 Remez Algorithm and Parks-McClellan Method

Following the framework of approximation problem, the ideal filter response can be

approximated by minimizing the maximum error compared with the ideal filter over a

regulated band using a limited number of elements. In beamformer, that is to minimize

the maximum error over the visible regions.

w = arg min
w

max|H(ξ)− Ĥ(ξ,w)| (2.22)

In this way, the error between desired and synthesized response is spread evenly across

the bands. And this leads to a equal ripple Chebyshev filter. This optimization in

the minimax sense is resulted from Alternation Theorem [56] which states that when

38



Chapter 2. Beamformer Design in Wireless Communication System

the error at the N + 2 extreme point has equal magnitude and alternate sign, the

approximation error is minimized where N is the number of elements for a low pass

filter. Effectively, it means an equal ripple design. Parks and McClellan proposed an

iterative method to design this equal ripple filter in [57]. But this method only applies

to linear phase filter where it has symmetric structure. Consequently, the frequency

response could be expressed as linear combination of cosine function [57]:

Ĥ(ξ) =
M∑
n=0

w(n) cos(n · ξ) (2.23)

As an iterative process, it first assumes the initial M + 2 extreme point, which

results in the same alternate signed error δ. The M + 2 point then are used to build

M + 2 equation, which can be arranged as below [58, p. 97]:


1 cos(ξ0) . . . cos(ξ0) (−1)0

1 cos(ξ1) . . . cos(ξ1) (−1)1

. . . . . . . . . . . . (−1)i

1 cos(ξM) . . . cos(ξM) (−1)M+1





w0

w1

. . .

wM

δ


=



H(ξ0)

H(ξ1)

. . .

H(ξM)

H(ξM+1)


(2.24)

With M+2 system equation for M+2 unknown variables, (2.23) gives a unique solution

which identifies Ĥ(ξ). Then the Chebyshev distance could be calculated between the

desired response H(ξ) and the first estimation of Ĥ(ξ), which gives a new set of extreme

frequency points. So iteratively, a new set of w and δ could be calculated, and the steps

repeat until the error is minimized or the number of iteration is reached. Although the

Remez algorithm based Parks-Mclellan method is efficient and converge rapidly, it is

limited to linear phase scenario. But in beamformer scenarios, the number of elements

is fixed and can’t be expanded easily as in temporal filter scenario. The large number of

elements from the requirement of linear phase makes them not attractive in beamformer

scenario. In [59], the author extends the Remez altorithm to complex domain. But it

still requires an iterative process to converge to the equal ripple Chebyshev solution.

2.3.4 Frequency Sampling Method and Woodward Lawson

Woodward Lawson algorithm [60] is the Frequency Sampling Method in FIR design

applied in beamforming synthesis. The synthesized beam can be considered to be the

superposition of a composing function in the form of sinc(x) function. In this way,
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the response at the sampling point can be exactly matched, although the rest of point

have no control. But it has an advantage of synthesis of arbitrary beampattern.

Figure 2.9: Woodward Lawson Synthesized Pattern with 3 Sampling Point

2.3.5 Minimum Variance Distortionless Response

The above beamforming algorithm produces a fixed pattern efficiently. But it can’t

adapt to environmental change which is quite common in transportation market where

the source of interference can vary dramatically. Capon [61] proposed the MVDR

beamformer which is also called Capon beamformer. It can adjust the beamformer

weight adaptively when the interference characteristics changed so that it still maintains

a high SINR by creating null automatically in the strong interference direction while

allowing the signal in the interested direction pass without distortion.

MVDR beamformer belongs to a category of beamformer which aims to optimize

the output SINR. With the assumption that signal is statistically independent of in-

terference and noise, from (2.3), the output power for a given weight vector could be

derived as:

Py = σ2
0w

Hα0α0
Hw +wH(

K∑
k=1

σ2
kαkαk

H)w + σ2
vw

HnnHw (2.25)

where σ2
0, σ

2
k, σ

2
nis the variance of signal, interference and additive white noise respec-

tively. With the assumption of independent characteristics between signal, interference

and noise, the power of output signal component, interference component and noise

could be separated as:
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Ps = σ2
0w

Hα0α0
Hw (2.26)

Pi = wH(
K∑
k=1

σ2
kαkαk

H)w (2.27)

Pn = wHnnHw (2.28)

The power of interference and noise could be combined for SINR calculation as:

Pi+n = wHRi+nw (2.29)

where Ri+n =
∑K

k=1(σ
2
kαkαk

H) + nnH is the combined interference and noise covari-

ance matrix. The SINR could be expressed as:

SINR =
Ps
Pi+n

=
σ2
0|wHα0|2

wHRi+nw
(2.30)

The problem statement for a optimum beamformer in the maximum SINR sense

could be described as:

w = arg max
w

Ps
Pi+n

(2.31)

To find the maximum value of (2.30), theRi+n could be decomposed using Cholesky

factorization [62]:

Ri+n = LLH (2.32)

By using the transformed w̃ = LHw, (2.30) could be simplified as:

Ps
Pi+n

=
σ2
0|w̃HL−1α0|2

w̃Hw̃
(2.33)

From Cauchy-Schwartz theorem [63, p 100],

|〈u, v〉|2 ≤ 〈u, u〉 · 〈v, v〉 (2.34)

where 〈u, v〉 indicates the inner product of any two vector. The inner product of two

vectors get the maximum value when the two vectors are in parallel. Apply this rule

to (2.30), it is clear that the SINR get its maximum value when w̃ is in parallel to

L−1α0, i.e.:

w̃o = αL−1α0 (2.35)
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So the optimum of w in the SINR sense is

wo = α(LLH)−1α0

= αR−1i+nα0 (2.36)

The scale factor α could be derived using the constraints of distortionless in the signal

direction. To get the distortionless response for signal s0, the optimum value of w also

needs to satisfy:

wH
0 α0 = 1 (2.37)

So that the scale factor for MVDR can be set as:

α =
1

α0
HR−1i+nα0

(2.38)

The optimum value for MVDR is then

wo =
R−1i+nα0

α0
HR−1i+nα0

(2.39)

The MVDR beamformer could also be derived from the direct definition as

wo = arg min
w

wHRi+nw

subject to wHα0 = 1

(2.40)

Using Lagrange Multiplier method [63, p 763] we can find the optimum vector w. The

augmented Lagrange function could be defined as:

L(w, λ) = wHRi+nw + λ(wHα0 − 1) (2.41)

The gradient of L(w, λ) respect to wH , λ will be:

∇wHL(w, λ) = Ri+nw + λα0 (2.42)

∇λL(w, λ) = wHα0 − 1 (2.43)

By setting the gradients to 0, we can get the optimum of beamformer w as:

wo = −λR−1i+nα0 (2.44)
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Using the constraints from (2.43), the Lagrange multiplier can be derived:

λ = − 1

α0
HRi+n

−1α0

(2.45)

So we get the same result as (2.39) which uses the maximum SINR criteria. This

shows that MVDR beamformer can really get the maximum SINR. In an interference

free scenario, there is only spatial white noise that corrupts the received signal, and

the MVDR will be the same as a conventional spatial matched filter to α0.

In practice, it is very difficult to get the covariance of interference and noise matrix

due to its unknown and dynamic nature. So instead of minimizing the interference and

noise, it is much easier to minimize the received total power which includes both the

signal, interference and noise. This is sometimes named as Minium Power Distortionless

Response (MPDR) and in many literature, it is named also as MVDR. The problem

statement for MPDR is then

wo = arg min
w

wHRxw

subject to wHα0 = 1

(2.46)

Following the same procedure, optimum beamformer could then derived as:

wo =
Rx
−1α0

α0
HRx

−1α0

(2.47)

When the incident angle of the signal of interest is estimated accurately and no signal

leak into the interference region, MPDR has the same performance as MVDR. Since

the power of signal is preserved by the distortionless constraint, the minimization of

the power is equivalent to the minimization of interference and noise power. Due to the

high resolution of MVDR, slight error in the Signal of Interest (SOI) estimation will

cause severe signal cancellation, especially when the signal strength is strong [64]. In

practice, the estimation error of SOI is normally not accurate. To mitigate the signal

cancellation problem, many RAB are investigated in the literature. The basic concept

is to reduce the sensitivity in the region of uncertainty by broadening the region. It

includes the Derivative Constraint [65] to broaden the main beam, Diagonal Loading

[66] to add a diagonal matrix to the covariance matrix etc. which is equivalent to inject

virtual spatial white noise to the system so that its sensitivity is reduced. But how

much noise needs to be injected is a challenging task.
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2.3.6 Linear Constraint Minimum Variance

Linear Constraint Minimum Variance (LCMV) [67] is a generalized version of MVDR.

Instead of having just one constraint on the main lobe, LCMV allows multiple con-

strains from different angles. By adding constraints to regions of known uncertainty,

the synthesized beampattern allows some degrees of the inaccuracy of the DOA. The

problem statement for LCMV is summarized as [67]:

wo = arg min
w

wHRxw

subject to wHC = fH
(2.48)

where C is the M by J constrain matrix for a M elements array with J constraints, f is

the desired response at the each of the constraint angle, w is the weight vector and [.]H

indicates the conjugate transpose operator. In general, the extreme point of function

f(·) with the constraints g(·) = c occurs at the tangent point of the two curves, i.e.

their gradients needs to be anti-parallel at the extreme point. So the gradient of the

combined output J(w) = wHRxw and the constraint function wHC can be related

through:

Rxwo = −Cλ (2.49)

where the λ is the Lagrange multiplier and wo is the optimum weight vector. Its value

can be derived through the constraints equation. So the optimum solution for LCMV

is [67]:

wo = R−1x C(CHR−1x C)f (2.50)

Since LCMV also uses the covariance of the received signal instead of the interference

and noise, it has the same issue as MPDR of the signal cancellation. But since LCMV

supports multiple constraints, it can achieve robustness by putting multiple constraints

around the estimated DOA to increase the beamwidth of the mainlobe. One novel usage

of the multiple constraints is investigated in [44] where the signal spatial signature

is classified as deterministic and random vector in the signal subspace. The signal

covariance matrixRs then can be rank 1 for signals from deterministic DOA or multiple

rank for signals from random DOA. By putting constraints on the eigen-vectors of the

signal subspace, it can mitigate the signal cancellation. However LCMV doesn’t have

a good control over synthesized beampattern as it doesn’t have a well defined shape for

the mainlobe and usually high sidelobe level as reported in [68]. To address this issue,
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a flat top beamformer [2] in the fixed path of GSC is proposed in this dissertation. The

details of the proposed algorithm is discussed in Chapter 4.

2.3.7 Generalized Sidelobe Cancellation

GSC is an alternative implementation of LCMV. The advantage is that it converts a

constrained optimization problem to an unconstrained problem so that many of the

adaptive algorithms like LMS, RLS and APA etc. can be used directly. But to apply

GSC to the high speed transportation market, many of the components need to adapt

to the unique challenge brought by the rapid DOA change.

A typical GSC beamformer is illustrated in Fig. 2.10. It consists of a fixed beam-

former wf which controls the quiescent response for input vector x from M receivers, a

blocking matrix B which projects the input vector x to the null space of the constraint

matrix as vector u that is further adaptively combined to produce the estimated in-

terference ŷ for cancellation and an unconstrained beamformer wa which is adaptively

controlled through an adaptive algorithm block.

wf

B

−

wa adaptive alg

x d y

ŷ

u

Figure 2.10: Beamformer Implementation with GSC Structure

The required responses for signals from a set of N angles are regulated through a

linear equation:

CHw = f ∗ (2.51)

where C is the M by N constraint matrix with each column specified as a steering

vector from a corresponding incoming angle, w is the overall equivalent weight for

the GSC beamformer, f is the column vector with each element being the required re-

sponse from the beamformer and [·]∗ is the conjugate operator and [·]H is the hermitian

operator.

The fixed beamformer wf works in the column space of the constraint matrix C to

make sure that after processing the received input vector x, the signals from a specified

direction follow the desired response. It could be calculated as [69]:

wf = C(CHC)−1f∗ (2.52)
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The blocking matrix B is in the left null space of the constraint matrix C so

that any signal coming from the regulated angle would be blocked by blocking matrix.

Thus an unconstrained adaptive algorithm like LMS could be used to adjust wa. In

this way, any interference not from the regulated angle would be adaptively reduced

or eliminated. The conventional way of computing the blocking matrix using SVD

is denoted as Normal GSC in this chapter for comparison. The beamformer in its

unconstrained format could then be expressed as [69]:

argmin
wa

E{|y|2} = (wf −Bwa)HRxx(wf −Bwa) (2.53)

where Rxx is the covariance matrix of the input signal x.

Taking the derivative of (2.53) with respect to wa and force it to 0, we could find

the optimum value of wa.

(wf −Bwa)HRxxB = 0 (2.54)

So that the optimum value of wa, denoted as waopt , would be [69]:

waopt = (BHRxxB)−1BHRxxwf (2.55)

To block desired signal from leaking to the cancellation path, the ith column vector of

the blocking matrix B denoted as bi needs to satisfy:

CHbi = 0 (2.56)

where i = 1, 2, ...,M − N stands for the M − N degree of freedom for an M element

array with N constraints.

2.3.8 Eigen Beamforming

Wireless channel has a big impact on the performance of communication system, many

systems like 802.11AC WiFi will explicitly probe the channel to get the CSI. The Access

Point (AP) as beamformer sends Null Data Packet (NDP) packet to wireless client.

The wireless client as beamformee will feedback the received channel characteristics to

AP.

When both transmitter and receiver has perfect knowledge of CSI, the optimum
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value for W t and W r could be derived from the Singular Value Decomposition (SVD)

of H :

H = UΛV ′ (2.57)

where the columns of U, V are orthogonal eigenvectors of HH ′,HH respectively and

Λ is eigenvalue of HH ′ and [·]′ is the conjugate transpose of a matrix.

U, V are orthogonal matrix, so UU ′ = I and V V ′ = I. By choosing

W t = V (2.58)

W r = U ′ (2.59)

(2.2) could be simplified as:

y = U ′UΛV ′V s = Λs (2.60)

In this way, the source signal is separated and transmitted to receiver without cross

talk.

2.3.9 Blind Beamforming

Blind beamforming aims to estimate the desired signal without the DOA information

and pilot signals assistance. Instead, it uses some a priori knowledge about the signal.

Some of the properties that could be exploited in wireless communication includes con-

stant modulus of the phase modulated signal like Binary Phase Shift Keying (BPSK),

QPSK, power difference between interference and desired signal [41].

2.3.9.1 Constant Modulus Algorithm

By setting the cost function J(w) to keep the modulus of the received input to a

constant, Constant Modulus Algorithm (CMA) beamformer [70] is able to filter out

noise and interference that corrupts the received input of phase modulated signals. The

algorithm could be expressed as:

wo = arg min
w

E[|wHx| − 1]2 (2.61)
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2.3.9.2 Power Inversion Beamformer

When a reference signal is not available and even the estimated DOA is not available,

but the interference is stronger than signal, it is possible to separate the signal and

interference through power. A power inversion beamformer [41] or power separator[36,

p 371] use the property of a MVDR which creates a deep null for strong interference.

In Fig. 2.2, when any one of the omni-antenna element is used as a desired input d[n],

the output e[n] will contain the input signal minus any correlated input to the selected

d[n]. When interference is stronger than signal, the adaptive beamformer will form a

null in the direction of interference and allow signal pass without attenuation. But

when the signal is stronger, this method will experience serve signal cancellation as

expected since it only inverts the power by rejecting the strongest input.

2.3.9.3 Blind Source Separation

A large family of blind beam forming algorithms falls under Blind Source Separation

(BSS). It makes use of the non-gaussianness to separate different signal if the signal

sources that need to be separated is non-gaussian.

Figure 2.11: Blind Signal Separation Signal Model

The typical signal model of BSS consists of source signals, observed signals and

detected signal as described in [71] and illustrated in Fig. 2.11 where the number of
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signal source and number of sensor for observation both are n. The observation vector

of the mixed signal x is described below [72]:

x(t) = Amm ∗ s(t) (2.62)

where A is the mixing matrix to combine all the unknown signal sources vector s(t).

As shown in Fig. 2.12, the mixing of two independent uniformly distributed random

variables combined by a mixing operation might cause dependency on each other.

(a) Original Signal (b) Mixed Signal

(c) Whitened Signal

Figure 2.12: Mixing Independent Signal Causes Dependency

The original signal vector s contains two independent component s1 and s2 as

49



Chapter 2. Beamformer Design in Wireless Communication System

illustrated in Fig. 2.12a. The mixing matrix is a linear map that rotates axis s1 by

30◦ and s2 by 60◦. As clearly show in Fig. 2.12b, the mixed signal x1 and x2 is now

dependent with each other.

From the distribution edge of the mixed signal, we can derive the mixing operation.

But it only works for uniformly distributed original signals. According to Central

Limit Thereom (CLT), the combination of non-Gaussian signals tends to become more

and more Gaussian in PDF. For the above mixed signal, it can be verified from the

histogram as illustrated in Fig. 2.13

(a) Signal s1 Histogram (b) Signal x1 Histogram

Figure 2.13: Combined Signal Closer to Gaussian Distribution

Since the mixing operation of the channel has the above effects, the ideal un-mixing

operation would reverse those effects. To achieve that, a measure of those effects needs

to be defined. As defined in [73, p.38], kurtosis could be used to measure the gaussianity

of a random variable :

kurt(x) =
E{x4}
E{x2}

− 3 (2.63)

The kurt(x) has the following property which makes it suitable for measuring the

gaussianity of random variable:

• kurt(x) = 0 when x is Gaussian distributed random variable,

• kurt(x) > 0 when x is super Gaussian distributed random variable with peak

center PDF,

• kurt(x) < 0 when x is sub Gaussian distributed random variable with strong tail

PDF.
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2.4 Adaptive Optimization Algorithm Review

2.4.1 Extension to Complex Domain

In wireless communication, source information in baseband is usually represented using

complex numbers and modulated through QAM to carrier. The cost function of the

desired signal and filtered signal thus are all in the complex number domain, which

makes the extension of the adaptive algorithm to complex domain necessary.

2.4.1.1 Complex Derivative Operator

There are different ways to extend the adaptive algorithm to the complex domain.

Widrow[74] extended the LMS algorithm to the complex domain by treating the real

and imaginary part of the complex weight separately. So instead of getting the deriva-

tive to complex weight directly, it seeks to get the partial derivative independently as

follows:

∇< =
∂

∂<(w)
(2.64)

∇= =
∂

∂=(w)
(2.65)

In [75, p 77], the similar concept is used where a special derivative is defined to get the

gradient of a cost function with respect to the complex variable:

∇w =
∂

∂<(w)
+ j

∂

∂=(w)
(2.66)

Although this definition works in getting the optimum value of a global minimum

through a quadratic cost function, in general, the definition of gradient for complex

function doesn’t hold. One obvious example is:

f(z) = z (2.67)

where z is a complex variable. By using the definition of (2.66), the gradient would

be calculated as 0. This is apparently not consistent to analytic complex functions[76,

p 35]. In this dissertation, we adopt the Wirtinger derivative[77] definition which is
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also used in many adaptive filter theory literatures [78, p 62].

∇w =
1

2
(

∂

∂<(w)
− j ∂

∂=(w)
) (2.68)

One of the benefit of Wirtinger definition is that w and w∗ could be treated as inde-

pendent complex variable when comes to the differential operator as shown below.

∇w(w) = 1 (2.69)

∇w(w∗) = 0 (2.70)

2.4.2 Mean Square Error

The cost function is defined as a function of mismatch between the desired signal and

the combined output as (2.71).

e = d−wHx (2.71)

where the e is the mismatch value, d is the desired signal,w is the weight of the linear

combiner or beamformer and x is the input signal vector. The desired signal d and

input vector x are random variables. w is an unknown weight vector to be found to

minimize the mismatch value which is also a random variable.

Usually a quadratic function is chosen due to its convex nature with a global min-

imum location so that the adaptive algorithm could converge to the global optimized

solution. Other cost functions of error might lead to multiple local minimum.

The most popular and simplest cost function could then be defined as MSE:

J(w) = E(|e|2)

= E(ee∗)

= E|d|2 +wHE(xxH)w − E(dxH)w − E(d∗wHx) (2.72)

The global optimum of value of w that minimize the cost function (2.72) depends

on the first derivative with respect to w:

J ′w(w) = RT
xxw

∗ − E(dx∗) (2.73)

where Rxx = E(xxH)
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By setting (2.73) to 0, the optimum value of w needs to satisfy:

RT
xxw

∗ = dx∗ (2.74)

Conjugate both sides of the equation, the equation for getting w is

RH
xxw = E(xd∗) (2.75)

Since Rxx is a hermitian matrix, (2.75) could easily be transformed to:

Rxxw = Rxd (2.76)

where Rxd = E(xd∗) is the cross correlation of received input vector and the desired

input. This is the well known Winer-Hopf equation which gives the best weight vector

in the MSE sense when the statistical moments of the input vector and design signal

is known. The optimum beamformer weight vector then can be described as:

w0 = R−1xxRxd (2.77)

In a practical scenario, those statistical moment is not available in general. Many

optimization algorithms use various approximation values in place of the true value. For

example, LMS use instantaneous value of to replace the Rxd, Direct Matrix Inversion

(DMI) use sample covariance matrix inversion in place of the R−1xx .

2.4.3 Orthogonality

In converged state, the expected error variable and the expected random input signal

are orthogonal to each other. By rearranging (2.76) as:

E(xxH)w = E(xd∗)

E[x(d∗ − xHw)] = 0

E[x(d−wHx)∗] = 0

E(xe∗) = 0 (2.78)

it is clear that the random variable of error value is orthogonal to the random input

variable.
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Geometrically, it shows that the error variable is perpendicular to the space spanned

by the input vector and the combined output as illustrated in Fig. 2.14.

Figure 2.14: Error Signal is Orthogonal to Space Spanned by Input Vector Signal

2.4.4 Least Square

Other than treating the input signal and errors as random variable, another popular

criteria for evaluating the quality of the estimation by the linear combiner to the desired

signal is the LS criteria.

In this criteria, the system is modelled as a set of overdetermined linear equations

from different samples. For an M element system with N samples, the system could

be modelled as below:

Xw = d (2.79)

where X is a N by M matrix as listed below. The expanded expression is illustrated

in (2.80)


x11 x12 · · · x1M

x21 x22 · · · x2M

· · · · · · · · · · · ·

xN1 xN2 · · · xNM




w1

w2

· · ·

wM

 =


d1

d2

· · ·

dM

 (2.80)

where the Xij indicates ith snapshot of the jth element detected input.

From the same geometric view as in Fig. 2.14, the optimum estimator d̂ is a
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projection of d onto the space spanned by X. It could be expressed as

Xwo = d̂ (2.81)

where wo is the optimum value of w that minimize the Least Square of |d − d̂|2. By

applying the orthogonal principle, the difference vector should be orthogonal to the

column space of X as follows:

XH(d− d̂) = 0 (2.82)

So the optimum value of w in the LS sense could be derived as:

wo = (XHX)−1XHd (2.83)

And the estimated value is:

d̂ = X(XHX)−1XHd (2.84)

2.4.5 Steepest Descent

Although (2.77) gives the optimum value in a closed form, in general, an iterative

method to reach this optimum value is more desirable due to the real time require-

ment in wireless communication and the need to avoid computation intensive matrix

inversion in mobile devices. The general iterative method could be expressed as:

wi = wi−1 + µp (2.85)

where µ is the step size and p is the direction to move for the next weight vector.

The moving direction should ensure the resultant cost function J(w)i smaller than

J(w)i−1 so that the cost will converge to the minimum point eventually [78, p 144].

In Steepest Descent (SD) the direction p is chosen to be the opposite of the gradient

conjugate of the cost function J(w). It reaches to the optimum beamformer iteratively

through the following procedure:

wi = wi−1 − µ∇J(w)∗

= wi−1 + µ(Rxd −Rxxwi−1) (2.86)
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that leads to the global minimum value of J(w). To get the condition of convergence,

(2.86) could be rearranged as:

wi = (I − µRxx)wi−1 + µRxd

= (QQT − µQΛQT )wi−1 + µRxd

= (Q(I − µΛ)QT )wi−1 + µRxd (2.87)

where Q,Λ are the normalized eigenvectors and and eigenvalues of Rxx respectively.

So clearly, for wi to converge to the optimum point, µ needs to satisfy [79]:

|1− µλi| < 1 (2.88)

where λi is the ith eigen value of the auto covariance matrix Rxx.

2.4.6 Least Mean Square

In practice, most system would not have the auto-covariance or cross covariance infor-

mation available as stated by Widrow [80]. LMS algorithm uses instantaneous value

to approximate the true value of Rxd,Rxx as [81]:

Rxd ≈ d∗x (2.89)

Rxx ≈ xxH (2.90)

With this approximation, (2.86) is transformed to [82]:

wi = wi−1 + µxe∗

= wi−1 + µx(d−wH
i−1x)∗ (2.91)

which is the well known LMS iterative algorithm for adaptive filter. But the selection

of µ is a challenge. Although smaller µ gives a better converged state error, the

convergence rate is slow. One of the bigger issues for LMS is that the µ effectively

varies following the amplitude of the input. The step size plays an important part in

the converged state MSE and converging speed. In this dissertation a variable step size

named CVSS is proposed and evaluated below.

Another challenging task is to get the desired response d. In practical wireless

system, d is usually not available. Otherwise, there would be no need to setup the
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wireless communication channel. Several schemes could be used to get the desired

response. The first widely used scheme is to use pilot signal. The second is to use a

Decision Directed mode to replace the pilot signal with the detected signal. The third

one is proposed by Griffth in [83] where instead of replacing the cross covariance Rxd

and auto-covariance Rxx with instantaneous value, it assumes the knowledge of the

cross-covariance is known and only Rxx is replaced with the instantaneous value. In

this way, no desired response d is required as shown below:

wi = wi−1 + µRxd − µxy (2.92)

The adaptive beamformer architecture without reference can then be transformed from

Fig. 2.2 to Fig. 2.15:
x[0] x[1] x[2] x[M ]

v[0] v[1] v[2] v[M ]

w[0] w[1] w[2] w[M ]

y[n]

wi = wi−1 + µRxd − µxy

Figure 2.15: Adaptive Beamforming Architecture without Reference Response

In practice, the Rxd is also not easily obtained, but with the advancement in DOA

estimation technique, the DOA could be estimated with a satisfactory level of accuracy,

the reference signal could be derived and applied in beamformer structures like GSC.

2.4.7 Normalized LMS

To get a uniform value for the step size µ over different amplitude, NLMS could be

used to normalize the range of input signal. From (2.91), it can be easily verified that

when the received input vector x is scaled by a scalar a, the reference input d is also

scaled by a. The second term of (2.91) will scaled by a2 as a2µx(d−wH
i−1x)∗. So clearly

the effective step size µ is scaled by a2 to a2µ. To get a uniform step size regardless of

input signal power, the update formula in NLMS could be derived as [75, p 495]:

wi = wi−1 + µ
x

|x|2 + γ
e∗ (2.93)
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where γ is a regularization factor for numerical stability.

The step size µ has a different meaning in NLMS as compared with LMS. It acts

as a relaxation factor [84]. When γ = 0 and µ = 1, conjugate and multiply both sides

of (2.93) by x, it is shown that wi is at the best estimation to get the desired signal d:

wH
i x = wH

i−1x+ d−wH
i−1x

= d (2.94)

The characteristics of one step to reach to the optimum point is not coincident. It is

actually a well known property of Newton’s recursion algorithm [63, p 632]. Actually,

NLMS can also be derived from Newton’s recursion algorithm to find the root of the

function f(w)

wi = xw−1 −
f(wi−1)

f ′(wi−1)
(2.95)

where f ′(w) is the first derivative of f(w). In NLMS context, f(w) = Rxxw−Rxd and

f ′(w) = Rxx. So in Newton’s recursion algorithm, the weight vector could be obtained

iteratively as follows:

wi = wi−1 + µR−1xx (Rxd −Rxxw) (2.96)

For numerical stability of the inverse of Rxx, a regularization factor γ could be added

in and (2.96) could be transformed as:

wi = wi−1 + µ(γI +Rxx)
−1(Rxd −Rxxw)

≈ wi−1 + µ(γI + xxH)−1(xd∗ − xxHw)

= wi−1 + µγ(I + γ−1xxH)−1(xd∗ − xxHw)

= wi−1 + µγ(I − γ−1xxH

1 + γ−1xHx
)(xd∗ − xxHw)

= wi−1 + µγ2
x

γ + |x|2
e∗

(2.97)

where the second step of approximation is conducted by using the instantaneous value

in place of the true value. So it is clear that NLMS is actually a Newton method with

approximation and when µ = 1, it can reach the optimum value in one step only.

But in practice, although when step size µ = 1, it arrives at the best estimation at

step i with one update, this might cause over fitted noise. So as LMS a small step size

gives a better converged state error.
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Figure 2.16: Update of w along the Direction of Input Vector x

As geometrically illustrated in Fig. 2.16, a smaller µ will need multiple steps to

advance w in the direction of adjustment.

2.4.8 Cyclic Variable Step Size LMS

For high speed adaptive design, it is important to reduce the calculation complexity.

It is popular to use the signed data in place of the actual data for simplicity [85].

When the error signal is replaced with its sign as sign(e), it is named the Signed

Error Algorithm (SEA). Or the data input could be replace with its signed version as

sign(x) in Signed Data Algorithm (SDA). Another way to simplify the selection of µ

without losing the data information is CVSS as proposed in [3]. By cycling through the

maximum allowed step size and the reduced step size, it has the potential to achieve

higher convergence speed and a lower converged state MSE.

The proposed algorithm CVSS could implemented by a simple shift operation. The

selection of µ could be simplified as the following formula:

µk = µbase ∗ 2
(b k
Tp
c mod Tc) (2.98)

where µbase, Tp, Tc and b.c indicates the starting step size, number of iterations before

changing step size, number of different step sizes and the nearest integer operator

respectively. In this way, the change of µ is simply a shift operation in fixed point

algorithm. Since there is no dependence on error signal detection or input vector norm

calculation as in NLMS, it is light weight and robust.
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The performance of CVSS is illustrated in Fig. 2.17 where a SNR 15dB signal is

used for testing with the following parameter setting: µbase = 0.00024, Tp = 30, Tc = 3.

For comparison, the standard LMS and SDA and SEA is also simulated with the same

data input. The simulation results shows that CVSS LMS has the potential to achieve

both faster convergence speed and low converged state MSE.

Figure 2.17: Cyclic Variable Step Size Performance Simulation

The periodic nature of the step size adjustment is manifested from the periodic

change of the convergence speed before getting to the final optimum solution at around

iteration step 1200. Before get to the convergence point, it is clear that when the steps

size cycled to the higher value, it will converge faster than SDA or SEA and then it

will get to a slower convergence speed when it cycled to the lower value.

2.4.9 Affine Projection Algorithm

Although NLMS gives an improvement in the step size selection, it still makes use of the

instantaneous input vector for the estimation of adjustment direction. To improve the

adjustment direction, the past input vectors could be used to enhance the estimation

accuracy as investigated in [84]. APA is a generalized version of NLMS. The ith updated

weight vector w is actually lies in the affine space defined by the ith step input vector

xi as follows:

{w|w ∈ CM , 〈xi,w〉 = d} (2.99)
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Figure 2.18: Affine Projection to Intersect of Affine Subspaces

where 〈xi,w〉 indicates the inner product of two vector xi and w. So NLMS could be

generalized as a projection from wi−1 to the affine space defined by (2.99). In general,

for an affine subspace defined by Ax = b, the affine projector for a vector v in the row

space of A is defined as [86, p 45]:

Paffine = v +A†(b−Av) (2.100)

where v is the vector to be projected, A† indicates the pseudo inverse of matrix A.

While NLMS only use a simple affine space defined by the latest input vector and

desired signal, APA arrange multiple of input vectors and project the next update of

weight vector w to the intersect of all such affine subspace. Since the intersect of any

affine subspace is still a affine subspace, (2.100) can still be used to project the weight

vector wi−1 to the intersected affine space. And the location is closer to the global

optimum point. As illustrated in Fig. 2.18, instead of projection to the affine space

defined by the single input vector, the APA algorithm projection to the intersect of

two or more affine space. This gives one additional advantage for APA to handle the

correlated input more efficiently.

When K measurement is arranged in a vector form, the APA algorithm can be

described as:

wi = wi−1 + µX(XHX)−1e (2.101)

where X = [x1,x2, ...,xK ] is the K instance of input vector arranged in matrix form,

e = [e1, e2, ...eK ]H is K instance of the measured error between desired signal and
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beamformer output.

It is clear that NLMS is just a special case of APA when the order K is 1.

2.4.10 Recursive Least Square

Other than using the instantaneous value to approximate the Rxx by the instantaneous

value, a more accurate calculation can be achieved by using the past vectors for the

calculation. But to retain the tracking capability, some forget factor needs to be

incorporated so that the oldest data will have less weight. The concept of RLS is to

use a recursive way to calculate the required Rxx and its inverse as follows:

Ri
xx = βRi−1

xx + xxH (2.102)

where Ri
xx indicates the kth estimate of the auto-covariance and β is the forgetting

factor. So the inverse of the auto-covariance could be derived by using Woodbury

formula [87, p 82] as:

P i = β−1[P i−1 −
β−1P i−1xx

HPi−1

1 + β−1xHP i−1x
] (2.103)

Using the recursively calculated matrix inversion in (2.97), the weight update formula

for RLS could be expressed as:

wi = wi−1 + P ixe
∗ (2.104)

Multiply both sides of (2.103) with x, it is easily transformed to:

P ix =
β−1P i−1

1 + β−1xHP i−1x
(2.105)

So the final version to update the weight vector of RLS is:

wi = wi−1 +
β−1P i−1

1 + β−1xHP i−1x
e∗ (2.106)

RLS brings an iterative way of calculating the Rxx that covers longer history of data

instead of just the latest input vector. The more accurate estimation reduces the

eigenvalue spread thus improves convergence rate. But its computation requirement is

quite intensive.

62



Chapter 2. Beamformer Design in Wireless Communication System

2.4.11 Kalman Filter

Kalman filter [88] is a well known recursive adaptive algorithm to improve estimation

accuracy by combining state transition based prediction and measurement update.

The core concept behind this accuracy improvement builds on the calculation of the

joint PDF of two uncorrelated Normal Distribution. For Normal Distributed random

variable vector x1 ∼ N (u1,Σ1) and x2 ∼ N (u2,Σ2), their joint PDF still follows

Normal Distribution asN (µ,Σ). Its mean µ and covariance matrix Σ can be calculated

as [89, p 52]:

K = Σ1(Σ1 + Σ2)
−1

µ = µ1 +K(µ2 − µ1)

Σ = Σ1 −KΣ1

(2.107)

where the K is the gain.

In Kalman Filter, the underline random process and its measurement are modeled

in the State Space as follows:

si = Asi−1 + ni−1 (2.108)

zi = Csi + vi (2.109)

where si captures the internal state of the random variable that needs to be estimated,

A,C are state transition matrix, and measurement matrix respectively, ni−1 and vi

are the process model noise and measurement noise respectively.

The estimation of Kalman filter is a two step update [78, p 110]. The first step uses

transition matrix in (2.109) to get the new ith estimation s−i based on state model. Here

the (·)− indicates the snapshot before the final ith data. The predicted measurement

then follows N (Cµ−i ,CP
−
i C

H) where µ−i and P−i is the mean vector and covariance

matrix of predicted measurement of si respectively. The second step then uses the

actual observed measurement to refine the estimation of s−i to the final si and covariance

matrix Σi. It is described as below:

Cµi = Cµ−i +K(zi −Cµi)

CPiC
H = CP−i C

H −KCP−i CH

K = CP−i C
H(CP−i C

H +Ri)
−1

(2.110)
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with simple manipulation, the recursive update could be derived as:

µi = µ−i +Kk(zi −Cµi)

Pi = P−i −KkCP
−
i

Kk = P−i C
H(CP−i C

H +Ri)
−1

(2.111)

where Kk is the refined gain, ui and P i is the updated mean and covariance matrix

of the state variable si.

2.5 Direction of Arrival Estimation

Many of the beamforming algorithm like MVDR, LCMV,GSC requires the knowledge

of the DOA to form the correct pattern when pilot signal not available. This section

reviews the well known algorithms to get the high resolution DOA. And our proposed

algorithm for getting stable DOA estimation in constrained routes.

2.5.1 MUtiple SIgnal Characterization (MUSIC)

MUtiple SIgnal Characterization (MUSIC) [90] is the first high resolution algorithm

that explores the signal and null subspace of the received input’s covariance matrix. By

analyzing the eigenvalues of the received input’s covariance matrix, the eigenvectors in

the null space corresponding to noise could be identified. It can then be used to find a

pseudo spectrum peak that corresponds to DOA.

As described in (2.25), the input vectors for signal and interference could be treated

the same in DOA estimation except that they might have a different level of power. And

their respective steer vectors are collected as an array A. Then the input covariance

matrix could be described as

R = E{xx∗}

= APA∗ + σ2I
(2.112)

where P ,A, σ2, I, indicates the power matrix for each signal source, steer vector array,

noise power and identity matrix respectively. The power matrix for all the signal source
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is expressed as:

P =


σ2
1 0

. . .

0 σ2
K

 (2.113)

where σ1, ..., σI is the power of the I signal source.

SinceR is a hermitian matrix, its eigenvalues are non-negative real value. And their

corresponding eigenvectors are orthogonal. For K uncorrelated signals, rank(P ) = K,

to differentiate these K signals, the necessary constrain on number of AE is M > K.

In that scenario, rank(APA∗) = K. So that we can have K largest eigenvalue and

M −K smaller eigenvalue correspond to σ2. The eigenvectors of R could be split into

two groups: S corresponds to the largest K eigenvalues and G correspond to the rest

M −K smallest eigenvalues.

By multiplying both sides of equation 2.112 with G, we’ve the following

RG = σ2G

= APA∗G+ σ2G
(2.114)

where the first equation is derived from the definition of eigenvalue. From (2.114) It is

clear that

A∗G = 0 (2.115)

which shows that G is in the null space of A. It means that any steering vector α(θ)

in A is perpendicular to G. So that we have α∗GG∗α = 0. It suggests a way to find

incoming signal’s DOA θ through the pseudo MUSIC spectrum formula: 1
α∗GG∗α

that

peak at the each of actual incoming angle.

Since it uses the null space vector for spectrum calculation, MUSIC algorithm

requires that the number of antenna element must be larger than the number of the

signal source.

Although MUSIC algorithm has high resolution, it doesn’t work well in the envi-

ronment where some signals are correlated.

Figure 2.19 illustrates the pseudo spectrum of three mixed signal with DOA of

10◦, 25◦ and 39◦ resolved by a 10 elements ULA.

Once the direction of arrival is identified, the beamformer weight could then be

derived through MVDR, GSC etc. Since any angle mismatch might cause severe signal
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Figure 2.19: MUSIC Spectrum

cancellation, it is important to get the DOA estimation accurate and fast. The following

section describes one of the algorithms that this dissertation explores to improve the

estimation speed with the assistance of sensors.

2.5.2 Kalman Filter Assisted DOA Estimation in Constrained

Route

As described in Section 2.4.11, Kalman filter is good at fusion multiple sensor input

with the underline model. For vehicles in constrained routes, it is possible that Kalman

filter could be used to improve the DOA estimation accuracy [4].

As the vehicle speed v could be easily detected by a speed sensor, a Kalman filter

could be used to fuse the DOA estimation θ and sensor detected speed v with the DOA

estimation run at a lower rate. The state space transition of Kalman filter could then

use the linear interpolated version of the DOA estimation. The discrete Kalman filter

for DOA tracking using (2.4.11) could be described as:

A =

 1 Ts

0 1


xk =

 pk

vk


C =

 1 0

0 1


(2.116)
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where pk, vk are position and speed at time index k, Ts is the sampling interval as the

train speed is assumed to be constant over the sampling period. As for the observa-

tion matrix C, although the observed parameters are speed v and angle θ, distance

parameter p can be easily obtained through (5.1).

The simplified model is simulated with a train moving with speed 20m/s and the

Sampling interval is set to 10ms.

Figure 2.20: Kalman Filter Assisted Angle Estimation

As illustrated in Fig. 2.20, it shows that the Kalman filtered output of the DOA

helps smooth the DOA estimation. The estimated DOA could be refined using covari-

ance reconstruction algorithm proposed in [91, 92]

2.6 Summary

In this chapter, the architecture of the smart antenna system, the adaptive structure

to implement the beamformer and various algorithms to derive the weight vector are

reviewed. Due to the similarity to FIR, many existing algorithms in designing FIR

like Window methods, Remez algorithm, Frequency Sampling methods etc. can be

used for beampattern synthesis. Data dependent algorithms like MVDR,LCMV, GSC

are briefly discussed and reviewed as in the following chapter we’ll be focusing on

improving GSC to implement the adaptive beamformer for the transportation market.

Blind algorithms like CMA, Power Inversion beamformer do not rely on the DOA.
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They have some advantages to save the channel probing cost. But the longer time

that it needs to converge makes them not very suitable for high mobility scenarios.

Various adaptive algorithm is reviewed including stochastic algorithms like LMS, SD

and deterministic algorithms like LS,RLS. For high speed adaptive design, a CVSS

LMS is proposed and simulated, which shows potential to achieve fast convergence

speed and low optimum MSE as published in [3]. In the end the techniques to estimate

DOA is briefly introduced and the algorithm to improve the estimation speed by using

Kalman filter to fuse with other position or speed sensor is proposed.
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Wireless Communication System

Simulation

3.1 Introduction

Wireless channel simulation is critical for the verification of transceivers with different

algorithms in various channel situations. Multipath is a unique character of the wireless

channel that causes fading. To simulate the multipath effect, mainly there are two

approaches, namely Ray Tracing [93] and Stochastic Modeling method [94].

Ray tracing method is a site-specific algorithm where multiple communication paths

are traced directly for a particular site model. Although it is computing-intensive, the

channel’s characteristics like coherence bandwidth, coherence time etc., are reflected

in the ray modelling. On the other hand, the Stochastic Model method is generic and

simpler for simulating different fading scenarios by modelling the channel gain as a

Random Variable (RV) with different Power Spectral Density (PSD) and Probability

Density Function (PDF), which could be considered as an aggregated effect from mul-

tipath. There are many random distributions like Rayleigh, Rician, Nakigami, and

Weibull etc., which have been proposed, tested and verified in the field with varying

levels of accuracy. This chapter focuses on the Stochastic Modeling method.

The PSD of the channel gain random variable represents the Doppler spectrum of

the wireless channel model. The wider the Doppler spread [95], the faster the change

of the channel gain, hence the shorter the coherence time [95] of the channel. So to

properly model a wireless channel characteristic, it is necessary to implement specific

PSD for the channel gain random variable. Different Doppler spectrum like U-Shaped

[96, p.148], Bell shaped [97, p.45] etc. have been proposed in the literature for various
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fading model.

3.2 Motivation

The challenge for stochastic modeling method is that changing of PSD and PDF of a

random variable is highly related to each other except for the Gaussian distribution

case. In Fig. 3.1, two random noise with uniform and Gaussian distribution is illus-

trated for the impact of filtering. It is clear from the comparison that although the

output of filtering a Gaussian random noise still follows Gaussian distribution, filter-

ing a uniform distribution random variable to get a specific PSD would transform the

random variable to a different distribution. According to Central Limit Theorem, the

filter actually makes the distribution more Gaussian-like.

Figure 3.1: Changing PSD of a Random Variable by Filtering Affects its PDF

But in most of the wireless channel simulations, the channel gain doesn’t follow
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Gaussian distribution. Many system design and simulation need to consider Non-

Gaussian noise [98, 99, 100]. Thus many literatures have investigated how to generate

colored Non-Gaussian noise. Non-Gaussian distributed random variable could be gen-

erated from well know distribution like Gaussian or uniform variables using Inverse

Transform Sampling (ITS) [101, p.104] method. Since generally the inverse of the

required Cumulative Distribution Function (CDF) is non-linear, complicated meth-

ods like Hermite Expansion are needed to compensate for the effect of the non-linear

transformation. In [102], the concept of rearranging the random sequence to follow

a reference sequence is explored to reshape the PSD without modifying the PDF. It

is referred to as Sequence Rearrangement Block Method in this chapter since it can

only generate random variables in a block manner. Since the rearranged sequence only

asymptotically approaches the required PSD, the block size needs to be set to relatively

large. This makes it ineffective for wireless communication simulation. In [103], the

summation of real sinusoid is explored where all the amplitude, phase and frequency

of the sinusoids could be used to derive the final random variable. So that the PDF

could be controlled by amplitude and phase. And the PSD could be controlled by the

selection of frequency components. But it can only be used to generate symmetric

PSD.

To eliminate the limitations of existing methods, this chapter uses Gaussian random

variable filter method so that once the filter coefficients are determined, the channel

gain random variable can be generated in real time. But in contrast to using complex

Hermite Expansion to find the non-linear effect of Inverse Transform Sampling, our

proposed method considers the ITS non-linear effect for PSD as distortion for the

filter response. By taking into consideration of the non-linear effect of the ITS directly,

Particle Swarm Optimization (PSO) is then used to find the pre-distorted filter solution.

PSO is widely used to optimize various non-linear problems since it is first proposed

in [104] due to its simpleness and effectiveness for implementation. As a population

based stochastic algorithm, the concept of PSO is simple and inspired by birds flocking

and fish schooling. It uses a preset number of random particles which represents a

point in the solution space to search for a globally optimized solution to minimize a

cost function.

This chapter uses PSO to search for a pre-distorted filter that can correct the

distortion caused by the non-linear effect of ITS so that the combined output generates

the required PSD while the ITS will guarantee the generated variable meets the required
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PDF. Compared to existing methods, it has no assumption for PSD and PDF and it can

generate the channel gain random variable in real time after the filter coefficients are

found by PSO. The rest of the chapter is organized as follows. Firstly a wireless channel

model is illustrated where the channel gain could be modeled as a random variable

following the Non-Gaussian distribution with a specific Doppler spectrum. Then the

proposed solution for the generation of the Non-Gaussian variable is discussed in detail.

Finally the numerical simulation for random variable with specific distribution and

required PSD is presented to validate the proposed solution.

3.3 Problem Formulation

A Single Input Single Output (SISO) wireless channel model is shown in Fig. 3.2.

h(t, τ)
x(t) y(t)

Figure 3.2: SISO Wireless Channel Model

The channel convolution effect could be described as [105, p.44]

y(t) =

∫ ∞
−∞

x(t− τ)h(t, τ)dτ (3.1)

where y(t), x(t), h(t, τ) are the received signal, transmitted signal and channel impulse

response at time t respectively. For a SISO channel with N multiple paths, h(t, τ) is

modeled as (3.2) [105].

h(t, τ) =
N∑
i=1

ai(t)δ(τ − τi(t)) (3.2)

where ai(t), τi(t) is the gain and delay at time t for ith path respectively. The received

signal could then be described in (3.3)

y(t) =
N∑
i=1

ai(t)x(t− τi(t)) (3.3)

To simplify the discussion, we assume the channel is one tap wideband channel which

is a valid assumption nowadays due to the wide use of Orthogonal Frequency Division

Multiplexing (OFDM) in wireless communication [106]. Then (3.3) could be further

simplified as

y(t) = g(t)x(t− τ) (3.4)
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where g(t) =
N∑
i=1

ai(t) is the aggregated channel gain and τ is the one tap delay. The

channel gain g(t) is assumed to be a Wide Sense Stationary Process (WSS) which is

normally valid for wireless channel simulation for symbol recovery.

The problem could be summarized as to generate a random variable G which rep-

resents the channel gain g(t) that satisfies the two requirements at the same time:

a specific Cumulative Distribution Function (CDF) FG and a specific autocorrelation

function RG(τ). This is equivalent to meet the requirement of PSD and PDF at the

same time.

3.4 Proposed Solutions

3.4.1 Proposed Architecture for Noise Generation

Fig. 3.3 shows the model for the generation of the required non-Gaussian variable from

a Gaussian distributed variable W .

FilterW ITS

PSO Cost

w(t) g(t)

Figure 3.3: Architecture of PSO based Non-Gaussian Noise Generation

The Gaussian random variable sequence w(t) is filtered before feeding into the ITS

block. Since the filtered version of Gaussian variable is also Gaussian distributed, the

ITS could be designed with the assumption that its input is Gaussian random variable.

So that the ITS could be designed as:

G = F−1G (FW (w)) (3.5)

where G is the generated random variable, F−1G is the inverse of the desired CDF of

G, FW is the CDF of Gaussian variable and w is the sample from a Gaussian random

Variable W .

The generated random number g(t) follows distribution function FG no matter what

filter coefficients are used since the input to ITS is always Gaussian. So we can focus

on getting the right filter that can generate the right PSD for the output of ITS.

73



Chapter 3. Wireless Communication System Simulation

3.4.2 Find the Right Filter with the Required Rx(τ)

The algorithm could be summarized as follows [102]:

1. Generate a realization sequence X0 from Gaussian distribution N (0, 1),

2. Filter X0 through a filter to make sure that the output sequence X follows stan-

dard distribution and have a specially defined autocorrelation RX(τ),

3. Apply GX to the X to get the final samples that follow the required CDF FY

and RY (τ).

To find the right RX(τ) for the input Gaussian variable, a relationship between

the input and output autocorrelation function needs to be established. Since Hermite

polynomials are orthogonal under weight 1√
2π
e

−x2
2 as indicated in (3.6).

∫ ∞
−∞

Hn(x)Hm(x)p(x)dx = n!δnm (3.6)

where Hn, Hm are the nth and mth order Hermite polynomial respectively, p(x) is the

PDF of normal distribution, it could be used as the basis for decomposing GX as follows

GX(x) =
∞∑
n=0

fnHn(x) (3.7)

By multiplying and integrating both sides of (3.7) by Hermite polynomial and p(x),

the coefficient fn could be derived as

fn =
1

n!

∫ ∞
−∞

GX(x)Hn(x)
e−x

2/2

√
2π

dx (3.8)

Putting the derived coefficient fn back to equation (3.7), GX(x) could be used to

derive RY (τ)

RY (τ) = E[Yt1Yt2 ] (3.9)

where τ = t2 − t1. Expand the random variable Yt1 , Yt2 will have:

E[Yt1Yt2 ] =
∞∑
n=0

fnHn(x1)
∞∑
m=0

fmHm(x2)

=
∞∑
n=0

∞∑
m=0

fnfmE[Hn(x1)Hm(x2)]

=
∞∑
n=0

∞∑
m=0

fnfm

∫ ∞
−∞

Hn(x1)Hm(x2)p(x1, x2)dx1dx2

(3.10)
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where p(x1, x2) is the joint probability density for the two Gaussian variable. According

to Mehler Formula [107], p(x1, x2) can be further expanded to Hermite polynomial.

p(x1, x2) = p(x1)p(x2)
∞∑
k=0

ρk

k!
Hk(x1)Hk(x2) (3.11)

where ρ is the cross correlation coefficient. Since X1, X2 are standard normal distri-

bution at t1 and t2, ρ = RX(τ). Based on (3.6) and (3.11), (3.9) could be further

simplified to

RY (τ) =
∞∑
n=0

n!f 2
nRX(τ)n (3.12)

For a required RY (τ), a RX(τ) satisfying (3.12) could be found or at least in a

Mean Square Error (MSE) sense.

The proposed solution works in two stages. In the first stage, PSO is used to find

the optimum filter coefficients. In the second stage, the Filter process the input of

Gaussian random numbers with the optimum coefficients.

3.4.3 Searching for Optimum Filter Coefficient by PSO

The number of filter coefficients defines the search space for PSO. For filters with n

coefficients, the ith particle pi could be represented by the coefficients vector as:

pi = [ai1 ai2 · · · ain]T (3.13)

where ai1, ai1, ain is the filter coefficients for the ith particle and [·]T denotes the

transpose operator. Each particle then tracks its local and global best location based

on a performance cost measurement function.

The cost function in PSO is to measure the error caused by the deviation of each

particle position to the optimum position. In this chapter, the error e is designed to be

the Mean Squared Error of generated PSD compared with the required PSD as follows:

e =
1

K

K∑
k=1

(Pg(k)− Pr(k))2 (3.14)

where K is the number of frequency point to be measured, Pg(k) is the kth frequency

point of the generated random variable PSD and Pr(k) is the kth frequency point of

the required PSD.
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The location of each particle is then updated iteratively. The (m + 1)th iteration

of position pm+1
i is then updated by its mth position pmi and (m + 1)th velocity vm+1

i

[108]:

pm+1
i = pmi + vm+1

i (3.15)

The velocity vm+1
i is also derived iteratively from the mth iteration of velocity vmi , the

detected local best location pi lbest, the global best location pmgbest and their weight and

random number as follows[108]:

vm+1
i = wiv

m
i + wlrl(p

m
i lbest − pmi ) + wgrg(p

m
gbest − pmi ) (3.16)

where wi is the inertial weight, wl is the self adjustment weight, wg is the social adjust-

ment weight. The uniform distributed random numbers rl and rg are used to explore

the solution space by adjusting the steps and direction randomly.

Once the error e reaches the required level of accuracy before the number of itera-

tions exceeds the threshold, it would be concluded that the PSO has found proper filter

coefficients with the required pre-distortion. Otherwise, a manual check or adjustment

might be needed on PSO parameters.

3.5 Numerical Simulation and Result Analysis

A first order AutoRegressive Model is used to verify the effectiveness of the proposed

algorithm. The required channel gain is modeled as:

g(t) = ρg(t− 1) + w(t) (3.17)

where ρ = 0.4 is used for the simulation, w is the Gaussian random variable for refer-

ence. The required channel gain needs to follow Rayleigh distribution for simulation.

The PSO is designed with the self adjustment weight set to 0.3 and the social adjust-

ment weight set to 0.6 for the simulation. 25000 random numbers are generated for

the comparison.

Fig. 3.4 illustrates the PDF of the original Gaussian noise input and the generated

Rayleigh noise to simulate the channel gain. It shows that the generated noise follows

Rayleigh distribution after ITS.

Fig. 3.5 illustrates the PSD of the generated Non-Gaussian noise using the proposed
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Figure 3.4: Generated Noise Follows the Required Rayleigh PDF with Gaussian Noise
as Input

PSO based filter and the Sequence Rearrangement Block Method.

To compare the similarity of the generated noise PSD to the required PSD, the

correlation between the generated PSD and the required PSD is calculated in Table

3.1. It shows that the generated random variables by both methods match to the

required PSD. PSO based Filter method has a slightly lower correlation value. This

is also evidenced from Fig. 3.5 where at higher frequency it deviates slightly from the

required PSD. Part of the reason could be due to the numerical error generated from

the optimization process. But the proposed PSO based filter method could be used to

generate continuous noise while the Sequence Rearrangement Block method can only

generate noise block by block thus delay is unavoidable.

Table 3.1: Comparison of Correlation to the Required PSD

Algorithm Name Correlation to Required PSD
PSO Based Filter Method 0.9126
Sequence Rearrangement Block Method 0.9158
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Figure 3.5: Generated Noise Follows the Required PSD for Proposed Method

3.6 Summary

A PSO based method for generating colored Non-Gaussian noise that meets both the

requirements of PSD and PDF is proposed. The numerical simulation result confirms

its effectiveness. The benefit of this new method is that the complexity of deriving

the required pre-distortion for the filter is replaced with a simple PSO search method.

And once the required filter coefficients are found, the generation of non-Gaussian noise

could be done in real time by filtering and ITS. Compared to block based methods or

other analytical methods, it is more suitable for real time wireless channel simulation.

The limitation for the proposed method is that the inverse of the required PDF needs to

be available. Future investigation would be suggested on the verification of the validity

for various PDFs and PSDs that might be useful for wireless channel gain simulation.

To evaluate the performance of various adaptive beamforming algorithms in wireless

communication context, simulation is much more cost effective and fast than the field

trial method. Different delay spread, angle spread and relative speed etc. of incoming

signal will produce different profile of PDF and PSD. Colored Non-Gaussian noise that

implements various PDF and PSD is thus important for adaptive beamforming system
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simulation in wireless communication. When each antenna elements are not highly

correlated, the steering vector alone is not enough to capture the wireless channel

characteristics. A combination of mean DOA and a Random Variable represented

complex channel gain would be used for each path [109]. The proposed noise generation

method could then be used for the beamforming simulation.
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Fast Algorithm for Flat Top Beam

Pattern Synthesis

4.1 Introduction

Beamforming is widely used in wireless communication as a spatial filter to enhance sig-

nals from a specific Direction of Arrival (DOA) and suppress noise and interference from

other directions. In high mobility scenarios, wireless communication with beamforming

faces unique challenge [1] where the DOA changes rapidly which makes the beamform-

ing performance degrade or fail if not addressed properly. It is always desirable to tune

the beamwidth of the mainlobe to cater for the mismatch of DOA due to estimation er-

ror or inaccuracy of element calibration. Various robust algorithms [65, 110, 111] have

been proposed to cater for the mismatch of DOA by putting in constraints to broaden

the main beam. The Flat Top shaped beam pattern [112, 113, 114, 115, 116] is thus

increasingly attractive due to its flat response to large DOA mismatch, especially in

high mobility scenarios when the DOA changes more rapidly.

Beam pattern synthesis is an extensively investigated area in antenna array beam-

forming design. Many algorithms have been proposed in the literature to achieve the

optimization of low Sidelobe Level (SLL) [117, 118], high gain and narrow mainlobe.

Schelkenoff [119] established the link between nulls of the beam pattern and the complex

roots of the polynomials that represent the Z transform of the beamformer weights. By

spacing out the zeros in the unit circle differently, many patterns could be synthesized.

Dolph [120] proposed to use the properties of Chebyshev polynomials [121] of the first

kind to achieve equal Sidelobe Level and the narrowest main beam. Subsequently, Ri-

blet [122] discovers that Dolph’s method only applies to scenarios where the antenna
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elements spaced at least half wavelength. The original Dolph-Chebyshev array is then

extended to scenarios with less than half wavelength inter-element space where a dif-

ferent mapping could be applied to use the Chebyshev polynomials. A similar pattern

for continuous apertures is proposed by Taylor [123] with a modification that the far

out of the sidelobes can decay faster following a uniform array pattern while keeping

the sidelobes close to the mainlobe with equip-ripple as in Dolph-Chebyshev array. To

implement the same pattern directly for a discrete array, Villeneuve [124] proposed a

method to replace the last few zeros of the array response with the zeros of a uniform

array. Different window methods like Gaussian [125] and the derivative of Chebyshev

[126] have been reported to get a decaying sidelobe shape with narrower main lobe

for improved efficiency. In [127], a modified Chebyshev array is proposed to make the

SLL, beamwidth to be adjustable independently. But since the modified function is

non-linear and can’t be expressed as polynomials, an iterative method has to be used

to derive the converged weight.

Although these methods synthesize beam patterns with low SLL, narrow or ad-

justable main beam, the shaped beam pattern is not part of their optimization goal.

To get flat-top beam pattern, Finite Impulse Response (FIR) based algorithms and

various numerical optimization algorithms over an objective or cost function could be

used. Window method [112] based on FIR algorithm is popular due to its robustness

and ease of implementation. But due to its extra constraints of the same level of rip-

ples in pass band and stop band, it is not optimum for the filter order [52]. Iterative

methods based on numerical optimization algorithms like minimum mean squared op-

timization [128], or stochastic based Genetic Evolution algorithm [129], Particle Swarm

Optimization algorithm [113, 130] and various convex optimization based algorithms

[131] normally are used for getting shaped main beam. However iterative methods

might not be suitable for high mobility scenarios where real-time calculation usually is

needed.

In this chapter, the Zero Placement method based on Schellkenoff polynomial is

used to synthesize Flat Top beam pattern directly. Although a similar concept of zero

replacement is used in [124], their adjustment is still restricted on the unit circle. So

its effect in the main beam is limited to the null-to-null beamwidth and gain. And the

main beam shape can not be controlled. In this chapter, by relaxing this restriction,

the zeros can be placed off the unit circle instead of replacing part of the Dolph-

Chebyshev zeros with uniform array zeros located on the unit circle. This step makes
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the main beam shape controlling possible. The proposed Zero Placement Flat Top

(ZPFT) algorithm breaks the array factor into two parts. For an N elements antenna

array which has N − 1 zeros of freedom for beam pattern control, two of the zeros are

reserved for synthesizing the flat-top shaped main beam. The rest N − 3 zeros can be

used for any other existing low SLL window methods. Due to the unique feature that

forms narrowest mainlobe with a given Sidelobe Level (SLL) or lowerest SLL with a

given null to null beamwidth of mainlobe, Dolph-Chebyshev array is chosen for the

N − 3 zeros allocation. But other window functions could also be used. The key

innovation for the algorithm proposed in this chapter is two folds. Firstly, the off unit

circle zeros are explored directly to mix with unit circle zeros from Dolph-Chebyshev

to control the main beam shape. Secondly, the quadratic function approximation is

used to investigate the flat-top effect of the proposed zero location and an algorithm

is developed to identify the location of zeros for flat-top control. So that it achieves

lower SLL compared with FIR method with the same flat-top pattern directly with

simple zero placement in the spatial angle domain. This also makes the steering of the

main beam straightforward. Furthermore, when comparing to iteration based global

optimization methods, it achieves the same optimum beam pattern and takes 380 times

less computing time in an Intel Core i7 Windows platform as the simulation shows for

an ULA with 8 elements. All these make ZPFT an ideal candidate for high mobility

applications where the DOA changes rapidly. To the best of our knowledge, it is

the first time Dolph-Chebyshev zeros are combined with the off unit circle zeros to

realize flat-top main beam shape while preserving the narrow main beam property.

This different way of zero arrangement makes ZPFT simple yet effective and gives

ZPFT the advantage of synthesizing flat-top shaped beam patterns while maintaining

low SLL in a steering adjustment efficient way compared with existing methods in the

literature.

The chapter is organized as follows, after the problem model is established in section

4.2, the zero placement algorithm for synthesizing flat-top beam pattern is described

in section 4.3. Numerical simulation is conducted in section 4.4 which compares the

proposed algorithm with the existing algorithms. In the end section 4.5 concludes the

chapter.
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4.2 Problem Formulation

For clarity of the discussion, the system model for Uniform Linear Array (ULA) with

N antenna elements as illustrated in Fig. 2.4 is used. As indicated by Schelkunoff

[119], every ULA could be represented as a polynomial and vice versa. According to

fundamentals of polynomial, the Array Factor (AF) defined by (2.9) could be factored

by its (N − 1) roots as

H(Z) =
N∑
i=1

wiz
−(i−1)

=
N−1∏
i=1

(z − zi) (4.1)

where each zi gives a null response for the angle that defined by ejξi = zi and z = ejξ

is evaluated along the unit circle. As indicated in (4.1), the Array Factor for a N

elements array could be uniquely characterized by its N − 1 zeros.

So the objective of this chapter is to synthesize a flat-top beam pattern with low

SLL by identifying the proper location of zeros.

4.3 Proposed Solution

For ULA, the number of zeros uniquely defines the Z transform of the weight vector

thus also defines the array factor. Inspired by the concept of [1], the polynomial of Z

(2.9) could break into two parts.

H(z) = C(z)B(z) (4.2)

where C(z) corresponds to the sub-polynomial that generates beam pattern without

flattening constraints, and B(z) represents the portion that compensates and flattens

the main lobe. N − 3 zeros are allocated for C(z) as

C(z) =
N−1∏
i=3

(z − zi) (4.3)

83



Chapter 4. Fast Algorithm for Flat Top Beam Pattern Synthesis

which represents the sub-array that controls the main beam width and SLL. Two zeros

are allocated for B(z) as

B(z) = (z − z1)(z − z2) (4.4)

which represents the broadening sub-array that creates the flat-top and decaying far-

out sidelobes.

4.3.1 Narrow Mainlobe Beam Width with Low SLL Controlled

by C(z)

In this chapter, the sub-array represented by C(z) is implemented through the Dolph-

Chebyshev algorithm due to its simplification. For clarity, the inter element space is

assumed to be half wavelength. Since two zeros represented by B(z) are reserved for

the flat-top control, the actual elements for implementing the Dolph-Chebyshev array

will be N − 2 elements.

In Dolph-Chebyshev array, there is only one scaling parameter R0 that controls

both the main beam width and SLL which maps the spatial frequency ξ range to the

abscissa of the Chebyshev polynomial range [122]. The Chebyshev polynomial used for

C(z) could be defined as

TN−3(x) =

cos((N − 3) · arccos(x)), for |x| ≤ 1

cosh((N − 3) · acosh(x)), for |x| > 1

(4.5)

where x = R0 cos( ξ
2
) is the scaled input for the Chebyshev polynomial. The scaling

factor R0 could be derived from the null to null beam width as:

R0 = cos(
π

2(N − 3)
) · 1/ cos(π

d

λ
· sin(bw/2)) (4.6)

where bw is the required null to null beam width.

By setting TN−3(x) = 0 for |x| ≤ 1, all the N − 3 zeros could be found as [48,

p. 1147]

ξi = 2 · arccos(
xi
R0

) (4.7)

where xi = cos (i−1/2)π
N−3 , i = 1, 2, ..., N − 3.
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4.3.2 Zero Placement for Flat Top Constraints Sub-Array B(z)

To find the zero locations of B(z) to flatten the beam pattern of the main lobe, it

would be necessary to understand the pattern around the main lobe and the impact of

the location of zero (r0, 0) on the pattern.

As illustrated in Fig. 4.1, each angle ξ = 2πd
λ

sin(θ) corresponds to a DOA θ. The

main lobe is assumed at point c which corresponds to 0 degree measured from the

broadside. It is clear from Fig. 4.1 that |z − r0| reaches the minimum when z is at c

which corresponds to the main lobe.

Figure 4.1: Norm |z − r0| for a Zero Placed at (r0,0)

The distance dr0 between z and r0 could be described as (4.8).

dr0(ξ) = |z − r0|

=
√

1− 2 cos(ξ)r0 + r20 (4.8)

To further investigate the curve effect of r0, dr0(ξ) could be expanded using the

second order Taylor series around point c which corresponds to the main lobe at ξ = 0

as

dr0(ξ) ≈ d̂r0 = dr0(0) + d′r0(0)ξ +
1

2
d′′r0(0)ξ2 (4.9)

where d′r0 ,d
′′
r0

indicates the first and second derivative of dr0 respectively. After taking
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derivative of (4.8 ), it is easy to find out that:

d′r0(0) =
r0 sin(ξ)√

1− 2 cos(ξ)r0 + r20

∣∣∣∣∣
ξ=0

= 0 (4.10)

d′′r0(0) = d′′r0(ξ)
∣∣
ξ=0

=
r0

1− r0
(4.11)

So the second order Taylor series could be expressed:

d̂r0(ξ) =
r0

2(1− r0)
ξ2 + 1− r0 (4.12)

For using this as a broadening function, the shaping parameter is derived as

kb =
dr0
1
2
d′′r0

=
2(1− r0)2

r0
(4.13)

Fig. 4.2 shows the effect of zero location on the amplitude response. It is clear

that when r0 moves to the origin, it gives an all-pass response that will not change

the amplitude response. On the other hand, when r0 moves towards the unit circle, it

creates a dip at the main lobe.

By examining the effect of zeros in Fig. 4.2, the dip effect at angle 0 could be used

for creating the flat-top pattern in the mainlobe. So the z1 could be just located in the

real axis and off the unit circle at (r0, 0). Fig. 4.2 shows that the broadening zero at

z0 has a side effect of raising the far-out sidelobe level as also indicated in [132]. An

extra zero (-1,0) could then put in to compensate for the effect. So the two zeros for

B(z) could be designed as:

B(z) = (z − r0)(z + 1) (4.14)

With (4.2),(4.5),(4.14), the transfer function could be derived as:

H(z) = TN−3(R0 cos(π
d

λ
sin(θ)))(z − r0)(z + 1) (4.15)

where θ is the azimuth angle. The power distribution of the beam pattern could then
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Figure 4.2: Zero Location Effect on Amplitude Response

be evaluated along the unit circle as:

P (θ) = |TN−3(R0 cos(
πd

λ
sin(θ))(z − r0)(z + 1)|2

z=ej
2πd
λ

sin(θ)
(4.16)

4.3.3 Principle Condition for Flattening a Second Order Poly-

nomial with a Broadening Polynomial

The flat-top effect of the zero z0 is investigated through an approximation with a

second order polynomials in this section. For a second order even polynomial that

have a curvature peak at x = 0,

f(x) = −a1x2 + b1 (4.17)

where a1 > 0 and b1 can be any real value, a broadening polynomial

b(x) = a2x
2 + b2 (4.18)

87



Chapter 4. Fast Algorithm for Flat Top Beam Pattern Synthesis

where a2 > 0 could be applied to obtain a flat-top function

p(x) = f(x)b(x) (4.19)

where p(x) represents a resultant function that has a flat-top. To get the condition for

broadening function b(x) to be effective, the derivative of (4.19) could be investigated

p′(x) =
d

dx
(−a1x2 + b1)(a2x

2 + b2)

= x(−4a1a2x
2 + 2(−a1b2 + a2b1)) (4.20)

where
d

dx
indicates the derivative operator.

By forcing (4.20) to 0, the peak of p(x) could be located as

x0 = 0 (4.21)

x21,2 =
1

2
(
b1
a1
− b2
a2

) (4.22)

where x0 represents the original peak location, x1,2 is the two possible peak locations

introduced by the broadening polynomial.

By defining shape parameters as

kf =
b1
a1

(4.23)

kb =
b2
a2

(4.24)

and controlling factor as

k =
kb
kf

(4.25)

where kf , kb is the shape parameter for original function and broadening function re-

spectively, and k is the controlling factor for regulating the broadening effect, (4.22)

could be simplified as:

x21,2 =
1− k

2
kf (4.26)

In the practical beamforming context, kf > 0 is always satisfied. With this assumption,

88



Chapter 4. Fast Algorithm for Flat Top Beam Pattern Synthesis

the principle condition for the broadening polynomial could be summarized as:

p(x) =


no flat top, for k > 1

flat top, for k = 1

flat top with variation, for k < 1

(4.27)

This concept is illustrated with an example polynomial f1(x) = 2x2+20 in Fig. 4.3.

It shows that with k = 1, the production patched function p(x) has a flat-top without

variation. When k = 0.2, 0.5, 0.7, the top is broadened but also exhibit a dip in the

original top. The smaller the k value, the deeper the dip and the wider the broadening

effect. As a contrast, it barely shows the broadening effect when k = 3. It could be

explained from (4.22), when k > 1, there is no real roots for (4.20) except at x = 0

which means there is only one extreme point: the original top point.

Figure 4.3: Concept to Flatten a Second Order Even Polynomial Function

Since the peak occurs at the extreme point x1, x2 and the dip occurs at x0, the
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variation within the broadened range could be easily calculated as:

δ =
p(x1)

p(x0)

=
(1 + k)2

4k
(4.28)

where the δ represents the variation within the broadened band and k is the controlling

factor as defined in (4.22).

So for a given δ, the controlling factor k could be derived as

k = 2(δ −
√
δ2 − δ)− 1 (4.29)

by finding the roots of (4.28).

4.3.4 Main Lobe Pattern Approximation by Taylor Series

Expansion

In the main lobe region, the beam pattern could be Taylor expanded to get a second

order polynomial approximation as

f(ξ) = cosh(Nx)

≈ ˆf(ξ) = f(0) + f ′(0)ξ +
1

2
f ′′(0)ξ2 (4.30)

where x = acos(R0cos(ξ)) represents the normalized angle, and f ′(·), f ′′(·) indicates the

first and second derivative operator of f(x) respectively. With simple manipulation,

the the derivatives could be derived as:

f ′(0) = N · sinh(Nx)
(−R0 sin(ξ))√
R2

0 cos(ξ)2 − 1

∣∣∣∣∣
ξ=0

= 0 (4.31)

f ′′(0) = f ′′(ξ)|ξ=0 = N · sinh(Nx)
−R0√
R2

0 − 1
(4.32)

Treat this expansion as the original function to be broadened, the shape parameter
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could be derived as

kf =
f(0)

−1
2
f ′′(0)

=
2
√
R2

0 − 1

R0N · tanh(Nx)

≈ 2
√
R2

0 − 1

R0N
(4.33)

where the approximation is made due to tanh(Nx)|ξ=0 ≈ 1. The location of r0 for the

broadening could then be derived according to (4.25) as

(1− r0)2

r0
=
k
√
R2

0 − 1

N ·R0

(4.34)

Solving (4.34), r0 could be derived as:

r0 = 1 +
1

4
(kkf ±

√
(kkf )2 + 8kkf ) (4.35)

where k is the controlling factor as defined in (4.25) and kf is the original function to

be broadened as defined in (4.33). One interesting finding from (4.35) is that there

are two r0 satisfy the requirement. They are conjugated to each other in the complex

angle sense [133]. For beamforming implementation purpose, the r0 < 1 will be taken.

4.3.5 Algorithms for the Synthesis of Flat Top Beam Pattern

With the preparation of the previous sub-section, the algorithm for the synthesis of

flat-top beam pattern could then be described as a 3 steps process. Firstly, based on

the input requirement of number of antenna elements N and SLL value or Beamwidth,

the N −3 zeros of the N −2 elements Chebyshev array are calculated. Secondly, based

on the requirement of the allowed variation, the last two zeros location are calculated.

In the end, the complete N weights are derived from the whole N−1 zeros. The details

of the algorithm are described below.
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Algorithm 1 Synthesis of Zero Placement Controlled Flat Top Beam Pattern

Require: Input(N, sll, bw, d, λ,δ)

N : Number of Antenna Elements

sll: Sidelobe Level

bw : Null to Null Mainlobe Beamwidth

d: Antenna Element Space

λ: Wave Length of Incident Signal

δ: Allowed Variation in the mainlobe beam

1: //Derive R0 for (N − 2) elements based on sll or bw

2: if sll! = null then

3: L = 10sll/20

4: R0 = cosh(acosh(L)
(N−3) );

5: else

6: R0 = cos( π
2(N−3)) · 1/cos(π

d
λ
· sin( bw

2
))

7: end if

8: //Find all zeros for Chebyshev sub-polynomial

9: for i in 1 to (N − 3) do

10: zi+2 ⇐ e
j·2·acos( 1

R0
cos(

(2i−1)π
2(N−3)

))

11: end for

12: //Find a proper controlling factor k based on allowed variation δ

13: k = 2(δ −
√
δ2 − δ)− 1

14: //Derive shape parameter kf for the second order Taylor expansion of Chebyshev

Response

15: kf = 2
√
R02−1

R0(N−3)

16: //Derive r0 for the broadening zero location

17: r0 = (1 + 1
4
(kkf ±

√
(kkf )2 + 8kkf )) · α

18: z1 ⇐ r0

19: z2 ⇐ −1

20: C(z)⇐
∏N−1

i=1 (1− ziz−1)

21: for i in 0 to N-1 do

22: w(i+ 1)⇐ coefficient of z−i

23: end for

For a N element Uniform Linear Array (ULA), there are total N − 1 zeros for

distribution. In steps 1 to 11, N − 3 zero are used to build the Chebyshev array using
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the SLL or Beamwidth constraints. The left two zeros are used for the broadening

effect. In steps 12-13, the controlling factor is decided, there is some flexibility for the

value of k and it depends on how much variation is allowed inside the main beam. In

steps 14-15, the second order Taylor expansion is used to approximate the Chebyshev

response, so that the broadening theory developed using the second order polynomial

could be used to calculate the shape parameter kf . Then in steps 17-18, the location

of the broadening zero r0 is derived. During implementation, an optional adjustable

factor α could be applied to r0 to compensate for the approximation error. In practice,

α = 0.9 gives a good matching result. In step 19, an extra zero is placed at (-1,0) to

balance the effect of r0 for remaining low SLL.

4.4 Numerical Simulation and Analysis

To verify the performance of the proposed ZPFT algorithm, two simulations are set

up for the comparison with two types of popular algorithms, window method and

numerical optimization method. The third simulation is to show the ripple effect of

the k factor and the easy steering of the flat-top main beam. The window method based

on FIR algorithm is popular due to its simplicity although not optimum[52] as it just

applies a window function to an ideal filter response to smooth out the transition band.

Recently, the convex optimization for beam pattern synthesis becomes more and more

popular with the readily available optimization packages like CVX [134]. When shaped

beam pattern synthesis is formulated as an optimization problem, the constraints on

the amplitude in the pass band is often non-convex. One of the most promising way

to apply convex optimization is to use the Semi-definite Relaxation (SDR) algorithm

which drops the rank one requirement of the correlation matrix to make it a convex

optimization program [135, 136, 137].

4.4.1 Lower SLL or Narrower Null to Null Beamwidth Com-

pared with Window Method

In the first simulation, ZPFT is compared with window method based on FIR and

Dolph-Chebyshev to demonstrate that ZPFT is able to deliver the same main beam

as the window methods but with much lower SLL or narrower null to null beamwidth.

A 7 elements ULA with flat-top beam pattern with -52dB SLL as designed in [112] is

used for comparison for FIR based algorithm. The design parameter is listed below in
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Table (4.1).

Table 4.1: Design Parameter for Simulation of Comparison with Window Method
Based on FIR

Parameter Name Value

N Number of Elements 7

bw Null to Null Beamwidth ≤ 120◦

sll Sidelobe Level ≤ −52dB

d Space between Element half wavelength

ξ Steering Direction 0

Fig. 4.4 shows the performance of the synthesized beam pattern following the

requirements in Table (4.1). ZPFT algorithm can be controlled by beamwidth or SLL.

Both methods are used in this simulation for comparison. It shows clearly that while

FIR algorithm used in [112] does make a flat-top beam pattern, the synthesized SLL

is around -52.7dB. In contrast, the proposed ZPFT algorithm by beamwidth gives a

much lower SLL of around -75dB with the same broadened flat-top main beam width

of 25◦, the same null to null beamwidth of 60◦ and a negligible ripple of 0.25dB as

shown from the zoomed view of the flat top pattern in Fig. 4.4. When SLL is a design

parameter, the proposed ZPFT algorithm by SLL gives the much narrower null to null

beamwidth of 102◦ with the same SLL level of around -52dB and the same flat-top

main beamwidth of 25◦. As for the Dolph-Chebyshev algorithm, although it achieves

the lowest SLL of around −110dB, it has no control of the beam pattern of the main

beam.

Table (4.2) shows the synthesized array using the 3 algorithms where ZPFT is

simulated twice with two different controlling parameter. The null to null beamwidth

controlled ZPFT is labled as ZPFT-bw while SLL controlled ZPFT is labled as ZPFT-

sll.
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Figure 4.4: Synthesized Beam Pattern Comparison between FIR, ZPFT and Dolph-
Chebyshev

Table 4.2: Synthesized ULA for Dolph-Chebyshev, FIR and ZPFT

Weight Dolph-Chebyshev FIR ZPFT-bw ZPFT-sll

1 1 -0.0345 1 1

2 5.7194 0 4.1955 3.9514

3 13.8972 0.2849 6.5144 6.1855

4 18.3554 0.4992 3.7567 4.2607

5 13.8972 0.2849 -0.8395 0.3377

6 5.7194 0 -1.8773 -1.1795

7 1 -0.0345 -0.6000 -0.4907

For the listed three algorithms, the parameter of the beam width and SLL are

interlinked and can’t be controlled independently. In the above simulation, the same

width of the flat main beam pattern is achieved for both FIR and ZPFT. But as

demonstrated, when null to null beamwidth is specified, ZPFT-bw gives much better

attenuation in the sidelobe which is around 22dB lower than the FIR algorithm. When
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the SLL is specified, ZPFT gives a much narrower null to null beamwidth which is

around 18◦ narrower. Although the Dolph-Chebyshev synthesized pattern has the

lowest SLL, it is not suitable for the intended usage where flat top beam pattern is

needed for robust beamforming to cater for DOA mismatch.

4.4.2 Faster Calculation Speed Compared with Numerical Op-

timization Method

The second simulation is set up to demonstrate that compared with the iteration

based global optimisation methods like SDR, the proposed ZPFT can deliver the same

optimal beam performance but with much lower computation complexity. The design

parameter is listed in Table (4.3).

Table 4.3: Design Parameter for Simulation of Comparison with SDR

Parameter Name Value

N Number of Elements 8

bw Null to Null Beamwidth 106◦

d Space between Element half wavelength

ξ Steering Direction 0

pr Passband Ripple ≤ 2dB

Fig. 4.5 shows the synthesized beam. The optimization objective is set to minimize

the stop band response and the pass band ripple is set to less than 2dB. ZPFT achieves

the same pass band performance. Only at the first sidelobe as shown in the zoomed

view in Fig. 4.5, ZPFT shows around 2dB lesser attenuation. But at the far end, it

achieves much better attenuation.

Table (4.4) shows the synthesized array with the two algorithm SDR and ZPFT.
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Figure 4.5: Synthesized Beam Pattern Comparison between SDR and ZPFT

Table 4.4: Synthesized ULA for SDR and ZPFT

Weight Semi-definite Relaxation ZPFT

1 -0.0321730 1

2 -0.1107191 4.94610614

3 -0.0667814 10.0811574

4 0.27006853 10.2004021

5 0.64181062 4.14318630

6 0.63031549 -1.2397797

7 0.30998210 -1.8366604

8 0.06326148 -0.5190451

With this comparable performance, ZPFT takes only 0.003 seconds. Compared

with 1.15 seconds of the SDR method, ZPFT runs 383 times faster than SDR in

an Intel Core i7 Windows laptop where CVX [134] 2.2 software is used for the SDR

implementation. This makes it suitable for real time applications as required in high
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speed rail scenario.

4.4.3 Impact of k Factor and Steering of Main Beam by Angle

Shift

The third simulation is set up to illustrate the effects of shape factor k on the flattened

pattern. To verify the impact of the controlling factor, a simulation for 8 elements

antenna with different controlling factor k is conducted. The design parameter is listed

below in Table (4.5)

Table 4.5: Design Parameter for Impact of Shape Factor k Simulation

Parameter Name Value

N Number of Elements 8

bw Null to Null Beamwidth 100◦

d Space between Element half wavelength

ξ Steering Direction 0

pr Passband Ripple ≤ 3dB

Fig. 4.6 shows the effect of k on the beam shape. It is clear that the higher the

value of k, the narrower the beam width. The broadening of the beam width comes

with a price of increased SLL. When k decrease from 10 to 0.5, the SLL increased from

-58dB to -50dB. From the zoomed view of the main beam in Fig. 4.6, it is clear that

when k is decreasing from 10 to 0.5, the ripple in the main beam increases from 0 to

3dB.

Since the ZPFT algorithm is directly working in the spatial angular domain, the

steering of the main beam becomes straight forward. It could be implemented by just

shifting the angle of the derived zeros. To illustrate the shifting capability, the design

parameter is listed below in Table (4.6)
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Figure 4.6: Beam Pattern Effect of Controlling Factor k

Table 4.6: Design Parameter for Main Beam Shifting Simulation

Parameter Name Value

N Number of Elements 20

bw Null to Null Beamwidth 50◦

d Space between Element half wavelength

ξ Steering Direction −15◦, 0◦, 15◦, 20◦

pr Passband Ripple ≤ 1dB

Fig. 4.7 shows the steering of the DOA of the synthesized 20 elements ULA with

the above parameter.

In practical scenario, a value of 1-3 would be recommended for k to get a flat top

beam pattern with pass band ripple less than 1dB. In this chapter, k = 1 is set for the

first simulation, while k = 2 is set for the rest of simulations.
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Figure 4.7: Main Beam Steering Control for ZPFT Algorithm

4.5 Summary

By breaking the array factor into two separate parts, a flat-top and narrow main

beam with low SLL could be synthesized directly in the Z domain. The beam width

requirement with low SLL is realized through the use of Dolph-Chebyshev array or other

suitable window methods. The flat-top constraints is realized through two reserved

zeros in the real axis where one of the zero is derived from the analysis of the broadening

effect of two quadratic functions and the other zero is placed for keeping the SLL

low. The simulation results confirm that ZPFT can achieve 22dB lower SLL while

maintaining the same main beam performance as compared with FIR method for a 7

elements ULA. It can achieve the same optimal performance as demonstrated by the

iteration based global optimisation techniques, with about 380 times less computing

time in an Intel Core i7 platform. ZPFT can steer the main beam easily in real time

by just doing an angle shift in the unit circle which makes it suitable for high mobility

application where the DOA is changing fast.
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Chapter 5

Adaptive Beamformer Design and

Implementation in Transportation

Market

5.1 Introduction

Adaptive Beamforming is a widely used technique in wireless communication [15],

acoustic sensors array [138], medical imaging [18] and other fields to improve signal

quality. The fundamental task of adaptive beamforming is to combine the output from

an array of spatially separated sensors in a way to minimize a predefined cost function

adaptively so that a particular performance criteria could be satisfied. Working as a

spatial filter, it can enhance signal from an interested look direction and reject noise

or interference from other directions. In intelligent transportation systems like HSR,

the high mobility creates unique challenges for the wireless communication [32]. The

time varying DOA [139] is a known issue that adaptive beamformer needs to tackle.

The rapid change of DOA in these kinds of scenarios put even higher demand on

the calculation speed for the adaptive beamformer. This chapter introduces a fast

Blocking Matrix generating algorithm named SZPA for GSC [140] adaptive beamformer

to improve the calculation speed. As a general Blocking Matrix generating algorithm,

the SZPA can be used for any GSC application.

As a widely used beamforming architecture, GSC has the benefit of converting a

constrained optimization problem to an unconstrained problem [5] while maintaining

the same performance as LCMV as proved in [141]. Thus many adaptive algorithm

like LMS, NLMS, RLS etc. could be directly applied in the noise cancellation path.
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The major components of a GSC beamformer include fixed beamformer, blocking ma-

trix, and adaptive controller. The fixed beamformer in GSC controls the quiescent

response. It could be implemented by many radiation pattern synthesis techniques like

Sample Matrix Inversion (SMI) and various iterative methods that are based on adap-

tive beamformer principle which includes Iterative Fourier Transform method [142, 16]

and the latest virtual jammer based methods [143]. The adjustable step size has been

investigated in [3] and the included references.

Blocking matrix is a critical component [140] for GSC beamformer which blocks out

the desired signals from being leaked to the cancellation path and thus being canceled

as interference. A systematic approach for deriving the blocking matrix has been

documented in [144]. As summarized in [39, p. 40], there are two major methods to

derive the blocking matrix. When the SOI is from the broadside or the received signal

from each sensor has been aligned to be synchronized towards the SOI, the blocking

matrix could be implemented as a simple Cascaded Differential Column (CCD) as

in the original GSC proposal by Griffths [140]. But its usage is limited to broadside

beamformer or systems that have delay adjustment for each sensor element. To support

beamforming towards arbitrary directions without pre-processing, SVD [145] based

method is normally used to get the null basis of the constraint matrix. But SVD

method is known to be computation intensive.

In scenarios like vehicle to roadside sensor communication where the DOA changes

rapidly, the signal cancellation caused by the DOA mismatch [146] becomes more se-

vere. Various Robust Beamforming Algorithms (RBF) has been investigated in the

past decades to address this issue. The RBF based on Diagonal Loading [147] reduces

the sensitivity to the SOI mismatch by adding a diagonal matrix to the covariance

matrix, which is equivalent to putting a quadratic inequality constraint on the weight

vector [45, p. 506]. But there is no systematic way for deriving the loading factor.

The more recent RBF based on Interference plus Noise Covariance (IPNC) Matrix Re-

construction algorithm address this issue by removing the SOI component from IPNC

matrix and make a better estimation of SOI based on Capon spatial spectrum weighted

reconstruction [148] or Maximum Entropy Power Spectrum (MEPS) weighted recon-

struction [92]. But it requires expensive matrix inversion and integration operation

and might not be suitable for the DOA rapid changing scenarios. The RBF based on

Derivative Constraint for the weight vector in the direction of SOI is first proposed

in [65] and proves to be effective. Later the derivative constraint concept is extended
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to GSC architecture by [149] which controls the flatness of the null in the blocking

matrix. Both methods require additional degree of freedom in the blocking matrix for

each derivative constraint put in. The other promising way is to increase the speed of

DOA estimation or tracking, and at the same time improve the calculation speed of the

weight vector. It would require the blocking matrix to be recalculated more frequently

to reduce the SOI mismatch.

So clearly there is a need to improve the blocking matrix generation speed in a

rapidly changing signal environment since every constraint angle change will trigger a

recalculation of the blocking matrix. As predicted in [149], the only requirement for

the blocking matrix is that the basis vectors need to be independent. Orthogonality

is not really necessary for the blocking matrix. So by relaxing on the orthogonality

requirement, the basis vectors for the blocking matrix could be found by methods other

than SVD.

In this chapter, a fast algorithm working in the Z domain that combines zero

placement generated polynomial and a simple linear independent sub-polynomials to

derive a set of null space vectors is proposed and simulated. The novelty of this new

algorithm is that it finds the null space basis vector directly in the Z domain with

polynomial methods. This eliminates the needs for null basis finding methods like SVD

which is known to be computation demanding. It achieves more than 9 times faster

speed with the same performance as SVD based methods. One additional advantage

for this new method is that it makes adding the derivative constraints at the DOA

straightforward, although it still requires extra degree of freedom as in [149].

The rest of the chapter is organized in 4 sections. After the problem and its context

are defined in section 5.2, the proposed solution is explained in section 5.3. Then

numerical simulation and analysis are presented in section 5.4. Finally, the section 5.5

summarize the proposed solution.

5.2 Problem Formulation

5.2.1 Vehicle to Roadside Challenge

A major challenge for making beamforming working properly in rapid changing sce-

narios like railway communication is its reduced coherence time as reported in various

channel modeling and experiments. In [150] coherence time of around 5-8 millisecond

is reported with a speed of around 60km/h. For explicit beamforming which requires
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more frequent channel sounding, various methods have been proposed in reducing the

overhead for transmitting the CSI. In [151], an analog channel estimator is proposed

to improve the channel sounding speed. But all these will increase the overhead and

reduce the bandwidth efficiency.

A typical scenario where a wireless base station deployed along the track side is

illustrated in Fig. 5.1. For situations like in HSR, where the train travels at speed

Figure 5.1: Base Station Installed along Track Side

as high as more than 320km/h [152] and the base station is just 5 meters away as

listed in [153], the peak angle change speed could be around 16◦ per millisecond. So

in less than one milli-second, although it is still within the coherence time around 1.4

milli-seconds according to the experiment and investigation in [153], the DOA change

could make beamforming degrade very significantly due to the angle mismatch. In

this scenario, the explicit channel sounding process becomes too slow and the outdated

channel information actually makes the beamforming performance worse. So every

time when the train passing by the base station the abrupt increase in DOA changing

speed will make the beamforming algorithm break if not handled properly. The smaller

cell size adopted in 5G and WiFi deployment makes the situation worse. In the cases

where cell size is around 150 meter or less, the performance drop might occur in a

frequency of every several milli-seconds.

To apply adaptive beamforming in this kind of scenario, the beamformer needs

to adjust its weight fast enough after getting an updated DOA. With deep learning

technology applied to DOA estimation [154], the speed and accuracy could be improved
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significantly. As for the beamformer weight update speed, although GSC is able to

automatically adapt to received data and form a null dynamically in the direction of

interference which is not specified inside the constraint, it takes many steps to converge.

But in many scenarios, especially high speed cases, it has limited time window to

converge to forming the null in the interference direction. As indicated in [155], when

the interference could be detected early, it is often better to put it inside the constraint

matrix so that the required attenuation is achieved without an adaptation process.

HSR scenario is a very good example of that.

A simplified system model illustrated in Fig. 5.2 shows the unique problem that

requires the beamformer to derive the weight vector fast and frequent when train

moving along the track and communicating with the base station.

Base Station

Train v
p

h

θ

Figure 5.2: DOA Change Effect for Vehicle to Infrastructure

In Fig. 5.2, the train moving along the rail with velocity v. The base station is

deployed along the road with a distance of h to rail. In actual case, there are multiple

base stations deployed along the road every several hundred meters as indicated in Fig.

5.1. Here only one is illustrated for clarity. The instantaneous DOA θ(t) at time t is

related to the v and the relative position in the road p(t) by the following equation:

p(t) = h tan(θ(t)) (5.1)

Taking derivative of (5.1), we can derive the instantaneous θ(t) changing speed in (5.2).

˙θ(t) =
v

h
cos2(θ(t)) (5.2)

It is clear from (5.2) that when train is near base station, θ(t) is small and the DOA

changes fast as illustrated Fig. 5.3. And the changing speed is inversely proportional

to the distance h as illustred in Fig. 5.4
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Figure 5.3: Angle Change Speed Spike when Passing By Base Station

Figure 5.4: Angle Change Speed Increases when Distance h Decreases

The Doppler shift induced by the high travelling speed could be mitigated by the

transmit beamforming as reported in [30] where multiple beams are formed and each

angle is compensated separately before transmitting out. But it doesn’t solve the rapid

DOA change problem. So the DOA change speed is a unique problem for vehicle to

road side scenarios when the distance h between the base station and the route is small.
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It could be around 1-10 meters which is much shorter than usual 5G base station to

vehicle.

5.2.2 GSC Architecture

A typical GSC beamformer is illustrated in Fig. 2.10. Here we highlight the blocking

matrix component B that our proposed algorithm aims to improve in green color in

Fig. 5.5. It consists of a fixed beamformer wf which controls the quiescent response

for input vector x from M receivers, a blocking matrix B which projects the input

vector x to the null space of the constraint matrix as vector u that is further adaptively

combined to produce the estimated interference ŷ for cancellation and an unconstrained

beamformer wa which is adaptively controlled through an adaptive algorithm block.

wf

B

−

wa adaptive alg

x d y

ŷ

u

Figure 5.5: Beamformer Implementation with GSC Structure

The blocking matrix B plays a critical role in mitigation of the signal cancellation

problem where any signal leaked through the lower path of the GSC will be treated as

noise and get cancelled through the adaptive algorithm. So when the DOA of incoming

input x changes rapidly, B also needs to be updated accordingly.

5.3 Proposed Solution

5.3.1 Simplifized Zero Placement Algorithm

Since any M − N independent vectors in the null space of CH span the whole null

space, it might be simpler to just find M −N vectors that satisfy equation (2.56). It

turns out to be straightforward when looking from this perspective. For weight vectors

bi that satisfies (2.56), their Z transform HB(z) could be separated into two parts.

The first one contains the zeros for all the constraints.

C(z) =
N∏
i=1

(1− ziz−1) (5.3)
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where N is the total number of constraints, zi represents the zero location of the spatial

frequency corresponding to the directions of interference and signals in the constraint

matrix. The full HB(z) then could be represented as

HB(z) = G(z)C(z) (5.4)

where G(z) represents the leftover M −N − 1 degree of polynomial. Since the signals

from the N constrained direction correspond to the N embedded zi in (5.4), any signal

from those directions will result in 0 output. So any valid G(z) would make HB(z) a

valid transform for vectors in null space of constraint matrix. So the task is simplified to

just choose M−N linearly independent polynomials to make up the null basis vectors.

And we can choose the simplest ones which is easy for hardware implementation and

guaranteed to be independent.

G(z) = {1, z−1, z−2, ... , z−(M−N−1)} (5.5)

Since the z−1 is just a delay operator, the M − N vectors that form the null basis is

just the M −N shifted version of the core vector that produces the zero response for

all the constraints. The algorithm is described as follows.

Algorithm 2 SZPA: Calculate zero location for B based on constraint matrix CMN

Require: M ≥ N

1: for i in 1 to N do

2: ξi ⇐ dsin(θi)
λi

//Convert to spatial frequency

3: zi ⇐ ej2πξi

4: end for

5: C(z)⇐
∏N

i=1(1− ziz−1)

6: for i in 1 to N do

7: h(i)⇐ coefficient of z−i

8: end for

9: for i in 1 to M-N do

10: B(:, i) = [zeros(i− 1, 1);h; zeros(M − 1−N − i, 1)]

11: end for

The shifting operation is equivalent to add additional zeros in the origin for the Z

transform. So effectively in step 10 we are getting all the required independent vectors
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in null space by a simple shifting operation. It is a very efficient and light operation.

To our best knowledge, it has not been reported in the literature before.

5.3.2 Derivative Constraint based Robust Beamforming

By constraints with the first, second or even higher derivative of the beam pattern

with respect to the DOA to zero, the beamformer can cater for larger signal DOA

mismatch [65, 138]. In the framework of GSC, the derivative constraint is enforced

in the noise cancellation path. By controlling the flatness of the null direction in the

blocking matrix, the signal cancellation could be made less sensitive to the angle change

in the vicinity of the SOI. This section looks the problem of derivative constraint in

the Z domain and gives the way to implement the derivative constraint in the proposed

SZPA algorithm.

The norm of G(z) is constant by choosing (5.5) as the left over polynomial. This

gives an additional advantage when investigating the beampattern of blocking matrix.

Combine (5.4) and (5.5), it is apparent that the beam pattern is totally controlled by

C(z) which in turn is determined by the zero placement location.

PB(z) = C(z)C∗(z) (5.6)

To find the beam pattern over the DOA, (5.6) can be evaluated over the unit circle:

PB(z)|z=ejξ =
N∏
i=1

(z − zi)(z − zi)∗

= 2N
N∏
i=1

(1− cos(ξ − ξi))

(5.7)

By taking the derivative with respect to ξ, we have:

dPB
dξ

= 2N
N∑
i=1

(sin(ξ − ξi)
∏
j!=i

(1− cos(ξ − ξj))) (5.8)

It is clear from (5.8) that for the first order derivative at ξi to be 0, at least one of ξj

needs to equal to ξi. This means that by putting two zeros at the specified location,

we can enforce their first derivative to be 0. And this will consume one more degree of

freedom as expected. Keep taking derivative over (5.8), it can be found that for higher

order of derivatives, we can just put more zeros to the specified location.
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A simple simulation could illustrate the idea better. Different number of zeros are

placed at a specific incoming angle 30◦ for a half wavelength spaced array, the power

transfer function is then calculated and illustrated in Fig.5.6.

Figure 5.6: Derivative Constraint and Number of Zeros Effect

In Fig. 5.6, it is clear that the pattern curve is flattened in the vicinity of degree 30◦

when derivative constraint is put on 30◦. The higher the derivative order, the flatter

the curve at the constrained angle. A side effect can be noticed in Fig. 5.6 is that the

derivative constraint put on angle 30◦ would create a steeper peak at angle −30◦. This

is an expected behavior according to (5.7). It becomes more obvious when viewed from

the Z plane as in Fig. 5.7 where the <(·) and =(·) indicates the real and imaginary part

of z respectively. When z moves around the unit circle, the norm |z − ξi| experience

the minimum of 0 at the zero location zi = ejξi and maximum at ej(ξi+π). For each

<(z)

=(z)

zi = ejξi

z

z −
z i

ξi

ξi + π

Figure 5.7: Each Zero Located at ξi Has a Corresponding Peak at ξi + π for the Norm
|z − ξi|

110



Chapter 5. Adaptive Beamformer Design and Implementation in Transportation
Market

zero placement of ξi, there is a corresponding peak at ξi + π. So for DOA of 30◦ , the

corresponding ξi is π
2
. The peak would appear at arcsin(−1

2
) which corresponds to

−30◦.

The side effect of peak doesn’t affect blocking capability since only the zero location

has the blocking capability. This makes adding the derivative constraint in SZPA a

straightforward step. The flatness of the nulls in the blocking matrix is controlled

by the duplication number of zeros. For making the beamformer robust against SOI

mismatch, we can just duplicate the required number of zeros when calculating the

blocking matrix in step 5 of SZPA.

5.4 Numerical Simulation and Analysis

The main advantage of this new blocking matrix calculation algorithm SZPA is its fast

computational speed for multiple constraints with no requirement on the pre-steering of

sensors. Simpler blocking matrix that acts as a high pass filter like CCD and its variant

[156, 139] requires pre-steering delay thus limited its usage. For scenarios that require

multiple constraint angles like in HSR scenario, no pre-steering GSC [157] should be

used where the Blocking Matrix is in the left null space of constraint matrix. So the

comparison is conducted with the SVD method denoted as normal GSC [39, p. 60].

Since the simulation is designed to show performance of Blocking Matrix generation,

any GSC algorithm like LMS GSC, NLMS GSC, Conjugate Gradient GSC [158] can

serve the purpose and the angles used in constraints matrix are assumed to be derived

by tracking or estimation through location aided scheme [159, 160] or other fast schemes

like deep learning algorithm [154] etc. In this simulation we choose NLMS as it makes

the selection of step size normalized and easy for comparison. With NLMS GSC chosen,

the performance comparison can be done just by swapping the generated Blocking

Matrix. Several simulations have been setup to demonstrate its effectiveness. The

results are obtained from three simulations. The first simulation is to show that the

calculation speed is substantially faster and insensitive to the number of constraints.

The second simulation is to show that the optimum state performance is unaffected by

using the SZPA generated blocking matrix. The third simulation is to show that the

learning speed is also not affected by using the SZPA generated blocking matrix.
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5.4.1 Calculation Performance Simulation

The blocking matrix B calculation time comparison is shown in Fig. 5.8. An ULA

with 20 antenna elements spaced at half carrier wavelength is simulated in a MATLAB

running on a Dell laptop with Intel i7 CPU. The angle of constraints increased from

1 to 15 for this antenna array which could happen in multiple user scenarios. The

calculation time is averaged over 20 times of running.

Figure 5.8: Blocking Matrix Calculation Time Comparison with Respect to Number
of Constraints

It clearly shows that the proposed algorithm has very stable performance over the

different number of constraints. In comparison, the calculation time for the SVD in

normal GSC increases linearly with the increased number of constraints. There are

two factors that limit the calculation speed for the normal GSC and give the SZPA

the calculation advantage. Firstly, the normal GSC requires to build the constraint

matrix from each of the specified angle and SZPA just needs to convert each specified

angles to spatial frequency. Secondly, the matrix inversion and SVD operation used to

find the null space basis are known to be expensive and SZPA replaces those expensive

operation with simple polynomial operation. While required time for SZPA increase

from 0.087ms to 0.168ms when constraints increased from 1 to 15, the SVD method
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used in normal GSC increase from 0.22ms to 1.541ms. So it is obvious that SZPA

calculation time is faster and insensitive to number of constraints. For 15 constraints,

the speed to calculate the blocking matrix using SZPA is more than 9 times faster than

Normal GSC. The required calculation time incremental for each additional constraint

with SZPA is only around 1
16

of SVD method.

5.4.2 Optimum Beam Pattern Performance Simulation

The beam pattern performance comparison is illustrated in Fig. 5.9. For clarity,

the scenario with two angles constraints is depicted for an 8 element ULA where the

desired signal is from 20◦, a constrained interference is from 40◦ and an unconstrained

interference is from 50◦.

Figure 5.9: Converged Beam Pattern Performance Comparison

The blocking matrix prevents the constrained signal from being leaked to the can-

cellation path thus there are nulls formed at 20◦ and 40◦. The overall converged beam

patterns confirm that the main beam is untouched and nulls are formed at the con-

strained interference direction 40◦ and unconstrained direction 50◦. The green dotted

lines show patterns for each vector of the normal blocking matrix. But vectors of the

SZPA blocking matrix are just shifted versions of each other, their amplitude response

is the same thus the blue pattern appears as only one track. The overall converged
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state beam pattern shows that both algorithms achieve exactly the same optimum

performance. This behavior is expected from (2.55). The difference in B will result in

different input for the unconstrained adaptive filter in the cancellation path. But the

adaptive process will reach different optimum value for thewa and finally the combined

effect for the cancellation path Bwa will be the same.

5.4.3 Learning Curve and SNR Performance Comparison

The Blocking Matrix generated by SZPA is not guaranteed to be orthogonal as com-

pared to SVD based normal GSC Blocking Matrix generation algorithm. To evaluate

the impact of the orthogonality in the adaptive speed of the noise cancellation path,

different step size for the NLMS with 0.001, 0.01, 0.1 is used for the simulation. QPSK

is used for the modulation scheme since it is the most basic QAM scheme which is

widely used in many wireless standards. The results are average of 20 times of run.

The simulation setup parameter is detailed in Table 5.1.

Table 5.1: Adaptive Speed Impact Simulation Setup

Parameters Value

Modulation Scheme QPSK

Number of Sensors 8

Desired Signal Angle of Arrival 30◦

Interference Angle of Arrival 60◦

Interference to Signal Ratio 35dB

Signal to Noise Ratio 20dB

Monte Carlo Simulation Runs 20

Adaptive Algorithm Used in GSC NLMS

Number of Samples Simulated 10000

Step Size used 0.001, 0.01, 0.1

The learning curve and Signal to Noise Ratio (SNR) for the same GSC beamformer

with Normal Blocking Matrix and SZPA Blocking Matrix is illustrated in Fig. 5.10

and Fig. 5.11.

It shows clearly in Fig. 5.10 that the learning curve is a typical NLMS algorithm

based learning curve. For different step size, the learning speed is the same for both
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Figure 5.10: Learning Curve Performance Comparison with Different Step Size

algorithm generated Blocking Matrix.

Figure 5.11: SNR Performance Comparison

From Fig. 5.11, it is clear that the SNR performance is also the same for both

algorithms under different step sizes. The step size is well known to have great impact
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on the adaptive speed and steady state SNR performance. As investigated in [161],

variable step size could achieve both fast speed and low steady state MSE. A variety of

Variable Step Size algorithm [3] could be employed to improve both performance. Since

the main objective for this chapter is on the blocking matrix generation algorithm, the

investigation on variable step size to achieve high learning speed and good performance

will not be in the scope of this chapter.

5.5 Summary

A simplified zero placement algorithm (SZPA) to generate the blocking matrix is pro-

posed and simulated. Working in the Z domain, the proposed SZPA is fast and also

straightforward to support derivative based robust beamformer algorithms. The nov-

elty of this new algorithm is that it finds the null space basis vector directly in the

Z domain with polynomial methods and simple shift operations. The simulation re-

sults confirm the effectiveness of the proposed method. It could be more than 9 times

faster than the conventional SVD based Normal GSC method for scenarios with 15

constraints and even more advantageous for more constraints. The optimum beam

pattern performance of the whole GSC using the Blocking Matrix generated by the

SZPA and SVD methods are the same. And from the simulation, the learning speed

characteristics is also not compromised. In conclusion, this fast blocking matrix gen-

eration algorithm is suitable for any scenario that requires multiple constraints and

frequent update like HSR train to infrastructure communication. It makes the real

time update for Blocking Matrix possible for HSR scenario so that the signal loss due

to DOA mismatch could be reduced.
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Conclusion and Future Work

6.1 Conclusion

Adaptive beamforming and switching in smart antenna system is investigated in this

dissertation with the focus in adaptive beamforming. GSC architecture is selected to

implement the adaptive beamforming algorithms due to its advantage of using uncon-

strained optimization algorithm in place of constrained optimization algorithm. The

three main component of GSC is then individually investigated to address unique chal-

lenge in high speed transportation market which has rapid DOA change and dynamic

channel characteristics.

A PSO based algorithm to generate colored Non-Gaussian noise that meets both

the requirements of PSD and PDF is proposed in chapter 3. The numerical simulation

result confirms its effectiveness. The benefit of this new method is that the complexity

of deriving the required pre-distortion for the filter is replaced with a simple PSO

search method. And once the required filter coefficients are found, the generation of

non-Gaussian noise could be done in real time by filtering and ITS. Compared to block

based methods or other analytical methods, it is more suitable for real time wireless

channel simulation. The limitation for the proposed method is that the inverse of

the required PDF needs to be available. Future investigation would be suggested

on the verification of the validity for various PDFs and PSDs that might be useful for

wireless channel gain simulation. The colored Non-Gaussian noise generation algorithm

proposed in chapter 3 provides a way to evaluate the performance of various adaptive

beamforming algorithms under different profiles of angle spread, delay spread and

Doppler spread which is still an active measurement, modeling and research area for

V2X scenarios.
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A fast algorithm to synthesize a data independent flat top beampattern named

ZPFT that makes use of Chebyshev window and Schelkunoff algorithm is proposed in

Chapter 4 which can achieve the same optimal performance as iteration based global

optimization method with much less computing time in the designed simulation. The

majority of the content is published in [2]. By breaking the array factor into two

separate parts, a flat-top and narrow main beam with low SLL could be synthesized

directly in the Z domain. The beam width requirement with low SLL is realized

through the use of Dolph-Chebyshev array or other suitable window methods. The flat-

top constraints are realized through two reserved zeros in the real axis where one of the

zero is derived from the analysis of the broadening effect of two quadratic functions and

the other zero is placed for keeping the SLL low. The simulation results confirm that

ZPFT can achieve 22dB lower SLL while maintaining the same main beam performance

as compared with FIR method for a 7 elements ULA. It can achieve the same optimal

performance as demonstrated by the iteration based global optimisation techniques,

with about 380 times less computing time in an Intel Core i7 platform. In the controlled

simulation, ZPFT synthesize the required beampattern in 3 milliseconds. Compared

with 1.15 seconds using the Semi-Definite Relax (SDR) method, it is clear that ZPFT

can steer the main beam easily in real time while the overall optimum state performance

remains the same by just doing an angle shift in the unit circle which makes it suitable

for high mobility application where the DOA is changing fast.

A fast algorithm named SZPA to generate the Blocking Matrix of GSC is detailed

in Chapter 5. The majority of the content is published in [1]. The proposed new

algorithm finds the null space basis vector directly in the Z domain with polynomial

methods and simple shift operations. The simulation results confirm the effectiveness

of the proposed method. It could be more than 9 times faster than the conventional

SVD based Normal GSC method for scenarios with 15 constraints and even more

advantageous for more constraints. The optimum beam pattern performance of the

whole GSC using the Blocking Matrix generated by the SZPA and SVD methods are

the same. And from the simulation, the learning speed characteristics is also not

compromised. In conclusion, this fast blocking matrix generation algorithm is suitable

for any scenario that requires multiple constraints and frequent update like HSR train

to infrastructure communication. It makes the real time update for Blocking Matrix

possible for HSR scenario so that the signal loss due to DOA mismatch could be

reduced.
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In summary, this thesis proposes a GSC structure of adaptive beamformer which

is suitable for high speed transportation market after incorporating two designed al-

gorithms: ZPFT and SZPA. To facilitate the simulation of adaptive beamforming

performance, an algorithm to generate colored non-Gaussian noise is also proposed.

6.2 Future Work

The work and algorithms derived from this thesis could be further enhanced in the

following aspects:

1. To explore the knowledge of constrained route in transportation market to im-

prove the speed and accuracy of DOA estimation,

2. To extend the SZPA and ZPFT to non-uniform distributed array,

3. To extract random variable characteristics from field wireless sounding measure-

ment result to simulate various scenarios in railway wireless communication.

6.2.1 Further Explore the Knowledge of Constrained Route

As the estimated DOA is still needed for steering the main beam in the proposed GSC

structure, a faster and more accurate DOA estimation would be helpful. The algo-

rithm proposed in 2.5.2 using Kalman algorithm to fuse multiple sensors is simplified

for illustration of concept only. It could be further explored with the help of the pre-

defined constrained route. It can be further improved with more state variables like

accelerator,Global Positioning System (GPS) sensor etc. which are also available in

modern train or car.

One of the challenges for the Kalman filter assisted algorithm is the parameter

setting for the measurement noise and process noise. In many implementation, the

measurement noise is set arbitrarily [162]. In the rail way context, there is no proven

algorithm to set them in an optimum way. Yet they have a big impact on how Kalman

filter performs. More work needs to be done to improve the Kalman filter model.
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6.2.2 Extend the SZPA and ZPFT Algorithm to Non-Uniform

Distributed Scenario

The Zero Placement based algorithms SZPA and ZPFT could be further extended to

non-uniform distributed AE scenario where each AE could have an correction factor

to match to the uniform distributed case as discussed in this dissertation.

Even in ULA, the calibration error and component variance will cause some level of

perturbation on the actual AE location. This non-uniformity will cause DOA mismatch

if not being taken into consideration. The impact is analyzed in [45, p 1091].

6.2.3 Use the Right Random Variable Profile for Fast Railway

Wireless Communication Simulation

The Non-Gaussian Colored noise generation algorithm proposed in chapter 3 could

be used for wireless communication simulation with various adaptive beamforming al-

gorithms. In stochastic modeling, the wireless channel gain random variable carries

information about the profile of delay spread, angle spread and Doppler spread. With

different measurement conducted by various projects [163, 164, 165], the random vari-

able model could be established and the proposed algorithm could be used for fast

wireless channel simulation so that different adaptive beamforming algorithm could be

verified in different scanerio.
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Abbreviations

AD/DA Analog/Digital and Digital/Analog Converter.

AE Antenna Element.

AP Access Point.

APA Affine Projection Algorithm.

AWGN Additive White Gaussian Noise.

BER Bit Error Rate.

BLUE Best Linear Unbiased Estimator.

BPSK Binary Phase Shift Keying.

BSS Blind Source Separation.

C-V2X Cellular Vehicle to Everything.

CCD Cascaded Differential Column.

CDF Cumulative Distribution Function.

CLT Central Limit Thereom.

CMA Constant Modulus Algorithm.

CPFSK Continuous Phase Frequency Shift Keying.

CSI Channel State Information.

CSIT Channel State Information at the Transmitter.

CSMA/CA Carrier Sense Multiple Access/Collision Avoidance.

CVSS Cyclic Variable Step Size.
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Abbreviations

DBF Digital Beamforming.

DCF Distributed Coordination Function.

DIFS Distributed Coordination Function (DCF) Interframe Space.

DMI Direct Matrix Inversion.

DOA Direction of Arrival.

ESPRIT Estimation of Signal Parameters by Rotational Invariance Techniques.

EVM Error Vector Magnitude.

FIR Finite Inpuse Response.

FPGA Field Programmable Gate Array.

FSK Frequency Shift Keying.

GPS Global Positioning System.

GSC Generalized Sidelobe Cancellation.

HSR High Speed Rail.

ICA Independent Component Analysis.

IOT Internet of Things.

IPP Industrial Post-graduate Program.

IQ In-phase and Quadrature component.

ITS Inverse Transform Sampling.

LCMV Linear Constraint Minimum Variance.

LMS Least Mean Square.

LP Linear Programming.

LS Least Square.

MEPS Maximum Entropy Power Spectrum.
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Abbreviations

MIMO Multiple In Multiple Out.

MinMax Minimum Maximum.

MMSE Minimum Mean Square Error.

MPDR Minium Power Distortionless Response.

MRC Maximum Ratio Combining.

MSE Mean Square Error.

MU-MIMO Multiple User Multiple Input Multiple Output.

MUSIC MUtiple SIgnal Characterization.

MVDR Minimum Variance Distortionless Response.

NDP Null Data Packet.

NLMS Normalized LMS.

NR-V2X New Radio Vehicle to Everything.

OFDM Orthogonal Frequency Division Mutiplexing.

PA Power Amplifier.

PCA Principle Component Analysis.

PDE Partial Derivative Equation.

PDF Probability Density Function.

PSD Power Spectral Density.

PSK Phase Shift Keying.

PSO Particle Swarm Optimization.

QAM Quadrature Amplitude Modulation.

QPSK Quadrature Phase Shift Keying.

RAB Robust Adaptive Beamformer.
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Abbreviations

RF Radio Frequency.

RLS Recursive Least Square.

RV Random Variable.

SD Steepest Descent.

SDA Signed Data Algorithm.

SDMA Space Division Multiple Access.

SDR Semi-Definite Relax.

SEA Signed Error Algorithm.

SINR Signal to Interference and Noise Ratio.

SISO Single Input Single Output.

SLL Sidelobe Level.

SMI Sample Matrix Inversion.

SNR Signal to Noise Ratio.

SOI Signal of Interest.

SVD Singular Value Decomposition.

SZPA Simplifized Zero Placement Algorithm.

TTD True Time Delay.

UCA Uniform Circular Array.

ULA Uniform Linear Array.

V2I Vehicle to Infrastructure.

V2X Vehicle to Everything.

VGA Variable Gain Amplifier.

WRM Weighted Residual Method.

ZPFT Zero Placement Flat Top.
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