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Abstract 

Healthcare organisations today rely heavily on Electronic Medical Records systems (EMRs), 

which have become highly crucial IT assets that require significant security efforts to safeguard 

patients’ information. Individuals who have legitimate access to an organisation’s assets to 

perform their day-to-day duties but intentionally or unintentionally violate information security 

policies can jeopardise their organisation’s information security efforts and cause significant 

legal and financial losses. In the information security (InfoSec) literature, several studies 

emphasised the necessity to understand why employees behave in ways that contradict 

information security requirements but have offered widely different solutions.  

In an effort to respond to this situation, this thesis addressed the gap in the information security 

academic research by providing a deep understanding of the problem of medical practitioners’ 

behavioural justifications to violate information security policies and then determining proper 

solutions to reduce this undesirable behaviour. Neutralisation theory was used as the theoretical 

basis for the research. This thesis adopted a mixed-method research approach that comprises 

four consecutive phases, and each phase represents a research study that was conducted in light 

of the results from the preceding phase. 

The first phase of the thesis started by investigating the relationship between medical 

practitioners’ neutralisation techniques and their intention to violate information security 

policies that protect a patient’s privacy. A quantitative study was conducted to extend the work 

of Siponen and Vance [1] through a study of the Saudi Arabia healthcare industry. The data 

was collected via an online questionnaire from 66 Medical Interns (MIs) working in four 

academic hospitals. The study found that six neutralisation techniques—(1) appeal to higher 

loyalties, (2) defence of necessity, (3) the metaphor of ledger, (4) denial of responsibility, (5) 

denial of injury, and (6) condemnation of condemners—significantly contribute to the 

justifications of the MIs in hypothetically violating information security policies.  

The second phase of this research used a series of semi-structured interviews with IT security 

professionals in one of the largest academic hospitals in Saudi Arabia to explore the 

environmental factors that motivated the medical practitioners to evoke various neutralisation 

techniques. The results revealed that social, organisational, and emotional factors all stimulated 

the behavioural justifications to breach information security policies. During these interviews, 

it became clear that the IT department needed to ensure that security policies fit the daily tasks 



 
 

of the medical practitioners by providing alternative solutions to ensure the effectiveness of 

those policies.  

Based on these interviews, the objective of the following two phases was to improve the 

effectiveness of InfoSec policies against the use of behavioural justification by engaging the 

end users in the modification of existing policies via a collaborative writing process. Those two 

phases were conducted in the UK and Saudi Arabia to determine whether the collaborative 

writing process could produce a more effective security policy that balanced the security 

requirements with daily business needs, thus leading to a reduction in the use of neutralisation 

techniques to violate security policies. The overall result confirmed that the involvement of the 

end users via a collaborative writing process positively improved the effectiveness of the 

security policy to mitigate the individual behavioural justifications, showing that the process is 

a promising one to enhance security compliance.   
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 : Introduction 

The healthcare sector in Saudi Arabia is one of the largest healthcare industries in the Middle 

East [2]. The World Health Organisation (WHO) ranked the Saudi healthcare system 26th out 

of 191 countries, even ahead of the Canadian (30th) and Australian (32nd) health care systems 

[3]. This sector has received significant investments in human and technical resources from the 

Saudi authorities, which has led to the expansion and development of healthcare services across 

the country. Hence, like any other development project, adopting and implementing Healthcare 

Information Systems (HIS) and associated Information Technology (IT) solutions comes with 

challenges. Among these challenges, the priority is ensuring the security and privacy of the IT 

assets that handle, transmit, and process medical records. To ensure that these IT assets are 

protected, healthcare organisations adopt information security standards that require the 

organisation to implement various information security controls and best practices.  

These security requirements are reflected in Information Security Policies (InfoSec), and 

compliance with these policies is mandatory for all healthcare personnel. This research focuses 

on information security policies violation in organisations, specifically in the healthcare 

industry. The work investigates the extent to which (a) neutralisation theory can explain health 

practitioners’ decisions to violate security policies; and (b) a collaborative policy editing 

technique can be used to mitigate the rationalisations proposed by practitioners when violating 

policies. This research has four major studies, and data collection was from respondents in 

Saudi Arabia and the United Kingdom.  

This chapter presents the study’s research background and the author’s motivation to conduct 

the research and formulate the thesis questions and statement. It is divided into seven sections 

and organised as follows: Section 1.1 presents a brief background of the research and the impact 

of individuals’ information security non-compliance on the organisational effort to protect its 

IT assets, specifically in the healthcare industry. Section 1.2 presents a rationale for adopting 

neutralisation techniques, a theoretical basis for understanding medical practitioners’ tendency 

to justify non-compliance with the information security policies. Section 1.3 presents the thesis 

statement.  Section 1.4 illustrates the research questions that guide this work. Section 1.5 

discusses the research contributions. Section 1.6 introduces a list of key terms. 

 Background 

Information privacy in the healthcare industry has been defined as “the ability of health care 

employees to control Electronic Health Records (EMR) during collection, maintaining the 
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accuracy of EMR during manipulation, ensuring the confidentiality of EMR during transferring 

and understanding the duration of EMR retention in the organisation” [4]. Securing sensitive 

patient information against privacy breaches is essential because any leakage of this 

confidential information could harm both the patient and the organisation. For an employee 

involved in the disclosure of confidential patient information, either intentionally or 

unintentionally, the breach may lead to termination, loss of health insurance, charges of identity 

theft and, at the least, embarrassment. Simultaneously, the healthcare organisation may suffer 

from loss of reputation and income and incur penalties demanded by regulators and lawsuits 

[5].  

In an effort to preserve EHR integrity, confidentiality, and availability, many countries have 

developed security laws and require compliance from all health care parties that store, process, 

and exchange EHR electronically [4][6][7]. Examples include the Health Insurance Portability 

and Accountability Act of 1996 (HIPAA) in the US, the Personal Information Protection and 

Electronic Documents Act 2000 (PIPEDA Act) in Canada, the General Data Protection 

Regulation (GDPR) in Europe, the Personal Data Protection Act (PDPA) in Malaysia, and the 

Ley de Proteccin de Datos law in Spain [7][8]. Saudi Arabia currently lacks specific laws 

addressing information privacy, apart from some items and articles scattered among several 

regulations, such as those found in the 1996 Statute of Government (Royal Decree) or the 2007 

Communications Law from the Saudi Ministry of Communications and Information 

Technology (MCIT), which aims to ensure the security of information exchange over public 

networks. Thus, many organisations in various Saudi industries have adopted different privacy 

and security regulations and standards from other countries to protect the confidentiality of 

their information. For example, many hospitals in Saudi Arabia adopted the US Privacy 

Protection Regulation (HIPAA) to deal with privacy issues[9].    

Information security threats can originate from external sources, including intruder and hacker 

attempts, malware, spyware, or virus attacks, or internal actions such as employees’ intentional 

or unintentional behaviour due to ignorance and curiosity, or password misuse [10].  From the 

IT perspective, insider threats are individuals who have legitimate access to an organisation’s 

IT assets but do not adhere to information security policies and procedures accidentally or 

intentionally [11] [12]. Organisations develop Information Security Policies (InfoSec) to guide 

employees to behave safely while carrying out their tasks using the organisation’s information 

systems [13]. These InfoSec policies explain an employee’s expected security roles and 

responsibilities and the consequences associated with violating them [14].  



3 
 

Despite an organisation’s efforts to establish a robust information security department to 

protect its IT assets by adopting best security practices, which include implementing 

technological measures and developing related security policies, individuals’ non-compliance 

behaviour may render these efforts unsuccessful [15]. Several security scholars and reports 

stated that employee behavioural violations of information security measures are considered 

the weakest part of an organisation’s IT defence structure [16][17]. The 2016 report issued by 

the European Union Cybersecurity Agency (ENISA) ranked the three top security incidents by 

insiders as follows: privileges abuse (60%), poor handling of data (13%) and use of non-

approved hardware (10%). According to the Insider Threat Report, 2019 [18] it stated that 

carless individuals cause most of the security incidents that lead to accidental data leakages 

(70%), and (66%) of organisations believed that employee’s non-compliance with information 

security policies was a primary concern for a data breach.    

A recent report 2020 by ENISA [19] stated that the security incidents caused by insiders were 

responsible for (65%) of the damages to organisations’ reputation and the financial losses of 

such security incidents cost the organisation on average around €11,45 million per year.  In 

healthcare, abuse of security privileges and unauthorised access are common types of internal 

threats in which an employee causes a privacy breach by disclosing patient sensitive 

information [20]. According to the Verizon 2020 Data Breach Investigation Report (DBIR) 

[21], there were 32,002 security incidents during that year, 3,950 of which disclosed data. There 

were approximately 798 security incidents with 521 confirmed data breaches in the healthcare 

industry in 2020, versus 304 in the 2019 DBIR report; insiders committed 48% of these data 

breaches, placing the healthcare sector ahead of other industries in the US invulnerability to 

insider threats [21]. For instance, several celebrities such as pop singers (e.g. Britney Spears), 

politicians (e.g. Gordon Brown, a former UK prime minister), and movie actors (e.g.Farrah 

Fawcett) have been victims of unauthorised access to their medical records. This sensitive 

information has been disclosed to the media by medical practitioners or hospitals’ staff without 

a patient’s consent. For instance, in 2007, actress Farrah Fawcett received cancer treatment at 

the University of California Los Angeles (UCLA) Medical Center. She was embarrassed when 

her medical condition was revealed publicly in the tabloids before telling family and close 

friends. The information source was a medical practitioner at UCLA, who sold her information 

to the media for $4,600. The data breach’s consequences damaged the hospital’s reputation and 

forced UCLA to pay a massive settlement to the actress. Also, the medical practitioner’s service 

was terminated and accused of a privacy breach [22]. 
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Information systems literature has extensively investigated the factors that influence employee 

behaviour towards violation of or compliance with InfoSec policies and has suggested various 

technical and non-technical solutions to mitigate these problems [23]–[27]. In an effort to 

improve individual compliance and reduce undesirable behaviours, information security 

scholars have offered a wide variety of studies incorporating theories from sociology, 

criminology, psychology, and other disciplines to achieve a deeper understanding of the drivers 

of non-compliance with information security [28][29]. In this area, several security researchers 

have argued that employees often utilise moral cognition or neutralisation techniques to 

diminish the impact and consequences of punishment, guilt, policy and law enforcement, or 

shame when they intend to commit computer abuse or violate security [30]–[33].  

Sykes and Matz [34] introduced the concept of “techniques of neutralisation” in the field of 

criminology to understand juvenile delinquency. According to Rogers and Buffalo [35], 

neutralisation is “a method whereby an individual renders behavioural norms inoperative, 

thereby freeing himself to engage in behaviour which would otherwise be considered deviant.” 

The theory postulates that offenders employ one or more cognitive techniques as defence 

mechanisms to justify their deviant behaviour prior to or after they commit a crime, thereby 

convincing themselves that their deviant behaviour is acceptable, regardless of social norms 

[31].  In their original work, Sykes and Matza proposed five neutralisation (rationalisation) 

techniques that juvenile criminals may use to justify their deviant behaviour: denial of 

responsibility, denial of injury, denial of a victim, condemnation of the condemners, and appeal 

to higher loyalty. Other criminologists extended Sykes and Matza’s work adding additional 

techniques such as the metaphor of the ledger [36], the defence of necessity and claim of 

entitlement[37],  the claim of normalcy [38], and justification by comparison [39]. 

Previous IS research has demonstrated that employees may also employ neutralisation 

techniques when explaining violations of security policies [18] [31][32][1]. When an employee 

violates an organisation’s policy, they may defend their non-compliant behaviour by providing 

justifications. Thus, neutralisation offers a set of cognitive strategies that individuals may use 

to excuse themselves and explain why they intend to commit a violation of an information 

security policy. This research, therefore, adopts neutralisation techniques as a theoretical lens 

for interpreting the non-compliance intentions of medical practitioners toward information 

security policies and investigates the relevant situational and environmental factors that 

motivate individual justifications of their violations of information security policy in a 

healthcare environment. In this research, we explored from a psychological perspective what 
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justifications might cause an employee not to comply and what motivations can lead them to 

adopt such justifications for breaking regulations and policies. By doing so, we can discover 

how to overcome these behavioural justifications by enhancing the InfoSec policies and the 

related security and privacy awareness programs within healthcare organisations. This socio-

technical approach investigates the problem of information security policies violation in the 

context of neutralisation techniques.   

 Motivation  

This multimodal research was mainly conducted in academic hospitals in Saudi Arabia using 

medical interns as a target sample and partly at the University of Glasgow. We chose medical 

interns because they are authorised individuals with full access privileges to a patient’s health 

information. At the same time, those junior doctors may be considered vulnerable to security 

breaches due to their limited background in information security and ethical expertise in the 

field.  

This research provides a better psychological understanding of the reasons behind security and 

privacy violations from such medical practitioners as medical interns and how to mitigate such 

behaviour. We believe an organisation can strengthen its information security management by 

paying more attention to the behavioural reasons and justifications users offer for taking actions 

that violate InfoSec policies. We use neutralisation techniques as a theoretical basis to predict 

privacy safeguard breaches and to identify the insights such breaches offer to the design of 

more effective safeguards. In this light, we investigated the situational and environmental 

factors that led the medical interns to justify their InfoSec violation and identify the impacted 

policies of such misbehaviour.  

As a result of this research, we proposed the collaborative writing of security policies as a 

communication channel between the policymakers and InfoSec policies audiences to enhance 

the effectiveness of the information security policies, which can reflect the end user needs and 

concerns. Thus, we assume that considering the perceptions of end users during policy 

development via a collaborative writing process can positively impact the medical end user’s 

behaviour, increase their engagement in security practices, and reduce their intention to justify 

their violations of InfoSec policies. This approach can also indirectly increase the end user’s 

awareness of the risks and consequences of this misconduct, as it allows them to discuss, 

update, and reflect on their perceptions to mitigate an InfoSec issue related to human behaviour. 
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Thus, this research can improve current security policies’ effectiveness to counter the employee 

justifications to violate InfoSec policies and compromise patient privacy.  

 Thesis Statement 

This research examines the role of neutralisation techniques used to violate InfoSec policies 

and proposes a collaborative writing process to enhance InfoSec policies’ effectiveness. 

Therefore, the thesis statement for this research is as follows: 

“Healthcare organisations can strengthen their information security policies to protect against 

behaviours by medical practitioners that may unintentionally violate patient privacy. We argue 

that neutralisation techniques provide an explanatory basis for predicting medical practitioners’ 

intent to violate hospital information security policies. We propose that engaging end user 

perception through a collaborative writing process during the security policy development 

phase could produce more effective information security policies against medical practitioners 

justifications for non-compliance.” 

Addressing this thesis statement will allow healthcare organisations to determine the impact of 

neutralisation techniques on current information security policies and procedures. Also, 

addressing the root causes driving these behavioural justifications can provide IT policymakers 

with a better understanding of privacy breaches problems as well as help them develop 

solutions to mitigate them. Additionally, incorporating end-user perception during the InfoSec 

policy development process can mitigate the end-users case of non-compliance. 

 Research Questions  

The following research questions follow   from the above thesis statement: 

Research Question 1 (RQ1): What is the association between neutralisation techniques and 

the intention of medical interns to violate InfoSec policies?  

Research Question 2(RQ2): What drives behavioural justification among medical 

practitioners to violate information security policies in healthcare organisations? 

Research Question 3 (RQ3): To what extent does the engagement of the perception of the 

end-user during information security policy development via a collaborative writing process 

increase the effectiveness of the InfoSec policies to mitigate the role of neutralisation 

techniques?   
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 Purpose and Contribution 

This dissertation makes novel contributions to the existing information security literature 

regarding the understanding and mitigation of the IT risks related to an employee’s non-

compliance intentions regarding InfoSec policies. It aims to investigate and understand the 

impact of the justifications of medical interns on violating the InfoSec policies that protect 

privacy in the healthcare industry. Thus, this thesis makes the following contributions to 

research that include: 

• Extending the IS literature of neutralisation theory’s role in a healthcare setting to 

predict a medical practitioner’s violation of the security policies that protect patient 

privacy. 

The quantitative part of this study was conducted in three academic hospitals in Saudi 

Arabia. It extended the seminal work of Siponen and Vance [1], and responded to Willison 

and Warkentin’s [40] call to evaluate the impact of neutralisation techniques on individual 

behaviour concerning information security in various cultures and contexts.  

This study provides two novel contributions: (1) the application of neutralisation theory in 

a healthcare context to predict cognitive justification strategies that may lead to the intention 

to violate information security policies and privacy safeguards in countries like Saudi 

Arabia. (2) The provision to IT decision-makers in the field of information technology in 

healthcare organisations, specifically in Saudi Arabia, with evidence to monitor the impact 

of neutralisation techniques on employees’ non-compliance with the security requirements 

to improve their efforts to enhance information security policies and privacy awareness 

programs.  

This study is based on a theoretical model that serves as a starting point for the research to 

establish data collection on the association between neutralisation theory and its role in 

anticipating employee justification for non-compliance with InfoSec policies. This study 

constitutes the first phase of this research and is explained in detail in Chapter Four. 

• Identifying the organisational and individual factors that motivate medical 

practitioners to justify their violations of the information security policies that may 

lead to privacy breaches. 

An exploratory qualitative study of information security policies was conducted in one of 

the largest hospitals in Saudi Arabia. It contributes to the research body by acquiring and 
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understanding the various challenges that affect information security management in a 

healthcare context. An in-depth analysis of a series of semi-structured interviews was 

conducted with 28 medical interns and eight IT department employees. The results revealed 

many social, organisational, and operational factors that motivate medical interns to invoke 

neutralisation techniques to overcome feelings of guilt or shame when violating InfoSec 

policies that cause a breach to patient privacy. This study is the second phase of this 

research, and Chapter five explains it in more detail.  

• Designing a framework that integrates the employee’s perception during the 

developing process of the InfoSec policies to mitigate neutralisation techniques via a 

collaborative writing process. 

An action research study was conducted and intended to demonstrate our proposed approach 

to developing InfoSec policies that can reduce an individual’s propensity to adopt 

neutralisation techniques. This study contributes to the body of knowledge in three ways. First, 

it evaluates the effectiveness of engaging end-user perceptions via a collaborative writing 

process to identify, assess, and analyse an organisation’s current information security policies 

to counter the consequences of violating InfoSec policies via neutralisation techniques.  

Second, it provides the IT department with a framework to identify weaknesses in existing 

security controls and procedures. Therefore, this study assists IT professionals in implementing 

information security policies and controls that are most appropriate for the healthcare 

organisation and its complex work environment. Third, the collaborative writing process 

indirectly helps to increase awareness of information security during a discussion of the 

consequences of justifying non-compliance with InfoSec policies. These participants were 

taking on IT department roles to find solutions to an information security problem in an attempt 

to develop a solution based on their understanding of the business context. 

 Key Terms and Definitions 

Information Security Policy: a document that contains the appropriate behaviours that the 

organisation wishes from individuals when using its technological assets and information 

resources. Also, it outlines a set of security roles, strategies, and responsibilities that the 

organisation needs to protect these IT resources [13]. 

Information security policy compliance behaviour: predefined security activities and 

practices that individuals in the organisation must adopt in order to ensure that security 

requirements are met. 
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Privacy breach: a “situation where personally identifiable information is processed in 

violation of one or more relevant privacy safeguarding requirements” [41]. 

Information security policy violation:  individual behaviour that contradicts the predefined 

behaviours in organisations’ information security policy [42]. 

Neutralisation: “a method whereby an individual renders behavioural norms inoperative, 

thereby freeing himself to engage in behaviour which would otherwise be considered deviant.” 

[35]. 

Denial of injury: it is a neutralisation techniques where the offender considers that the 

outcome of his/her potentially deviant action is harmless. Thus, he/she expresses no concern 

of the fact that anyone could get harmed severely if he/she engages in that act [34]. 

Denial of responsibility: the core principle of this Neutralisation technique is that the offender 

refuses to accept the blame for his/her deviant behaviour and redirect the responsibility of the 

action in question to an alternative source. In this case, the offender might claim that his/her 

deviant behaviour had occurred by accident or due to the lack of control [34] 

Appeal of Higher loyalty: the offender employed this neutralisation technique in order to 

escape a dilemma that forces him/her to choose between confrontation of small group interests 

such as friends, family members, etc. or violating a law [34]. 

Defence of Necessity: the offender argues based on the idea that nobody should feel shame or 

guilt if the situation requires an act that can result in breaking the rules[37] 

Everybody Else is doing it: It is a neutralisation technique where the perpetrator claims that 

the action in question is common across the close group or community, so there is no need to 

feel guilty or ashamed [43]. 

Effectiveness: a state where a security measure reach a specific degree of success [44]. 

  Thesis Structure 

Figure 1.1, presents an overview of the chapters and their relationships. The rest of this thesis 

is organised as follows: 

Chapter 2: This chapter highlights a gap in the information security research by examining the 

relevant information systems literature regarding the impact of neutralisation techniques on 

information security management and privacy protection in the healthcare industry. This 

chapter reviews the role of neutralisation techniques in criminology and information security 
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and provides a theoretical basis for improving InfoSec policies to reduce individual 

justifications for violating such policies. 

Chapter 3: This chapter presents the research approaches and methods utilised to construct 

this thesis and how they helped address the research goals and questions. It describes a mixed-

methods approach that includes a description of both the quantitative and qualitative aspects of 

this study.  

Chapter 4: This study was conducted in several academic hospitals in Saudi Arabia and 

focused on medical interns as the target sample. It introduces the result of an empirical study 

about the role of neutralisation techniques to predict intentions to violate information security 

policies and breach patient privacy and used a quantitative method (e-survey) to explore the 

core association between theory and the intentions of the target group toward security policy 

violation. This chapter addresses the first research question. 

Chapter 5: This chapter addresses research question 2 by investigating the antecedent factors 

that motivate medical interns to invoke neutralisation techniques to justify non-compliance 

with InfoSec policies that protect patient privacy. A qualitative study using a series of 

interviews was conducted with several security experts in the IT department and more than 20 

medical interns in one of the largest hospitals in Saudi Arabia. The interviews covered five 

areas: (1) InfoSec policies development, (2) InfoSec policies awareness/training, (3) InfoSec 

policies implementation, (4) InfoSec enforcement, and (5) InfoSec incident reporting. The 

interview results revealed that many organisational and social factors drive interns to justify 

their InfoSec violations. Therefore, it was decided to focus first on increasing the effectiveness 

of InfoSec policies to counteract neutralisation techniques by incorporating end user 

perceptions to update existing policies through a collaborative writing process. 

Chapter 6: This chapter addressed research question 3 by conducting a focus group study with 

several groups of students at the University of Glasgow. The purpose of this experiment was 

to evaluate if the effectiveness of InfoSec policies could be improved by integrating end users’ 

perceptions to mitigate neutralisation techniques via a collaborative writing process. The study 

findings showed that such engagement would support the IT department’s efforts to produce 

and implement more effective InfoSec policies and controls, which could play an essential role 

in countering end user tendency to justify non-compliance behaviour.  

Chapter 7: This chapter describes a study in one of the largest hospitals in Saudi Arabia, 

essentially replicating the study in chapter 6 but inside a healthcare environment. Thus, it 
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increases generalizability and provides more insight into the intervention evaluation to mitigate 

neutralisation techniques. This chapter provides answers to research question 3 and reveals that 

engagement of end user perception can provide a useful basis in IT management efforts to 

mitigate and reduce InfoSec audiences’ tendency to justify their non-compliance behaviour. 

Chapter 8: This final chapter provides a summary of the main results and conclusions of the 

study, as well as providing descriptions of the limitations, challenges, and directions for future 

work.  
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 : Literature Review 

This chapter provides a theoretical background for the dissertation by reviewing the relevant 

literature in information security policies compliance and covers four main areas in information 

security and privacy. This chapter is essential to understand the personal justifications from the 

standpoint of criminology and information security non-compliance. Also, it introduces the 

current counter neutralisation approaches in the information security field and the degree that 

these approaches are practical to mitigate individual justification to violate information security 

policies. The chapter introduces general terms related to health security and presents the role 

of information security policies to protect information and IT assets in organisations. Next, it 

introduces the overview of the information security policies compliance related to the 

behavioural security risks, security policies development processes, quality, and effectiveness. 

Finally, the chapter outlines the influence of neutralisation techniques on individual 

information security policies violations. 

This chapter is divided into four main sections and a summary. Section 2.1 introduces the 

scoping review method to review the information security literature and explore the theories 

and related studies applied to investigate information security behavioural violations of the 

insiders. Section 2.2 the health information systems definitions and roles, explores Electronic 

Medical Records (EMRs) systems, discusses information security management systems, and 

presents an overview of security definitions, concepts, and related security standards. Section 

2.3.1 discusses privacy in the healthcare context and its associated concerns, risks, and 

protection initiatives. The section presents an overview of information security policy 

definitions and the related ISP development approaches, as well as the role of human behaviour 

in information and insights of security violation as an insider threat. Section 2.4 reviews the 

literature relating to user behaviour and security risks due to insider threats and includes a 

description of three important theories in the criminology and psychology fields closely related 

to individual justifications. Section 2.5 presents the theoretical background of neutralisation 

techniques. Finally, Section 2.6 offers a summary of this chapter. 

 A scoping literature Review 

The researcher conducted a scoping review using the Arksey and O'Malley methodology[45]. 

A scoping review is a preliminary examination of the literature to ascertain the major research 

ideas, concepts and gaps available in a particular field of study. Colquhoun et al. [46] explained 

the scoping review or scoping study as: 
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“a form of knowledge synthesis that addresses an exploratory research question aimed at 

mapping key concepts, types of evidence, and gaps in research related to a defined area or field 

by systematically searching, selecting, and synthesizing existing knowledge.” [46]. According 

to Arksey and O'Malley [45], a scoping review seeks broad and in-depth findings rather than 

being driven by a fixed research issue and strict criteria of quality and eligibility. It is not 

restricted by specific search keywords, study selection, or inclusion/exclusion criteria. 

Furthermore, a scoping review is an iterative process with a series of phases that can be made 

to ensure that all material is covered thoroughly. Once the researcher's comprehension of the 

literature has been increased, search terms can be refined, more sensitive searches can be 

conducted, and procedures can be replicated to assure that all relevant literature is included 

[45]. Both the traditional (systematic) review and the scoping literature review share similar 

characteristics to ensure a rigorous and consistent approach during the collection, assessment, 

and presentation of the research evidence [45][47]. According to Gough et al.[48], the research 

questions and objectives and the nature of the study are the basis for the research review method 

selection. The scoping review methodology was determined to be the most appropriate to 

enhance our understanding of the relationship between individuals' behavioural justifications 

and their intent to violate information security policies. Also, the current motivations for 

individuals to excuse non-compliance with workplace information security policies and the 

countermeasures proposed in the literature to reduce this undesirable behaviour. Thus, the 

selection of the scoping review over other traditional reviews (Systematic, Critical, rapid and 

Narrative) can be summarised in the following: 

• This research aims to identify and map the critical theories related to the research area. 

Thus, a scoping review was appropriate in our case as the neutralisation theory in the 

literature was an integral part of examining different theoretical models across several 

academic disciplines. 

• A scoping review concentrate on breadth based on one or more general research 

questions. Thus, it provided a common understanding of the research concepts and a 

broader synthesis of the research issues and gaps.  

•  A scoping review is more flexible as it does not impose rigid constraints on the 

researcher's search keywords, study identification, and study selection from the start 

[45]. Thus, it was an advantageous method in our case as the researcher was unfamiliar 

with the many psychological, social, and criminal theories and behavioural concepts at 

the outset of the research. 
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2.1.1 Search strategy 

A critical aspect of conducting a literature search is to develop a search strategy that optimizes 

the researcher's effort to obtain the studies most relevant to the field of research. Thus, having 

a clear and consistent research strategy can conserve valuable resources, efforts and time. The 

search strategy includes carefully selecting the research keywords (terms), bibliographic 

databases and inclusion and exclusion criteria. 

2.1.1.1 Search Keywords 

A critical step in conducting a comprehensive review of the literature is developing a list of 

search terms relevant to the study topic. A good list of research keywords will guarantee that 

the search is as comprehensive as possible, assisting the researcher in retrieving helpful 

information from a wide range of electronic databases while reducing the number of irrelevant 

results. The basic search terms in each database were Information security, Cybersecurity, and 

Security policy(ies) compliance, Security policy(ies) violation, and were paired with additional 

terms to limit search findings: neutralisation theory, techniques of neutralisation, behavioural 

justifications and rationalisation, and insider threat. 

2.1.1.2 Inclusion and exclusion criteria 

The inclusion and exclusion criteria specify the conditions under which publications were 

included or excluded from the scoping review. Before the scoping review, these parameters 

were established to ensure that all articles were handled fairly. The following are the inclusion 

criteria in this research study to select the publications: 

• The initial searches limited results to studies published between 2009 and 2021. 

• Deal primarily with individuals behaviour relevant to information security policies 

compliance or violation. 

• Except for seminal studies and books, the researcher narrowed text searches to full-text, 

peer-reviewed scholarly and journals. 

Many publications were excluded from the scoping review was based on the following: 

• Written in a non-English language. 

• The full article text was unavailable. 

• Non- academic articles such as informal reports and white papers.  
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2.1.1.3 Electronic Databases 

The academic materials that produced research literature were collected using various resources, 

including two critical online databases, the University of Glasgow Library and the Saudi Digital 

Library. These two libraries offered easy access to a diverse collection of electronic database 

subscriptions to IEEE, Web of Science, ACM digital library and Scopus. For instance, these 

massive databases allow the researcher to access and explore many high ranking experimental 

research journals in the computing and information security field, such as the Journal of 

Management Information Security (JMIS), European Journal of Information Security (EJIS), and 

Journal of Information Security (JISSec). In addition, the researcher retrieved many dissertations 

via online theses databases such as ProQuest and the British Library (EThOS).  

 Health Information Systems (HIS) 

The healthcare industry is considered one of the most sophisticated businesses that interact 

with a complex network of entities. Therefore, the use of information and communication 

technologies (ICT) in the healthcare sector has become imperative to support the activities of 

these organisations. For example, hospitals often collect vast amounts of data to support their 

daily medical activities and financial and managerial transactions, which seem to be always 

increasing. Furthermore, data at hospitals is generated from several sources, including patients, 

insurance companies, labs, pharmacies, and so forth [49]. Thus, the management of such vast 

amounts of data requires an effective IT solution that can satisfy many critical requirements 

such as easily accessible, cost-effective, reliable services and high quality. 

Technological advancements to improve healthcare services delivery, quality, and performance 

have motivated industry stakeholders to implement several health information technologies 

like Health Information Systems (HIS). The International Organisation for Standardisation ISO 

27799: 2016 has defined Health Information Systems (HIS) as “a repository of information 

regarding the health of a subject of care in computer-processable form, stored and transmitted 

securely, and accessible by multiple authorised users” [50].  Another HIS definition is based 

on the fact that such a system “is a computer program, which includes a set of standards-based 

on healthcare diagnosis, symptoms, cause, healthcare target and measurements” [51]. The 

adoption of HIS has improved compliance with health care standards and disease control, thus 

affecting the overall quality delivery of healthcare services. Also, the implementation of 

clinical decision support tools has improved diagnoses efficiency and has significantly reduced 

the total rate and time of healthcare utilisation [52][53]. Currently, healthcare organisations are 
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utilising health information systems as a backbone of their operational services because of the 

ability to be integrated with hospital clinical care and administrative systems [54]. 

In light of this utilisation, several health information systems have positively impacted 

healthcare organisations in such areas as E-Health, Electronic Medical Records (EMR), Mobile 

health (mHealth), and Telemedicine, cloud computing in healthcare, extensive data analysis, 

health exchange, and health sensing [55][56]. 

2.2.1 Electronic Medical Records (EMRs) Systems 

Electronic Medical Records (EMR) replaced paper-based charts in hospitals and medical 

clinics with an electronic version that allows patient information to be integrated, transmitted,  

stored, and shared in different systems and locations [54]. Establishing a standard definition 

for these systems is difficult because the same term may have different meanings in different 

countries or various healthcare sectors. Thus, EMR is considered synonymous with other terms 

used elsewhere, such as Electronic Health Records (EHR) [55], Computerised Patient Record 

(CPR), Protected Health Records (PHI), and Personal Health Records (PHR) [54]. 

Nevertheless, several scholars have provided definitions that attempt to differentiate between 

EMR, HER, and PHR [57][58]. According to Yang et al. and to the US Department of Health 

and Human Services [56][59], the main differences between these three terms are as follows: 

• Electronic Medical Record (EMR): A healthcare organisation is responsible for 

generating and controlling the EMR. Each EMR is a legal and digital record that includes 

all the patient’s medical history during inpatient and outpatient visits. Basically, the EMR 

data are used for diagnoses purposes and are shared locally within one health organisation 

or institution [56]. 

• Electronic Health Record (EHR): Several health organisations are responsible for 

creating, collecting, and maintaining EHR data related to patient healthcare. Thus, the EHR 

may include more comprehensive information, since many sources contribute to it. Each 

EHR can be shared across different healthcare members, providers, regions, and so forth. 

When the EMR data are exchanged with external health organisations or entities, they are 

considered EHR data, and the EMR will be the primary source of the transferred HER [56]. 

• Personal Health Record (PHR): Each PHR record contains the same amount of EHR 

information but the PHR data can be managed and accessed by individuals [56][59]. 

The World Health Organization (WHO) [55] describes the Electronic Health Record 

systems (EHRs) as “real-time, patient-centred records that provide immediate and secure 
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information to authorised users. EHRs typically contain a patient’s medical history, 

diagnoses and treatment, medications, allergies, immunisations, as well as radiology images 

and laboratory results.” Another WHO report [60] stated that the implementation of the 

clinical decision tools and laboratory and pharmaceutical systems in a poor African country 

such as Kenya have reduced practitioner errors and have enhanced both healthcare 

diagnoses and follow-up services. According to the US Department of Health and Human 

Services [61], the implementation of EMR has provided healthcare organisations with 

significant advantages and provide the following benefits: 

• Better quality of care: The EMR has improved information exchange between doctors, 

healthcare team members, departments, and off-site health providers. As a result, patient 

information can be accessed easily if a patient needs emergency care or requires a specific 

medication. In addition, like any computer system, the system administrators can make a 

full backup of the EMR, which can decrease the risk and cost of losing data if a disaster 

occurs [61]. 

• Improved care efficiency: The EMRs receive data from different health information 

systems so that the patient information can be modified from various sources and locations. 

Patient data are available to several health practitioners, and they can communicate and 

exchange data through the EMR. Thus, EMRs can give doctors a simple way to review a 

patient’s medical history or request a specific test or task from others. In addition, such 

communications can reduce the side effects of repeating some medical procedures such as 

X-rays and the time and associated costs [61]. 

• Improved care convenience: the patient history can be exchanged and accessed easily, 

which are the basic principles of the EMR. So, no need for physical space for paper records 

or forms, which in return can reduce the waiting time for both the patients and doctors to 

receive or review the medical records [61].  

 Information Security Management System (ISMS) 

Today, Information and Communication Technologies (ICT) are a critical success factor in any 

modern society and enhance public services and facilitate interaction and communication 

among community parties and their authorities [62]. Many new and emerging technologies 

have improved the lives of people and the service delivery of organisations, including 

governments, worldwide. The significant shift in the business environment, economic 

instability, and customers desires and expectations increase the need to develop and adopt IT 

innovations. Over the last decades, several strategic transformations in enterprises and the 
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governmental sectors have been based on ICT applications, which brought many benefits. 

Consequently, the need for Information Security (InfoSec) becomes an essential matter as 

thousands of organisations worldwide are heavily dependent on information process systems 

to perform their daily tasks. Thus, it is critical to ensure that the information technology assets 

are secured and protected against IT threats. InfoSec scholars have defined information security 

from different perspectives. It includes multidimensional factors that are concentrated on 

preserving and protecting information assets via the implementation of security technical, 

operational, and physical controls [63]. Those controls need to be improved, reviewed, and 

regularly monitored to ensure that an organisation’s business and security objectives are 

achieved [64]. 

The National Institute of Standards and Technology (NIST) [65] has defined information 

security as “The protection of information and information systems from unauthorised access, 

use, disclosure, disruption, modification, or destruction to provide confidentiality, integrity, 

and availability.” Zafar and Clark [66] added more aspects to the NIST InfoSec definition in 

order to gain a more holistic view. These aspects are: establishing security policies and 

procedures, understanding and assessing potential security threats and risks, implementing and 

monitoring security controls, educating and training personnel in security awareness, 

performing permanent technology assessment, and integrating information security 

governance. Information security mainly aims to preserve information Confidentiality, 

Integrity and Availability, which is known as the CIA security triad [67]. Also, ISO 27001 adds 

authenticity, accountability, and reliability [68]. Thus, any security efforts in an organisation 

should put these security aspects in effect to ensure security for IT resources. 

According to European Network and Information Security Agency (ENISA) [69], information 

confidentiality means “The protection of communications or stored data against interception 

and reading by unauthorised persons.” Integrity is referred to as “The confirmation that data 

which has been sent, received, or stored is complete and unchanged.” Availability is defined 

as “The fact that data is accessible and services are operational.” In contrast to other personal 

information, the highly sensitive nature of healthcare information and the growth of 

dependency on healthcare information systems have increased the need for robust Information 

Security Management (ISM) in the healthcare sector.  The ISM aims to ensure better 

governance of security controls implementation to counter information security threats and 

decrease the impact of security incidents. 
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If a patient’s information is compromised, then the health organisation may suffer from a 

profusion of legal issues, which may result in financial losses and massive damage to the 

organisation’s reputation. Today in many healthcare organisations, the HIS is no longer a 

standalone system with specific end-users; instead, it includes patients at homes via the internet 

[70]. This development in network and information exchange technologies has increased the 

type and capacity of HIS threats and challenges. Such growth in network and information 

exchange technologies has increased HIS threats and challenges [71]. 

In response to these security risks, initiatives from several countries and institutions have been 

launched to improve Information Security Management Systems (ISMS) practices, procedures, 

and guidelines by developing a broad range of generic and specific security standards. These 

standards aim to help organisations in many industries utilise their resources and efforts 

efficiently to gain an adequate security level via the adoption of best security practices [52][54]. 

According to ISO/IEC 27000,  ISMS is “a systematic approach for establishing, implementing, 

operating, monitoring, reviewing, maintaining, and improving an organisation’s information 

security to achieve business objectives” [68]. Thus, ISMS’s role is to ensure that all resources 

and procedures available to the organisation are in line with security practices and policies 

towards creating a secure environment for critical information and IT assets within the 

organisation. Another definition of ISMS by Eloff and Eloff is “a management system used to 

establish and maintain a secure information environment” [72]. The successful implementation 

of ISMS requires the organisation to build such an initiative based on well-known information 

security standards that direct and govern such efforts toward information security goals. These 

security standards are developed by several national and international organisations such as the 

European Standards Organisation (ESO) and the European Network and Information Security 

Agency in Europe (ENISA), the Federal Information System Controls Audit Manual 

(FISCAM) and the National Institute of Standard and Technology (NIST) in the US, the British 

Standards Institute (BSI) in the UK, and China’s security standard GB/T22239.  

However, these security standards are not strategies in themselves; instead, they assist the 

organisations in prioritising their security requirements and then provide them with a wide 

range of possible solutions to counter emerging security issues [73]. Based on an important 

concept called the PDCA cycle (Plan-Do-Check-Act), most of these standards integrate these 

four phases within their ISMS frameworks to develop, implement and evaluate ISMS [74]. The 

“Plan” phase constitutes the ISMS design process, beginning with an assessment of security 

risks and then the identification of appropriate security solutions and controls. The “Do” phase 
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aims to implement the security solutions and controls that were identified in the previous phase. 

The “Check” stage identifies any issues affecting the performance of the ISMS. The “Act” 

phase seeks to ensure that the ISMS performance is efficient and effective by reviewing and 

evaluating the overall performance of the security controls.  

For instance, the development of the ISMS framework based on ENISA [75] consists of six 

steps, as shown in  Figure 2.1. Step one involves the definition of security policies and requires 

a clear identification of security policy characteristics, needs, and other relevant information, 

including regulations, security guidelines, and standards that these policies must obey. Step 

two defines the scope of the information security management system. It specifies the risk 

assessment scope and governs the risk assessment and the treatment processes among an 

organisation’s departments. Steps three and four expand the risk assessment and the risk 

management process.  

According to ENISA [75], these two steps can be considered one step, called risk management. 

It aims to “transform the rules and guidelines of security policy and the targets, and on the other 

to transform objectives of ISMS into specific plans for the implementation of controls and 

mechanisms that aim at minimising threats and vulnerabilities.” During this step, the 

organisation seeks to conduct four procedures: (1) classify the IT assets  

  

Figure 2.1 ENISA Information Security Management System Framework [71] 
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based on their sensitivity, (2) identify security risks and vulnerabilities, (3) estimate the impact 

and the likelihood of security threats on the organisation business process, and (4) conduct 

overall cost estimation to implement security countermeasures. Finally, steps five and six 

require iterative actions to select, implement and monitor both technical and non-technical 

controls. Step five involves the selection of appropriate controls in light of the organisation’s 

security objectives, requirements, and business needs. Finally, step six seeks to assess the 

effectiveness of selected security controls to counter the security threats and vulnerabilities 

while at the same time determining the security control’s implementation and maintenance 

plans. 

The literature survey conducted by Akowuah et al. [52] reviewed several security standards, 

including NIST Special Publication 800-53, HITRUST Common Security Framework (CSF), 

Control Objective for Information and Related Technology (COBIT), ISO/IEC27002:2005, 

ISO/IEC27001:2005, ISO27799:2008, ISO17090:2008, ISO/TS 25237:2008. Their aim was to 

facilitate the selection process for a suitable security standard that can guide information 

security management practices in the healthcare industry.  In this survey, many standards were 

reviewed and analysed to assist IT management in their initial steps toward security program 

implementation. 

Akowuah et al. [52] recommended that ISO 27799:2008 and its associated series ISO 

17090:2008 and ISO/TS 25237:2008 were suitable for any size organisations in the healthcare 

industry as they were tailored to handle various security aspects and technical issues within the 

healthcare environment. Moreover, the Health Information Trust Alliance (HITRUST) is a 

specific health security standard that can satisfy the security needs of most large organisations. 

HITRUST requires a subscription to get access to its health information security materials and 

training courses. On the other hand, some security standards such as NIST SP 800-53, ISO 

27002:2005, and COBIT were more generic standards that provide holistic security approaches 

and procedures. Thus, they can be used as an alternative reference during the implementation 

of security programmes in healthcare organisations [52].  

2.3.1 Information Security and Privacy In Healthcare 

The sensitive nature of patient health information and the widespread usage of EMR/EHR in 

healthcare organisations have increased the fears related to security, privacy risks, and 

vulnerabilities. Those security fears can originate from internal sources related to intentional 

and unintentional behaviour caused by employee ignorance, curiosity, misuse of passwords, 
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social engineering, and so forth. At the same time, external threats include intruder and hacker 

attempts, malicious software, spyware, and virus attacks [10]. 

The aim of the Health Insurance Portability and Accountability Act  (HIPPA), for example, is 

to ensure the confidentiality, availability, and integrity of Protected Health Information (PHI) 

while being stored, exchanged, and processed in any format (electronic, paper, or oral) between 

one or several healthcare providers. The PHI includes an individual’s mental and physical 

health history and health providers’ information, including bills and any other information that 

might reveal a patient’s identity [76][49]. Moreover, the US Department of Health and Human 

Services (HHS) produced the Standards for Privacy of Individually Identifiable Health 

Information (the Privacy Rule) to guide actions during the implementation of (HIPAA). 

According to HIPPA [49], the Privacy Rule’s main objective “is to assure that individual health 

information is adequately protected while allowing the flow of health information needed to 

provide and promote high-quality health care and to protect the public’s health and well-being.” 

The Privacy Rule requires healthcare organisations to conduct a regular security risk analysis 

to ensure the CIA security triad, which can help identify the appropriate administrative, 

physical, and technical safeguards and mitigate existing and future threats.  

Scholars and professionals have mainly discussed information security and privacy concerns 

and threats due to the enormous development of information technologies. The emerging 

technology trends, such as social networks, e-commerce, e-government, e-health, cloud 

computing, and so forth, are based on online services, thus sharing several perspectives of 

security and privacy fears related to their consumers. In the healthcare context, a recent study 

by Papoutsi et al. [70] examined patients’ perceptions of security and privacy due to the 

widespread adoption of EHR in the UK. The authors used a mixed-method approach involving 

a survey questionnaire and focus group discussions.  

The survey questionnaire was disseminated in general practice surgeries and NHS hospitals in 

West London. A sample of 2761 participants was included in the final analysis, which included 

patients and public members. A total of 17 focus group discussions were conducted, 13 with a 

total of 114 patients having a variety of health conditions. Four of the focus groups involved 

healthcare members, including NHS managers, health researchers, and professionals. The 

study found that the ability of the NHS to properly secure EHR was the main concern of 71% 

of the respondents. Almost 50% thought that integrated EHRs would decrease the security 

level; in contrast, 43.3% believed that the security risks would not change. Moreover, 78.9% 
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of respondents reported a negative reaction to the idea of allowing their health information to 

become part of a national EHR system. 

Papoutsi et al.[70] concluded that sharing information on a wide scale via integrated EHR 

systems has raised public concerns about security and privacy risks. Therefore, more initiatives 

are required to increase public awareness of the trustworthiness of information security while 

at the same time establishing more robust techniques for maintaining privacy.  Mahfuth et al.  

[77] conducted a systematic literature review to examine the security and privacy concerns and 

challenges related to the Electronic Health Record Systems (EMRs) within the healthcare 

industry. Another objective was to identify and analyse the current security solutions to 

overcome the confidentiality violation concerns resulting from EMRs’ adoption, which 

includes a range of security frameworks, controls, and policies. The findings showed that there 

was an increasing rate of EMR adoption in both developed and developing countries 

worldwide. Therefore, seeking and maintaining an optimal level of EMR privacy against 

unauthorised access was a serious security challenge for healthcare team members, patients, IT 

experts, and stakeholders. 

Mahfuth et al. [77] argued that the developing countries had more significant privacy risks 

regarding EMRs than the developed ones. These privacy and security risks are due to poor IT 

experience and infrastructure, insufficient security awareness levels, inadequate financial 

resources, and the absence of clear security laws and regulations. Moreover, the authors noted 

that the existing security solutions and policies were insufficient to ensure comprehensive 

protection of the EMRs health data privacy, which may affect the healthcare Quality of Service 

[35]. 

Rahim et al. [54] conducted a systematic literature review followed by a qualitative study. The 

aim was to identify and understand healthcare employees’ perspectives on Information Privacy 

Concerns (IPC) and its influential factors when using the EMR. Afterwards, nine interviews 

were conducted to validate literature review findings with three groups from different 

backgrounds that included HIS users, IT experts, and legal professionals. Based on the 

literature review and the quantitative study, the authors have identified three factors that 

significantly influence IPC: privacy awareness, privacy policy, and privacy risk. 

Bensefia and Zarrad [30] proposed a novel EMRs privacy-layered architecture model to 

overcome privacy concerns. It aimed to establish a balance between maintaining EMR privacy 

while at the same time ensuring EMR availability for authorised health providers. The model 
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encompassed three main layers, which were administrative decisions, the hardware 

infrastructure, and technological issues. The administrative decisions layer included security 

rules, regulations, and standards to satisfy all healthcare parties. The hardware infrastructure 

included all the physical types of equipment that were involved in handling EMR. The last 

layer included technological issues, which were responsible for distinguishing sensitive EMR 

data from common EMR information and then placing that sensitive data in a private database 

to restrict access. Thus, this private database and its sensitive EMR data would be accessed and 

shared via a proxy server to grant IP addresses to authorised clients. 

Park et al. [78] proposed a research model to examine the relationship between Health 

Information Security Awareness (HISA), individual characteristics, and the intention of 

nursing students to naïvely disclose patients’ health information. In the model, HISA 

constitutes three awareness learning constructs: General Information Security Awareness 

(GSA), Health Information Security Regulation Awareness (HRA), and Punishment Severity 

Awareness (PSA). Furthermore, the individual factors, including personal norms and self-

control, are placed between the HISA and the nursing intention to disclose patient information. 

The model was empirically tested through a survey questionnaire of 123 nursing students 

within an urban university in South Korea. 

The study by Park et al. [78] revealed that the GSA, HRA, and PSA were essential awareness 

learning elements to improve overall HISA and compliance with HIPAA. Moreover, the GSA, 

HRA, and PSA positively affect individual personal norms and self-control, consequently 

inhibiting nursing students from disclosing patients’ information. Also, the study emphasised 

the importance of upgrading information security awareness of nursing students by updating 

the education curriculum to include more specific topics in security policies and practices in a 

medical context. 

2.3.2 Information Security Policies 

Ayyagari and Figueroa [79] stated that organisations in the public and private sectors have 

rapidly adopted different information and communication systems, and therefore the security 

of these technological systems is an essential concern. These technological systems support 

employees to perform their daily work in more efficient ways. Many public and private 

organisations rely on their IT assets to manage and process a wide range of valuable data, which 

increases the importance of information security to protect these assets from any security 

threats [79]. Thus, organisations invest heavily to safeguard critical information by developing 
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and implementing innovative technological tools and controls like firewalls, Antivirus, access 

controls, intrusion detections, and so forth [80]. However, employees are an integral part of an 

organisation’s sociotechnical environment. Their interaction with the organisation’s IT assets 

and information is an essential part of processing and delivering products and services. As a 

result, employees may intentionally or unintentionally put their organisations at significant 

risk, and sometimes the consequences of their behaviour exceed the impact of external threats 

[81]. Hence, organisations need to develop and implement information security policies as a 

primary approach to mitigate these internal threats [28].  

ISO27001:2020 stated that the development and implementation of information security 

policies is one of the critical success factors in information security management. Organisations 

need to ensure that their information security objectives are consistent with their information 

security policies [82]. An essential aim of creating security policies is to inform the end users 

about their rights and responsibilities during their use of IT resources [24]. According to Höne 

and Eloff [83], an effective security policy will direct the targeted audience during their daily 

use of IT resources on how to perform actions securely by clarifying their acceptable 

behaviours and responsibilities. In addition, information security policies improve the 

organisation security governance as these policies define and manage boundaries between 

individuals and the organisation’s IT resources [83].  

The National Institute of Standards and Technology (NIST) [84] defines security policy as 

“The aggregate of directives, regulations, rules, and practices that prescribes how an 

organisation manages, protects, and distributes information.” Likewise, ISO 27001 points out 

that the function and objective of information security policy aims to “provide management 

direction and support for information security following business requirements and relevant 

laws and regulations.” Both definitions emphasise that developing and implementing 

information policies is an essential part of the security effort in organisations. However, 

Paananen et al. [85] pointed out that the information security literature has various definitions 

and functions of information security policy based on its rules, values, objectives, or 

characteristics. For instance, Klaic [86] defines a security policy as “a document in the narrow 

sense [that] represents a statement or declaration of the most important management persons 

(CEO, Executive Board, Minister...), about beliefs, goals, and reasons, and also general ways 

to accomplish desirable achievements in the field of information security.” Also, other security 

scholars consider the security policy as a “rulebook” that mandated all IT users follow [87].  
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In addition, many security researchers stress that the security policy document needs to clearly 

distinguish between the subject and the object of the information security policy and describe 

the security roles and responsibilities for all users. Thus, the policy subject is referred to a 

security policy target audience such as employees, while the security policy object refers to the 

IT assets that require protection [22][88][86]. The security policy function can support 

individuals (subjects) to make better security decisions and actions when dealing with IT assets 

(objects) [85]. Paananen et al. [85], in their intensive literature review, summarised these 

different perceptions of the information security policy definitions in the security field under 

two main categories, information security characteristics and information security functions, 

as seen in Table 2.1. 

Table 2.1  Information security policy characteristics and functions adapted from Paananen 

et al. [39] 

 

Variation in InfoSec policy definitions and functions caused a variation in the development 

process approach of information security policy. Several security scholars [89] [90][91][92] 

proposed various InfoSec policy approaches that share a formulation model based on the 

British international standard, ISO/IEC17799:2000 [93], which consists of inputs from security 

standards and advice from experts, policy development through the analysis of existing assets, 

and controls in consultation with stakeholders and outputs comprising the policy itself and 

associated activities for dissemination, awareness-raising, and education.  

 ISP characteristics ISP functions 

 

 

Steering the organisation 

Statement of security 

goals/strategy  

Supports business goals 

Guidance/instruction  Control 

Statement of rules The basis for performance 

measuring 

 

The actor and the asset 

Defines subjects State’s responsibilities and 

authority 

Defines objects Provides an overview of 

information assets 

 

Preparing for incidents 

Comprehensive plan The basis for security culture 

Addresses risks Prevents loss/misuse of 

information 

Recovery plan  Ensures continuity 

Communication tool Evidence of IS program 
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In addition, Baskerville and Siponen [90] suggested a meta-policy approach for InfoSec policy 

development that includes four steps: (1) policy requirements, (2) design, (3) implementation, 

and (4) testing. The first step requires identifying policy users, available technological assets, 

and a classification of roles and responsibilities when accessing those assets. The second is the 

design process, which aims to identify the InfoSec policy architecture, boundary, and scope, as 

well as how the policy will be developed and implemented. This includes creating a policy and 

sub-policy hierarchy, which requires the policymakers to identify the high level (abstract) and 

low level (detailed) policies, along with the users and assets at each level. The third step is 

implementation, which aims to determine the best ways to implement the policy, taking into 

account the culture and environment. The last step is testing, which includes evaluating the 

interaction between the security policy and its subjects to determine if the implementation of 

the policy satisfies the organisation’s security requirements and objectives. This phase seeks to 

evaluate the security policy design and investigate any issues or security threats that emerge as 

a result of policy implementation. 

Ress et al. [91] proposed the Policy Framework for Interpreting Risk in E-Business Security 

(PFIRES), which integrates the system development life cycle (SDLC) concept and the new 

product life cycle. Their framework consists of four phases to develop a security policy— 

Access, Plan, Deliver, and Operate—as shown in Figure 2.2. 

The assessment phase includes policy and risk assessments. The policy assessment process 

requires reviewing the existing legislation, security policies, and best recommendations list. 

Figure 2.2 PFIRES Life Cycle Model For Information Security Development By Ress et al. [87] 
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Risk assessment encompasses (1) security assessment to identify security threats and 

vulnerabilities; (2) assess business risks which aim to determine the most vulnerable IT assets 

that can be compromised and their value in the business; (3) produce a final security 

recommendation report that includes the result of both the policy and risk assessments. 

The second phase is planning, and it involves policy development, which reflects the strategic 

decision to create or update a security strategy. In both cases, the key steps are “identifying 

areas for security policy, drafting security policy, reviewing security policy and publishing 

security policy” [91]. The third phase, delivery, includes defining and implementing controls, 

in which security controls are selected, evaluated, tested, and implemented. The final stage is 

operating, which aims to communicate the security policy to all of its potential audiences, 

monitor the impact of security controls on day-to-day business activities, investigate security 

incidents and the root cause of security threats, and enforce compliance with the security 

policy. 

Similarly, Flowerday and Tuyikeze [92] suggested an Information Security Policy 

Development Life Cycle (ISPDLC) as an iterative framework for security policy development 

with five phases (codes). The ISPDLC was derived from the information security literature, 

security standards, and security professionals. The initial phase is performing risk assessment 

as the main input method to the development process, which targets the identification of the 

security threats and vulnerabilities, IT assets, and related regulations. The following phases are 

policy construction, policy implementation, policy compliance, and, lastly, policy monitoring. 

Policy construction is the process of writing a security policy with the stakeholders; the 

precondition of this process requires an agreement between the policymakers and the 

stakeholders to decide the level of the security policy, either abstract (high level) or detailed 

(low level). During the policy implementation phase, the stakeholders’ roles and 

responsibilities should be clearly defined, and the subject of the security policy should be 

educated and trained. The compliance phase focuses on analysing the interaction between the 

security policy and its audience in terms of their knowledge and attitude of its requirements 

and perceived benefits and social pressure. The last phase is monitoring to audit compliance 

level and review any emergent issues. Based on a qualitative study with certified information 

security professionals, Knapp et al.[94] proposed a repeatable organisational-level process 

model for the development of information security policy that contains eleven stages. Likewise, 

the model by Rees et al. [91] and Flowerday and Tuyikeze [92] have an iterative portion in 

between and within the main and the substages. The first stage requires a risk assessment as an 



30 
 

initial activity to identify any existing or potential security risks that need immediate attention; 

the risk assessment report is the primary input into the framework. This is followed by what 

Knapp et al. [48] called the policy management processes. It contains four stages: (1) policy 

development, (2) policy review, (3) policy approval, and (4) policy retirement (if the policy is 

no longer needed). In the policy management processes, the policymakers can use an iterative 

process between these four stages until they reach a consensus and accept the policy, as shown 

in Figure 2.3; they then can proceed to the next stage of information security awareness and 

training.  

Once the subjects of the security policy have been trained, the policy is ready for 

implementation. The monitoring and policy enforcement are the last two stages. According to 

Knapp et al. [94], both stages require ongoing effort from management to ensure successful 

implementation of the security policies; therefore, management needs to equip the IT 

department with the necessary audit and automated tools to facilitate the monitoring process 

so it can contribute to the enforcement effort. Knapp et al. [94] state that “policy enforcement 

is an ongoing activity affording the opportunity for management to put the ‘teeth’ into formal 

policies. If, for example, an employee is caught knowingly violating a policy, managerial-

directed corrective action can occur” [94]. 

2.3.3 Information Security Policies Effectiveness and Quality 

According to the Oxford Living Dictionary, effectiveness is defined as “The degree to which 

something is successful in producing the desired result; success” [25]. Several studies in the IS 

compliance context have introduced a wide range of both proactive and reactive factors that 

Figure 2.3 Organisational-Level Process Model For Developing Information Security 

Policy By Knapp et al.[90] 
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can minimise or maximise the efficacy of ISP implementation. These factors may include end 

user awareness and training, end user compliance level, the influence of ISP standards and 

regulations, organisational culture, the level of top management commitment and enforcement, 

alignment between organisational goals and the ISP objectives, and ISP workarounds [26][27] 

[6]. In addition, several information security scholars proposed criteria that can support the 

efforts of policymakers to produce a more effective security policy, as summarised as follows 

[95]: 

• Consistent with the organisational culture: The security policy must be aligned with the 

culture of the organisation. The policymaker must know that the notion of one-size-fits-all 

is not applicable in a security context as each organisation has unique security requirements 

and objectives. 

• A policy must be efficient and dynamic: The rapid emergence of security threats requires 

policymakers to review and update the security policy on a regular basis. It is recommended 

that the security policies be reviewed every six months. 

• A policy must use simple and easy language: Policymakers need to ensure that the policy 

is not a highly technical document that includes complex technical details and jargon. 

Instead, the policy language needs to be simple, free of complex IT terms and written in a 

clear style so that the policy end user can understand it without any confusion. 

• Clarify the policy purpose and scope: The policy must have a clear answer to why a 

policy was created. Policymakers must state the purpose of the security policy, its scope 

and aim, thus enhancing end-user understanding of the needs and benefits of the policy. 

• Clarify end-user role and responsibilities: Policymakers should indicate the role and 

responsibilities of the end-users of the policy when using the organisation’s IT assets also, 

their obligation to comply with the policy and the consequences of policy violation.  

Information quality is an essential factor in policy effectiveness. Quality is a multidimensional 

concept and has several definitions based on the context. In general, quality as a concept has 

been defined as conformance to essential requirements. Beverly et al. [96] referred to 

information quality as the fitness of use, which covers both usability and usefulness. In the 

information security context, Bulgurcu et al. [13] conceptualise quality of the ISP as “the 

requirements or expectations of employees from the ISP document.” Having unclear 

requirements of the InfoSec policy document can impact the reader’s understanding of the 

security requirements and decrease their intention to adhere to them. Thus, Höne and Eloff [83] 

postulated that an effective security policy should be “an understandable, meaningful, practical 
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and inviting document that addresses the users directly and convinces them of the need to 

handle information resources securely.” They believed that a poorly written security policy 

could be a problem itself and a source of security incidents if the employees do not fully 

understand its contents or cannot fulfil its requirements [83]. Therefore, policymakers should 

take great care when writing security policies to ensure that they are easy to understand for the 

targeted audience. 

According to Pahnila et al. [9], the quality of information security policies impacts employee 

satisfaction, which can then positively influence their actual compliance with the ISPs. This 

result is consistent with Care [5], who found that the quality of information security policies 

significantly impacted both the employee’s compliance and their sense of the fairness of 

InfoSec policies. Similarly, Pahnila et al. [28] conducted a model to investigate how ISP 

knowledge levels between two groups—one with low ISP knowledge and the other with high 

ISP knowledge—impacted compliance among the employees. The result revealed that the 

quality of the InfoSec policy document significantly impacted the employees with high 

knowledge of the ISP and that the quality of the ISP documents was reflected in the design, 

relevance, and currency of the policy. 

The term quality covers many factors, and several researchers have suggested different 

attributes of information quality. Huh et al. [97] indicated accuracy, consistency, completeness, 

and currency as important dimensions for information quality. Nelson et al. [98] adopted three 

of these dimensions while substituting the formation format for consistency. Furthermore, 

Miller and Doyle [99] stated the information quality of a report covered completeness of 

information, the accuracy of the information, the relevance of the report, and the timeliness of 

the report. In addition, Doll et al. [100] postulated that information quality comprises five 

elements: (1) attributes of content, (2) timeliness, (3) ease of use, (4) accuracy, and (5) format. 

Quality dimensions for information security policies have been proposed by Bulgurcu et al. 

[23], which comprise three central quality characteristics: (1) clarity, (2) adaptability, and (3) 

consistency. Clearly, information quality has a substantial impact on employee satisfaction and 

the perception of fairness of the ISPs [23],[27]. 

2.3.4 The Human Factor in Information Security Policies  

Many scholars have examined individuals’ neglect to comply with information security 

requirements and practices in the information security literature and have come to the not 

surprising conclusion that that improving InfoSec policies compliance is challenging and 
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requires significant efforts [101][102]. Implementing more advanced and expensive security 

technical controls is not always a successful approach in ensuring IT assets’ security if the end-

users, for instance, avoid the necessity of password confidentiality and share it with others.  

According to Adams and Sasse [103], useful development of IT security mechanisms should 

consider the user-centred design and technical design. Being solely dependent on technological 

solutions would not return the expected security protection. Sometimes, reliance on 

technological solutions to enforce security compliance can backfire and encourage devastating 

behaviour [104][105].   

Recently, a wide range of information security studies has investigated the role of individual 

users in information security compliance, focusing mainly on those factors that influence end-

user behaviour to comply with or violate InfoSec policies. Frequently, individuals cause 

security threats when they unintentionally act in risk-taking ways such as careless information 

handling, accessing unsecured links or webpages, or thoughtless data disclosure [1][106]. 

These unintended behaviours can open gaps in the security architecture of organisations and 

allow malicious parties internally or externally to damage the IT infrastructure. In this light, 

we will focus on the following subsection's security threats resulting from employee behaviour 

within an organisational environment. 

2.3.5 Insider Threats and Information Security Policies 

Security threat actors can be internal or external [107]. External threats are those entities who 

want to penetrate the organisations IT assets, such as hackers, malware attacks, and those 

intruders with no right to access the organisation’s systems or network [10]. Frequently, 

external attacks aim to make financial gains, commit sabotage, or steal information [107][108]. 

Internal threats are often as severe as external threats, and organisations have long recognised 

that internal human agents can trigger security threats, which has motivated them to improve 

their information security governance. An insider is a human agent like an employee who has 

valid reasons and privileges to access and interact with the organisation’s IT assets [109]. Thus, 

there is a call-in information security governance literature for more studies of insider 

motivations and to consider employee non-compliance with the information security policies 

as a significant source of security problems [110][111].  

According to Proofpoint [108], insider threats may be intentional or unintentional.  Intentional 

threats refer to those members of the organisation. These members act maliciously and 

deliberately to violate or harm the IT infrastructure, as when, for example, an employee steals 
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information to sell it [10]. In contrast, unintentional threats involve those individuals who 

violate security requirements through human error, carelessness,  ignorance, privilege misuse, 

computer and password abuse, and so forth [10]. According to Barlow et al. [112], even 

accidental modification of the data can make the data incorrect, which can be considered a 

security violation of information integrity.  

Seh et al. [20] define healthcare data breaches as “illegitimate access or disclosure of the 

protected health information that compromises the privacy and security of it,” and reported the 

following four root sources of data disclosure in healthcare: 

1. Hacking: this includes all types of malicious cyberattacks that aim to overcome the 

organisation’s security controls to gain unauthorised access to IT resources such as 

network, systems, and data. It includes hackers penetration attempts via ransomware and 

malicious software [20]. 

2. Unauthorised internal access: this includes all types of incidents that lead to data leakage 

by an internal actor in the organisation. For instance, the security incident causes data 

breaches due to employee abuse of privileges, unauthorised disclosure, and so forth. [20].  

3. Theft or loss of devices: these include all data leakage incidents due to the theft or loss of 

devices (USB memory devices, laptops, hard drives, and so forth) that contain unencrypted 

sensitive information such as medical records [20]. 

4. Improper disposal of unnecessary data: this includes all accidents that cause data 

breaches of old but still sensitive medical records by, for example, throwing away old 

hospital computers without properly destroying internal hard drives or placing medical files 

and documents in unlocked storage rooms or open areas. 

Insiders can be the source of devastating internal security incidents and “can be much more 

costly than an attack from external incidents, and are more likely to succeed due to internal 

knowledge of the corporation” [113]. Data disclosure is a critical type of security threat that 

can cause massive financial and reputation losses for healthcare organisations and harm 

individuals’ privacy. The 2019 Ponemon Institute report on the costs of data breaches [114] 

indicated that for nine consecutive years, “healthcare organisations had the highest costs 

associated with data breaches at $6.45 million—over 60 per cent more than the global average 

of all industries.” In 2019, the average cost per medical record breached in the United States 

was $ 429. This was the highest cost per breach among the other sixteen industries in the report 

and was well above the overall average of $150 per breach. Unintended violations due to human 

behaviours were the root cause of nearly 49% of data breaches in healthcare, with an average 
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loss of $ 3.5 million. These costly breaches resulted from individual fault, negligence, use of 

infected devices, access to an untrusted link, and loss or stolen devices [114]. 

According to the 2019 Verizon Data Breach Investigation Report (DBIR), insiders were the 

source of 30% of the total 23,399 cybersecurity incidents reported, while 72% of these internal 

incidents were caused by miscellaneous errors and privileges misuse. The same DBIR report 

stated that there were 304 data breach incidents in the U.S. healthcare industry that year and 

that internal actors were the cause of 59% of these breaches. Compared to the 16 industries 

covered by the report, healthcare had the highest percentage of confirmed data disclosures 

linked to internal actors [115].    

The recent 2020 Verizon DBIR report revealed a total of 521 confirmed data breach incidents 

in healthcare organisations in contrast to the 304 reported in 2019; insider actors committed 

48% of these data breaches. Therefore, the DBIR 2019 and 2020 reports indicated that insider 

actors remain the leading cause of data breach incidents in the healthcare industry, making it 

the industry with the highest percentage associated with internal threats for two consecutive 

years.   

Further, Seh et al. [20] conducted a literature review analysing healthcare data breaches 

sources, types, and costs between 2005 and 2019. They found that health information systems 

were the primary targets for external attacks by hackers and malicious software compared with 

other industries. They reported that between 2010 and 2019, there were 3051 HIPPA data 

violation incidents that disclosed sensitive data for more than 255.18 million people in the US. 

According to these researchers, a total of 2,860 confirmations of HIPPA data disclosure 

incidents were reported between 2010 and 2019, and internal actors were the central source of  

67% of incidents. In particular, nearly thirty per cent of these data breach incidents were related 

to unauthorised disclosure of sensitive data by employees or practitioners, while data leakage 

due to theft or loss of devices represented just over 37 % of these incidents.  

2.3.6 Insights on Information Security Policies Violations 

Several organisations recently defined information security policies as an essential defence 

mechanism to counter the insider security threat resulting from employees non-compliance 

behaviour with security requirements [116]. Thus, a comprehensive analysis of the InfoSec 

policies violations can enhance our understanding of security policy violations and provide 

better solutions. 
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Many scholars have conducted extensive and comprehensive analysis and review studies of the 

information security literature to more fully understand security breaches and their influence 

on security efforts [117][118][119]. Njenga [117] conducted a systematic literature review 

(SLR) of 175 rigorous studies collected from several academic and journal databases such as 

ScienceDirect, ACM, IEEE, Google scholars, and ProQuest. The SLR aimed to identify “the 

theories that have been used in information systems security violations literature, categorisation 

of security violations as presented in literature; and the contexts that these violations occur” 

[117]. This effort can help scholars understand why IS researchers classify information security 

violations by internal actors differently. Njenga’s [117] SLR revealed the failure of the studies 

to provide constant meanings of the information security violation as behaviour. Thus, having 

various senses of security violations can complicate behavioural categorisation related to 

insider threats and the relative understanding of those behaviours.  

Nonetheless, proper categorisation for InfoSec violations is necessary to increase the 

effectiveness and applicability of security controls during the enforcement process in 

organisations [120]. In addition, meaningful categorisation would support the security effort to 

implement more counteractive actions toward improving behavioural compliance with InfoSec 

policies [117]. Loch et al. [121] highlighted the importance of getting proper classification of 

information security violations. A classification can improve the effort to identify the security 

threats and enhance the organisation’s capability to develop suitable mitigation solutions. For 

instance, Willison and Warkentin [122] indicated an extensive concentration in the IS literature 

on the insiders’ deliberate and malicious violations, consequences, and related deterrence 

mechanisms in the computer abuse context and asserted the importance to establish a more 

holistic understanding of the employees’ security deliberate actions that should precede any 

effort to design and implement the deterrence controls [122]. However, the difficulty of 

establishing “a more holistic understanding” of the categories of InfoSec violations is 

dramatically revealed by Njenga’s systematic literature review discussed above [117] as shown 

in Table 2.2 below. 
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Table 2.2 Njenga [117] Categories of Information Security Violations 

Source Proposed Categories of Information Security Violations 

Aurigemma and Mattson 

[123] 

 

1. Malicious 

2. Non-malicious: :  any action that leads to security violation but 

without intention to damage the organisation IT assets [124]  

Barlow, Warkentin, 

Ormond and Dennis [125]  

 

1. Malicious 

2. Non-malicious 

3. Deviant behavior 

Dang [126] 

 

1. Non-volitional noncompliance 

2. Volitional but not malicious noncompliance 

3. Intentional malicious abuse. 

Guo and Yuan [124] 

 

1. Knowingly break rules: (employees violate the existing security 

policies that they are known). 

2. Voluntary: (the employee violates the policy without any 

pressure from their social context). 

3. Intentional 

4. Non-malicious  

Kraemer and Carayon 

[127] 

 

1. Violations of malicious intent 

2. Violations of a non-malicious nature 

Warkentin and Willison 

[128]  

1. Passive, non-volitional (laziness, sloppiness, poor training, etc.) 

2. Volitional, non-malicious 

3. Intentional, malicious. 

Siponen and Vance [129] 1. Non-deliberate violations 

2. Deliberate violations 

Other scholars not reviewed by Njenga [117] have attempted to describe categories of InfoSec 

violations by borrowing concepts from other disciplines to expand internal security threats 

classifications. Cheng et al. [130] conducted a study for understanding the violation of 

information security policies in organisations. They used the social bond and social pressure 

concepts along with deterrence theory to explore whether the relationship between the 

employees and their managers can explain the employee intention to violate information 

security policies. The study findings reveal that social bonds and social pressure can positively 

influence compliance intention with information security policies. Kraemer et al. [127] 

developed a security framework to examine the human factors that lead to computer and 

information security abuse. In particular, they conducted 16 interviews with IT experts to create 

human error taxonomies that contribute to computer and information security violations. They 

found that network administrators were strict and classified most human errors by employees 

as intentional more than unintentional. In contrast, the same administrators categorised most 

IT department employees errors as unintentional more than intentional. 

Finally, from criminology, Maasberg [131] proposed an insider threats taxonomy to explain IT 

espionage attacks by an internal party in the organisation. They identified four insider threats 
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categories and distinguished insiders by their motivations and methods. These threats were 

espionage, intellectual property (IP) theft, fraud, and information technology (IT) sabotage. 

Thus, they argued that having such security threats classification can support the efforts to 

determine the technical indicators of espionage and implement effective and robust technical 

detection and preventive measures. 

For the purposes of this study, it is best to assume that all external threats to information 

security should be considered malicious and intentional, while insider threats are either non-

deliberate (i.e., accidental) or deliberate [129]. Those that are deliberate may be either 

malicious or non-malicious in nature [127]. Further categorisation would seem non-productive 

since the motivations behind malicious violations will vary significantly from individual to 

individual and not lend themselves to convenient and perhaps overly nuanced categories. 

In summary, section 2.2 contributes to this thesis by providing a holistic overview of healthcare 

information systems (HIS) evolution in the current days. Utilising these technologies (EMR, 

PHI, and PHI)  enhances healthcare services' availability, reliability, integrity and serviceability 

to patients and assists organisations with more cost and time efficiency in managing and 

sharing patients' information with internal and external parties. However, the widespread 

adoption of the HIS comes with serious information security complications. These 

technological systems are valuable targets for intruders seeking financial gain, identity theft, 

and insurance fraud. Any data breach can cause devastating and non-financial losses for 

individuals and organisations. Thus, Section 2.3 explains security challenges and risks and 

details why organisations, specifically in healthcare, struggle to find the right balance between 

the critical nature of patient care and the security measures required to protect personal data. 

In particular, Section 2.3  expands our understanding of the current efforts of organisations and 

governments to conduct and implement a wide range of regulations, security frameworks, and 

best practices to secure and protect IT assets and the privacy of individuals from internal and 

external threats. In addition, it helps the researcher identify the internal threats (insiders) as a 

critical topic for a research project based on numerous reports and security studies in the 

information security literature that cites insider threat behaviour as a primary security source 

for data breach incidents. Also, a review of the information systems literature shows that the 

number of security breach incidents and associated costs is increased explicitly by the non-

malicious behaviour of employees regardless of the presence of different technical and non-

technical security controls. Thus, it identifies the necessity of improving cybersecurity in 

healthcare organisations and the urgent need to reduce undesirable employees behaviour, such 
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as adopting various behavioural justifications to violate information security policies. The next 

sections establish the theoretical background for individuals behavioural rationalisation and 

address related criminological and psychological fields. Then, we detail the role of 

neutralisation theory in the context of information security non-compliance. 

 Behavioural Research in Information Security 

An information security policy defines the appropriate use of organisational information and 

its assets, including providing a set of guidelines, procedures, and technical controls for users 

to follow [42]. An employee’s non-compliance with security policies is a severe information 

security problem. To address this phenomenon, information security researchers have 

conducted several empirical studies based on well-known behavioural theories [132]. Thus, the 

integration of behavioural theories generates extended theoretical models that support the 

efforts of IS scholars to understand different issues associated with human behaviour in a 

security context. These theories include, among others, social control theory and general 

deterrence theory [91][92],  self-determination theory [135], protection motivation theory 

[116][136], and social bond theory [137]. The following sections discuss three essential 

theories from the criminology and psychology fields that are strongly related to the 

neutralisation techniques in an information security context: the Theory of Planned Behaviour 

(TPB), General Deterrence Theory (GDT), and Social Learning Theory (SLT).   

2.4.1 Theory of Planned Behaviour (TPB) 

Ajzen [138] proposed the Theory of Planned Behaviour (TPB), which has become one of the 

most widely adopted theories used to examine human social behaviour, itself an extension of 

the Theory of Reasoned Action (TRA) [139].  The essence of the TRA and TBP depends on 

the intrinsic relationship between individual intent and behaviour, which considers behavioural 

intention as the most important factor in determining actual behaviour [140]. TRA, according 

to Ajzen [141], hypothesised that the intent behind individual behaviour is influenced by two 

factors: attitudes and subjective norms. Attitude is “determined by the individual’s beliefs 

about outcomes or attributes of performing the behaviour (behavioural beliefs), weighted by 

evaluations of those outcomes or attributes” [140]. Subjective norms refer to the perceived 

social pressure from friends, family members, or colleagues on an individual whether to move 

forward and perform the behaviour or not. The TRA constructs are illustrated in the orange 

dotted area in Figure 2.4. Based on the TRA concept, Ajzen [138] proposed the TPB, which 

also suggested that the intention behind the behaviour is a significant predictor that precedes 
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actual individual behaviour. Stronger intent increases the likelihood that an intention will 

convert into actual behaviour [140]. Ajzen extended the primary constructs of TRA—attitude 

and subjective norms—to include perceived behavioural control, the only difference between 

the TRA and TPB. Ajzen [138] defined perceived behavioural control as “ people’s perception 

of the ease or difficulty of performing the behaviour of interest.” Figure 2.4 illustrates the 

primary constructs and subconstructs of TRA and TBP, as well as external constructs that might 

impact the behavioural intention. Both TRA and TBA have been widely adopted to predict and 

investigate various undesirable health-related behaviours and intentions such as excessive 

drinking, smoking addiction, lack of exercise, and so forth [140]. 

In an information security context, there is evidence of a close relationship between 

behavioural intention and both information security compliance and violation [62][101][42]. 

Cram et al. [28] conducted a comprehensive review of 114 articles in the information security 

compliance literature and found that normative beliefs and attitudes were critical variables in 

several theoretical models investigating various information security compliance issues. 

Several scholars found a link between attitude and information security compliance, including 

studies by Bulgurcu et al. [23], Foth [143], Hu et al. [144], and Ifinedo [145]. In contrast, other 

researchers employed the TPB construct to establish the relationship between intention and 

information security violations, including studies by Siponen and Vance [1], Chen et al. [146], 

Guo [124], and Cheng et al. [130].  

TRA 

Figure 2.4 Theory Reasoned Action and Theory Of Planned Behaviour Adapted From 

Montano And Danuta [94] 

TPB 
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2.4.2 General Deterrence Theory (GDT) 

General deterrence theory (GDT) comes from the criminology field and is based on a rational 

decision between cost-benefits to commit an act that violates laws and regulations [147]. The 

GDT claims that individuals rationally evaluate the consequences of breaking laws or rules to 

decide whether to proceed.  The GDT has been widely adopted in the information security 

literature to motivate employees to comply with information security policies [148]. When an 

individual’s assessment of the cost associated with a practice that violates a security control or 

policy is greater than the expected benefits resulting from the violation, that cost will 

discourage the individual from committing the breach and staying committed to the security 

requirements [149][150]. Sanctions are defined as “tangible or intangible penalties such as 

demotions, loss of reputation, reprimands, monetary or nonmonetary penalties, and 

unfavourable personal mention in oral or written assessment reports incurred by the employee 

for non-compliance with the requirements of the ISP” [23]. 

The GDT asserts that formal sanctions such as disciplinary actions as incarceration, salary 

reduction, loss of privileges; informal sanctions such as negative feedback from colleagues or 

management; and shame can be effective methods to deter undesirable behaviour [23]. Shame 

is defined as “a feeling of guilt as a result of others knowing of one’s socially undesirable 

actions” [151].  Barlow et al. [125] stated that “as an employee feels more certain of formal 

consequences from the organisation or social consequences from others, or perceives that those 

consequences will be more severe or swift, he or she will perceive those actions as too risky 

and will be less likely to violate the IT security policy.”  In general, punishments or sanctions 

may increase the deterrence effect in two ways: by increasing the certainty of the sanctions and 

by increasing the severity of sanctions. Certainty of sanctions refers to the belief that deviant 

or undesirable behaviour will be detected by the authorities, thus increasing the risk of 

discovery [149]. The severity of the sanctions is based on the offender’s belief that the potential 

cost associated with the punishment is too severe to be risked [133].  

The application of the GDT has mixed results in the information security literature. For 

instance, several studies found evidence that the severity and certainty of formal and informal 

punishments have a deterrence effect and can dissuade an individual’s intention from computer 

misuse and information security violation [133]. Herath and Rao [152] found that both formal 

and informal punishments significantly influence employees’ InfoSec compliance intentions. 

Hovav and D’Arcy [133] examined the deterrent effect of formal and informal sanctions on the 
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misuse of IS between two national cultures, South Korea and the United States. The result 

revealed that individual perception of the perceived severity of formal sanctions for each 

security control differed between cultures. Still, only the severity of formal sanctions was 

positively associated with reducing information security misuse in Korean and American 

participants. Similarly, Cheng et al. [130] investigated the effect of the severity and certainty 

of sanctions on information security violation intention and found that only a perceived severity 

of formal sanctions had a significant influence on reducing individuals violation intention. 

Further, Chen et al. [153] proposed that an effective enforcement system should combine the 

severity and certainty of sanctions with rewards for compliance to mitigate internal risks related 

to employee non-compliance with information security policies. 

Sometimes employees violate information security policies regardless of the presence of 

deterrence methods. For example, under the stress of a particular situation, some individuals 

make a willful infringement based on their moral judgment; hence, they ignore the simple 

intuition of following regulations. Such decisions occur because these individuals provide 

reasons to justify or neutralise their violations [49]. Consistently, Silic et al. [76] found that 

formal sanctions, informal sanctions, and shame had a little deterrent effect on individual IT 

intentions. Likewise, Siponen and Vance [49] found that individual justifications outweighed 

the impact of formal and informal sanctions. 

2.4.3 Social Learning Theory (SLT) 

The SLT is a general theory in the criminology field introduced by Bandura and McClelland 

in 1977 [154]. SLT is a theory of behavioural imitation [155]. According to Bandura and 

McClelland [154], human learning is an ongoing cognitive process and an essential step for the 

acquisition of knowledge or new behaviour, beginning with direct observation, interaction, and 

imitation of other behaviours in a social context. Bandura and McClelland [154] stated that a 

new behaviour learning process starts when an individual directly observes or experiences a 

behaviour from an admired person or social model and then imitates the model’s behaviour at 

a later stage. In the SLT, the observer does not automatically shift from the observation stage 

to the social model behaviour replication stage. The individual’s learning process also includes 

what is known as vicarious reinforcement, which is a learning process that involves observing 

the sequence of events to achieve the behaviour in light of the probable punishments or rewards 

for repeating the behaviour of the model. In addition, before replicating the model’s behaviour, 

the observer goes through what is known as mediational processes, which are a series of 
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cognitive processes to determine the desired response, regardless of whether or not the person 

imitates the model’s behaviour [156]. According to McLeod [156], the description of these 

cognitive processes of observation include the following: 

• Attention: The degree to which the observer notices and focuses on the model’s behaviour. 

A high degree of attention toward the model behaviour makes it noteworthy and can 

influence others to imitate the behaviour [156]. 

• Retention: the extent to which a model behaviour is not forgotten but instead remembered 

in detail by the observer. When an observer remembers all events and features that led to a 

behaviour, the person is more likely to reproduce it later [156]. 

• Reproduction: This indicates the physical and mental capabilities of a person to imitate 

behaviour. For example, an observer will not attempt to repeat a particular behaviour if 

their physical ability is limited and would not serve them to achieve their purpose [156]. 

• Motivation: This is the degree to which the observer will evaluate rewards and punishment 

that follow the behaviour. Model behaviour is more likely to be reproduced by the observer 

if the perceived rewards offset the perceived costs. On the other hand, the observer will not 

repeat the behaviour if vicarious reinforcement is not seen as essential [156]. 

According to Holt et al. [157], SLT is one of the most popular learning theories to explain 

cybercrime, including software and movie piracy. In the behavioural security context, the 

application of the SLT provides a theoretical framework to improve security and is reflected in 

the confidence or self-efficacy of individuals in their computer and security skills as influenced 

by situational factors like security awareness programs [158]. In the information security 

context, self-efficacy is defined as “the confidence in one’s ability to undertake a recommended 

preventative behaviour” [159]. Self-efficacy is an essential factor in Bandura’s 1986 extension 

of SLT, which he called Social Cognitive Theory (SCT) to account for the amount of mental 

control individuals have over their behaviour, a level of control not reflected in Social Learning 

Theory. Furthermore, Social Cognitive Theory reflects the perception of an individual’s self-

judgement about their ability to perform a specific course of action or behaviour [160]. The 

SCT asserts that individuals are more likely to begin challenging behaviours when their 

confidence in their abilities are high, which is reflected in “a user’s self-confidence in his/her 

skills or ability in practising computer security” [161]. Finally, Rhee et al. [162] describe self-

efficacy as “a belief in one’s capability to protect information and information systems from 

unauthorised disclosure, modification, loss, destruction, and lack of availability.” 
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Several security studies that have adopted SLT and, by extension, SCT, have reported that 

improving employees security self-efficacy to comply with the information security and 

privacy policies required the organisations to enhance the employee formal and informal social 

learning environment settings to be more supportive. For instance, Warkentin et al. [158] 

conducted an empirical study to evaluate the influence of external social cues such as 

situational support, verbal persuasion and vicarious experience on an employee’s self-efficacy 

to perform compliant actions. The results indicated that a supportive social environment could 

improve the employees’ security perceived self-efficacy to perform compliance security 

actions. In particular, employees perceived self-efficacy could be enhanced informally via three 

social learning factors: (1) provide employees with situational support, which includes the right 

tools, opportunity, and time to perform their jobs and protect IT assets; (2) provide the 

employee with appropriate and continuous feedback and instructions from superordinates and 

managers to enhance their security confidence to stay in compliance; and (3) provide them with 

indirect experience by allowing them to learn from other expert colleagues.  

As a consequence of the use of SLT and SCT in InfoSec studies, self-efficacy in information 

security emerge in the literature and has been widely used as an antecedent of employees’ 

compliance with information security policies. Rhee et al. [162] conducted an empirical study 

based on the SLT and a survey of 415 graduate students. This study aimed to investigate the 

relationship among the antecedents of self-efficacy in the information security domain. The 

study revealed that self-efficacy is a significant factor to predict individual security practices 

that secure information and information systems. Individuals with high self-efficacy tend to 

adopt a proactive approach and formulate solutions for the security problems more than 

individuals with low self-efficacy. Other studies also found that self-efficacy is an essential 

factor that can effectively impact and promote compliance intentions with organisational 

information security policies and practices [23][25]. Further studies revealed that individuals’ 

self-efficacy increase their tendencies to perform security practices such as antivirus software 

and scanning emails attachments before downloading them [163]. In the healthcare industry, 

Brady [164] stated the importance of employees computer self-efficacy toward HIPPA security 

compliance, defining self-efficacy as “individual judgment of one’s capability to safeguard and 

protect patient information privacy” [165]. 

 Neutralisation Theory  

This section will describe the origin of neutralisation theory and its applications in criminology, 

digital, and information security. Also, it will discuss the results of several studies that 
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specifically relate to the tendency of individuals to justify violations of information security 

policies. The final section will provide approaches to combating neutralisation techniques in 

the context of information security. 

2.5.1 Neutralisation Techniques in Criminology 

In 1955, E. H. Sutherland [166] introduced a theory of differential association, asserting that 

two factors influenced an individual to become delinquent: (1) discovering suitable methods to 

conduct the crime and (2) attitudes in favour of violating the law. Sutherland discussed 

rationalisations as a part of the attitudes that motivated breaking the law. Building upon this 

concept, in 1957, the concept of Techniques of Neutralisation was introduced by Sykes and 

Matza [34] in the criminology field to explain the deviant behaviour of juveniles. Deviant 

behaviour is any action that conflicts with social norms as expressed either explicitly through 

policies, rules, regulations, laws or implicitly through shared group values [167]. Rogers and 

Buffalo [35] then defined neutralisation techniques as “a method whereby an individual renders 

behavioural norms inoperative, thereby freeing himself to engage in behaviour which would 

otherwise be considered deviant.” These neutralisation techniques help the offender balance 

and negate the impact of shame or guilt and make it possible for an offender to commit non-

compliant behaviour without self-blaming. 

When an individual engages in an act that violates common and known social norms of a group 

or community, they tend to adopt neutralisation techniques to decrease or avoid negative 

feelings such as guilt or shame and undesirable consequences such as punishment by justifying 

the violation of the rule in question [168][169]. Sykes and Matza [34] argued that techniques 

of neutralisation are “critical in lessening the effectiveness of social controls and that they lie 

behind a large share of delinquent behaviour.” However, the sequence of neutralisation 

techniques became controversial in the field of criminology as it was difficult to define which 

came first—the neutralisation or the crime—a classic “chicken or egg” dilemma [170]. Sykes 

and Matza [34] believed that juveniles prepared themselves by learning these neutralisation 

techniques before committing delinquency or violating social control. In particular, they 

suggested that these justifications precede the delinquent act and thus make the behaviour 

possible [34][170]. In contrast, other scholars asserted that these techniques were “ex post facto 

rationalisations” after the fact of the act to rationalise undesirable action or behaviour. 

Individuals used these techniques as a protection mechanism to preserve their self-image or 

safeguard themselves from the blame of others [171][172][37].  
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In their original work, Sykes and Matza [58] proposed five neutralisation or rationalisation 

techniques that juvenile criminals may use to explain their deviant behaviour as follows. 

• The denial of responsibility: The major principle of this technique is that the offender 

refuses to accept blame for the deviant behaviour and redirects responsibility for the action 

in question to an alternative source. Here, the offender may claim that the deviant behaviour 

occurred due to an accident or lack of control. An individual might say, “I didn’t mean to 

do it” or “It was an accident” [34]. 

• The Denial of Injury: The offender argues that the result of the deviant action would be 

harmless, and thus no one would get hurt by the behaviour. An individual might say, “I was 

only ‘borrowing’ the money and had every intention of paying it back” or “No harm is 

done” [34]. 

• The denial of a victim: The offender claims that the injury that would result from the 

wrong action is a kind of rightful punishment or retaliation since the victim deserved the 

consequences of the action [34]. For instance, someone might say, “He started it” or “She 

had it coming to her.” 

• The condemnation of the condemner: In this technique, the offender tends to develop “a 

rejection of the rejectors” and shifts the focus of attention from his own deviant acts to the 

motives and behaviour of those who disapprove of his violations. Like saying, “You have 

no right to stand in judgment of me” or “The entire system is corrupt” [34]. 

• The appeal to higher loyalty: Offenders use this neutralisation technique to escape a 

dilemma that forces them to choose between conforming with small group interests such as 

friends or family members or violating a law. Like saying, “I would never snitch on my 

friends” or “I did it for my family” [34]. 

Later, criminology scientists like Klockars [36] introduced the Metaphor of the Ledger: 

• The metaphor of the ledger: The offender argues that their previous good acts and 

compliance recompense occasional wrongdoing behaviour [51]. An individual might say, 

“Yes, I acted unlawfully, but I have done a lot of charitable work in my community over 

the years”, or “I’m a good person; this isn’t a reflection of my character.” 

Next, Minor [37] introduced  Defence of Necessity as an extension to Sykes and Matza’s 

[58] theory: 
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• Defence of necessity: Here, the offender argues that nobody should feel shame or guilt if 

the situation requires an act that can result in breaking the rules [38]. An individual might 

say, “I had no other choice” or “I needed the money to provide for my family” [37]. 

Further applications of Sykes and Matza’s original work have identified additional 

neutralisation techniques that support the effort to explain different types of crimes and deviant 

behaviours; these include the “Claim of Normalcy,” the “Claim of Relative Acceptability,” the 

“Claim of Entitlement,” [38] “Justification by Postponement,” “Justification by Comparison,” 

[172], the “Claim of Individuality,” and the “Denial of Negative Intent” [173]. (See Appendix 

2. for more details of neutralisation techniques and examples.) 

Neutralisation theory became the basis for various studies in the criminology and sociology 

fields to investigate juvenile delinquency, providing the theoretical framework to study a wide 

range of criminal and deviant behaviours such as hate crimes [174], car theft [175], white-

collar deviance [176], political corruption [177], dogfighting [178], and terrorism [179]. 

Finally, several information security scholars found neutralisation theory suitable for 

predicting and explaining various undesirable behaviours in the information security and 

cybercrime realm. The following section explains several implications of the neutralisation 

theory to explore its influence on individuals to justify theirto apply  undesirable behaviour in 

the digital and information security context.  

2.5.2 Neutralisation Theory in the IT and IS Context 

Neutralisation theory has provided a theoretical explanation to investigate deviant behaviour 

such as computer abuse [14], cyber-loafing [15], digital piracy [16], IT shadow security [151],  

software piracy [180], digital and music piracy [181][182], and hacking [183]. Willison and 

Warkentin [17] suggested that neutralisation theory could be used to explore employees’ 

undesirable behaviour within organisations, arguing that the employee might evoke 

neutralisation techniques to offset feelings of guilt or shame when they intend to break 

organisational rules.   

Many scholars have explored the impact of neutralisation theory on such cyber crimes as digital 

piracy, software piracy, and music piracy with differing results. Morris and Higgins [181] 

examined digital piracy as an illegal behaviour using several theories from the criminology 

field. Using retrospective (self-reported) and prospective (willingness to engage) models, 

authors explored the role of neutralisation techniques from well-known criminology theories 

such as Self-Control (SC), social learning (SL), and micro anomie (strain). Using a sample of 
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585 undergraduate students from two universities, they found that techniques of neutralisation 

had a positive and direct effect on students’ willingness to participate in illegal downloading 

of music CDs over video piracy. From the retrospective model point of view, the role of 

neutralisation had a modest effect on music and video piracy over software piracy. Therefore, 

it can be considered as a theoretical predictor of a student’s potential digital piracy. 

Likewise, Siponen et al. [180] conducted a study to identify which neutralisation techniques 

could contribute more to individuals’ software piracy intentions in the presence of deterrence 

mechanisms. The study tested the direct influence of seven neutralisation techniques on 

individuals’ intention to commit software piracy: (1) condemn the condemner, (2) denial of 

injury, (3) metaphor of the ledger, (4) appeal to higher loyalties, (5) defence of necessity, (6) 

denial of responsibility, and (7) denial of the victim. Also, the authors tested the effectiveness 

of formal deterrence, shame, and moral beliefs against the adoption of neutralisation 

techniques. Moral belief refers to the degree that individuals evaluate software piracy as 

morally right or wrong. The empirical results of a questionnaire administered to 183 graduate 

students from a European business school revealed that two neutralisation techniques—appeal 

to higher loyalties and condemn the condemners—had the most direct impact and significantly 

predicted software piracy intention. Also, shame and moral beliefs had a strong negative effect 

on an individual’s intention to pirate software. Consequently, the study suggested that software 

organisations need to design their anti-piracy awareness and education campaigns or other 

behavioural interventions to mitigate the appeal to higher loyalties and condemn the 

condemners. Also, the study encouraged organisations not to rely on formal sanctions but 

instead should consider incorporating informal sanctions such as shame and moral beliefs in 

their deterrence effort. 

These findings were consistent with Ingram’s [182] quantitative study, which empirically 

investigated the impact of neutralisation techniques on online music piracy in a sample of 2,032 

undergraduate students in several US universities. The study found that denial of responsibility, 

denial of injury, denial of victim, and appeal to higher loyalties were significant in predicting 

a student’s potential willingness to copy online music. In contrast, Hinduja [184] collected data 

via a questionnaire of 433 undergraduate students at a large university in the United States. The 

central premise was that those “university students who engage in online software piracy utilise 

at least one or more techniques of neutralisation.” The results showed that there was generally 

a weak relationship between online software piracy and the role of neutralisation techniques to 

form such intentions.  
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However, in their seminal work, Siponen and Vance [53] conducted the first empirical study 

that employed neutralisation theory in the information security context and highlighted the 

essential role of the theory as a predictor of an individual’s non-compliance intentions toward 

information security policies. Siponen and Vance [1] argued that neutralisation techniques 

could explain the intention to violate information security policies. The study proposed a 

theoretical model to assess the impact of formal and informal sanctions and shame on employee 

violation intentions and the effects of techniques of neutralisation to rationalise such behaviour. 

The model conceptualized neutralisation as a multidimensional second-order construct 

consisting of six sub-constructs: (1) defence of necessity, (2) appeal to higher loyalties, (3) 

condemn the condemners, (4) the metaphor of the ledger, (5) denial of injury, and (6) denial of 

responsibility.  

Siponen and Vance [1] collected data from a sample of 1449 employees in administrative 

positions in three organisations located in Finland. The findings revealed that organisational 

sanctions alone were insufficient to decrease or prevent information policies violation 

intentions since the employees tended to justify violations using neutralisation techniques to 

minimise the perceived harm of formal and informal sanctions. Based on these findings, the 

authors asserted the importance of neutralisation to explain and predict InfoSec policies non-

compliance. Also, they suggested that organisations need to consider the significant role of 

neutralisation techniques in their efforts to develop, implement, and promote information 

security policies and practices. Similarly, an empirical study in Malaysia by Teh et al. [31] 

found that neutralisation theory offers a significant predictor of an individual’s intention to 

violate information security policies. In contrast, Silic et al. [151] found that only a single 

neutralisation component, the metaphor of the ledger, directly and significantly affected 

employees’ intention toward violating shadow IT policies. 

The study by Teh et al. [31] mentioned above aimed to investigate the organisational factors 

that motivate employees to adopt neutralisation techniques and violate information security 

policies. Their theoretical model used the concepts of role conflict and role ambiguity from the 

security literature and the concepts of job satisfaction and organisational commitment drawn 

from social exchange theory. A total sample of 246 employees working in nine Malaysian 

banks participated in this quantitative study. The results showed that role conflict significantly 

influenced neutralisation techniques in the InfoSec policies violations context. Teh et al. [31]  
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explained the relationship between role conflict and neutralisation techniques by asserting that 

“when employees are faced with competing demands in the workplace that expend their time 

and presumably deplete their cognitive resources (in the form of role conflict), they appear 

more prone towards rationalisations of information security violations.” They also provided 

evidence that organisational commitment was negatively and indirectly associated with the 

employee tendency to neutralise non-compliance.  

In contrast, job satisfaction and role ambiguity had an insignificant impact on neutralisation 

techniques toward employee propensity to justify information security policy violation; the 

authors link this finding to the influence of Malaysians’ high power distance national culture. 

Therefore, Teh et al. [31] emphasised a potential relationship between national culture and the 

tendency of individuals to evoke neutralisation techniques. Consequently, they suggested that 

future research could study the influence of Hofstede’s theory of cultural dimensions [68]—

and specifically power distance—on individuals’ justifications in the context of information 

security compliance. To address the influence of cultural differences on individuals’ tendency 

to adopt neutralisation techniques and violate information security policies, a recent study by 

Vance et al. [185] examined such a relationship via a theoretical model to test the influence of 

the deterrence theory, neutralisation techniques, shame, and moral belief on an individual’s 

intention to violate information security policies. The authors incorporated three of  Hofstede’s 

cultural dimensions, power distance, uncertainty avoidance, and individualism/collectivism—

as moderators of the relationships, as shown in Figure 2.5. 

According to Hofstede [186], power distance refers to “the extent to which the less powerful 

members of organisations and institutions accept and expect that power is distributed 

unequally.” Uncertainty avoidance is “the degree to which members of a society feel 

Figure 2.5 Vance et al. [180] Research Model 
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uncomfortable with uncertainty and ambiguity.” The difference between individualism and 

collectivism depends on the individual’s perception of themselves and how they distinguish 

between their interests, values, thoughts, emotions, and behaviour from their larger group. The 

individualist has more independence regarding their thoughts and beliefs and feels less related 

to the typical behaviour of the larger group, while collectivists, in contrast, “view themselves 

as dependent on a larger group and place a high priority on the needs and welfare of the whole 

above their individual needs and desires” [185]. This quantitative study collected data from a 

global company and received a total sample of 618 respondents from 48 nationalities. The 

findings showed that the impact of neutralisation techniques, moral beliefs, and shame was 

significant on individual intention to violate InfoSec policies. Thus, it implied that the effect 

of those three factors on individuals’ intent remained significant across different cultures and 

that the model’s cultural dimensions (power distance, uncertainty avoidance, and 

individualism/collectivism) did not moderate the relationship. In contrast, formal and informal 

sanctions were insignificant. The exception was that individuals from a collectivistic society 

such as those found in Asia were more affected by informal sanctions. In contrast, formal 

sanction was insignificant to mitigate individuals tendency to violate InfoSec policies across 

all nationalities.  

Another empirical study by Silic et al. [151] was aimed to gain a better understanding of 

shadow IT usage through the lens of neutralisation theory. According to the authors, shadow 

IT involves the use of IT tools, software, services, or systems in a workplace without formal 

permission from the IT department. The study examined the role of neutralisation techniques, 

shame, and deterrence mechanisms (formal and informal sanctions) on both intention and 

actual behaviour. According to the study, shame mediated the relationship between 

neutralisation techniques and formal and informal sanctions toward an individual’s intent to 

use shadow IT and thus violate organisation policy. They tested the indirect effect of six 

neutralisation techniques on intention to use shadow IT via shame as a theoretical mediator. 

Further, they measured the direct effect of these neutralisation techniques on the actual use of 

shadow IT and finally tested the direct and indirect influence of formal and informal sanctions 

on individual intention to use unauthorised software. 

The respondents of the questionnaire used in the study were 440 managers in all levels from 

various departments such as marketing, finance, and administration in four European 

organisations. The findings revealed that only the metaphor of the ledger had a direct positive 

and significant influence on the intention of the managers to use shadow IT. Also, formal and 
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informal sanctions were insignificant to discourage employee intention to use unauthorised 

software. Silic et al. [151] pointed out that “neutralisation  techniques and deterrence 

techniques are both related to the levels of shame that employees perceive when violating a 

security policy such as using Shadow IT.” The practical implications of the study by Silic et 

al. [151] would help organisations reduce the security threats of shadow IT usage by designing 

and implementing more effective security awareness and educational sessions that consider 

discouraging employees from justifying their use of unauthorised software through the 

metaphor of the ledger.  

A further empirical study by Kim et al. [187] proposed an integrative behavioural model based 

upon three factors drawn from the theory of planned behaviour (attitude, normative belief, and 

self-efficacy) and response efficacy derived from protraction motivation theory. In addition, 

they incorporated three aspects of rational choice theory (benefit of compliance, cost of 

compliance, and cost of non-compliance). Neutralisation theory was conceptualised in the 

model as a multidimensional second-order construct as advised by Siponen and Vance [1]. The 

goal was to understand the behavioural factors that affected the employees’ attitudes and their 

actions toward compliance with information security policies. The authors disseminated a 

survey to 32 companies in South Korea and collected data from a sample of 194 respondents. 

The results showed that response-efficacy and normative belief positively impacted 

employees’ intention to comply with their organisations’ security policies. In the study context, 

response-efficacy referred to the degree to which an individual’s confidence in the 

effectiveness of the information security policies can adequately protect the organisation’s IT 

assets from security threats. Also, normative belief definition is “the degree of perceptive social 

pressure of neighbours such as the supervisor, colleague, and manager when they comply with 

the policy” [187].  In contrast, neutralisation techniques significantly weaken an employee’s 

intent towards compliance with information security policies. Thus, Kim et al. [69] concluded 

that organisations need to take the impact of individuals’ neutralisation into account when 

designing their security awareness and education programs. 

In summary, this section revealed the following: (1) Neutralisation techniques are significant 

predictors of an individual’s intention to violate information security policies. (2) The existence 

of neutralisation techniques overcomes the effect of formal and informal deterrence, and thus 

any future application of deterrence mechanisms in organisations must take into account the 

impact of neutralisation techniques on the behaviour of individuals. (3) Shame and moral 

beliefs are strong predictors and can negatively impact intention to commit deviant behaviour 
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such as violating InfoSec policies. However, the impact of these two factors can differ between 

national cultures. (4) Most information security scholars emphasised the importance of 

designing security awareness and education programs to counter individuals’ neutralisation 

intention to violate InfoSec policies, thus improving behavioural compliance. The following 

section discusses the efforts of information security scholars to develop security awareness 

programs to mitigate the influence of neutralisation techniques in the IS context.   

2.5.3 Counter Neutralisation Approaches in Information Security 

In recent years there has been growing interest to counter the influence of neutralisation 

techniques on individuals’ non-compliant behaviour with information security policies. 

Research in information security behaviour has addressed individual justifications to 

circumvent the security policies requirements as critical information and to consider such 

behaviour as a serious insider security threat [62][110][154][185]. However, none of these 

studies endeavoured to change the intent of individuals to act securely nor to find ways to 

change behaviour from violation to compliance through the lens of neutralisation theory. 

According to Siponen et al. [188], the majority of studies only reported on the importance of 

investigating the context relevant to insecure behaviour and not on finding possible behavioural 

or technical approaches to change such insecure behaviour.    

The studies mentioned earlier [62][110][154][185] encouraged organisations to design 

behavioural interventions to mitigate the effect of neutralisation techniques rather than rely on 

the traditional enforcement approach of implementing formal and informal sanctions. These 

scholarly studies did recommend mitigation interventions to minimise the influence of 

neutralisation techniques on information security non-compliance behaviour by advising 

organisations to carefully tailor their information security policies and education programs to 

consider the role of neutralisation techniques. Siponen et al. [1] stated that “policy awareness 

campaigns and educational sessions on neutralisation  need to be examined to identify effective 

means of inhibiting the use of neutralisation  techniques and thus improve IS security policy 

compliance.”  

Information security awareness programs aim to enhance positive and secure individual 

behaviours [150]. “Information security awareness” is defined as “a state where users in an 

organization are aware of [and] ideally committed [to] their security mission.” Thus, increased 

individual security awareness should lead to better use of IT assets [189]. But the rapid 

innovation of technologies, cyber threats, and vulnerabilities have made the security awareness 
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process continuous and challenging [190]. Employees repeatedly fail to act according to 

InfoSec policies requirements, thus, reinforcing the perception of experts that non-compliance 

behaviour with InfoSec policies is a critical risk and a primary source of security incidents 

[132]. Therefore, it is necessary to improve employees’ compliance in organisations by 

educating employees and increasing their knowledge of security policies, secure practices, and 

emerging security threats. Organisations can use structured and unstructured 

Security Education, Training, and Awareness (SETA) programs to obtain their security 

awareness goals [191]. Structured awareness is an intervention that continuously educates 

individuals about the most recent security information via the Intranet, posters, text messages, 

face-to-face classes, and e-learning methods. In comparison, unstructured awareness 

interventions warn individuals about security threats and vulnerabilities by conveying the 

necessary contents of security controls, practices, and policies [191]. 

Only a few information security scholars have conducted studies seeking to mitigate the effect 

of neutralisation techniques as a predictor of information security non-compliance intentions. 

According to Siponen et al. [192], neutralisation theory was primarily used as a theoretical 

basis for exploring behavioural intent but without any attempt at altering that behaviour. 

Consequently, they emphasised the importance of finding effective ways to improve individual 

compliance with information security policies and proposed a security awareness program that 

discourages individuals from adopting neutralisation techniques as a practical approach [192]. 

In the information security literature, a handful of information security scholars have conducted 

empirical studies to mitigate the effect of neutralisation techniques on behavioural non-

compliance with information security policies by developing either information security 

awareness materials or security awareness education and training programs. For instance, 

Barlow et al. [125][112] conducted SETA program that aimed to deliver security awareness 

messages to inhibit individuals from using neutralisation techniques to violate password policy. 

Also, Siponen et al. [192] conducted a field experiment and developed a security educational 

training program to counter neutralisation and thus improve compliance with password policy.       

 In 2013, Barlow et al. [125] designed an IT security awareness and communication program 

that focused on how deterrence and neutralisation messages could alter an individual’s InfoSec 

violation intentions. The study aimed to reduce password policy violations by concentrating on 

a communication security program that framed particular messages to expand the deterrence 

effect and counter neutralisation techniques. The program designed by Barlow et al. [125] used 

a sample of 257 US employees to explore the relationship of three commonly used 
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neutralisation techniques—(1) denial of injury, (2) defence of necessity, and (3) the metaphor 

of the ledger—to password policy breaches. The study revealed that the intention of employees 

to justify password violation was more significant when the respondents’ received questions 

related to the defence of necessity scenario, suggesting that violation of password security 

policies would be acceptable if those involved felt it served a good cause. In contrast, the 

metaphor of the ledger and denial of injury had only a marginal association with an intent to 

justify non-compliance with password policies. The study found no statistical difference 

between using security awareness communication messages focused on mitigating 

neutralisation techniques and sanctions, implying that a security awareness communication 

approach that aimed to dissuade employees from adopting neutralisation techniques was a 

practical approach to alleviate password sharing.  

In 2018, Barlow et al. [112] extended their earlier work and conducted a SETA program based 

on the persuasive communication concept for security training. They developed a theoretical 

model to test the impact of persuasive communication on rationalising password policy 

violation by examining the influence of three SETA communication approaches (1) normative, 

(2) information, and (3) anti-neutralisation. The authors argued that employing these 

communication approaches in the SETA program could improve individual compliance with 

the password policy. In the context of this study, informational communication design referred 

to providing individuals with useful information that explained why compliance with the 

password policy is essential, which allowed participants in their study to evaluate password 

policy compliance costs and benefits. Also, normative communication design aimed to convey 

why other colleagues complied with the password policy and showed compliance with the 

password policy was a typical norm among other colleagues. Anti-neutralisation 

communication design described why rationalisation of password sharing via a denial of injury 

or defence of necessity was unacceptable. Data were collected through the Factorial Survey 

Method (FSM), and the sample consisted of 200 respondents recruited via Qualtrics, an online 

service firm.  

The study found that an organisation can reinforce password policy compliance when 

designing a security awareness program that effectively communicates anti-neutralisation 

informational messages to employees. Thus, the findings revealed that anti-neutralisation 

communication—essentially a short statement that counters denial of injury or defence of 

necessity—had a significant influence on decreasing the intention of respondents to share their 

passwords. The authors reported that “Reinforcing communication that states that 
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neutralisation  is unacceptable effectively combats rationalizations that lead to deviant 

behaviour, whether rationalizations are explicitly triggered by the communication or 

spontaneously invoked by the users.”  

Also, solid informational communication can lower an individual’s intention to violate the 

password policy; thus, providing informational statements that explain the cost and benefits of 

compliance directly can improve an individual’s ability to make a more rational decision 

aligned with password policy requirements. Finally, according to Barlow et al. [112], 

normative statements were less effective for reducing the intent of individuals to share the 

passwords. They stated that it was difficult to persuade individuals in some situations not to 

share a password if they found it possible to justify sharing in a particular cause. In such cases, 

the existence of neutralisation techniques overcame the effect of normative communication to 

reinforce compliance. 

While the studies by Barlow et al.[112] [125]offered one-way communication approaches that 

utilised persuasive messages to counter neutralisation techniques; a recent quasi-experimental 

study by Siponen et al. [192] investigated whether security awareness and education programs 

can reduce behavioural justifications and improve password policy compliance. The proposed 

educational training intervention was based on a two-way (face-to-face) communication design 

that adopted the cognitive dissonance theory concept to counter the tendency to justify 

password policy violation. The authors argued that “not just any educational training 

intervention or message framing would change the minds of those using neutralisations.” Thus, 

they asserted the need to find strategies or tactics to change behavioural justifications that could 

transform InfoSec violation behaviour to compliance.  

Following the assumptions of Sykes and Matza [34] that placing a juvenile in certain 

circumstances could produce a feeling of guilt or a negative self-image and thus dissuade 

deviant behaviour, Siponen et al. [192] speculated that by placing the participant in a situation 

that leads to feelings of guilt, shame, or negative self-image through cognitive dissonance 

might discourage the tendency to neutralise non-compliance with the password policy. 

According to Festinger [83], the fundamental concept of cognitive dissonance theory was that 

people feel discomfort when there is a contradiction between their true actions (their behaviour) 

and their cognitions such as beliefs, ideas, and values. To overcome discomfort caused by 

dissonance, people tend to modify either one or more mental cognitions or their behaviour to 

restore a state of comfort and harmony.  
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The study by Siponen et al. [192] was conducted in a multinational company in the United 

Arab Emirates (UAE) and involved 98 participants, 66 of whom were randomly assigned to 

the experimental group, while the rest constituted the control group. Both groups received 

similar security educational training materials and sessions that emphasised the importance of 

company password policy requirements and explained the principles of robust passwords. The 

experimental group then received lectures that aimed to “address learners’ use of neutralisation 

techniques explicitly by creating dissonance between individuals’ prevailing ideas on password 

security and proper use of strong passwords.” In addition to presenting counter-arguments to 

mitigate commonly used neutralisation techniques. The training used mnemonics to counter 

each of the neutralisation techniques by showing how it was possible to create a solid and easy 

password. Thus, creating dissonance between employees’ concerns that complying with the 

password policy required a complex and challenging password. At the same time,  a simple 

process using mnemonics made it an easy method to develop passwords that were easy to 

remember but difficult for hackers to predict. 

The key finding of this study was that the educational training based on the application of 

cognitive theory could counter neutralisation techniques and effectively improve the employee 

compliance intention to use a secure and robust password. This implied that organisations need 

to strengthen their SETA program by explaining why neutralisation techniques contradict the 

requirements of security policies. Therefore, it was essential to include several 

counterarguments for neutralisation techniques that individuals might adopt to violate the 

security policies. 

 Summary of The Literature Review  

This chapter aims to provide a comprehensive overview of the role of information security 

policies in protecting information and IT assets in organisations. In particular, this literature 

review clarified why an individual’s behavioural noncompliance is a serious internal threat 

facing organisations—specifically in the healthcare industry—and outlined the high cost of 

information security violations to both organisations and individuals. However, many 

researchers found inconsistent and contradictory results regarding the efficacy of formal and 

informal sanctions to enforce information security compliance. They stated that deterrence 

mechanisms are not always the best countermeasure to mitigate information security policy 

violations, although the application of severe penalties has been partially successful in 

changing individual behavioural intentions toward compliance, particularly in the presence of 

neutralisation techniques.  
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As the field of criminology has shown, individuals sometimes tend to neutralise their unwanted 

behaviour to overcome feelings of guilt or shame. In the information security literature, many 

security scholars have investigated information security policy violations under the lens of 

neutralisation techniques and found it an excellent indicator of insider threats. However, most 

of these studies have looked at different types of cybercrime—digital piracy, music piracy, 

shadow security, and information security policy violation—and collected data from university 

students or employees working in managerial positions. Nevertheless, in the healthcare 

industry, no current studies explore the role of neutralisation theory in predicting medical 

practitioners’ intention to violate information security policies and the impact of their 

justifications on patient privacy. This gap will be addressed in chapter four, which presents a 

quantitative study that collected data from medical interns in several academic hospitals in 

Saudi Arabia. Finally, the existing literature has made only a limited attempt to understand in-

depth the drivers behind individual propensity to evoke neutralisation techniques and violate 

information security policies. Chapter five addresses this problem via a set of interviews with 

medical interns and IT department employees in one of the biggest hospitals in Saudi Arabia.     

This chapter shows that only a few attempts in the IS literature have been made to mitigate the 

effect of neutralisation techniques. The majority of the current interventions to discourage 

individuals from adopting neutralisation techniques and violate information security policies 

were based on the development of SETA programs. These security awareness programmes 

address the individual justifications by anti-neutralisation awareness communication [80][69] 

or via security training that employed cognitive concepts to counter individual intention for 

non-compliance. Thus, there was little attention to improving information security policies by 

finding a methodological way to balance the work needs of employees and the security policy 

requirements rather than the interventions that aim to change individual behaviour. We address 

this gap in chapters six and seven by utilising the concept of a collaborative wiring process of 

security policies to increase individual engagement and create user-centred policies that, in 

return, can enhance the employee intention to comply with the security policies.  
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 : Research Design and Methodology 
 

Research methods are systematic plans used to conduct research[193]. This thesis will use a 

variety of research methodologies, including qualitative and quantitative methods. The 

quantitative approach will attempt to categorise and count characteristics and will enable the 

researcher to develop a statistical model to test the hypothesis and explain the observed data[1]. 

Additionally, this thesis will use qualitative methods to conduct a thorough observation of both 

circumstances and events. Thus, this chapter will review the researcher’s different research 

methods. The chapter will be divided into several sections. Section 3.1 will introduce an 

overview of the research methodology. The next section, which is 3.2, will present an 

introduction to a mixed-methods research approach. A rationale for the research design will be 

introduced in Section 3.3. Selected research methods and techniques will be covered in sections 

3.3.1 to 3.3.5. Sub-sections 3.3.1 to 3.3.5 will illustrate selected research methods, which are 

questionnaires and interviews, action research, focus groups and content analysis, respectively. 

Section 3.3.3.1 will address thematic analysis. Focus groups will be introduced in section 3.3.4. 

Content analysis will be highlighted in 3.3.6, and the collaborative writing process explained 

in section 3.3.6.2. Lastly, Section 3.5 presents a summary of the chapter. 

 Overview of The Research Methodology  

This research is divided into four phases (as shown in Table 3.1), with the overriding objective 

to investigate the role of neutralisation techniques on individual behavioural non-compliance.  

Below is a brief description of each phase regarding it related research question, purpose, data 

collection method and data analysis: 
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Table 3.1 Integration of Research Questions, purposes, and Mixed Methods Research 

Design and Analysis 

Research question and 

purpose (Chapter 4/Phase1) 

Research Design  

(Methods and Analysis) 

Research Question1 (RQ1):  

What is the association between 

neutralisation techniques and the 

intention of medical interns to 

violate InfoSec policies? 

Purpose:  

Determine the role of 

Neutralisation techniques to predict 

medical practitioner intention to 

violate InfoSec policies.  

A quantitative study: tests and validates a theoretical model based 

on neutralisation techniques to test whether the is a positive effect 

on the medical interns' intention to violate the information security 

policies. 

Data collection method: A closed-ended questionnaire.  

Study Sample: 66 completed questionnaires from medical interns 

within four universities in Saudi Arabia. 

Analysis: In the test of theoretical model and hypotheses, we 

applied Structural Equation Modelling (SEM) using the partial 

least square (PLS) technique. 

Research question and 

purpose (Chapter 5/Phase2)  

Research Design  

(Methods and Analysis) 

Research Question2 (RQ2):   

What drives behavioural 

justification among medical 

practitioners to violate information 

security policies in healthcare 

organisations? 

A qualitative study: It was conducted in one of the biggest 

hospitals in Saudi Arabia to determine the contextual factors that 

influence the MI to adopt neutralisation techniques and violate the 

information security policies.    

Data collection: a series of semi-structured interviews. 

Study sample: twenty medical interns and eight employees from 

the I.T. department (total N=28 participants). 

Analysis: we adopted Braun and Clarke’s [194] thematic analysis 

to generate themes and codes from the textual interview 

transcripts. 

Purpose:  

Investigate the motivations of 

medical practitioners to evoke 

neutralisation techniques to justify 

InfoSec violations.  

Research question and 

purpose (Chapter 6/Phase 3) 

Research Design  

(Methods and Analysis) 

Research Question 3 (RQ3):   

To what extent does the engagement 

of the perception of end user during 

information security policy 

development via a collaborative 

writing process increase the 

effectiveness of the InfoSec policies 

to mitigate the role of neutralisation 

techniques 

A qualitative study: This study aimed to explore the proposed 

intervention by redesigning information security policies 

(password policy) to reduce individuals' inclination to justify 

information security policies. 

Data collection method: we used a mixed-method approach to 

collect data in this phase that included a quantitative part (pre- 

and post-assessment questionnaire) and a qualitative part ( a focus 

group to conduct a collaborative writing process of a security 

policy). 

Study Sample:  24 graduate students were divided into six 

groups at the University of Glasgow, the U.K. 

Data Analysis:  

Statistical: We used Medians variation and a non-parametric 

statistical hypothesis test via the Wilcoxon signed-rank test to 

analyse the pre and post assessment questionnaire for the 

quantitative part in this phase. 

Purpose:  

Enhance InfoSec policies 

effectiveness against neutralisation 

techniques via the engagement end-

user perception. The UK.  
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Qualitative: We used the content analysis using Krippendorff 

[195] six-step procedure to analyse the qualitative part ( the 

document resulted from the collaborative writing process) in this 

phase. 

   

Research question and 

purpose (Chapter 7/Phase 4) 

Research Design  

(Methods and Analysis) 

Research Question 3 (RQ3):   

To what extent does the engagement 

of the perception of end user during 

information security policy 

development via a collaborative 

writing process increase the 

effectiveness of the InfoSec policies 

to mitigate the role of neutralisation 

techniques 

Qualitative study: This study aimed to explore the proposed 

intervention by redesigning information security policies 

(password policy) to reduce individuals' inclination to justify 

information security policies. 

Data collection method: we used a mixed-method approach to 

collect data in this phase that included a quantitative part (pre- 

and post-assessment questionnaire) and a qualitative part ( a focus 

group to conduct collaborative writing process of a security 

policy). 

Study Sample:  42 medical interns formed ten groups at one of 

the biggest hospitals in Saudi Arabia. 

Data Analysis:  

Statistical: We used Median’s variation and a non-parametric 

statistical hypothesis test via the Wilcoxon signed-rank test to 

analyse the pre and post-assessment questionnaire for the 

quantitative part in this phase. 

Qualitative: We used Content analysis using Krippendorff [195] 

six steps procedure to analyse the qualitative part ( the document 

resulted from the collaborative writing process) in this phase. 

Purpose:  

Enhance InfoSec policies 

effectiveness against neutralisation 

techniques via the engagement end-

user perception. Saudi Arabia.  

 Introduction To Mix Methods Research Approaches 

Several discipline fields of sociology, psychology, education advocate the case for the merging 

of quantitative and qualitative research methodologies. A distinguishing aspect of mixed 

methods research is its methodological diversity, which usually leads to research with broader 

views than monomethod approaches. The primary goal and core premise of mixed methods 

research is that combining quantitative and qualitative approaches yields more knowledge of 

study challenges and complicated phenomena than each methodology alone. Johnson and 

Onwuegbuzie [196] defined the mixed methods research approach as “the type of research in 

which a researcher or team of researchers combines elements of qualitative and quantitative 

research approaches (e.g., use of qualitative and quantitative viewpoints, data collection, 

analysis, inference techniques) for the broad purposes of breadth and depth of understanding 

and corroboration” [196]. Thus, to understand the mixed method, we need to comprehend the 

two main pillars, the quantitative and qualitative research approaches.  
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• Quantitative Research: 

According to Zyphur[197], quantitative research is an approach that systematically investigates 

a phenomenon during which quantifiable data is gathered and statistical analysis is conducted 

[197]. After the data is collected, mathematical and computational techniques are used to 

analyse that data. Generally, quantifiable research is linked with the positivistic model and 

entails collecting and converting raw data into a mathematical arrangement for statistical 

calculations needed to draw explanations and conclusions[197]. Quantitative research uses 

deductive reasoning that moves from the general to the specific, and it is also known as the 

“top-down” approach. As illustrated by Howe [198], the conclusions drawn from a quantitative 

study are dependent on one or more statements or findings. In quantitative methods, the 

researchers have either one or more hypotheses, and these hypotheses are questions that will 

be addressed [197]. They include predictions about relationships between variables. To find 

the answers, the researcher utilises different instruments such as statistical tests. 

In quantitative research, information is gathered from the existing sample using various 

techniques such as sampling [193]. Online surveys, polls and questionnaires are also utilised 

in retrieving the data. The results are then numerically depicted and used to analyse a particular 

phenomenon. A structured method is applied to gather data from a particular group 

representative of the views of the population at large. Primary and secondary quantitative 

research methods are some of the various techniques that are used to carry out quantitative 

research. 

Primary quantitative research can be used in a wide variety of areas, and one of the essential 

aspects of primary research is that the researcher aims to conduct a new study to address a 

particular issue. Thus, a primary quantitative research design is flexible, which means that the 

researcher can use a variety of techniques the researcher needs to collect and analyse data 

directly instead of utilising previous research results. However, in secondary quantitative 

research, the researcher utilises existing data from previous primary research or other reliable 

sources such as government records, organisations reports, etc. Secondary research assists in 

validating data gathered through primary quantitative research and in improving or disproving 

previously collected data. The following sections will demonstrate four primary quantitative 

research methods: Survey research, Correlational research, Causal-comparative research, and 

Experimental research. 

Survey research, the nature of the study dictates the type of primary quantitative research that 

will be conducted [1]. The most fundamental technique utilised in quantitative analysis in 
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survey research. Additionally, online polls, questionnaires and surveys are used to obtain data 

from respondents [3]. In general, survey research enables a researcher to ask relevant survey 

questions and collect data directly from respondents, which can then be analysed numerically. 

The prerequisite of survey research is that the study sample should be comprised of randomly 

selected members.  

Correlational research. This type of quantitative research is conducted to determine the 

relationship that exists between two entities[199]. It is a method of conducting research that is 

used to generate value for naturally occurring relationships. Of course, to meet the threshold, a 

minimum of two groups is required to perform this kind of research. Normally, scholars use a 

correlation research strategy to assess two or more variables using statistical analysis. Jokela 

[199] asserts that a researcher manipulates an independent variable to generate the desired 

outcome. For that reason, it is not always possible to make conclusions based on correlational 

research.  

In Causal-comparative research, Vance [200] defines this approach as a research method 

used to establish the cause-effect relationship among different variables, and it is mainly used 

to perform a comparison. Vance [200] suggests that, in this type of research, one of the 

variables is always dependent while the other one is independent. According to Vance[200], 

the causal-comparative technique is not dependent on the statistical analysis of two variables. 

Instead, it examines how variables change when factors in the research change. It is a research 

method that is conducted irrespective of the relationship between variables[201].  

Experimental research. This type of research relies on one or more theories to deduce a 

conclusion [202]. In experimental research, an investigation is conducted to accept or reject a 

theory or assumption. According to Libby et al.[203], an essential aspect of experimental 

studies is that its ability to integrate multidisciplinary theories to test a phenomenon. Thus, it 

can help the researcher to disentangle the impact of variables confounded in natural settings 

and ascertain the conditions and processes under which specific phenomena occurs. Also, it 

provides the researcher with the capacity to create a unique research environment in which a 

causal theory of events can be tested with the greatest possible internal validity[203].  

• Qualitative Research  

Qualitative study is presumed to be a research approach associated with the interpretivism 

paradigm[204]. It endeavours to discover the more profound meaning and significance of 

human behaviour and investigate influential factors that influence behaviour, such as 
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contradictory beliefs and emotions. Researchers intend to gain a rich and complex 

understanding of people’s experiences. Subsequently, the qualitative approach involves 

acquiring information through human communication and interaction. It explains what and 

why people have a certain perspective or opinion concerning a particular phenomenon. Unlike 

the quantitative method, it focuses on non-numerical data. Qualitative researchers have adopted 

various techniques of retrieving qualitative data. The researchers tend to use an inductive 

technique, “a bottom-up” approach,” to develop a theory based on the collected data. Still, most 

research uses deductive reasoning. Qualitative researchers do not argue based on pre-

determined hypotheses[204]. Instead, they identify a problem and use an overarching theory to 

create a space for their investigations.  

The data in a qualitative study is retrieved in textual form through interactions with the 

participants[205]. Data collection is accomplished in several stages, and the researcher may 

drop or add questions mid-way through the study. Qualitative research is conducted on a 

smaller number of subjects than is characteristic of quantitative research, and it is mainly a 

function of methods used, which are labour-intensive. The small sample size involved in a 

qualitative study has a great degree of flexibility[206], and a small sample size doesn’t make 

the research “less scientific.” Commonly used methods include observations, interviews, focus 

groups, and informal surveys. According to Asenahabi[207], the qualitative research designs 

can be classified into six types; (1) case study research, (2) narrative research, (3) 

phenomenological research, (4) grounded theory research, (5) ethnography research, and (6) 

action research.  

Several data collection methods are used for qualitative research. The first and popular method 

used to collect data in a qualitative study is conducted through interviews [208]. This method 

involves a one-on-one conversation between the researcher and the subject, and each 

respondent is interviewed individually and privately to give them a platform to express 

themselves safely and, often, in great detail. While using this conversational method, any 

individual answer may generate a new question, which allows further investigation of the 

research question. A significant advantage of this method is getting to know what people 

believe and their emotions feel[206]. By presenting the right questions, the researcher will get 

valuable information. If a need arises for getting more information, the interviewer should 

present follow up questions to the respondents, thus, generating meaningful information and 

expanding the understanding of the study topic. Although these conversations can be conducted 
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remotely, face-to-face interviews are more suitable because the interviewer can read the 

respondent’s emotions and body language in relation to the answers given. 

Observation is a method that allows the researchers to use all five senses to gather information 

and is the basis of every data collection method, calling for behavioural rather than numerical 

characteristics[209]. For the observation method to be effective, the researchers need to have 

carried out their observations over some extended period. Sekayi and Kennedy[208] stated that 

an essential advantage of observation is that the researcher collects the information at the time 

it occurs and in its natural environment. Interviews also have their disadvantages in that they 

may collect only minimal information from some participants, and the information may not be 

accurate since the researcher does not generally have access to past occurrences [208]. 

According to Ricci [210], another method of qualitative research uses focus groups. The 

researcher sets out to reach a small set of individuals for a face-to-face group interview, 

generally in person, although online focus groups can be used. This method is commonly used 

to seek the opinions or emotions of individuals such as customers on a particular product or 

phenomenon (more details in section 3.3.5.)  

Gathering qualitative data helps its audience to comprehend the reasoning behind particular 

findings and assumptions. The data must be analysed to come to a specific conclusion, and text 

analysis is one of the most often used ways of data assessment. It entails the documentation of 

ongoing events[210]. Additionally, images are frequently utilised, and conclusions are derived 

from them. Other formats include handwritten notes, audio-visual recordings, and films. 

Qualitative research is typically employed when a need for knowledge about a specific problem 

emerges and gives importance to people's feelings above numerical values[205].  

 Justification of Research Design 

Research design includes both research methods and procedures selected by the 

researcher[211]. The research design enables the scholar to utilise the methods of research that 

are relevant to the study. It is an overall strategy that is integrated logically into the study and 

guarantees that the problem investigated in the research will be successfully addressed. It 

provides a basis for the researcher to collect, measure and analyse the data. Fundamentally, a 

research design is divided into three major categories, (1) data collection, (2) measurement, 

and (3) analysis. Ideally, the research problem determines the research design appropriate to 

that particular research problem. Usually, an impactful research design eliminates bias and 

reinforces trust in the accurateness of the data collected by the researcher [207]. A design that 
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has the most negligible margin of error yields the desired outcome. A proper research design 

allows the researcher to present an accurate and unbiased picture [211].  

This thesis adopted a mixed research design, which uses a combination of both qualitative and 

quantitative approaches in a research project or study [212]. Thus, this approach builds on the 

idea that both qualitative and quantitative research designs have their limitations, and 

incorporating them into a single study can improve the study's overall goal of expanding the 

breadth and depth of understanding and verification[196]. Asenahabi [207] stated that “….a 

researcher collects and analyses both qualitative and quantitative data in either sequential and/or 

simultaneous and the exhaustive manner in which the researcher integrates the two forms of 

data will depend upon the nature of the inquiry and the philosophical outlook of the researcher.”  

Following the taxonomy of Creswell’s et al.[212], this thesis adopts a sequential explanatory 

mixed methods design, which consists of three consecutive stages: (1) the quantitative stage 

followed by (2) the qualitative stage, and 3) A mix method stage, each of which includes data 

collection, analysis and reporting. This research design begins with a quantitative stage to 

provide a theoretical basis that produces numerical results. These results are used as inputs to 

inform and plan the qualitative stage.  Then the researcher initiates the qualitative stage by 

gathering and analysing data qualitatively. The result of the second stage is qualitative (text) 

data to clarify, explain or support the quantitative numerical data produced in the initial 

stage[213], and to use these as the basis to develop and implement the proposed intervention in 

stage three. The last stage includes two consecutive studies introduced in Chapters 6 and 7 

(Phases 3 and 4). These last two phases adopted a mixed method to collect data. Each consisted 

of a quantitative part (pre and post-assessment surveys) and a qualitative part (focus group). The 

aim of phases three and four in this thesis was to evaluate the proposed intervention to enhance 

the information security policies and reduce the individuals' tendency to justify the information 

security policies via a collaborative writing process. 

The justification for adopting this approach in this thesis is that the quantitative stage findings 

provided a better understanding of the research problem (the role of neutralisation techniques in 

violating security policies and patient privacy in hospitals). Thus, the quantitative study would 

test a research model and its hypothesis that assess the relationship between neutralisation theory 

and behavioural violation of information security policies to confirm or reject such a role via a 

questionnaire distributed to medical interns, the study’s sample. The following qualitative stage 

and its subsequent data collection and analysis processes elaborated and improved the numerical 
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outcome by investigating in-depth participants’ views [213]. In particular, the interviews 

assessed the research understanding of the environmental factors that influence the medical 

interns to violate information security policies and justify such behaviour. Additionally, the 

results of the questionnaires and interviews will be used to develop two related action research 

studies that will test and implement an intervention to decrease individuals' likelihood of using 

neutralisation techniques for information security non-compliance in two different countries,  

the United Kingdom and Saudi Arabia.  

In summary, this thesis includes three inter-connected stages structured with two central 

quantitative and qualitative studies (Phase four and five). In addition, stage three comprising 

two mixed methods studies (Chapters 6 and 7). Figure 3.1  illustrates the multi-studies sequential 

explanatory mixed methods design of the thesis and its corresponding chapters.  

An essential purpose of mixed methods research design in this thesis is to validate the role of an 

existing theory (Neutralisation techniques) in the information security field and investigate the 

relevant environmental factors that motivate the medical practitioners to evoke these 

justification techniques. Thus, the selection of the mixed methods research approach allowed 

the researcher to provide comprehensive, contextualised insights and draw new conclusions 

about the potential impact of the neutralisation techniques as a behavioural issue in security 

context within hospitals. Also, it allows the researcher to identify and design an intervention 

that aims to reduce individual tendencies to adopt these techniques for non-compliance with the 

information security policies. In general, three essential imperatives justify the selection of a 

mixed-method research design for this thesis: 

• This approach can link research questions and objectives for each study together under a 

 Stage 3- Mixed Methods  Stage 1- 

Quantitative  

Figure 3.1 Mixed Methods Sequential Explanatory Research Design of The Dissertation 

Chapter 4

• Quantitative 
studty 
(Survey) KSA

Chapter 5

• 1st Qualitative 
study 
(interviews) KSA

Chapter 6

• 2nd  A mixed 
method study 
(Survey and 
Focus group) 
(UK)

Chapter 7

• 3rd A mixed 
method study 
(Survey and 
Focus group) 
(KSA)

Research Direction 
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single theoretical umbrella, facilitating the explanation of the phenomena (InfoSec policies 

justification for non-compliance) and serving the thesis purpose. 

• This approach can ensure that each data collection method for these four empirical studies is 

consistent with the theoretical purpose and the direction of the investigation. 

• This approach can help the researcher achieve the study’s goals by verifying the results using 

various data generating methods. As a result, it enhances the researcher’s capacity to 

investigate the influence of neutralisation theory on information security compliance 

(behavioural phenomenon) by allowing the consideration of multiple perspectives to plan 

and develop a relevant intervention. 

According to Oates[214], data generation is defined as the process of producing empirical data 

or evidence. The data and evidence can be quantitative or qualitative. Thus, four different data 

generating methods were employed throughout this thesis, as introduced in Table 3.2. However, 

Creswell’s et al.[212], they stated that the sequential explanatory mixed methods design has two 

significant challenges: (1) the variation of the sample sizes between the two stages and (2) the 

difficulties in identifying which part of the quantitative result needs more exploration.    

Table 3.2 Data Generation Methods 

Chapter/ 

phase 

Data 

Generation 

Method 

 

Definition 

 

Chapter 4 

 

Questionnaires 

“A predefined set of questions assembled in a pre-determined order. 

Respondents are asked to answer the questions, often via multiple-choice 

options, thus providing the researcher with data that can be analysed and 

interpreted.” [214] 

 

Chapter 5 

 

0B 
 

Interviews 

“A particular kind of conversation between people where, at least at the 

beginning of the interview if not all the way through, the researcher controls 

both the agenda and the proceedings and will ask most of the questions”. 

[214] 

 

 

Chapters 6 

and 7 

(Mix 

Methods) 

 

Focus Group 

“ A qualitative approach to behavioural science research consists of group 

interviews that involve a small number of appropriate persons discussing 

the topics raised by a moderator who guides the interview process.” [215] 

Content Analysis “A research technique for making replicable and valid inferences from text 

to their context of use.” [195] 

Questionnaire 

(pre and post-

assessment 

survey) 

“A predefined set of questions assembled in a pre-determined order. 

Respondents are asked to answer the questions, often via multiple-choice 

options, thus providing the researcher with data that can be analysed and 

interpreted.” [214]. 
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3.3.1 Selected Research Methods and Techniques 

This thesis aims to use a mixed-method approach in its design, incorporating qualitative and 

quantitative research features. Mixed research has been found to use and produce a variety of 

philosophical perspectives[216], although scholars with different philosophical beliefs may 

encounter difficulties because they may be at odds with each other philosophically [216]. This 

research approach was chosen to raise the overall reliability, increase the insights gained from 

the research data, assist in triangulating the research data, and strengthen the research findings 

and relevant interpretations. The research problem and the type of data required are among the 

fundamental factors that guide the effort to choose the appropriate research methodology.  

According to Creswell et al. [212], a mixed-method approach is more than just collecting and 

analysing qualitative and quantitative data; it combines the two methodologies to improve the 

study's overall strength.  Several data collection methods and sources were employed to 

generate data for this thesis, as illustrated in Table 3.2.  The following section provides more 

details of the data gathering methods that have been used to conduct the thesis.    

3.3.2 Questionnaires (Chapter 4 / Phase1): 

• Research Paradigm 

Chapter four / phase one adopted a positivism research philosophy to predict and test a 

theoretical research model. Positivists conduct research using quantitative methodologies to 

explain or predict social phenomena. Their findings are based on the statistical analysis that 

leads to empirical validation of theories or hypotheses testing [217]. DaVeiga [218] stated that 

“The objective of positivist research is to obtain research results that are reliable, consistent, 

unbiased and replicable through other research studies in order to represent reality”. From the 

current research perspective, the first phase aimed to examine, collect, and analyse a 

hypothetical relationship using a theoretical model via a quantitative method. Thus, a 

questionnaire was developed to collect data from medical interns (MI) in several academic 

hospitals in Saudi Arabia to investigate the relationship between medical practitioners' 

neutralisation techniques and non-compliance intentions. The theoretical study model was 

conducted to answer the following research question: 

RQ1: What is the association between neutralisation techniques and the intention of medical 

interns to violate InfoSec policies? 
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• Data collection method 

In phase one, the researcher developed a questionnaire to explore the impact of neutralisation 

techniques in predicting the violation of information security policies that protect patient 

privacy and how these techniques affect medical interns' intentions of non-compliance. Thus, 

a theoretical model was created to gather data on the relationship between neutralisation theory 

and its role in predicting employee justifications for non-compliance with InfoSec policies, as 

Park et al. [4] proposed. The questionnaire was composed of a series of closed-ended structured 

questions that corresponded to the research's primary interests and objectives. This technique 

can assure that each participant reads the same set of questions and has the same response 

options. Thus, it could aid and verify the consistency and clarity with which the queries are 

phrased[219]. Scholars often develop surveys and deliver them to many people in a short time 

and at a realistic and reasonable cost. For these reasons, the researcher chose a questionnaire 

because it can be administered easily, distributed quickly and gathered a lot of raw data from 

the targeted research sample [220].   

• Research Sample and analysis 

We utilised a planned and non-probability sampling technique. Purposeful sampling occurs 

when the researcher selects a sample on purpose, for example, because it is conveniently 

accessible or available[217]. The targeted research sample for this quantitative study was the 

medical interns in Saudi Arabia. Medical colleges in Saudi Arabia have developed the Medical 

Internship (MI) program for students who have completed all required medical school courses. 

Over four weeks, the researcher collected data from medical interns at four universities in Saudi 

Arabia. These universities were selected for their medical colleges and formal medical training 

programs for medical interns. Also, all four universities had information security policies and 

controls in their academic hospitals.  Before the questionnaires were administered, the 

researcher asked eight medical practitioners in Saudi Arabia and three academic members to 

evaluate and validate the survey questions and scenarios. Then, a pilot study was conducted 

with a  group of 15 graduate students in the School of Computing Science at Glasgow 

University. The survey was developed using an online platform (SurveyMonkey.com), which 

offers a fast and cost-effective solution with a rich set of features that enable more rapid data 

analysis and visualisation. Thus, the researcher sent an email invitation that included a study 

description and details to the medical interns using the email lists of universities. This invitation 

approach resulted in 66 completed questionnaires analysed statistically via Structural Equation 

Modelling (SEM) software using the partial least square (PLS) technique. 
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3.3.3 Interviews (Chapter 5 / Phase 2):  

• Research Paradigm 

According to Creswell [221], the interpretivism paradigm might be considered a fundamental 

approach for qualitative research because of its ability to explore participants' subjective realities. 

Howcroft and Trauth [222] stated that “Interpretive research provides in-depth insights into social, 

cultural and historical contexts within which particular events and actions are described and 

interpreted as grounded in the authentic experiences of the people studied” [222]. This paradigm 

was appropriate for the current research, which aimed to expand the first phase by examining the 

effect of contextual variables on medical practitioners' motives to abstain from compliance 

with a hospital's information security policy. As described in Chapter 2, the information 

security literature revealed that individuals occasionally use cognitive rationalisations to avoid 

emotions of shame or guilt when they commit or contemplate violating InfoSec policies and 

controls. Thus, Chapter 5 (phase two) will examine the factors (antecedents) contributing to 

healthcare practitioners’ behavioural justifications for violating InfoSec policies protecting 

patient privacy. We specifically seek to address the following research question: 

RQ2: What drives behavioural justification among medical practitioners to violate 

information security policies in healthcare organisations? 

• Data collection method 

To address the second research question (RQ2) and explore the environmental causes, the 

researcher conducted a series of semi-structured interviews with two groups of participants in 

one of the largest hospitals in Saudi Arabia. Eight of those interviewed were from the 

Information Technology (IT) department, while twenty participants were medical interns, for 

a total of twenty-eight interviews. Interviewing is a qualitative method under the interpretivism 

paradigm that entails asking questions such as open-ended ones to collect elicit data from the 

participants[223]. The researcher intends to understand the participants’ opinions and 

experiences in a structured way through the interviews, using verbal questions. This thesis used 

semi-structured interviews that included inquiries regarding violations of Infosec policies in an 

academic hospital. Semi-structured interviews will be employed to maintain consistency 

during sessions. Depending on the target audience, a combination of open-ended questions was 

utilized to help the researcher understand the environmental factors that motivated the 

behaviour of medical practitioners to violate information security policies that protect patient 

privacy. 
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Semi-structured interviews provided leeway to the researcher to probe the participants 

thoroughly. These semi-guided conversations provided flexibility for the researcher compared 

to structured interviews because the questions are not bound to a specific item. However, the 

researcher kept the interview structure in mind while being creative in acquiring data [223]. 

Also, this type of interview allows for follow-up questions based on the responses, enabling 

researchers to understand the respondent’s circumstances and experience better. In addition, 

all interviews were face-to-face, involving asking questions directly to the respondents to 

ensure higher response rates. The advantage of this approach is that the researcher could note 

down the participant’s body language for later analysis [224].  

All semi-structured interview questions were checked for validity and reliability by an 

independent academic researcher, an IT expert, and a hospital physician. This feedback was 

mainly intended to simplify some open-ended questions and paraphrase to increase clarity. 

Further, the researcher conducted a pilot study to assess the interview questions with three 

medical interns to confirm that the questions were comprehensible and straightforward. Finally, 

we repeated the data collection and analysis process until we reached the point of saturation 

[225], where no more new themes emerged from the interviews and the findings repeated across 

the participants. 

• Research sample and analysis 

This study employed a non-probability snowball sampling strategy, which is ideal when the 

target sample is hard to reach. A non-probability method suggested that selecting the target 

population is dependent on the researcher’s judgment; thus, not everyone has an equal chance 

of being picked. A snowball sampling strategy is based on the initial participants’ social 

network to identify and communicate the researcher with the rest of the target sample members, 

the medical interns [226]. Thus, these initial participants assisted the researcher by increasing 

the study participation rate while inviting and recruiting additional study participants. In this 

case, each initial medical intern participant referred the study invitation email to their peers and 

encouraged them to contribute to the study.  

The interview protocol consists of three main parts: (1) the introduction, (2) the general 

questions, and (3) the questions on information security. The first part of the interview started 

when the researcher explained the study goal and purpose and then asked the participant to sign 

the consent form. Once the participant agreed to participate, the interview started by collecting 

data about demographics, job descriptions, and information security background. The last part, 
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which was the core of the interview, consisted of five sets of semi-structured interview 

questions to explore in-depth the information security environment in the hospital in five major 

areas: (1) InfoSec policies development, (2) implementation, (3) enforcement, (4) awareness 

and training, and (5) incident reporting. These interview areas improved the study’s 

understanding of the level of information security compliance and awareness within the 

hospital, which includes:  

1. Verifying the employees’ perception of the relationship between sensitive data that they 

were managed daily and the impact of information security policies and controls on their 

daily work.  

2. Assessing the employee's awareness of the security efforts implemented by the hospital 

administration for information security. It included employee awareness of current security 

policies and associated controls that the hospital used to protect medical records and 

mitigate security risks. 

3. Identifying the contexts, situations, and circumstances prompted medical practitioners to 

violate information security policies. It included identifying the violating information 

security policies, associated procedures, and related justifications. 

A total of 26 participants agreed to audio-record their answers during the interview, while two 

preferred the interviewer take notes. All interview discussions were in English and conducted 

face-to-face in a hospital and carried out by the author between September 2018 and November 

2019.  Finally, in this study, the researcher used Braun and Clarke’s [194] thematic analysis 

method described to analyse the interviews, as will be described in the following subsection. 

• Thematic Analysis 

Thematic analysis is regularly adopted in qualitative research and was developed in 2006 by 

Braun and Clarke [194] to help novice researchers conduct a thematic analysis in a step-by-

step style. Braun and Clarke’s [194] thematic approach towards qualitative data analysis is 

widely used in the field of social sciences. Their approach seeks to answer questions about 

experiences, views and perceptions. The results are a group of themes that explain people’s 

opinions and observations of a particular topic. They recommend that a thematic analysis 

should start with research questions or themes. In their approach, Braun and Clarke [194] argue 

that themes are conceptualised based on the data, and themes tend to express the participants’ 

meaning and representation in the researcher's eyes.  



74 
 

According to Braun and Clarke [194], two basic approaches to thematic analysis (T.A.) may 

be used to find themes or patterns in data: these are deductive and inductive approaches. The 

deductive or theory-driven approach is a top-down approach where the researcher analyses data 

using an explicit structure or predefined theoretical framework. Thus, the coding and analysis 

process is conducted based on the researcher’s theoretical interest in the area. In contrast, the 

inductive approach is bottom-up and involves “a process of coding the data without trying to 

fit it into a pre-existing coding frame, or the researcher’s analytic preconceptions”. [194]. This 

technique is data-driven and may rely on little or no predefined theory, structure, or framework. 

When there is little to no knowledge regarding the research phenomena, this approach is most 

suitable. However, the inductive approach is more time-consuming and cumbersome than the 

deductive approach. 

The two approaches define themes quite differently. The inductive approach involves the 

researcher analysing and coding data in an open or unconstrained manner, followed by a 

comprehensive optimisation of patterns to provide a relevant collection of themes for the data 

in question. This approach has some similarities to grounded theory. However, with the 

deductive approach, the researcher’s orientation is to analyse the given transcript based on 

well-defined concepts, ideas, or theories closely mapped to a specific research question. This 

study utilised the six steps framework as presented in Figure 3.2. to execute the thematic 

analysis.  

Figure 3.2 Phases of Thematic Analysis  

 

Braun and Clarke [194] prescribe a six-step framework as the following: 

1. The first step is to become familiar with the data: The researcher will be fully engaged 

in the data by performing a transcription of the interactions and then listening to the 

recordings after re-reading the transcripts. During the first phase, any initial ideas will be 

noted down.  

2. The next step is generating the preliminary codes: Once the researcher is familiar with 

the data, introductory codes will be identified.  

3. The third step is searching for the themes: The researcher’s thought process would 

indicate the relationships between the codes and themes. This step might include combining 
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codes to conduct central themes to represent data better.  

4. The next step is reviewing themes:  The researcher will question whether to combine or 

discard the primary themes, confirming that the data within the theme cohere together in a 

meaningful manner. 

5. The fifth step is defining and naming the themes: During this step, the researcher will 

refine and define the themes to determine their relationship to the data and research 

questions. The analysis will be performed to enhance the identified themes further. The 

essence of each theme will be captured in an effective manner.  

6. The final step is producing a report: The researcher will interpret the text and report the 

outcome using vivid and compelling examples, which should relate to specific themes and 

related codes. The report must be convincingly formulated with regard to the validity of 

the thematic analysis [194]. Themes should be supported by textual evidence that addresses 

the research question. 

3.3.4 Action Research (Chapter 6 / Phase 3 ) and (Chapter 7 / Phase 4) 

• Research paradigm 

As will be discussed in Chapters 6 and 7, these two chapters comprised phases three and four 

in this thesis. An interpretive paradigm was followed in both phases, which was concerned 

with understanding individuals' experiences with information security controls.William[227] 

explained the importance of this paradigm in information security research and stated that   

“interpretivism is concerned with the results ‘making sense’ and being understandable within 

a given context. Therefore, the investigation into information systems intrinsically includes the 

way humans interact and function with others and technology”.  Thus, it is appropriate for the 

current research to expand our knowledge of the psychological, managerial and social 

experiences when individuals interact with information security policies in the workplace. In 

particular, we applied an action research approach that included an intervention to improve 

information security policies effectiveness.    

Action research aims to develop and test an intervention that might, in the case of this study, 

mitigate the role of neutralisation techniques in violating information security regulations. The 

term “action research” refers to a mix of theoretical and practical research combined with action 

[215]. Davison et al.[228] add that the action research  “ involves solving organisational 

problems through intervention while at the same time contributing to knowledge”. Thus, a 

significant outcome of action research is generating new knowledge based on real-world 
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solutions to a specific problem. Action research may be able to address, for example, the 

relevance of information system research [229]. For instance, action research is essential when 

experimental settings can easily modify observed behaviour due to the Hawthorne effect, in 

which participants behave differently and convey perhaps different intentions when conscious 

of being observed. As a result, action research has evolved as a critical method of investigation 

in the social sciences.  

Numerous distinct forms of action research have been proposed in the literature. Action 

research may be broadly classified into two types: (1) participatory action research and (2) 

canonical intervention. Because participatory action research is conducted in the researchers' 

natural environment of the subjects, researchers simultaneously assume the roles of participant 

and researcher throughout the procedure. Outsiders perceive researchers who follow the 

traditional research approach as interfering. This thesis was influenced by the style of canonical 

action research as discussed in Chapters 6 and  7, which is based on five fundamental concepts 

defined by Davison et al.[228]: 

1. Researcher–Client Agreement (RCA): The researchers and the client must reach an 

agreement that assures a shared knowledge of the study objectives, the project’s approved 

behaviours, and the anticipated rewards and dangers. Holding such an agreement in place 

can help establish the trust necessary for the research project to proceed. 

2. The Cyclical Process Model (CPM): An iterative process that proceeds sequentially 

through five stages: (1) diagnosis of the organisation’s condition and problem, (2) action 

planning, (3) intervention (action taking), (4) evaluating the intervention, and (5) reflection 

on lessons learned. 

3. The Principle of Theory: The importance of a theoretical framework that supports the 

investigation of the phenomena of interest. 

4. The Principle of Change through Action: This reflects the intervention’s ability to make 

a suitable change that solves the organisation’s problem. Davison et al.[228] stated that “A 

lack of change in the unsatisfactory conditions suggests that there was no meaningful 

problem [or] that the intervention failed to address the existing problem”. 

5. Learning through Reflection: This indicates the impact of action research on the 

organisation and research; Thus, action research results can enhance the organisation's 

practice and the knowledge of the research community. 
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Action research is the optimal way for validating the research method and reducing information 

security policies violation. The purpose of this thesis is to examine the validity and potential 

improvement of interventions used to reduce information security policies violations. As a 

result, action research is an acceptable method for performing this study [230]. The 

fundamental objective of action research is to effect change while actually doing the research 

[228]. Thus, the Cyclical Process Model (CPM) was an appropriate approach to adopt for this 

research and includes five steps, as is illustrated in Figure 3.3.  

 

Figure 3.3 Canonical Action Research Process Model Adapted From Davison et al.[228] 

• Step 1- Diagnosis:  The researcher focuses on organisational issues, causes, objectives, 

and desired changes. The analysis of the organisation’s situation is an important step to 

inform the action plan phase. In this thesis, the result of both quantitative and qualitative 

studies in Chapters 4 and 5 provided background information for diagnosing the 

challenges that hospitals encountered due to individual justifications for violating 

information security policies. 

• Step 2 - Action plan: This is a collaborative process between the researcher and the 

organisation to improve problem diagnoses; for instance, the organisation’s share of the 

responsibility for data gathering and other logistic support is defined. This phase enables 

the researcher to determine and plan the appropriate intervention. In this thesis, the 

researcher had previous working experience in the healthcare industry, which helped to 

communicate with higher management and the IT department in one of the biggest 

hospitals in Saudi Arabia. During this study, the researcher held several Skype calls and 
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personal meetings to discuss the research opportunities and the possibility of reducing 

violations of security policies by the medical interns. Thus, the organisations provided 

supported in conducting three studies (Chapter 4, 5, and 7).  

• Step 3 – Intervention: This involves implementing actions that aim to resolve the 

organisation’s issue. This action has been prepared and designed based on the previous 

phase. In this thesis, as illustrated in Figure 3.1, the researcher quantitatively tested a 

theoretical model investigating the relationship between medical practitioners’ 

justifications and information security non-compliance, as described in Chapter 4. The 

result helped the researcher confirm the relationship. A further qualitative investigation 

reported in Chapter 5 aimed to explore the environmental factors that motivated the 

individuals to justify the information security policies violations using a series of semi-

structured interviews. The results of these two studies helped the researcher to identify the 

most common security breach behaviours, affected policies, and related justifications 

adopted by medical practitioners to violate the information security policies. Thus, the 

proposed intervention was to involve end-users in developing information security 

policies, which could align better security requirements with the work needs of medical 

practitioners and enhance the overall security policies effectiveness against individual 

justifications, as presented in Chapters 6 and 7. 

• Step 4 – Evaluation: This stage assessed the consequences of the intervention. The 

evaluation process includes determining the impact of the intervention on the problem. 

Any change in behaviour is examined to ensure that it is a consequence of the research. 

In this thesis, the impact of end-user participation in the password policy development 

process via the collaborative writing process was evaluated using pre-post assessments, 

as described in Chapters 6 and 7. Thus, examination revealed that this approach was 

promising to enhance the overall effectiveness of password policy by targeting 

neutralisation techniques that lead to password sharing. 

•  Step 5 – Reflection: This includes examining the outcomes of the quantitative and 

qualitative analyses and identifying valuable knowledge to improve information security 

policies and information security compliance in dealing with comparable future study 

situations. The last chapter summarises the proposed future work connected to this thesis. 

In short, Chapters 6 and 7 (Phases III and IV) will present the proposed intervention to mitigate 

the role of neutralisation techniques in information security non-compliance by engaging the 
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end-user via a collaborative writing process to improve information security policies. We 

specifically seek to address the following research question: 

RQ3: To what extent does the engagement of the perception of end user during information 

security policy development via a collaborative writing process increase the effectiveness of 

the InfoSec policies to mitigate the role of neutralisation techniques?   

3.3.4.1 Focus Groups 

A focus group involves a group of selected participants. These individuals contribute to an 

open discussion and help the researcher answer research questions [223]. This information is 

more prosperous than the interview because the researcher simultaneously gets different 

opinions from people [210]. The researcher selected a limited number of participants for this 

study who mirrored the larger target population. The focus group looked at topics of interest to 

capture the populations’ reactions. The focus group in this study had a moderator to ensure the 

legitimacy of the results,  answer individual questions, and encourage participants to 

engage[210]. However, it comes with several setbacks; for instance, some group members 

overpower others as those with substantial influence often tend to control the thinking and 

perspective of other members. This makes the information biased as it comes from a one-sided 

view of members. Another issue is that the group may not be open to an interviewer by a 

particular organisation [206]. They may feel nervous in the presence of a moderator and so 

hesitate from expressing their opinions openly. Additionally, there is an issue with generalising 

a group's opinions to the general population, as the beliefs or emotions of one group may not 

reflect the views of other groups in the population [231]. 

• Research Sample and analysis 

The steps of conducting focus group research will begin by recruiting the right participants 

[232]. Thus, the researcher selected a small number of participants in the third and fourth 

phases, reflecting the target population.  Two studies were conducted in the United Kingdom 

and Saudi Arabia and included two research samples to participate in several focus group 

discussions. Phase III study was established in the United Kingdom and recruited twenty-four 

postgraduate students divided into six groups at the University of Glasgow. In addition, phase 

four was conducted in one of the largest hospitals in Sudi Arabia and the researcher recruited 

42 medical interns formed ten groups. Participants contributed in several focus group 

discussions to update information security policy through a collaborative writing process in 

each of phase III and IV studies. In particular, the focus group looked at topics of interest (four 
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neutralisation techniques scenarios DoI , DON, AoHL and EEIDI)  and captured the 

populations’ reactions. 

The focus group in this study had a moderator who would ensure the legitimacy of the results,  

answer individual questions, encourage participants to engage [233]. The moderator will also 

seek to eliminate or reduce bias in the discussion. Then a moderator will be selected who 

understand the research questions and motivates the members through supportive words. The 

researcher should clearly write down the discussion guideline. 

The researcher provided discussion guidelines and a written plan to the focus group members. 

A written explanation to clarify the objectives of this thesis was illustrated upfront. After the 

focus group had been set up, the researcher presented questions and the topics of interest to the 

focus group [223]. The questions aligned with the research objectives and also complemented 

each other. The researcher focused on the crucial issues in the study, and open-ended questions 

were used to increase the effectiveness of the discussion. The focus group was held in person, 

but participants who could not make time for a face-to-face interaction delivered their opinions 

through an online platform. Focus groups are advantageous for eliciting diverse perspectives 

such as health concerns, treatments, and research. 

The Wilcoxon signed-rank test is nonparametric that was used to assess the significance of 

median differences of the MI’s perception about the effectiveness of password policy to 

mitigate the neutralisation techniques before and after the collaborative writing activity. This 

test is an alternative to the paired samples t-test to calculate whether the median differences 

differ from zero in the population. Therefore, the Wilcoxon signed-rank test was adopted to 

measure the variation of the end users’ perception regarding the password policy’s effectiveness 

from the same individuals before and after the collaborative writing session. 

In this thesis, a collaborative writing activity was employed, which included an in-person 

discussion with four or five participants comprising one group. This discussion aimed to 

explore and reflect the participants’ perspectives to counter their adoption of neutralisation 

techniques to violate password policy. Thus, it can improve the policy effectiveness against 

password sharing as undesirable behaviour in the security context. 

3.3.4.2 Collaborative Writing Process 

Collaborative writing (CW) is a critical group process whose prominence has increased over 

the years and has been widely used in numerous industries, the government, and healthcare 
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[234]. Lowry et al.[235] state that collaborative writing is becoming used gradually because of 

its potential benefits. Thus, collaborative writing can be described as: 

“ an iterative and social process that involves a team focused on a common objective that 

negotiates, coordinates, and communicates during the creation of a common document. The 

potential scope of CW goes beyond the more basic act of joint composition to include the 

likelihood of pre-and post-task activities, team formation, and planning. Furthermore, based on 

the desired writing task, CW includes the possibility of many different writing strategies, 

activities, document control approaches, team roles, and work modes.” [235] 

The CW includes several key iterative activities that occur in dynamic ways during the actual 

production of a group document, such as brainstorming, outlining, drafting, reviewing, editing, 

and revising [235]. These activities can provide benefits that include learning, socialisation, 

and the injection of new ideas [234].  The benefits of collaborative writing are most apparent 

if the business need involves collaborative work [235]. In collaborative writing, all the team 

members in the group contribute to the decision-making process during document production. 

Through collaborative writing, complex challenges that seek to bolster the effectiveness of the 

InfoSec policies to mitigate the role of neutralisation techniques can be proposed as solutions. 

The collaborative groups also draw strength from the members. Even if one member has strong 

critical thinking skills, the other may excel in organising or writing [235]. Working as a group 

will allow members to learn from each other; according to Lowry et al. [235], Enabling 

employees to work collaboratively helps them prepare for the benefits and pitfalls they 

encounter in completing their tasks.  

Through collaborative writing, a diversity of opinion can be articulated, which has the benefit 

of increasing possible options in addressing the InfoSec policies needed to mitigate the role of 

neutralisation techniques. More minds at work mean that there are a variety of perspectives. 

Division of duties will allow each member to be held accountable for their actions. To master 

the skills of collaborative writing, a researcher should follow four steps: (1) acquire the needed 

skills, which include active listening, self-reflection, trustworthiness, and reliability [235]. (2) 

determine writing strategies and roles; (3) organise work assignments based on individual 

expertise; and (4) establish a clear timeline and highlight deadlines. Regular communication 

should be done to enhance collaboration within a group [234]. 

In the third and fourth phases, all the collaborative writing sessions were face-to-face and were 

held inside the organisations' premises. The purpose of the collaborative writing process was 

to determine whether the involvement of end-users during security policy development could 
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enhance the effectiveness of policies against individuals intending to adopt neutralisation 

techniques. In the beginning, each groups member will complete a preassessment survey to 

evaluate the organisation current password policy effectiveness to counter a set of 

neutralisation techniques claims. The collaborative writing process is a group activity to modify 

a givin security policy. Thus, each group reads several scenarios designed to represent a 

neutralisation technique that an end-user might use to violate an organization's password 

policy. Next, each group's task is to collaboratively modify the password policy to reflect their 

perception to counter these behavioural justification scenarios that may lead to a password 

policy violation. The collaborative writing process was based on a focus group effort and 

discussion to alter the password policy to reduce the tendency for employees to justify non-

compliance. Once each group has completed a collaborative writing session, the researcher will 

perform a content analysis based on Situational Crime Prevention Theory (SCPT) as a basis to 

generate a list of themes and codes from the text of the updated password policy. 

3.3.4.3 Content Analysis 

The first phase of content analysis is to identify the intentions and focus on communication 

trends [236]. Describing attitudinal and behavioural responses is the second step, and the 

researcher should determine the emotional state of the groups. Also, the thesis revealed patterns 

in communication content, per-test and improved surveys prior to launching. Moreover, focus 

group interviews and open-ended questions were analysed to supplement the quantitative data. 

The researcher performed content analysis to determine the presence of certain words, themes 

and concepts in the qualitative data. The content analysis allowed the researcher to measure 

and analyse the meanings and relationships that exist in specific themes [237]. The researcher 

also used content analysis to evaluate languages used in an interview to locate bias or partiality 

[210]. To fully analyse the text using content analysis,  the researcher coded all the text and 

broke it down into manageable pieces. Once the texts were coded, the codes were further 

categorised into codes or themes to summarise the data further. Thus, the Situational Crime 

Prevention Theory (SCPT) was adopted in phases three and four as theoretical bases to create 

a list of themes and codes of countermeasures that the participants added in the updated version 

of the password policy.   

In criminology, Cornish and Clarke [238] introduced five main crime prevention strategies that 

aimed to reduce the opportunity of a specific crime to occur by altering the immediate 

environment. The five strategies are as the following: 
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1. Increase the offenders’ effort to commit a crime: this strategy includes a set of five 

techniques that aim to increase the effort that the offender needs to commit a crime. It 

includes target harden, control access to facilities, screen exits, deflects offenders and 

control tools/ weapons [238]. 

2.  Increase the offenders’ perceived risk of being caught: this strategy aims to increase 

“the risk apprehension”[239]. It includes extending guardianship, assisting natural 

surveillance, reducing anonymity, utilising place managers, and strengthening formal 

surveillance [238]. 

3. Reduce offenders’ rewards of the crime: this strategy aims to distract the offenders 

expected gains of a crime. It includes conceal targets, remove targets, identify a property, 

and disrupt markets, and deny benefits [238].  

4. Reduce the provocation that stimulates the offender to commit a crime: this strategy 

aims to enhance the situational sittings or conditions that can trigger the individual to 

commit a crime. It includes reducing frustrations and stress, avoiding disputes, reducing 

emotional arousal, neutralising peer pressure and discouraging imitation [238]. 

5. Remove offenders’ excuse to commit the crime: this strategy aims to neutralise the 

justifications that the offender used to commit a crime. It includes set rules, post instructions, 

alert conscience, assisting compliance, and controlling drugs and alcohol [238]. 

According to Krippendorff [195], content analysis is “a research technique for making replicable 

and valid inferences from text to their context of use, with the purpose of providing knowledge, 

new insights, a representation of facts and a practical guide to action.”  Du Preez [240] asserted 

that content analysis must follow a well-structured procedure to gain more reliable and valid 

results.  In Chapters 6 and 7 of this thesis, Krippendorff [195] procedure for the content analysis 

were adopted to examine the updated password policy developed by several groups during the 

collaborative writing process. Krippendorff [195] procedure includes six phases, as follows: 

1- Unitizing: This is a systematic process to identify and distinguish specific text segments 

(sample text units) that are relevant to the purpose of the content analysis. A united text can 

be a complete sentence, portion of it or a word [241].  

2- Sampling: this phase refers to drawing a controllable set of test segments from a population 

when it is unrealistic to perform a content analysis over the entire set of transcripts[195]. 
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3- Coding: This phase refers to the process of classifying texts identified from the sampling 

phase into analysable text units [195]. This process can be conducted by either emerging 

coding or prior coding. Emerging coding aims to create new themes and codes to build a 

new theory based on the ground theory concepts [242]. Prior coding refers to the usage of 

predefined codes and themes from well-established theories [242].  

4- Reducing: This phase aims to reduce duplication of data by counting the frequency of codes 

to decide whether there is a need to reduce these codes to enhance the interpretation process, 

and the statistical efficiency  [195].   

5- Inferring: Krippendorff [195] described this process as searching for “ the contextual 

phenomena from texts ……..It bridges the gap between descriptive accounts of texts and 

what they mean, refer to, entail, provoke, or cause.”.  

6- Narrating: This involves the process of reporting the content analysis results in an 

understandable and meaningful manner. This phase discusses the inferences and reports the 

results that answer and address the research questions [240].  

 Summary  

This chapter discusses the research paradigms, methods, and study designs used in this thesis. 

It also reviewed the procedures, participants, data collecting instruments, analysis 

methodologies, and their benefits and drawbacks. The sequential explanatory mixed methods 

design was employed in the thesis to test the theoretical model and examine the environment, 

which plays an essential role in the decision to adopt the action research method for 

intervention development. The data was generated and analysed primarily using a mixed 

approach of qualitative and quantitative methodologies, with each approach having its own set 

of benefits and drawbacks. The researcher can achieve the best results by combining qualitative 

and quantitative research methodologies. This strategy compensates for the flaws of each 

method.  
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 : Determine The Role Of Neutralisation 

Techniques To Predict Medical Practitioner Intention To 

Violate Infosec Policies. 
 

This chapter introduces the first phase of this research, as presented in Figure 4.1 below. It 

investigates whether neutralisation techniques significantly predict medical practitioners’ 

behavioural intent to violate Information Security (InfoSec) policies and patient privacy. 

Figure 4.1 Phase One of The Research Study 

 

 Purpose of The Study 

Based on previous IS literature results [1][31][187], individuals tend to justify behaviour that 

diverges from security policy requirements [187]. When an employee breaks an organisation’s 

policy, they may defend their non-compliance behaviour by providing specific justifications. 

Thus, neutralisation theory proposes a set of justifications that may be deployed by users to 

rationalise a violation of security policy. Neutralisation theory can be used to study and model 

why a user may intend to commit a violation of security policy. In this study, we have 

investigated the role of neutralisation techniques to predict the problem of privacy breach in 

violating InfoSec policies and how these techniques affect medical interns’ intention for non-

compliance behaviour. Therefore, following Park et al. [78], we employ neutralisation theory as 

a theoretical framework to answer the following research question: 

Phase 1 Phase 2 Phase 3 Phase 4 

Determine the role of 

Neutralisation 

techniques to predict 

medical practitioner 

intention to violate 

InfoSec policies. A 

quantitative study using 

a questionnaire in Saudi 

Arabia. 

Investigate the 

motivations of medical 

practitioners to evoke 

neutralisation techniques 

to justify InfoSec 

violations. A qualitative 

study using semi-

structured interviews in a 

Saudi Arabian hospital. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end user 

perception. An action 

research study using 

focus groups and pre and 

post questionnaires in the 

UK, University of 

Glasgow. 
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RQ1: What is the association between neutralisation techniques and the intention of 
medical interns to violate InfoSec policies? 
 

To address the research question, we proposed a study model as illustrates in Figure 4.2. In 

this study, we adopted the Siponen and Vance [1] and Teh et al.[31] approach and analysed 

neutralisation as a formative- multidimensional (single second-order) construct, consisting of 

the six neutralisation techniques as reflective first-order subconstructs, which are the 

condemnation the condemner, the denial of injury, the denial of responsibility, the appeal of 

higher loyalty, a metaphor of ledger and defence of necessity. Several reasons contribute to 

choose conceptualising neutralisation as a second-order construct. According to Siponen and 

Vance [1], neutralisation theory consists of several techniques, and each of them represents a 

distinct dimension of the theory and describes a different angle of the overall neutralisation as a 

complex construct[243]. Consistent with Petter et al.[244], they stated that  “a complex construct 

that is the main topic of study may deserve to be modelled as a multidimensional construct to 

permit a more thorough measurement and analysis ”. This approach is valuable when we need 

to gain a deeper understanding of a specific theoretical construct [245] , and  “ Whereas two or 

three measurement items might suffice to define a construct of peripheral interest, a 

multidimensional construct allows researchers to develop items that describe a construct in 

terms of multiple subconstructs, bringing the nature of the construct into sharper relief ”[1]. 

Also, this approach is applicable in this study as each of the first-order constructs is considered 

as a distinctive dimension with a set of corresponding measurement items (e.g., yellow squares 

in Figure 4.2). A reflective relationship was modelled between the first order constructs and 

their measurements because these measurement items (indicators) are manifestations of the 

constructs, conceptually interchangeable as each measurement item is highly correlated with 

other items in the same construct and represent a common characteristic or a sample of the 

construct [245]. In addition, the formative first-order constructs (six neutralisation techniques 

in blue squares) load their results obtained from the questionnaire (indicators) in the second-

order construct (Neutralisation). 

Therefore, we have hypothesised the following to test the proposed study model (Figure 4.2):  

Hypothesis one (H1): Neutralisation directly and positively affects the intention of Medical Interns 

(MI) to violate the hospital’s information security policies intended to protect patient privacy. 
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Figure 4.2 The Proposed Study Model Represents Neutralisation as A Second-Order 

Construct. 
 

 Ethical Approval 

The Ethics Committee of the College of Science and Engineering at the University of Glasgow 

agreed to conduct this study in several hospitals in Saudi Arabia under approval number 

300160167. (See Appendix A.4 for the ethical study approval.) 

 The Research Methodology  

This study adopted a quantitative approach to investigate the role of neutralisation techniques 

to predict the tendency of medical interns to violate existing InfoSec policies to provide 

maximum protection of patient medical information. Thus, we developed a quantitative online 

questionnaire divided into five sections. All respondents were asked to select one choice from a 

drop-down list and tick a mandatory box in some cases. These sections are as follows:  

• Participant information sheet: this section provides brief details about the study. It 

includes necessary information about the study authors, purposes, risks, and benefits and 

includes a confidentiality agreement. This section helps the participant decide whether or 

not to participate in the study. (See Appendix A.5 for the participant sheet) 

• Consent form: Questions 1–4. This section requires the respondent to accept all terms and 

conditions listed in the participant information sheets. Once the respondent has checked 

(accepted) all the boxes, a new page will start the survey. 

• General questions: Questions 5–7. This section aims to collect certain necessary 

information from the participant, specifically to confirm that the respondent has the right to 
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access the hospital Electronic Medical Records system (EMRs) or Electronic Health 

Records (EHRs) at their medical institution. These questions will also determine the 

respondent’s level of awareness of information privacy and related security policies at their 

institutions. If the participant does not have access to the EMRs or EHRs, the questionnaire 

ends, and the participant receives a thank you letter. 

• Demographic information, computer experience, and Internet usage: Questions 8–12. 

This section gathers the respondent’s age, gender, and daily use of EMRs or EHRs and the 

Internet.  

• Neutralisation theory and its relationship to employee behavioural intention to violate 

InfoSec policies and patient privacy: Questions 13–34. This section was divided into two 

subsections to cover neutralisation theory. The first subsection started with two security 

scenarios (section 4.3.1) to capture employee behavioural intention to evoke cognitive 

justifications for InfoSec policies non-compliance (questions 13 and 14). Both security 

scenarios were measured using a 10-point Likert scale. The second subsection (questions 

15–34) includes self-reported responses that correspond to each of the neutralisation 

techniques in the study research model.   

Once the respondent clicks the invitation link, they are taken to the survey instrument configured 

on surveymonkey.com, and a welcome page appears alongside the participants’ sheet. If the 

respondent agrees with the study details, they then proceed to check the accept box to all terms 

and conditions in the consent form. Once that step has been completed, the survey starts, and 

the respondent answers each section's questions as presented in Figure 4.3. Participation is 

voluntary, and the respondent can leave the survey at any time and complete it later.   

 

Figure 4.3 Questionnaire Sequential Sections 

 The Research Instruments  

4.4.1 Scenario Design  

This section describes the scenario-based survey method employed for investigating the effect 

of neutralisation on interns’ hypothetical behaviour. According to O’Fallon and Butterfield 

[246], Scenario methodology is widely recognised to explore unethical issues. In addition, 

several IS scholars have been adopted it in the information security field to investigate various 

behavioural issues such as individuals’ InfoSec violation [125][247], software piracy[248], and 
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computer abuse [148]. According to Trevino [249], a scenario is a vignette that “presents 

subjects with written descriptions of realistic situations and then requests responses on several 

rating scales that measure the dependent variables of interest.”  

In their seminal work, Siponen and Vance [1] postulated that a scenario method is an appropriate 

approach to indirectly assess deviant or abusive behaviour intentions in an information security 

context. They stated two advantages of using a scenario-based method to measure the 

individuals’ intent to commit unethical or undesirable behaviour such as InfoSec policies 

violation. First, it helps the researcher to reduce the responses error associated with social 

desirability bias, which refers to the respondents' tendency to answer survey questions in a 

favourable manner consistent with expected social norms [250]. Thus, a scenario-based method  

can encourage the respondents to provide more honest answers as individuals in general are not 

willing to admit their engagement in anti-social unethical behaviour [148] [120] . In this 

approach, the scenario relies on a fictional actor performing undesirable behaviour. Hence, the 

respondents feel more comfortable reporting their behavioural intentions when asked to read the 

scenario and answer related questions. In particular, the scenario aims to obtain indirectly how 

would respondents behave if they imagined themselves (hypothetically) in a similar situation as 

the scenario character[247] [148].  

The second advantage, according to Siponen and Vance [1], is that using a scenario-based can 

provide “ a way to enhance the realism of decision-making situations by providing contextual 

detail while simultaneously ensuring that these details are uniform across respondents”. 

Therefore, it offers a practical way to indirectly obtain the respondents' behavioural intention 

instead of measuring actual undesirable behaviour by observing the respondents or asking them 

direct questions [112]. 

In the same direction, we developed four scenarios covering several security areas where a 

medical intern might violate InfoSec policies and disclose patient information intentionally or 

unintentionally. These scenarios include the handling of information, the use of social media, 

the process for reporting incidents, and the use of official email. Piquero and Hickman's[251] 

reported that the scenario should be framed to fit a specific context and reflect details that are 

familiar to the respondents' environment. Likewise, the researcher contacted seven medical 

practitioners in two hospitals in Saudi Arabia to review and validate all four of these scenarios. 

Thus, based on their feedback, only two of the four scenarios (information handling and the use 

of social media) were selected and presented to the participants. After reading the scenarios, the 

respondents were asked: Do they believe the scenarios are realistic? Do they believe their 

behaviour would follow the character’s behaviour in the scenario that violated patient privacy 
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and information security policies? What justification would they present for violating patient 

privacy in the face of current information security policies? (See Appendix A.1 for the scenarios 

list) 

4.4.2 Questionnaire Development and Validity 

This study used a survey to test the research model and hypothesis to obtain empirical evidence 

to answer the research question (RQ1). Thus, all constructs and variables were derived from 

several validated instruments and were adjusted to fit this context. We followed the approach of 

Siponen and Vance [1] and Teh et al. [31] to measure the dependent variable, MI intention to 

violate hospital information security policies using a single item that came directly after each 

scenario. The MI intention construct formed a combination of two variables: the likelihood 

variables coming from the two different scenarios. Based on a seven-point Likert scale ranging 

from “very unlikely” (1) to “very likely” (7), the MI intention was measured by the following 

question: “How likely would you do what [one of the scenario characters] did in the described 

scenario?”  

After that, a single item requested the respondent to evaluate the realism of the given security 

scenario on a seven-point Likert scale ranging from “very unrealistic” (1) to “very realistic” (7) 

by answering the following question: “How realistic was the given scenario?”  

Based on the work of Siponen and Vance [1] and Thurman [252], we tailored three measurement 

items for each of the neutralisation techniques to match our study objectives. Thus, the survey 

included 18 adapted items indicating six neutralisation techniques: (1) the defence of necessity, 

(2) denial of injury, (3) the metaphor of ledger, (4) condemnation of condemners, (5) denial of 

responsibility, and (6) appeal to higher loyalties. The medical interns were requested to reveal 

their agreement level based on a seven-point Likert scale ranging from “Strongly Disagree” (1) 

to “Strongly Agree” (7). (See Appendix A.2. for independent variables measurement items)  

The Study tools and scenarios were reviewed and modified by eight medical consultants and 

interns in Saudi Arabia and three faculty members at the University of Glasgow. It took three 

rounds for all the reviewers to agree that the survey items and scenarios were understandable 

and relevant. Then, a pilot study was then conducted, where the author asked a group of 15 PhD 

students in the School of Computing Science at Glasgow University to estimate the time the 

survey would take and validate the questions before distributing them to the target sample 

(medical interns) in health care institutions in the Kingdom of Saudi Arabia. 
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4.4.3 Data Collection Procedures 

We collected our data from medical interns at academic hospitals in the Kingdom of Saudi 

Arabia over four weeks. Four universities had been selected based on the fact that each has a 

medical college and a formal medical training program for medical interns. Academic hospitals 

are also required to have information security policies and procedures in place to protect the 

privacy of patient information. These universities are located in the central and western regions 

of the country.  

The author has had previous experience in the Saudi healthcare sector as an application analyst 

for three years, which enabled contact with MI program directors in each of the target 

universities to explain the study’s purpose. Subsequently, permission and assistance were 

granted to publish the survey via their official channels. We sent an online invitation to medical 

interns via their official university email, and each invitation included an online link to the 

questionnaire using the SurveyMonkey website. We collected responses from 94 medical 

interns, but 28 were excluded due to partial or incomplete responses to the survey items. 

Therefore, our sample contained 66 participants.   

 Data Analysis and Results 

This section presents the survey results from the medical interns in the four academic hospitals 

in Saudi Arabia. It includes the descriptive statistics for all participants of the study, explanation 

of model formation and analysis, which includes the result of the measurement model and the 

structural model assessments. The last section includes the result of structural path coefficients 

for all relationships in the model to test the theoretical hypothesis. 
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4.5.1 Descriptive Statistics For All Participants 

 

Figure 4.4 shows that the gender of the majority (N = 66) was male (64%), and the rest of the 

study  MI respondents were female (36%) as shown in Figure 4.4 and 90% of the respondents 

were between 24 and 29 years old, as shown in Figure 4.5. Fifty of the MI respondents (76%)  

spent at least 2 hours or less daily accessing the internet in the hospital as shown in Figure 4.7. 

According to Figure 4.6, all MI respondents had access to Electronic Medical Record systems 

(EMRs), and approximately 77% of them spent at least 1 to 4 hours per day using these systems 

to review or modify patient medical records.  Thirty-four of the MIs (51%) reported that they 

had been informed of the information security measures and policies set by the hospital 

administration to protect the privacy and confidentiality of patient information, while the rest 

of those junior doctors reported that they were not informed at all. Figure 4.8 shows that forty 
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(60%) out of the 66 interns were partially or completely unaware of the security measures set 

out by the hospital’s information security policies. At the same time, 32 MI’s reported that they 

were partially or completely aware of the existence of those information security policies. (see 

appendices A.3 for descriptive statistics in tabulation format). 

  
4.5.2 Model Formation and Analysis 

We applied Structural Equation Modelling (SEM) using the partial least square (PLS) technique 

and SmartPLS (Version 2.0) to test the theoretical research model and the relationship among 

its latent constructs  [253]. We chose this SEM method rather than regression because of the 

SEM’s ability to deal with multidimensional second-order constructs (Neutralisation) as 

presented in Figure 4.2. Also, PLS is useful when a larger sample is unavailable [1][254].  In 

addition, the PLS-SEM is a powerful tool in predictive and exploratory studies because its 

algorithm ability to test and analyse both the measurement model (the relationship between the  
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constructs and their indicators) and structural model (the relationship among the constructs) 

[1][253][254] simultaneously. Also, as illustrated in Figure 4.2, we are using six sub-constructs 

to measure neutralisation, and these reflective sub-constructs are measured with three indicator 

variables for each. Then we have a path from Neutralisation to MI intention to violate 

information security policies and patient privacy. 

We applied PLS-SEM approach for model evaluation. In the following sections we used PLS-

SEM to evaluate: (1) the measurement model, which is referred as outer model in the PLS-SEM) 

and (2) the path (structural) model, which is known as Inner model in the PLS-SEM.  

4.5.2.4 Assessment of The Measurement Model 

Assessment of the measurement model, also known as Outer model in the PLS-SEM, aims to 

ensure that the models’ indicators and constructs are statistically reliable and valid. Thus, to 

establish model reliability, we needed to check Internal Consistency Reliability, and Indicator 

Reliability of the measurement items. In addition, both Convergent Validity (CV) and 

Discriminant Validity (DV) are essential tests to check model validity for evaluating the 

indicators of the measurement model. Figure 4.9 shows the required statistical tests to analyse 

the measurement  model for validity and reliability.  

Figure 4.9 Assessment of Measurement Model Reliability And Validity Required Tests. 

• Model Reliability  

According to Taber [255], internal consistency reliability is a synonym term for reliability, and 

both terms can be used interchangeably. Internal consistency reliability of the collected data via 

the questionnaires’ questions meaning that “all of the items (indicators) are measuring the same 



95 
 

phenomenon and if the value for one of the measures changes, then all of the other values should 

move in the same direction [p.634]”[244]. According to Hair et al. [254] and Bagozzi and Yi 

[256], the Composite Reliability (CR) is an essential measure of the internal consistency 

reliability for the indicators set, and the PLS-SEM use it as an alternative to the traditional 

Cronbach alpha's. The justification behind this is that the PLS-SEM prioritise indicators based 

on their individual variation of the outer loading, which means that the indicators’ loadings on 

their respective construct are not equal. Therefore, it is applicable in our case as the indicators 

(survey questions) were redundant and have been rephrased to reflect the same theoretical 

construct [254]. It is recommended that the CR score should be equal to a cut off of 0.7 or greater 

(0.6 or higher for exploratory studies)[256]. Table 4.1 shows that the CR score for each of the 

constructs in the model was at least 0.8 and above, demonstrating that each item in the model 

was appropriate to represent all related constructs, hence satisfying the criteria for establishing 

internal consistency reliability for the measurement model.  

Another benchmark for model reliability is to check Indicator Reliability, which refers to the 

extent that a construct can explain the variation in its individual indicators as they share a 

common characteristic of their associated construct [254]. Sarstedt et al.[257] suggested that 

indicators outer loadings should be greater or equal to 0.5. Indicators outer loadings, as shown 

in Figure 4.10, are represented as a set of arrows pointed from each of neutralisations’ six 

reflective sub-constructs to their associate indicators. They demonstrate the correlation between 

the constructs (latent variable) and their indicators (items). The value of each indicator loading 

(arrow) defines a distinct contribution on its associate theoretical construct [254]. In our model, 

all the indicators’ outer loadings are acceptable (all are greater than threshold 0.70), and thus, 

they are statistically significant for all the reflective six sub-constructs, as shown in Table 4.1.  

An additional test of indicator reliability put forward by Hulland [258] is that the square root of 

each of the indicators outer loading should be 0.708 or higher (0.6 or higher for exploratory). 

The principle behind this specific value is that each construct should hold 50% (0.5) or higher 

to exceed the potential measurement errors of the variation in each of its indicators. Thus, the 

square root of (0.708) is equal to 0.5, which implies that any indicator has outer loading on its 

construct less than the threshold (0.708) and does not meet the minimum acceptable level of 

outer loadings to be considered as a reliable indicator [254]. For instance, all outer loadings for 

the reflective construct denial of injury are higher than the threshold (0.708). Here, the indicator 

outer loading (DoI1) is (0.966). Thus, it has the highest indicator reliability with the value of 

0.934, which is the square root of its outer loading (0.966)2. Also, the outer loading of the 
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indicator (DoI2) is (0.948). Therefore, it has the smallest indicator reliability among denial of 

injury indicators with a value of 0.899 (0.948)2. All the three indicators outer loadings for denial 

of injury holed the minimum acceptable level of indicator reliability. Based on result, all 

indicators of the reflective first order constructs hold acceptable level of outer loadings and meet 

the criteria for indicator reliability. Thus, our results satisfy internal consistency and indicator 

reliability, which indicates that the measurement model is statistically reliable.  

• Model Validity  

To establish model validity, two tests were performed to measure Convergent Validity (CV) 

and Discriminant Validity (DV). According to Gefen and Straub [259], convergent validity is 

exhibited when all the measurement items load significantly with a higher t-statistic on its 

associate theoretical construct more than other constructs in the model. We used Fornell and 

Larcker’s criteria [260] for checking Convergent Validity, which asserts that the Average 

Variance Extracted (AVE) score should be equal to or exceed 0.5. The AVE is “the degree to 

which a latent construct explains the variance of its indicators” [254]. Thus, if the AVE value 

for a construct is less than (0.5), it indicates that the construct explains less than 50% of its 

measurement items variance. Therefore, the measurement items' remaining error exceeds the 

variance explained by the given construct [254]. Our results show that all AVEs for first-order 

constructs’ values are higher than 0.5 and hence satisfy this criterion.  

Discriminant Validity (DV) is the extent to which a given construct distinctly represents a 

specific phenomenon as its associated measures uniquely differentiate it from other constructs 

in the model [244].  Gefen and Straub [259] stated that “each measurement item correlates 

weakly with all other constructs except for the one to which it is theoretically associated”. Thus, 

two statistical tests were conducted to address the DV, as shown in Figure 4.9. The first one is 

Fornell and Larcker’s criterion [260] that suggests that each constructs’ square root of AVE 

should be larger than the correlations among all the constructs in the model. The right half of 

Table 4.1 is shown the square root of AVE for each construct, where the values in the diagonal 

boldface are presented. It reveals that AVE's square root value for each construct in the diagonal 

boldface is higher than all other cross-correlations numbers on the same row or same column.  

For example, AVE's square root value for Condemnation of Condemners' construct is found to 

be (0.931). This value is higher than the correlation value on its left side (0.797) and all other 

values in the same column. As a result, it satisfies the first criterion analysis for establishing 

DV. 
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The second test for assessing the DV is by analysing the indicators outer loadings. This test 

suggests that each indicator loading on its theoretical construct should be much higher than its 

cross-loading on other constructs [261][254]. For instance, as shown in Table 4.2,  the indicators 

outer loadings (AHL1=0.932, AHL2 = 0.966, and AHL3=0.945) respectively on their 

associated construct appeal of higher loyalty are more significant than their cross-loading on 

other constructs on the same row and column. Thus, those indicators AHL1, AHL2 and AHL3 

satisfy the DV criteria for model validity as these indicators outer loadings are higher in their 

theoretical construct appeal of higher loyalty.  According to Tables 4.1 and 4.2, our analysis 

validates CV and DV criteria, and hence the measurement model holds all the validity 

requirements. According to Hair et al.[254], the measurement model reliability and validity 

confirmation are prerequisites for proceeding and conducting a structural model evaluation. As 

a result, Tables 4.1 and 4.2 show that we have enough evidence that the measurement model 

holds all the reliability and validity criteria, allowing us to proceed and conduct the structural 

model assessment. 

Table 4.1 Results of Measurements Model – Convergent Validity 

 

  

  

Correlation of constructs scores with the Square Root 

of AVE 

(The values in the diagonal boldface are the square root 

of AVE) 
 

Construct 

It
e
m

s 

(I
n

d
ic

a
to

r
s)

 
 

outer 

Loadings 

Indicators 

Reliability 

(i.e., 

square of 

outer 

loadings) 

T -

Statistic 
AVE CR (1) (2) (3) (4) (5) (6)  

Appeal of 

Higher Loyalty 

(1) 

AHL1 0.932 0.869 37.01 
0.897 0.963 0.947           

 

AHL2 0.966 0.934 104.58  

AHL3 0.945 0.894 57.33  

Condemn of 

Condemners  

(2) 

Coc1 0.897 0.777 31.9 
0.866 0.951 0.797 0.931         

 

Coc2 0.957 0.913 95.18  

Coc3 0.938 0.878 59.96  

Denial of Injury 

(3) 

DoI1 0.968 0.934 11.25 
0.915 0.97 0.783 0.72 0.957       

 

DoI2 0.948 0.899 84.97  

DoI3 0.955 0.913 16.34  

Defence of 

Necessity 

 (4) 

DoN1 0.81 0.657 142.88 
0.744 0.897 0.81 0.742 0.784 0.862     

 

DoN2 0.925 0.856 49.3  

DoN3 0.849 0.721 58.31  

Denial of 

Responsibility 

(5) 

DoR1 0.92 0.847 47.46 
0.796 0.921 0.642 0.599 0.593 0.656 0.892   

 

DoR2 0.884 0.785 26.23  

DoR3 0.873 0.757 24.25  

Metaphor of 

Ledger  

(6) 

MoL1 0.927 0.86 49.61 
0.912 0.969 0.734 0.721 0.689 0.728 0.583 

0.9

55 

 

MoL2 0.967 0.936 86.93  

MoL3 0.971 0.943 129.85  

Note: Composite Reliability (CR), and Average Valance Extracted (AVE) 
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Table 4.2 Discriminant Validity and Cross Loadings 

 Indicators\Constructs 

Appeal 

Of  higher 

Loyalties 

Condemnation 

of  the 

Condemners 

Denial of 

Injury 

Defence of 

necessity 

Denial of 

Responsibility 

Metaphor of 

the Ledger 

AHL1 0.932 0.751 0.699 0.664 0.555 0.604 

AHL2 0.966 0.82 0.787 0.759 0.623 0.754 

AHL3 0.945 0.697 0.812 0.798 0.644 0.721 

Coc1 0.641 0.897 0.621 0.613 0.587 0.6 

Coc2 0.776 0.957 0.713 0.707 0.561 0.684 

Coc3 0.803 0.938 0.734 0.688 0.53 0.726 

Doi1 0.78 0.705 0.968 0.757 0.611 0.656 

Doi2 0.766 0.674 0.948 0.773 0.662 0.75 

Doi3 0.78 0.753 0.955 0.721 0.612 0.685 

Don1 0.615 0.568 0.571 0.81 0.291 0.508 

Don2 0.76 0.773 0.796 0.925 0.587 0.651 

Don3 0.642 0.5 0.64 0.849 0.627 0.615 

Dor1 0.611 0.562 0.59 0.541 0.92 0.567 

Dor2 0.578 0.475 0.576 0.521 0.884 0.461 

Dor3 0.528 0.564 0.592 0.527 0.873 0.53 

Mol1 0.69 0.704 0.693 0.7 0.526 0.927 

Mol2 0.7 0.677 0.683 0.609 0.533 0.967 

Mol3 0.714 0.687 0.712 0.665 0.611 0.971 

 

4.1.1.1 Structural Model Evaluation (Inner model)  

The assessment of the structural model comprises of two important tests to evaluate the inner 

model: 1) the capability of the inner model to serve the prediction goals, and 2) the relationship 

Note: Appeal of higher Loyalties (AHL), Condemnation of the Condemners (CoC), Denial of Injury (DoI), Defence of necessity 

(DoN), Denial of Responsibility (DoR) and Metaphor of the Ledger (MoL) 

 

Figure 4.10 Assessment of The Structural Model Using Smart PLS 
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between the inner model constructs (path coefficients) [254]. The inner model represents the 

relationships between the independent (exogenous) and dependent (endogenous) constructs in 

the model, as shown in Figure 4.10. It is represented by the arrow's path pointed outward 

between the exogenous constructs and the endogenous constructs. Figure 4.10 demonstrates that 

all the first-order constructs are exogenous constructs as each of them has an arrow path 

directing outward to another construct without any arrow pointing to them. In contrast, the 

endogenous variable is a construct that receives at least one path arrow from the exogenous 

construct loading into it, such as the construct in the model. We checked the explanation amount 

of target endogenous variable variance (MI intention to violate hospital information security 

policies) in the structural model by evaluating the coefficient of determination, known as R-

Square (R2). The evaluation of the coefficients of determination (R2) is useful for any study 

model with prediction purposes, which is applicable in our model as the aim is to predict the 

influence/relationship of the neutralisation and its associate constructs on the MI intention to 

violate the hospital InfoSec policies. Statistically, the value of the R2 should be higher than the 

suggested threshold  0.2 [254],  and Chin [262] indicated that if the R2 above 0.67 is considered 

high. In contrast, values ranging from 0.33 to 0.67 are moderate, whereas values between 0.19 

to 0.33 are weak, and any R square values less than 0.19 are unacceptable. As illustrated in 

Figure 4.10,  our analysis indicated that the value of the R2 = 0.374, which is acceptable and is 

considered moderate. According to Figure 4.10, the R2 value means that second-order construct 

Neutralisations explains 37.5 % variance of MI’s intention to violate hospitals’ information 

security policies and patient privacy.  

4.5.3 Results Of the Hypotheses and Theoretical Model Testing 

The row data collected for the study are based on an ordinal scale. Thus none of the parametric 

tests, such as the linear regression, are applicable to evaluate significance (t-value) to test the 

hypotheses significance path. In contrast, the PLS-SEM algorithm can deal with data that are 

not normally distributed to perform non-parametric tests by means of a bootstrapping procedure 

to compute the hypothesised structural relationship’s significance. Thus, the PLS-SEM can 

calculate standard bootstrap errors (t-statistics) as an alternative to estimate the t-values for the 

significance evaluation of the structural model [263].  

Bootstrapping procedure is “a resampling technique that draws a large number of subsamples 

from the original data (with replacement) and estimates models for each subsample. It is used 

to determine standard errors of coefficient estimates to assess the coefficient's statistical 

significance without relying on distributional assumptions.”[254]. In our case, we applied 

bootstrapping procedure with a large number of sub-samples (800 samples) taken with 
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replacement from the original sample to determine the bootstrap standard errors T-statistics. A 

path coefficient is significant if T-statistics are larger than the critical value 1.96 at 5% level of 

significance for a two-tailed test [254]. Consequently, T-statistics were calculated for each path 

coefficient. As Table 4.3 shows, the results demonstrate that all the structural path coefficients 

are significant. Finally, the hypothesised path relationship between neutralisation and intention 

to violate information security policies is statistically significant, as shown in Table 4.3.  

Table 4.3 Path Coefficient Using Bootstrapping 

 We have further analysed the sub-constructs effect on both neutralisation and intention to 

violate information security policies constructs. The results, as shown in Table 4.4, indicate that 

the denial of injury technique has the highest contribution towards making the neutralisation 

construct (19.08%), followed by appeal to higher loyalties (18.23%), metaphor of the ledger 

(17.94%), condemnation of the condemners (17.18%), and denial of responsibility. Relatively, 

the defence of necessity technique has the least contribution for making these constructs by 

13.85%.  

In addition to the neutralisation theory, we tested the control variables of age, gender, and level 

of MI privacy and security policies awareness towards the “MI intention to violate information 

security policies” construct. We included these variables in our model to test whether these 

variables exert a significant effect on the final dependent construct. After the analysis, as shown 

in Figure 4.11, we found that age and gender have no significant impact on intention, while the 

level of privacy and security awareness has a weak negative impact. Separately, we analysed 

the realism of the scenarios and found them significantly correlated with the intention (r = 0.28, 

P <0.005). Figure 4.11 illustrates the model testing result for all constructs in the study.  

Relationship Path Coefficient T-Statistics 

Appeal to Higher Loyalties → Neutralisation 24.209989 

Condemnation of the Condemners → Neutralisation 19.682286 

Defence of necessity → Neutralisation 17.412531 

Denial of Injury → Neutralisation 20.17556 

Denial of Responsibility → Neutralisation 16.604468 

Metaphor of the Ledger → Neutralisation 19.482651 

Neutralisation → Neutralisation 8.462579 
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Table 4.4 The Effect of Neutralisation Sub-Constructs On Both Neutralisation And Intention 

To Violate Constructs 

 

 

Construct 

 

Relationships 

Total 

Effect 

Normalised 

% 

Overall 

Rank 

 
MI Intention to 

violate Hospital 

information 

security policies 

and patient privacy 

Appeal to higher Loyalties → Intention to Violate 0.129449 18.23% 2 

Condemnation of the Condemners → Intention to 

Violate 
0.122021 17.18% 4 

Defence of Necessity → Intention to Violate 
0.097461 13.72% 6 

Denial of Injury → Intention to Violate 
0.13548 19.08% 1 

Denial of Responsibility → Intention to Violate 
0.098378 13.85% 5 

Metaphor of the Ledger → Intention to Violate 
0.12739 17.94% 3 

 
 
 
 

Neutralisation 

 

Appeal to higher Loyalties →Neutralisation 0.208726 18.23% 2 

Condemnation of the Condemners → 

Neutralisation 
0.196593 17.17% 4 

Defence of necessity →  Neutralisation 0.157242 13.74% 6 

Denial of Injury → Neutralisation 0.218429 19.08% 1 

Denial of Responsibility → Neutralisation 0.158349 13.83% 5 

Metaphor of the Ledger → Neutralisation 0.205431 17.95% 3 

Figure 4.11Study Model Depicting the PLS Results 
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 Discussion and limitations  

Our research is consistent with the extant neutralisation studies in the field of criminology that 

examined hate crimes [264] , deer poaching [265], and corporate crimes [176]. Our results show 

that neutralisation can explain behaviour that deviates from expected norms and can be used as 

a predictor (or explanatory variable) of the intention of medical interns to violate hospital 

security policies that secure patient privacy in the health care industry. We defined intention as 

“an indicator of a motivational state that exists just before the commission of an act. We think 

of it as a measured reflection of a predisposition to commit [an act]” [266] rather than a direct 

proxy to the actual behaviour. In this study, we investigated  Sykes and Matza’s [34] techniques: 

(1) denial of injury, (2) condemnation of condemners, (3) denial of responsibility, and (4) appeal 

to higher loyalties, in addition to  (5) the defence of necessity [37] and (6) metaphor of the ledger 

[35].  

Some neutralisation studies have suggested that certain techniques have a more powerful 

influence on individual behaviour than others in specific contexts [151][125]. Our results reveal 

new insight into how medical staff employs justifications to engage in undesirable behaviour 

(violation) that might abuse information security policies and breach patient privacy. Consistent 

with the findings of Kim et al. [187] and Siponen et al. [267], the results reveal that all of the 

six techniques contribute significantly to the non-compliance intention of medical interns and 

therefore add risks to the hospital security and privacy efforts to protect patient sensitive 

information. This study also extends the IS literature beyond North America and Europe [31] 

and investigates the influence of the neutralisation techniques on privacy protection efforts 

within the healthcare environment in the Middle East countries, specifically Saudi Arabia.  

Another important factor is that 90% of the respondents are between 23 and 29 years old and 

have less than a year’s work experience. These factors could explain why MIs justify their non-

compliant behaviour without considering the consequences by denying injury and appealing to 

higher loyalties. Also, poor awareness of privacy and information security policies among these 

junior doctors (more than 50% in our study) adds a more significant burden on hospital 

administration to protect IT infrastructure and resources from insiders. Thus, these employees 

may unintentionally commit an action that could lead to a malicious information technology 

breach or leakage of sensitive patient information [78]. The adoption of deterrence mechanisms 

such as informal or formal sanctions may not be sufficient to protect the privacy of patient 

information from abuse when neutralisation techniques are present [1] [151]. 
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We suggest future research should investigate the usefulness of privacy awareness strategies 

and educational programs (seminars, face-to-face interactions, web-based courses, and so forth) 

in prohibiting employees from justifying their behaviour to violate information security policies. 

By doing so, the health care organisations can add an extra layer of protection based on the 

psychological perspective alongside their technical controls. Thus, they can reduce internal 

actors from abusing their IT privileges to breach patient privacy. 

The findings in this chapter reveal that it is essential for medical schools in Saudi Arabia to 

continuously update their current curriculum to increase their student awareness of several 

emerging topics in health care information security. They can improve their students’ 

understanding of IT security threats, controls and solutions, the importance of patient privacy 

and confidentiality, and the benefits and consequences of compliance or non-compliance with 

information security policies, laws, and IT best practices.  

This study was conducted with three main limitations that should be recognised. First, the study 

sample was specific and relatively small (66 medical trainees) and was collected from only four 

academic hospitals in Saudi Arabia, so caution must be exercised when generalising the results 

of this study. Thus, future research may consider a qualitative approach and a larger sample. 

Second, all survey respondents were Saudi citizens, and thus the influence of national cultural 

differences must be taken into account when generalising our results. Finally, this study is based 

on the self-reported approach that demonstrated MI’s intent to violate information security 

policies that protect patient information privacy across assumed scenarios. Thus, the realism 

degree of the scenario significantly influenced the intention rather than the actual behaviour. 

 Summary 

Health care employee adherences to privacy and related information security policies can 

safeguard their organisations from many financial and non-financial losses. In this context, we 

studied the behavioural intention of medical interns to breach the hospital privacy policies 

through the leans of the theory of Neutralisation in Saudi Arabia. Our result in this study 

revealed that neutralisation techniques are a critical factor influencing the intentions of medical 

interns to violate information security policies. The study also highlights the granular level 

contribution for controlling the neutralisation construct, the defence of necessity, denial of 

injury, metaphor of ledger, condemnation of condemners, denial of responsibility, and appeal 

to higher loyalties, which contribute to the justifications used by the interns. Thereby, 

policymakers and security experts in the health care industry need to reconsider security policies 
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to ensure that they mitigate the impact of neutralisation techniques. Furthermore, our 

contribution sheds light on the importance of healthcare organisations developing security and 

privacy awareness programs that consider neutralisation techniques to protect their information 

security infrastructure and patient privacy.  

The following chapter will extend this study by investigating the environmental factors that 

motivate medical practitioners to evoke neutralisation techniques and violate information 

security policies.  
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 : Investigating The Environmental Factors That 

Influence Individuals Behavioural Justifications in 

Hospitals. 
 

Figure 5.1 Phase Two of The Research Study 

The previous chapter found that the defence of necessity, denial of injury, the metaphor of the 

ledger, condemnation of condemners, denial of responsibility and appeal to higher loyalties 

identified by Neutralisation theory have a significant impact on the study participants (medical 

interns) behavioural intention to violate hospital information security policies and breach patient 

privacy. This chapter introduces the second phase of the research study, as presented in Figure 

5.1. 

 This stage argues that human behaviour plays a vital role in the success of the organisation’s 

efforts to protect IT assets. In spite of a growing awareness that implementing technological 

measures alone cannot guarantee information security protection without considering human 

behaviour, the question remains as to why healthcare industry employees violate the InfoSec 

policies of their organisations and breach patient privacy. This stage of the research uses semi-

structured interviews to explore the level of compliance of medical trainees with the hospital’s 

InfoSec policies and explore their motives and related justifications for violating these policies. 

The thesis concentrates on the same healthcare organisation during phases 2 and 4 to learn more 

about their InfoSec noncompliance behaviour and the proposed intervention’s effectiveness.  

 

Phase 1 Phase 2 Phase 3 Phase 4 

Determine the role of 

Neutralisation techniques 

to predict medical 

practitioner intention to 

violate InfoSec policies. 

A quantitative study 

using a questionnaire in 

Saudi Arabia. 

Investigate the 

motivations of medical 

practitioners to evoke 

neutralisation techniques 

to justify InfoSec 

violations. A qualitative 

study using semi-

structured interviews in a 

Saudi Arabian hospital. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using 

focus groups and pre and 

post questionnaires in the 

UK, University of 

Glasgow. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using 

focus groups and pre and 

post questionnaires in a 

Saudi Arabian  Hospital.   

Chapter 4 Chapter 5 Chapter 6 Chapter 7
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This chapter contains the following sections: Section 5.1 provides a brief introduction to 

information policies and employee behaviour regarding those policies. Section 5.2 explains the 

purpose of conducting this qualitative study in a healthcare context. Section 5.3 presents the 

study’s methodology, data collection, sampling method, and data analysis process. Sections 5.4 

and 5.5 present data analysis and the results of the study, while Section 5.6 discusses the 

implications of those results. Finally, Section 5.7 presents the chapter summary. 

 Introduction  

Technical security controls have been widely recommended as a traditional strategy in the 

information systems literature to mitigate information security threats and vulnerabilities and 

counter network and data breaches [1][2]. However, as previously explained in Chapter 2, 

several IS scholars acknowledge that technical controls alone cannot guarantee the integrity, 

availability, and confidentiality of the organisation’s information without encouraging 

employees to achieve the organisation’s information security objectives [122][1][268]. 

Consequently, many laws and regulations require organisations, particularly in the healthcare 

field, to manage their data and IT assets by mainly adopting security standards and best practices 

to confront security threats and vulnerabilities.  

An essential approach for organisations to comply with security standards such as NIST and 

ISO 27001 and ensure a consistent security level is to develop and disseminate information 

policies [28]. These security policies present instructions and guidance as to the desired 

employee behaviours and actions to ensure the protection of an organisations IT resources. 

According to Wall et al. [3] and Safa et al. [6], an employee’s failure to comply with information 

security policies, whether inadvertently or intentionally, is a critical risk factor in security 

incidents that lead to data leaks and privacy breaches. 

Many information security scholars call for more studies to explore the motivations behind 

individuals’ intentions to violate or comply with ISPs [269][137][261]. Thus, instead of 

focusing on the effects or the consequences of an individual’s ISP violations or compliance with 

organisational ISPs, there is a need to take a step back to understand the environmental factors 

that contribute to their security behaviour. 

 Purpose of The Study  

Implementing information security policies can enhance an organisation’s compliance with its 

IT regulations and standards. However, assessing the interaction between these policies and 

their audience reveals low effectiveness because security incidents keep happening, particularly 
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in healthcare organisations [21]. The information security experts in organisations need to 

increase their understanding of the activities of their employees in their work environment and 

the impact of security policies on employees’ daily tasks. Usually, employee noncompliance 

with information security policies is attributed to a lack of InfoSec awareness. Hence, many 

organisations attempt to increase their employees’ awareness via security training campaigns or 

security awareness programs [270]. However, few organisations have made a reasonable effort 

to assess the degree to which security policies fit the actual work duties of their employees [271]. 

Poor alignment between the security requirements and the work tasks can lead the employee to 

violate the policy and justify such behaviour.   

This study extends previously published work related to information security compliance and 

neutralisation theory [11][12][13], which found that individuals sometimes adopt cognitive 

justifications to overcome feelings of shame or guilt when they commit or consider committing 

InfoSec policy violation.  This study extends previous work by investigating the influence of 

environmental factors on medical practitioners’ motivations to free themselves from a hospital’s 

InfoSec policy compliance obligations. Thus, this chapter will investigate the drivers 

(antecedents) of healthcare practitioners’ behavioural justifications to violate the security 

policies that safeguard patient privacy. In particular, we try to answer the following research 

question:  

RQ2: What drives behavioural justification among medical practitioners to violate 

information security policies in healthcare organisations? 

 Study Methodology 

The study conducted a series of semi-structured interviews to collect data and applied a thematic 

analysis approach [194] to obtain answers to the research question. The research environment 

was one of the largest academic hospitals in Saudi Arabia. It has more than 1400 beds in various 

specialities and several medical facilities and research centres around the country. Every year, 

the hospital admits more than 30,000 patients and provides health care services to more than 

250,000 registered patients. In the hospital, medical interns (MIs) have access to the hospital’s 

IT systems.  MI’s privileges include accessing the hospital health care systems (HIS), which 

allows them to enter, view, and edit patients’ medical records. Over the last few years, the 

hospital has been faced with several security incidents from internal sources. This 

noncompliance with the hospital’s InfoSec policies was the primary cause of internal security 

incidents, such as unauthorised access to the hospital’s HIS, the use of infected USB devices, 

and the exchange of photos that include medical records via social media applications.  
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We sought to investigate whether interns used neutralisation techniques to justify their InfoSec 

violations and the reasoning behind their justifications. Therefore, the Engineering Ethics 

Committee of the College of Science and Engineering at the University of Glasgow agreed to 

conduct this study in one of the hospitals in Saudi Arabia under the approval number 

(300190026). (Appendices  B.1 Consent form and B.2 Participant sheets). 

5.3.1 Data Collection  

The interview protocol had three main parts. During the first part, the author explained the 

study’s purpose and asked the interviewee to sign the consent form for participation. The second 

part consisted of general questions to collect demographics, job descriptions, and information 

security backgrounds. The last part of the interview had five sets of semi-structured interview 

questions adopted from the IS literature [272] to explore in-depth the information security 

environment in the hospital in five major areas: (1) InfoSec policy development, (2) 

implementation, (3) enforcement, (4) awareness and training, and (5) incident reporting 

(Appendix B.3 for the list of interview questions). Specifically, we investigated the impact of 

the existing security policies on health practitioners’ daily practices and activities. Also, we 

explored the drivers of neutralisation technique adoption. 

The semi-structured interviews were conducted in English with the medical interns and the IT 

department managers and employees. The initial questions were revised after the first interview 

to include more probing questions, which were used to explore the reactions of interns to InfoSec 

policies. The questions were open-ended to encourage participants to freely reveal their ideas, 

opinions, and experience with information security requirements and procedures. In total, we 

interviewed twenty-eight participants, including twenty MIs and eight IT staff members. Each 

interview lasted between 45 and 60 minutes. The schedule of the interviews was based on the 

participants’ convenient time and location. All the interviews were conducted within the hospital 

clinics, offices, or meeting rooms. All the interviewees’ names, work titles, and related 

identifiable information were anonymised. Figure 5.3 presents the interview data procedures.  

At the beginning of each interview, the author asked for permission to audio-record the 

interview. A total of 26 participants agreed to audio-record their answers during the interview, 

while two participants preferred the interviewer take notes. All interviews were conducted face-

to-face in the hospital and were carried out by the author between September 2018 and 

November 2019. 
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5.3.2 Sampling Method 

We used the snowball sampling method to reach medical interns working full-time in the 

hospital. This process is known as “chain-referral sampling”; it continues until the researcher 

determines that the study sample is sufficient [226]. Our interviews aimed to gain a closer look 

at the interaction between medical interns as a group and information security policies and 

procedures during their daily activities to evaluate their overall security practices and awareness. 

We focused on investigating the environmental factors that influence medical interns to violate 

information security policies and controls that safeguard patient privacy, leading them to justify 

such behaviour via neutralisation techniques. We repeated the data collection and analysis 

process until we reached the point of saturation [225], where no more themes emerged from the 

interviews and the findings repeated across the participants.  

5.3.3 Participants  

• IT participants: We were interested in interviewing IT managers and staff who interact 

directly with health practitioners in meetings or discussions. These IT professionals were 

primarily responsible for developing, implementing, and enforcing information security 

policies and controls to protect the hospital’s IT infrastructure and patient privacy. The 

hospital’s IT department’s Associate Executive Director kindly assisted us by appointing 

a coordinator to help us communicate, select, and invite participation by distributing 

interview invitations to the targeted employees via the hospital’s official emails. We 

interviewed six IT managers and two IT personnel with at least seven years of experience 

in the information security field and who hold a bachelor’s degree in computer science or 

similar qualifications. These IT experts deal with IT security requirements daily, and we 

Sending 
interview 
invitations 
via email

Scheduling 
interview 
date, time, 

and location

Descriping 
interview 

objectives to 
participants

Asking the 
participant to 

sign a 
consent form 

for 
participation

Audio 
recording 
and taking 

notes during 
interview

Ending the 
interview

and thanking 
the 

participant.

Figure 5.2 Interview Data Collection Procedures 
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needed their help to understand their current information security practices and solutions 

to improve overall hospital security, specifically security non-compliance due to human 

behaviour. We aimed to obtain the following:  

▪ To understand their perceptions of current InfoSec policy violations in the hospital and 

the IT department’s efforts to mitigate the conflict between IT security needs and the 

healthcare practitioners’ work performances.  

▪ To assess the IT department’s awareness of the medical interns’ justifications 

(neutralisation techniques) leading to InfoSec violations and the existence of any 

mitigation solutions for such behaviour. 

• Medical Interns (MI):  The medical school in the hospital assigned a coordinator who 

introduced the study objectives, details, ethical considerations (participant sheet and 

consent form), and contact information to all the medical interns via the hospital official 

email. We recruited twenty medical interns (9 females and 11 males) in the hospital via a 

snowball sampling method [273], which allowed us to reach this group of participants most 

efficiently. It is based on the initial participants’ social network to identify and 

communicate with the rest of the target sample members [231]. Thus, each of the initial 

participants forwarded the interview invitations to their other colleagues. Due to the close 

relationship between MI during academic study and work, this sampling approach was 

practical for reaching and attracting the MI more than official emails from the university. 

However, medical interns perform many clinical duties and share several working 

characteristics with consultants and other senior practitioners. The only difference relates 

to the EMR privileges because the IT department limits the MI privileges in the EMR 

system to access and view patients' medical records without conducting any medical order. 

For example, a medical intern cannot request a lab test or issue a prescription to a patient. 

At the same time, a consultant can make any potential medical orders required for medical 

services. Thus, the researcher does not expect significant differences in the result of the 

study if the interviews include only senior practitioners.    
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 Data Analysis 

The audio files and transcripts of the interviews were analysed as advised by Braun and Clarke 

[194] (Figure 5.3). Thematic analysis (TA) is a “method for identifying, analysing and reporting 

patterns (themes) within data. It minimally organises and describes your data set in (rich) 

detail”[194]. It encourages a better understanding of the context and ensures consistent 

organising of the dataset. The TA is a flexible approach that searches for common patterns 

within a qualitative data set and systematically underlines repeated themes (patterns), each of 

which are assigned codes. Each code is a short piece or segment of the row data in the textual 

interview transcript that identifies an aspect of the phenomena of interest [274]. Thus, we 

identified all the relative passages in the responses that revealed security policy violations and 

the corresponding neutralisation techniques used to justify such violations, as well as the 

possible reasons that led the interns to invoke such techniques. The data relating to neutralisation 

techniques and InfoSec policies’ violations were analysed thematically using a deductive 

approach to code any relevant information in the text excerpt. Afterwards, all the codes that 

reflected a similar concept were grouped to create meaningful themes. QSR NVivo Version 12 

was used to conduct the thematic analysis and facilitate the management of the audio files, 

documents, and textual transcripts. 

 Interviews Results 

Using a thematic analysis, we identified several social, emotional, and organisational factors 

that motivated the medical interns to justify their violations of hospital InfoSec policies. The 

new codes and themes from the interview are presented in Figure 5.4.  

Figure 5.3 Thematic Analysis Process [13]  
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Figure 5.4 Interview Themes and Sub-Themes 

 

5.5.1 Social Factors and Neutralisation Techniques 

We found that the social factors influencing the MIs to use neutralisation techniques fell into 

two main themes, each consisting of four subthemes: the two main themes were: (1) Team 

Influence (peer and superordinate influence) and Emotional Facilitators (trust and empathy). 

Table 5.1 provides a general summary of the interrelationship of the social factors, security 

threats, and neutralisation techniques. The horizontal orange row indicates four major security  
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threats that we identified and that interns confirmed using at least one of them during their daily 

tasks. The vertical beige and orange columns show the identified interview themes and  

subthemes, highlighting a tendency to evoke justifications for these security threats.  

For example, violating the security standard of “sharing patient screen images of HIS via social 

media applications” was justified by believing the expected harm of such behaviour was 

minimal because they shared those images only with their team members, whom they viewed 

as trusted parties, which would not harm patient safety or information privacy. Hence, they 

reduced the security risk of a data breach by sharing these screenshots via social media. Also, 

under the influence of the team, Table 5.1 shows that some MIs share their HIS account with 

other peers because some of them started their internships without an active HIS account. In 

such a case, interns reported that they temporarily shared the HIS account with a colleague until 

that person obtained an account and provided various justifications, such as the sharing was 

some kind of support (appeal of higher loyalty), a necessary action to maintain work 

performance (Defence of necessity), a common norm among the team (everybody else is doing 

it), or a harmless act (denial of injury). Empathy, for example, was identified as an emotional 

facilitator and emerged as a driver of MI’s behavioural justifications (appeal to higher loyalty 

Mapping social 

factors to InfoSec 

threat Via 

Neutralisation 

Techniques 

Information security Threats 

Share images of 

the HIS patient 

screen via 

Social media 

Apps 

Share HIS account/ 

password  

Leave PC 

unlocked 

Bring 

External 

Internet 

router 

S
o

ci
a
l 

F
a
ct

o
rs

 

T
ea

m
 I

n
fl

u
en

ce
 

P
ee

r 
In

fl
u

en
ce

 

•Denial of Injury  

• Appeal to Higher 

Loyalties 

•Défense of Necessity 

•Everybody else is 

doing it 

•Denial of Injury  

•Everybody 

else is doing 

it 

•Everybody 

else is doing 

it 

S
u

p
er

o
rd

in
a
te

 

In
fl

u
en

ce
 

•Denial of Injury  

•Défense of 

Convenience  

• Denial of 

Responsibility  

•Défense of necessity 

•Everybody else is 

doing it 

•Denial of Injury  

•Défense of 

Convenience  
  

E
m

o
ti

o
n

a
l 

fa
ci

li
ta

to
rs

 

T
ru

st
  •Denial of Injury  

•Défense of 

Necessity 

  

•Denial of Injury  

•Défense of Necessity 

• Appeal to Higher 

Loyalty  

    

E
m

p
a

th
y

  

  

• Appeal to Higher 

Loyalties 

•Défense of Necessity 

    

Table 5.1 Mapping Social Factors to InfoSec policies threats via Neutralisation techniques. 



114 
 

and Defence of necessity) when an intern shares an account with peers. The following 

subsections explain the relationship between security threats, social factors, and neutralisation 

techniques in more detail. 

 

5.5.1.5 Peer Influence  

Sutherland et al.[275] stated that an “individual learns not only the techniques of committing 

the crime, no matter how complex or simple, but he/she learns specific motives, drives, 

rationalisations and attitude” [p. 75]. Medical interns are a subgroup of health care members 

working to improve their practical healthcare skills. Those interns share many individual 

characteristics such as age, medical experience, and educational background, making their 

relationships close and their approaches to solving work issues similar. They are practising their 

medical duties in healthcare teams during their rotation in clinics. Consequently, they get most 

of the training benefits from interacting with peers and practitioners such as medical residents, 

consultants, or nurses. At this stage in their careers, these medical interns are working hard to 

prove their medical competencies to get a residency position after the internship year ends. This 

passion motivates them to focus on medical training practices and duties more than on InfoSec 

policies. Several MIs indicated that accomplishing their medical responsibilities were the top of 

their priorities and more important than complying with the security policies. 

MI-4: “We take things based on the priorities, and we don’t consider the information security a 

priority for us, and unfortunately, it might be considered the least of the priorities between our 

colleagues.” 

Other interns stated the importance of their medical duties compared with the hospital’s 

concerns to comply with the security policies: 

MI-13: “To be honest, we don’t focus on this topic; we focus more on patient treatment 

management. For us, as medical interns, we focus more on the medical skills and how to make 

a diagnosis or read its result, and so on. But the information security topics are not a priority 

for us.” 

Many interns indicated that the healthcare team norms impact their behaviour by imitating the 

noncompliance actions of their colleagues. Thus, they inherit and commit the same security 

policies violations and tend to evoke the same justifications. 
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MI-11:  “To be honest, I have not read a security policy document, but I have heard that from 

my colleagues about what I can do or not, all of my knowledge are pieces of advice that are 

coming from people in the practices.” 

MI-16 “You see what people around you are doing, and you will do the same. Even though the 

person supposed to know the wrong or right by himself.” 

The majority of the interns indicated that they heavily rely on each other to overcome their daily 

practice issues, primarily related to such security controls as limited Internet access.  

MI-20: “When I face a situation, I read about it or inquire from someone who knows, such as 

my colleagues. For instance, I need to print files in the hospital, so I ask my colleagues how to 

do that. Therefore, each one of them gave me his experience to solve my issue with controls here 

because we have limited Internet access, and we cannot open Gmail, Hotmail, etc. So, I get 

benefits from their feedback and experiences.” 

MI-24: “My colleagues teach me how to do certain things such as email attachments, but no 

one from the IT.” 

Therefore, the social impact of their peers forms their perceptions as they imitate each other’s 

actions and use the same justifications for their non-compliant behaviour with the hospital 

information security policies. We identified four neutralisation techniques that the interns tend 

to adopt to justify their non-compliance behaviour: Defence of Necessity, Appeal of a Higher 

Loyalty. Everybody else is doing it, and Denial of Injury. 

5.5.1.5.1 Defence of Necessity 

Many of the interns (N=16) indicated that they tend to adopt this technique to justify their 

behaviour when sharing their passwords or healthcare system accounts with peers. The common 

belief among those participants who used this technique was that complying with the 

information security policies was not an urgent matter for them. Thus, their attention focused 

on their primary mission to provide treatment to the patients and deal with the clinic workload. 

Some of the medical interns argued that they shared the password with a colleague when it was 

necessary. In their opinion, being a part of a medical team required them to collaborate with 

their peers, sometimes forcing them to perform some acts regardless of compliance with the 

information security policies and procedures. They stated that if a medical intern in the team 

found it difficult to access their account, this might impact the team performance. In this 

situation, the argument was the necessity to improve the work performance, which was 

justifiable from their perspective to share HIS password or account. As respondents reported:    
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MI-16: “.... in the end, you have to see the big picture, there is a patient interest might disrupt 

or delay because one of the medical team members does not have access.” 

MI-9: “If someone refuses to give you the password of his account, this will delay the work 

because I would wait until he comes and opens his account to complete the order. It would delay 

work performance.” 

5.5.1.5.2 Appeal to Higher Loyalty 

Participants who used this technique tend to “legitimise deviant behaviour when a non-

conventional social bond creates more immediate and pressing demands than one consistent 

with conventional society” [10]. This technique was the second most common neutralisation 

technique reported by the medical interns (N=15). The primary InfoSec policy violation that 

evoked “Appeal to Higher Loyalties” was sharing the password or the HIS account between 

those medical interns who had just started their internship and had not yet received access to the 

hospital health care system.  

The medical interns who indicated support for this technique felt that they were taking the right 

action. They were providing a kind of professional help to other peers to accomplish the duties 

of the team without disruption. In particular, several respondents argued that they were sharing 

the password or the HIS account, neutralising their behaviour by referring to the greater good. 

For instance, some of the medical interns justified their sharing password behaviour as support 

and help, especially during the internship period where any disruption of the work performance 

might impact the MI training and evaluation. 

MI-17: “ I think it is a kind of that we need to get the work done. It is professional support.” 

MI-13: “To be honest, here we have this kind of behaviour that we like to help people sometimes 

more than what is supposed to be. So, this is considered a sort of help in our culture.” 

 

5.5.1.5.3 Everybody Else Is Doing It 

This technique refers to the impression that the damaging behaviour is typical of the group, so 

there was no need to feel guilty or ashamed. Six interns (N=6) justified their behaviour by 

saying, “every one of my peers is doing it,” especially when they left their PCs without logging 

out, shared a password or account with others, or used an external Internet router to bypass 

Internet access restrictions. The participants argued that their behaviour was normal because 

other team members were commonly doing the same thing.  

MI-9: “I mean, the behaviours of others because the majority are doing this thing; we will do 

the same, even if it is wrong.” 



117 
 

They argued their behaviour was acceptable and referred to the fact that many of their colleagues 

commonly shared passwords, left their PCs unlocked, or utilised their own Internet routers:  

MI-14: “I see the majority share their passwords, for example, and leave their account open 

without logging out. Sometimes, I leave my account open to let my colleague work on the same 

medical note.”  

MI-7: “I have to use my mobile Internet router, which I bring with me. Actually, a lot of my 

colleagues do the same, not only me.” 

The interns stated that no one got caught or punished for performing such actions, which implied 

that the IT department really did not consider these acts to be information security breaches. 

They referred to the existence or absence of InfoSec violation sanctions to evaluate which of the 

typical behaviours in their peer groups was considered a violation of the hospital’s InfoSec 

policies. The MIs evoked this technique based on their observation of the social context that 

influenced their decision-making processes to decide which behaviour was acceptable: 

MI-22: “Also, as I have mentioned, everybody is doing it, from the physicians to the nurses and 

residents. Everyone leaves their account open, and there is no specific punishment.” 

5.5.1.5.4 Denial of Injury 

Those individuals who use this technique claim that the outcomes of their deviant behaviour are 

harmless and show no concern about the expected consequences of non-compliant behaviour 

[34]. More than half of the medical interns (N=13) referred to this neutralisation technique when 

they revealed some of their daily practices. The MIs who adopted this technique refused to 

acknowledge the fact that sending photos from patients’ medical records via a social media 

application or sharing the password or the HIS account with a colleague could cause any harm 

or breach to the patient privacy or the hospital information security policies. 

Three main arguments behind these noncompliance actions were offered. The first argument 

was that the medical interns’ HIS accounts had limited privileges, as they could only access the 

patient records to write patients’ diagnoses without any authority to issue any medical orders, 

such as prescribing medicines or ordering lab tests. The MI judgment prioritised the physical 

harm that could impact the patients’ health due to incorrect medical orders. Thus, they ignored 

the information security risks that could originate from sharing passwords or the HIS accounts. 

They reported that: 

MI-10: “Technically speaking, my account is limited as a medical intern, and we only can write 

notes. So, she is going to write notes like me, and she cannot do something major. There is no 

security breach in my perspective because we both know what the limit is.” 
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MI-7: “We are not allowed as medical interns to make medical orders, so I’m not worried that the person 

with who I share my account will do something that can harm me in future or the patient.” 

The second argument offered a type of risk comparison as a way to decrease the injury that 

could occur from sharing their HIS account password. Denial of injury via reducing the impact 

and magnitude of the risk was compared to other team members in a higher position of authority 

and wider HIS privileges, such as consultants. They thought that sharing passwords would have 

only a small negative impact on the hospital’s security. This thought affected the interns 

reporting of any observed violations of InfoSec policies. An MI explained:  

MI-15: “.....what I’m saying is I know there is something that is important, but what interns 

think themselves is that they are only interns. So, whatever threats that come from us, no one is 

going to consider it. Threats coming from medical interns are less impact than threats coming 

from CIOs or the heads of department.”  

The last argument was that taking a picture and sharing it via social media applications was 

habitual behaviour among their peers. They believed that the recipient of a medical record or 

photo was a trusted person who would use them for medical purposes and keep it confidential. 

Some medical interns confirmed that they had sent or received an image of a patient’s records—

such as lab results or x-ray—where the patient’s information was clear. In comparison, others 

revealed that they had taken some precautions to protect patient confidentiality by hiding the 

patient’s personal information. This action was explained by different medical interns as 

follows: 

MI-5: “Today, one of my colleagues took a picture of a screen, and all the information was there 

except the patient MRN. However, there were some cases where the MRN and the patient name 

have appeared.” 

MI-11: “I have seen a lot of my colleagues directly take a picture of the X-ray without 

considering covering the patient information located at the corner. They usually say we share 

it with our colleagues, so they don’t hide such information.” 

MI-16: “Yes, I have sent some pictures for discussion with my medical team but without the 

name or MRN of the patient.” 

5.5.1.6 Superordinate Influence 

During their monthly rotation between clinics at the hospital, the medical intern’s central role 

was learning from their superordinate’s medical expertise, such as the consultants or the 

residents, working closely with them to provide healthcare services. The interaction between 

the medical interns and their medical supervisors was considered an essential part of the learning 
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process during the internship. In addition, the consultant had the power to offer a residency 

position to any interns who successfully met the practical training criteria. Thus, the 

superordinate’s decision was a significant part of the evaluation process to get a residency 

position later in the hospital. 

Most of the interns reported that their superordinate influenced their behaviour both directly and 

indirectly in several situations related to the information security policies. Therefore, this 

impacted their tendencies to evoke several neutralisation techniques as a part of the decision-

making process to deal with their superordinates’ requests, even if these orders could lead to an 

InfoSec violation. In addition, the medical interns offered evidence of several neutralisation 

techniques to justify their InfoSec policy violations, showing how the influence of their 

superordinate had motivated them directly and indirectly to justify their abuse of the password 

and the HIS access policies. Four main neutralisation techniques were identified that were 

attributed to the superordinate’s influence: Denial of Responsibility, Denial of Injury, Defence 

of Necessity, and the Appeal to Higher Loyalties. 

5.5.1.6.1 Denial Of Responsibility 

Many interns cited their superordinates’ or seniors’ authority as an essential factor that helped 

them to accomplish their aims, do their duties, and gain better practical experience in the medical 

field. This close relationship might extend to informing InfoSec related perceptions, as an MI 

indicated:  

MI-12: “I observe what my seniors are doing regarding information security, and I do whatever 

they do.” 

The MIs revealed that accountability towards the hospital’s InfoSec policies was influenced by 

the orders issued by their superordinates, such as consultants or residents. Therefore, they shifted 

the responsibility of any potential harm of the violations to their superordinate.  

MI-6: “It is coming from the attending consultant, so usually people obey the person in authority 

even if it is the wrong action, they will follow it.” 

Furthermore, they explained that their work environment was complex and required full 

collaboration from the entire medical team to deliver health care services to patients. So, being 

a trainee in a medical team made it difficult for any MI to refuse carrying out an order from a 

consultant, even if the request could lead to an InfoSec policy violation or privacy breach. For 

instance, an MI explained his fears of the consequences of a refusal on his application for a 

residency position when a consultant asked him to share his account with another intern:  
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MI-4: “for seeking approval or recommendation from the supervisors. They might see you as 

part of the team, which increases your chance of acceptance as a resident. I will lose if I refuse 

to do it. If I say no because I want to follow the security rules, they might abuse you and isolate 

you from the team.” 

Besides, a few MIs felt that their superordinates used their authority to violate the InfoSec 

policies by delegating more responsibilities to the MIs than expected by hospital management. 

For instance, some of the consultants shared their HIS accounts with MIs to allow them to 

perform extra work duties, such as issuing medical orders. Thus, the interns were forced to 

exceed their designated privileges to use the healthcare information system, which is considered 

a violation of the hospital’s HIS access control policy.  

MI-7: “Some physicians abuse the medical interns by letting them do more duties, so if medical 

interns said that his/her account privileges are limited in order to conduct the requested order, 

the physician simply responded by saying, that’s ok, take my account or password and conduct 

the order.” 

5.5.1.6.2  Denial of Injury 

Several MIs reported using this neutralisation technique to justify their superordinates’ impact 

on the hospital’s InfoSec policy noncompliance. For example, some of the MIs explained their 

use of the consultant’s HIS account if the medical orders included only routine and 

straightforward procedures. In this case, the expected consequences of any wrong order on 

patient health were minor, regardless of the fact that the behaviour itself was a violation of an 

InfoSec policy: 

MI-5: “It depends on the case. If the MI will use the consultant’s account for minor orders or 

routine medical procedures like ordering Paracetamol, X-rays, or blood tests, the harm of these 

procedures, such as increasing the dose or asking for the X-ray, is trivial.” 

Two of the IT managers acknowledged the occurrence of this kind of violation and described 

the consultants’ perceptions as harmless when sharing their HIS account credentials with others:  

ITE1: “They say nobody will be harmed if I share my password, and I will simply change the 

password if there is a risk.” 

ITD1: “Also, the fact is that the consultant and the resident don’t see sharing their password as 

an issue for the email and [the health care system ], and they think it is ok.” 

Other interns invoked this position to justify their behaviour of sending a photo of the HIS screen 

to their superordinate’s. They referred to this as a practical way of getting things done, 

enhancing convenience, and not wasting a superordinate time. They sometimes received a 
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physician’s request to send a photo of a patient’s record, and sometimes they sent the picture to 

the physician’s mobile seeking treatment advice. In fact, the MIs blamed the IT department’s 

technical restrictions, such as the lack of remote access, as being responsible for this type of 

security violation. Instead of verbally reading the patient’s information over the phone or asking 

the consultant to come to the clinic to read the patient’s diagnoses or lab results, they took photos 

of the patients’ screen records and sent them to the consultants’ mobiles. They argued that they 

sent the photo to the consultants’ phone directly, as requested, and since only two people had 

the images, the chances that these sensitive pictures would be leaked would be reduced.  

MI-17: “I understand there is a risk, but what is the probability of it happening? Your example 

has a very minimal chance of occurring.” 

M-11: “Most of the people in the medical field are looking for practicality rather than 

professionalism. They prefer practicality, so instead of asking the physician to come to the 

hospital, they take a picture and send him the findings and the lab results to let him give his 

diagnoses or treatment plan. So, they think it is more practical, and it is better to get the job 

done.” 

Several MIs stated that their superordinate’s had sent photos containing patient records to their 

mobiles via social media applications, where the identifiable patient information was clearly 

shown. Sometimes a superordinate took the pictures of the medical record screen for unique 

cases and shared them with the entire team as part of the learning and educational process. 

MI-9: “It is the wrong behaviour, but they do it a lot. The seniors might also take a picture of 

the patient information that includes the name and the MRN and share it with other colleagues 

or medical interns; they don’t care about hiding this information that much. They do that for 

many reasons, such as teaching or discussion. That frequently occurs, even it is a wrong 

action.” 

  



122 
 

5.5.1.6.3 Defence of Necessity 

Several medical interns reported no other choice for them to perform their work efficiently with 

their superordinate’s without sharing a password or the HIS account. Some of the medical 

interns reported situations where their superordinate’s shared their HIS account with them 

temporarily. For instance, they indicated that some of them had started their internship program 

without an active account for the HIS, which conflicted with their training objectives to gain 

practical experience, and a significant part of it contained writing documentation for patients’ 

cases. Thus, the consultant or the resident would share their HIS account or password until the 

IT department activated the intern’s HIS account. 

MI-09: “The problem is that many medical interns don’t receive their healthcare system account 

from the IT department before they start the program... If the resident realised that the Medical 

Intern don’t have an account, in this case, the resident usually shares his/her health care system 

account with the medical intern and log out when he/she finished writing the notes.” 

Another group of medical interns reported that a large number of the patients in some clinics 

created a significant burden on the physicians, which forced them to seek all the team’s possible 

help to provide healthcare services and reduce treatment time. If physicians spent most of their 

time handling routine duties such as writing medical notes rather than examining the patients, 

treatment time would be increased, therefore reducing the overall clinic performance to provide 

health care services to all patients in an acceptable time. 

M-18: “If the doctor strictly complies with security policies and does not share his account, I 

think that may impact his work performance. Thus, we solve the security issue here, but other 

problems will appear and can impact the medical services for the patients, such as delay of 

treatment, and so on. In the end, when the doctor stops dealing with the patient in order to do 

some simple tasks that can impact the doctor’s performance in the clinic.” 

An IT security employee confirmed the justification when she was asked why she shared the 

password of her HIS account with other medical team members: 

ITE1: “The doctors’ justification for such behaviour, which I have heard that from them, here 

I will quote the doctors speech ‘I’m here in the clinic for patient treatment, and I have many 

patients to look after their health, so I don’t have time to access the system each time to make 

medical orders or procedures such as lab orders or pharmacy orders and so on. Thus, this is a 

part of the nurse duties as she is an assistant to the doctors; therefore, I give her my password 

to conduct such orders while I’m doing my primary work to meet and examine the patients’ end 

of quote.” 
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Also, several interns justified the impact of their superordinate’s behaviours on them, which 

could increase their tendency in violating the password policy. They indicated the importance 

of sharing passwords, especially when the consultant was too busy dealing with patients all day 

or dealing with many urgent cases that might increase the risk of making mistakes in HIS orders. 

Their argument was that the consultant benefits from sharing their HIS account credentials in 

this situation, and this justified the InfoSec policy non-compliance behaviour.  

MI-12: “Sometimes when a person is tired, he is more likely to make mistakes because he maybe 

does the medical orders quickly to finish the work. So, I think it is justifiable in this situation if 

the doctor gives other colleagues, a trusted person, his account to overcome the tiredness risk.” 

5.5.2 Emotional Facilitators and Neutralisation Techniques: 

We identified the two emotional facilitators of trust and empathy that influence the social 

context and the MI tendency to evoke behavioural justifications when violating information 

security policies. These emotional factors function more as facilitators of the social factors’ 

pressure described in the previous section. Figure 5.4 illustrates these themes and subthemes. 

Also, Table 5.1 provides the relationship between emotional facilitators and security threats and 

the associated neutralisation techniques. 

5.5.2.1 Trust 

Healthcare practitioners work collaboratively to provide essential services to patients. Providing 

such service requires a high level of interaction between team members. Thus, trust was 

identified by all the medical interns as an essential social factor that facilitated the interaction 

and contributed positively to work performance in a complex environment like a hospital. 

According to Peikari et al. [276], in a healthcare context, if trust is lost between the medical 

practitioners for any reason, it might impact work productivity and the perceived importance of 

information security. We found that sharing the HIS accounts, passwords, and mobile photos of 

the patient records were common violations among both the medical interns and their 

superordinate’s.  

These InfoSec policy violations were influenced by the social impact of trust, which motivated 

them to justify their undesirable behaviour. Thus, the medical interns rely on trust as a way to 

reduce violation consequences (denial of injury), to provide or receive colleagues support 

(appeal of higher loyalty), and to overcome work obstacles (defence of necessity). The majority 

of the medical interns reported that being a part of the same team was an essential part of gaining 

their trust and sharing their HIS account with another colleague. Thus, they revealed the same 
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answer when we asked them the following question: “If your colleague is working with you for 

the first time, would you share with him/her your account? 

MI-17: “ Honestly, if this medical intern is within my team, and we are dealing with the same 

patients, I will consider giving him my account because he has some issue in his account. But if 

this colleague is working in a different clinic, I will not consider giving him my account.....it is 

based on the trust.” 

Also, other medical interns said that the trust level impacted their decision to share or not share 

their account with others: 

MI-17: “Yes, the trust level can change my decision. But this trust is not easy to get.” 

Some of the medical interns (N=14) denied that their violations of the organisation’s security 

policies caused injury and stated that their colleagues were trustworthy as a justification for this. 

Thus, they would not misuse their account in a way that could cause any harm to the account 

owner or the patient health or privacy: 

MI-24: “They also think that it is not that a big deal with someone I trust; they might think like 

this way.” 

MI-10: “Here, we are talking about a different thing. I will not give my password to a colleague 

or friend, only someone I can trust. This is an essential part; I must trust she will treat my 

account as her own account.” 

Other interns justified sharing passwords by the necessity of doing such behaviour due to the 

time and workload pressure.  

MI-14: “In the perfect situation NO. Under the pressure of the situation, you don’t sometimes 

know how to deal with it. The resident might think this medical intern is in my team and a 

colleague as well as I know her personally, and I trust her, so it is ok to share the password.” 

One of the IT managers expressed a consultant’s perception of doing such behaviour: 

ITD2: “Some of them [the consultants]think that by sharing their account with other colleagues, 

they can accelerate the work performance. Also, the level of trust between the peers motivates 

them to share their passwords.” 

 

5.5.2.2 Empathy  

Empathy is a difficult concept that researchers have found challenging to measure and define 

[16]. This study adopts the definition of Sutherland et al. [15] that empathy refers to “ the degree 

to which individual notices and is concerned about the needs or concerns of others.” In health 

care such as nursing, empathy is an essential skill required to improve patient care and the 
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nursing students’ professional development [25]. The Association of American Medical 

Colleges listed the development of empathy as one of a medical student’s educational 

objectives. Researchers in health care found that the use of empathic behaviour in inpatient care 

by a healthcare practitioner can improve patient treatment compliance and satisfaction and 

reduce patient anxiety, stress, and depression [16][43].  

Empathy is presented in this study as the caring behaviour medical interns show toward other 

team members. Several MI students showed empathic behaviour by caring about their peers and 

superordinates, which motivated their intention to justify their InfoSec policy violation of 

sharing their HIS account or passwords. For instance, they showed empathy toward their MI 

peers when they could not perform their duties because the IT department had not activated their 

HIS accounts at the beginning of the internship. They argued that a part of the MI training was 

examining the patients and writing the related medical notes, and if a new intern could not access 

the HIS/EMR, they would be considered not working by the superordinates and other team 

members. This, in turn, might impact the intern’s final evaluation, which could cost them to lose 

the chance to get a residency position in the future. 

To overcome these concerns, the interns temporally shared their active accounts with their 

colleagues until their accounts were activated and justified sharing the HIS accounts or 

passwords as a kind of support—an appeal of a higher loyalty. 

MI-13: “We as MI, the patients are divided between us, so each one of us is responsible for 

specific patients. So, if I don’t give him an account, this is bad for him because he is not working 

from the clinic perspective; regardless of this is his mistake or another person mistake, he is 

only watching us without working. So, the first thing I did that for him as a colleague, secondly 

to keep work continuous.” 

Caring for others and providing help or support is essential in a teamwork environment. Thus, 

several interns stated that following certain InfoSec policies would contradict the basic concept 

of caring. Thus there was no need to justify the action because it was not wrong, even if the act 

in question was a security policy violation from the IT perspective. In this situation, the MI 

adopted a form of “defence of necessity” to justify sharing a password with a colleague, as in 

the following: 

 MI-14: “I don’t consider sharing my account with a co-worker who doesn't have an account; 

as a security breach, personally, I share my password. This is because at the beginning of the 

internship takes a long time to get an account”.  
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MI-20: “To help him, he is stuck and cannot work. So, I try to help him to work and to do that, 

I have been compelled to give him access to the system via my account, by sharing my account 

after I open it for him or by giving him the password.” 

Furthermore, the empathic feeling prevented the MI from reporting the InfoSec policy violation 

to the IT department. This is because the caring of other peers reduced their willingness to report 

the MI violation action as it could cause harmful consequences to their colleagues. Therefore, 

many interns stated that they preferred to talk to the person who violated the InfoSec policy 

rather than reporting the incident to any other party. 

MI-14: “I don’t know the reporting sequence and what happens after my reporting as well as 

the result of reporting. For me, I will start by advising him if this is the first time.” 

MI-11: “ I will discuss this issue with him personally because if he is a close friend, I will tell 

him to log out from other accounts, I will say don’t share your password, I will discuss that with 

him personally...I will not consider reporting him.” 

Also, a few interns reported that their empathic emotions were motivated by the age difference 

between them and their consultants. They described some situations where many of the older 

consultants were struggling when using the HIS, so they spent more time performing simple 

tasks such as writing a patient treatment plan or diagnosis. A medical intern stated that: 

MI-16: “Usually, the consultants, for instance, are old people, and they might not understand 

the technology like us. So, a lot of the consultants ask their juniors, such as the residents and 

the MIs to write patients’ diagnoses and make the system’s medical orders. This is because the 

system is complex for them to use, or the consultant is too slow to write in the system. So, they 

ask the juniors fellow to do these tasks.” 

Several MIs also mentioned that some senior consultants viewed rapid technology changes as a 

challenge, especially in relation to information security. Therefore, MIs felt in certain situations 

that it would be appropriate to assist the superordinate consultant in overcoming a struggle with 

technology, even if their activities, such as using the physician’s account, could violate 

InfoSec’s policies. 

MI-20: “So, in general, our generation is more adaptive to the technology and has a good 

experience and awareness how to deal with the information security risks compared to the 

people who are 15 years older than us. Don’t forget that there is personal deference between 

individuals.” 

An IT manager stated that the generational difference when dealing with the information 

security requirements could play an essential role in the InfoSec policies violations and provided 
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the password policy as an example to illustrate the difficulties that the consultant experienced 

with the password requirements. 

ITD-3: “The new generation that born and raised in a time where technology and computer are 

surrounding them, they will be more adaptive to them and any related changes. But, people from 

the old school or generations who never or rarely use the computer for specific clinical purposes 

on daily or weekly basis. Thus, informing him to remember or create several passwords for 

several services (hospital email, bank, MEd systems and so on) will be too much and a 

complicated process.” 

5.5.3 Organisational Factors and Neutralisation Techniques 

The study reveals that the lack of awareness of InfoSec policies influenced the MIs to evoke 

neutralisation techniques. Two main sub-themes emerged: (1) poor awareness of the existing 

information security policies; and (2) poor awareness of the consequences of InfoSec violation 

and corresponding deterrence mechanisms. According to interview recordings, we found that a 

lack of general awareness of information security influences a tendency to justify violations 

using condemnation of condemners and denial of responsibility. These two justifications prevail 

among MIs to justify non-compliance behaviour in four areas: (1) sharing the HIS 

account/password; (2) sharing images of the HIS screen via social media; (3) leaving their 

computers unlocked; and (4) bringing in an external internet router. The following sections 

explain these behavioural motivations that influence the decision to justify security non-

compliance. 

5.5.3.1 Lack of General Information Security Awareness  

In information security literature, organisations strive to protect their information technology 

assets by developing and implementing strict information security policies and technical 

controls to enforce InfoSec policy compliance. Despite the large investment made by 

organisations to implement these solutions, they still experience costly security incidents, and 

many of them were related to employee misbehaviour. At times employees may decide not to 

comply with the security policies and act in a way that contradicts the prescribed behaviour in 

the security policies. From the information security perspective, this is an internal security threat 

that can cause severe damage. In this situation, some of the security recommendations to address 

this problem are increasing formal and informal deterrence mechanisms such as punishments 

[277].  

Other security scholars [278][279] attributed this risky behaviour to the employees’ inadequate 

knowledge of the information security policies, which impact their attitude toward compliance. 
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As a consequence, they advised the security experts to develop and implement effective 

information security awareness programmes and campaigns, which aimed to motivate the 

employees to adhere to the prescribed security behaviour and procedures. Also, such an effort 

could inform the employees about noncompliance consequences on both the organisation’s IT 

infrastructure and individuals.  

Several studies illustrated the importance for organisations to develop a comprehensive 

information security culture within the organisations [280][281][282], where information 

security education, training, and awareness programs can play a significant role in improving 

the effectiveness of the technical security mechanisms and an organisation’s security efforts 

[146]. Solms [283] states that improving employee security knowledge and awareness is crucial 

to developing a proper information security subculture within the organisation’s larger culture, 

where all employees consider the information security goals and concerns during their daily 

activities [281]. According to Veiga and Eloff [280], information security culture refers to 

“The attitudes, assumptions, beliefs, values and knowledge that employees use to interact with 

the organisation’s systems and procedures at any point in time. The interaction results in 

acceptable or unacceptable behaviour evident in the artefacts and creations that become part 

of the way things are done in the organisation to protect its information assets.”  

Thus, creating an information security culture in the organisation can shift the employees from 

being “the weakest link” [284] to be an essential part of the protection of the organisation IT 

assets. Also, a strong information security culture can reduce the impact of the “Not-knowing, 

Not-doing” mindset, which refers to the employee’s noncompliance with the organisation 

information security policies and requirements due to their insufficient security knowledge. As 

a result, they do not perform the right security behaviour and violate security rules [285].   

In the context of this study, several medical interns revealed that they were working within a 

poor information security culture in the hospital. They were unaware of the hospital’s 

information security policies and revealed a lack of knowledge about the security roles and the 

necessary precautions to protect the hospital IT infrastructure and patient privacy. Thus, this 

study found that lack of MI awareness of information security policies and practices as a theme 

that motivates the employee to adopt some of the neutralisation strategies, particularly 

condemnation of condemners and denial of responsibility to violate the security policies. In 

particular, the interns showed a lack of general security awareness about (1) the existence of the 

security policies; (2) the hospital’s current deterrence mechanisms and the consequences of their 

violations of hospital IT assets and patient privacy. Thus, these findings confirm the importance 

of developing an effective security culture in the hospital. 
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5.5.3.1.1 Poor Awareness of The Existing Information Security Policies 

Proper training is the first step to motivating the employee to comply with security policies. It 

is illogical to request information security compliance from individuals who are “Not-Knowing” 

the information security policies and procedures and presume behaviour rather than “Not-

Doing” [285]. In this direction, most of the interns reported that they had not received any 

meaningful security training related to hospital security policies. Many of them rely on their 

own judgment to improve their information security awareness instead. Many answered the 

interview question “Have you been given any sort of training related to information security in 

the hospital?” in the same way: 

MI-11: “Since I started this program three months ago, NO, I have not received any training in 

security.” 

MI-1: “No, we are really learning by experiments, and everyone who knows something he will 

tell the others, that’s what is happening to be honest.”  

MI-20: “NO, not in medical school or the hospital.”  

MI-16: “Personally, I do not know anything about information security.” 

A member of the information security team confirmed that they did not provide any information 

security training and education sessions to the hospital employees, and specifically to the 

medical interns. Also, he acknowledged that the MI security awareness was a weak part of the 

information security efforts in the hospital; he stated that: 

 ITE1: “We don’t conduct any security training session, only an awareness program...In future, 

we plan to develop training sessions in Information Security for all medical employees, 

specifically the medical interns. The medical interns might be the most dangerous people on the 

hospital IT infrastructure because of their lack of knowledge of the work environment.” 

Moreover, a manager in the IT department mentioned that during the hospital’s annual 

orientation for newcomers, the IT department only provided the interns with instructions on 

how to use HIS functions and applications in the hospital; a small portion of the guidance was 

linked to InfoSec policies in hospital on simple topics like how to create a secure password.  

ITD2: “Yes, they take the applications training, and the information security is a small part of 

it. But, we don’t have any training in security policies.”  

Therefore, the intern’s severe lack of awareness about the information security policies 

motivated them to justify their violation via “condemnation of the condemners” if their InfoSec 

violations were criticised. This technique refers to individuals attempts to justify their 

undesirable behaviour by pointing to the people who condemn them to shift the blame and 

attention away from their own deviant acts [34]. Here, the interns blame the IT department for 
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not providing them with a proper security awareness program and training. Thus, they implicitly 

claimed that their lack of awareness of security policies could lead them to violate InfoSec 

policies inadvertently, so instead, they rely on common sense to assess situations without much 

consideration for hospital security practices or the consequences of their actions. For example, 

many interns showed a limited understanding that sharing a password with others would violate 

the organisation’s security policy and relied on their own judgment rather than their awareness 

of any hospital password policy requirements. 

MI-11: “It is common knowledge, as I know if there is security hacking this will be the harm on 

the organisation, such as the leakage of patient information will affect patient’s privacy; thus I 

think it is a bad thing from common sense. I don’t know that there is a security policy tell me do 

not do this, or you will be exposed to this risk.” 

MI-15: “Some of the policies that you have mentioned I did it as common sense, such as the log-

out. But, I have not read a document about them.” 

Many interns also condemned the IT department’s efforts and claimed that some of the current 

technology controls had restricted their daily duties. They argued that it is unfair to comply 

with security policies and controls without adequate explanation of the expected benefits from 

compliance and the costs of a breach for both the organisation and the individual. 

Consequently, they assumed that it was unreasonable to require medical practitioners to comply 

with security policies that were not clearly publicised. For example, most of the interns 

criticised certain hospital security policies such as banning USB use, blocking email 

attachments, limited Internet access, and the absence of remote access to the HIS system. 

Implementing these strict security policies and controls without proper explanation leads the 

interns to bypass or circumvent them. Therefore, they condemned the IT department for their 

poor compliance and linked this to the IT department’s insufficient effort to explain the reasons 

behind these security initiatives and solutions. They explained that as the following: 

MI-14: “I have some questions regarding why I can’t open the “hospital HIS” in my house, 

also, why there is a restriction on the internet access in the hospital, in general, I know this is 

related to the information security, but I’m not convinced. So, I think we deserve to know the 

justifications behind those security controls.” 

MI-18: “Sometimes we found the rule that it does not make sense for us. In a way that why 

would I follow this policy or rule.” 
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5.5.3.1.2 Poor Awareness of Infosec Policy Violation Consequences and 

Deterrence Mechanisms  

In the IS literature, General Deterrence Theory (GDT) from the criminology field [286] was 

widely adopted to study the influence of formal and informal sanctions on the rational decision-

making of individuals related to computer abuse and InfoSec policy compliance 

[287][133][288]. In our context, the GDT posits that individuals’ decisions toward InfoSec 

policy compliance are influenced by the perceived certainty of detection and the severity of 

formal and informal punishments [1]. In particular, individuals evaluate the costs and benefits 

when they intend to commit undesirable behaviour such as InfoSec violations. Thus, the GDT 

postulates that individuals’ intention toward InfoSec policies noncompliance would be 

diminished if the risk of being caught is high (certainty of detection) and the consequences of 

the InfoSec policies violation to the violator is also high (severity of sanctions) [1][289].  

Several interns, as previously mentioned, have not received any security training related to the 

information security policies. Thus, they reported insufficient knowledge of the security 

enforcement methods that were in place to ensure InfoSec policy compliance. This situation 

weakened the interns' information security attention as they believed that the hospital had not 

applied any formal sanctions. They link this conclusion to their observation that no one of their 

co-workers had been caught and punished because of a security violation. In particular, the 

perception was that the hospital had not enforced any sanctions related to the InfoSec policies 

violation because the IT department had only a limited capacity to detect individuals who 

routinely breach security policies.  

The researcher asked the interns several questions to assess their awareness level of the hospital 

ISP enforcement efforts, which involved questions about their awareness of the hospital 

security detection mechanisms, ISP risks and violation consequences, and their knowledge of 

any formal and informal punishments related to ISP violations. The majority of the interns 

provided similar answers that pointed to inadequate effectiveness of the hospital enforcement 

methods, as in response to questions like the following: “Would people get reprimanded for 

not complying with security policies, for example, if somebody was in the habit of not putting 

the lock on the screen when they left their desk?” 

MI-15: “NO, I have not heard any story that someone getting punished from that. Never. I don’t 

even think that there is any punishment for people who are violating security policies.” 

MI-24: “By taking pictures, they are violating patient privacy and probably the hospital’s 

policy, then what? I don’t know what could happen after that and what are the consequences 

that can impact the physician specifically.” 
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MI-10: “I never hear there are punishments for not complying with the security policies. I hear 

that there are some stories about the punishment that was related to the consequences on patient 

health. But, I never hear that someone has been caught and punished because of the IT.” 

Poor awareness of the ISP security led the interns to rely on their social context (peers and 

superordinates) to build their knowledge about the accepted behaviours and actions, especially 

in complex topics like information security. The MIs showed little understanding of the 

hospital security requirements and stated that they were uncertain about adhering to the InfoSec 

policies. Therefore, this perception led the interns to blame the IT department for not 

communicating the hospital’s ISP appropriately, which motivated the MI to evoke cognitive 

rationalisation by denying their responsibilities toward any consequences of the ISP violation. 

Thus, the interns reported this implicit perception as a criticism of the IT department’s IS 

awareness effort: 

MI-7: “Also, as I have mentioned, everybody is doing it, from the physicians to the nurses and 

residents. Everyone leaves their account open, and there is no specific punishment.” 

 MI-20: “If someone has poor awareness of the risks, they can violate without knowing that. 

Poor awareness is not their mistake; it is the IT department mistake; they are not given 

information.” 

Moreover, one of the IT managers stated that the interns, like other health care practitioners in 

the hospital, had little awareness of the threats and associated costs of ISP noncompliance; 

thus, they underestimated InfoSec policies violation consequences on the personal and 

organisational levels: 

ITH: “The end-user main problem is they don’t know the consequences of the IT risks that 

resulted from their misbehaviour. For example, how sharing your password can be abused to 

access your email and send a fake email to your management that includes bad words or an 

official resignation. Another example is the consequences of abuse of the [hospital HIS] account 

to violate some patients’ privacy. Those end-users who are doing these violations do not realise 

the level of damage that could happen for them and for the hospital of such misbehaviour.” 

 Discussion  

This study identifies several organisational and social factors that motivate an employee to 

deviate from the security requirements prescribed in InfoSec policies and the several 

justifications used to free themselves from guilt or shame.  We outline the drivers of the MI’s 

justifications for noncompliance under two categories: (1) neutralisation and lack of general 

information security awareness; and (2) neutralisation and work disruption. This section 
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discusses how all of the above demonstrates its impact on the medical practitioner’s daily 

activities and related security perceptions. Also, this explains how those motivate medical 

practitioners to justify their InfoSec violation.  

5.6.1 Neutralisation and The Lack of General Infosec Awareness 

Hospital IT departments confirmed that they had developed their version of information 

security policies based on a combination of ISO 27001 and NIST. The hospital’s IT experts 

also claimed that all information security policies can be accessed over the hospital’s web 

portal and that every employee can access that portal through the hospital’s local network. 

However, the results reveal that most of the interns who participated in this study had only 

limited awareness of information security policies and the importance of compliance. The 

interns reported that they received general training only at the beginning of the internship, 

which was concentrated on using the HIS system’s services, and the only security part of the 

training was focused on creating a secure password. Consequently, these MIs felt less 

competent to participate positively in the hospital’s efforts to protect IT assets and information 

privacy. The results also indicated that most interns appeared to be surprised at the existence 

of security policies and did not understand the benefits and the need for implementing those 

policies in practice to mitigate the security risks. Thus, they underestimated the consequences 

of their behaviour and tended to justify their actions by condemning the IT department for not 

providing adequate security training. So they claimed they were not responsible for any 

violation because they did not know the rules. Likewise, Zurko and Simon [290] stated that, in 

the course of their daily tasks, individuals make many decisions and practices that challenge 

security policies and procedures because they are simply not aware of the consequences of their 

practices on an organisation’s security infrastructure.  

The findings indicated that a lack of proper security training and education program leads 

individuals with less experience to obtain knowledge from their close social group. Thus, they 

learn from their observation several norms and behaviours. Many interns asserted that they 

notice what other people are doing and repeat their actions. For instance, they believed that 

sharing a picture from the HIS medical records via social media was a regular occurrence 

because their fellow senior physicians were doing it. In this context, the leaders and 

subordinates were unaware of the desired security behaviour and relevant security objectives, 

values, and risks. 
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The findings indicate that hospital management needs to improve MI’s general security 

awareness, which is defined as an “employee’s overall knowledge and understanding of 

potential issues related to information security and their ramification” [13]. Information 

technology management also needs to understand the impact of the social context (colleagues 

and superordinates) and how to utilise social factors and emotional facilitators to advocate for 

general awareness of information security. This approach can be accomplished by ensuring 

that medical team leaders have an adequate security awareness level and play a supportive role 

in the organisation’s information security efforts to protect healthcare IT assets and their 

information privacy. The IT department can also enhance its security awareness program by 

emphasising the importance of security policy compliance to countering cybersecurity threats. 

Also, it needs to explain how the failure to comply with information security policies is 

unacceptable behaviour and cannot be justified under any circumstances. 

5.6.2 Neutralisation and The Work Disruption 

The result of this study reveals that poor awareness and communication of the InfoSec policies 

within the medical teams’ subculture put the MI in a complicated position when these policies 

disrupt business and reduce productivity. Under the pressure of time, clinic workload, team 

norms, and leaders’ requests, these factors increase the medical practitioner’s cognitive burden 

to deal with security requirements [101] that are not well known in the first place. Thus, this 

situation causes what is called role-related strain or role conflict [291], which refers to the 

employee perception that they are “not able to satisfy incompatible demands and expectations 

of different parties such as managers and customers” [31]. The findings indicate that medical 

practitioners confront role conflict, which increases their tendency to rationalise their 

noncompliance behaviour with InfoSec policies.  

For example, many interns described a situation when a physician shares their account or 

password with a medical intern to perform routine duties such as prescribing medication or 

ordering laboratory tests to enhance work performance. Here, the medical intern’s and the 

physician’s priority is to provide and maintain healthcare services. Thus, in the presence of 

strong emotions such as trust and empathy, they view sharing the password as acceptable 

behaviour from their perception to satisfy both the workload’s demands and teams norms and 

justify their InfoSec policy violation with different neutralisation techniques like a defence of 

necessity and contamination of condemners.  
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According to David [292], developing formal security policies without careful consideration 

of real practices is useless. Many organisations have implemented a set of excessive security 

policies and controls following the abstract ideas of “one size fits all “ [293] or “ just in case” 

[294],  which could lead to the disruption of the employees’ primary tasks and add more 

complexity to meet the productivity needs, thus increasing the InfoSec policy users tendency 

to justify their violation or find their custom solutions to bypass existing security mechanisms. 

In our case, the hospital’s IT department, for example, prevents any remote access to the 

hospital’s EMR system, even via the VPN. Thus, if the doctor is outside of the hospital and 

receives a medical request for a patient’s diagnosis, as reported by several interviewees, they 

will end up sharing their password with a colleague or asking a colleague to take a screenshot 

of the patient’s medical records and send it via social media.  

The medical practitioners, in such difficult situations, would be faced with three choices: (1) 

accepting the disruption of the healthcare service, (2) neglecting the compliance with the 

policies security requirements, (3) or creating an ad-hoc security solution to balance between 

the security requirements and work goals [272]. Thus, the need to make such decisions results 

in a negative perception of the hospital’s security efforts, which would reduce the expected 

value of compliance with the existing InfoSec policies. This leads to the emergence of 

behavioural justifications when they violate or intend to violate any of the InfoSec policies and 

link this behaviour to the need to maintain work productivity. According to several interns, the 

practitioner generally chooses to serve the patient as a priority over security concerns. 

To address this friction between the work tasks and security demands, the IT department needs 

to ensure that security policies fit the daily healthcare tasks and provide alternative solutions 

to manage such situations. More importantly, the hospital IT department needs to make InfoSec 

policies reasonable, practical, and easy to follow [295]. One way to achieve this goal comes 

from the marketing field, which suggests that a “customer focus” approach could improve the 

quality of the product, and thus, increase customer satisfaction [296][297]. According to ISO 

9001:2015 for Quality Management Principles, customer focus refers to the interaction 

between the customer and the organisation during the development process of the product, 

which advises the organisation to view the customer as a key player who can help to create a 

more valuable and attractive product. This approach requires the organisation to carefully 

determine the customer’s current and future needs, expectations, and risks to ensure that the 

product will satisfy the customer.  
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Similarly, the hospital IT department needs to view InfoSec policies from the user’s point of 

view and see the security policy as a product for its targeted customers. In such a situation, the 

organisation needs to ensure that the security policies achieve a certain quality level, and one 

way to obtain such quality is to improve the alignment between security requirements and work 

needs. Thus, the integration of the perceptions of the users during InfoSec policy development 

could increase the policy usability and provide an opportunity to create more valuable InfoSec 

policies, which could, in return, reduce the medical practitioner’s tendency to justify their non-

compliance behaviour. Also, this approach could provide the IT department with ideas and 

solutions that fit the better healthcare context and replace the organisation perception of the 

security policies from organisation-centric to end user-centric [298]. Chapter 6 and 7 present 

in detail our approach by integrating the perception of the end-users via a collaborative writing 

process to produce what we hope would result in more usable InfoSec policies, which can 

improve the hospital security efforts to mitigate behavioural justification via neutralisation 

techniques and enhance compliance with the security policies.  

 Chapter Summary 

This chapter contributed to this thesis by providing a detailed description of the second phase 

of the research study. Based on a qualitative approach, this phase involved a series of interviews 

with IT department staff and medical practitioners in one of the largest hospitals in   Saudi 

Arabia. The aim is to explore the behaviour and attitudes of medical practitioners toward 

current information security policies and the environmental constraints that increase the 

tendency to justify InfoSec violations. This chapter provided an in-depth analysis of the current 

state of the hospital information security policies and indicated the MI perception and 

experience of the information security policies during their daily tasks.  

The result of this study confirms the findings in the information security literature that human 

behaviour can play a critical role in an organisation’s information security efforts, and 

employee noncompliance can be a prominent cause of data breach incidents. The findings 

indicated an imbalance between the IT department’s efforts to develop and implement InfoSec 

policies and controls and the security awareness program to advertise these security initiatives 

in a way that medical practitioners can appreciate its existence and understand the cost of 

noncompliance. Also, the IT department needs to show a level of enforcement of the InfoSec 

policies, and this cannot be done without proper monitoring mechanisms to detect InfoSec 

violations and then implement corresponding sanctions.  
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The finding reveals that employees’ adherence to InfoSec policies cannot be taken for granted. 

Medical practitioners sometimes drift into noncompliance and adopt neutralisation techniques 

to justify their noncompliance with InfoSec policy requirements. On the other hand, sometimes 

the organisational and social norms explicitly encourage noncompliance: people follow what 

others are doing rather than what the security policy tells them to do.  The study illustrates 

many motivations that encourage interns to invoke behavioural justifications when not 

complying with information security policies: neutralisation techniques that helped them feel 

better about not complying. Thus, understanding these motivations and related justifications 

can help the IT department to better understand why practitioners violate security policy, thus 

creating security policies and controls in a way that help the practitioner comfortably adopt the 

required security behaviours and reduce a tendency to justify or workaround hospital security 

controls.  

In the following chapters, we present an improvement strategy for the security policies that can 

reduce the likelihood that an end-user will use neutralisation techniques rather than comply 

with the organisation’s security policies. We have suggested that including end-user 

perceptions during the development process of security policies through a collaborative writing 

process can help the IT department develop security policies that fit the business context and 

reduce end-user justifications for non-compliance behaviour. 
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 : Enhancing Infosec Policy Effectiveness Against 

Neutralisation Techniques Via The Engagement Of End 

Users In Policy Development (The UK, University Of 

Glasgow).  
 

Phase 1 Phase 2 Phase 3 Phase 4 

Determine the role of 

neutralisation techniques 

to predict medical 

practitioner intention to 

violate InfoSec policies. 

A quantitative study using 

a questionnaire in Saudi 

Arabia. 

Investigate the 

motivations of medical 

practitioners to evoke 

neutralisation techniques 

to justify InfoSec 

violations. A qualitative 

study using semi-

structured interviews in a 

Saudi Arabian hospital. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using focus 

groups and pre and post 

questionnaires in the UK, 

University of Glasgow. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using 

focus groups and pre and 

post questionnaires in a 

Saudi Arabian Hospital.   

The previous chapter identified the behavioural motivations that influence medical interns’ 

intention to justify password/account sharing in the workplace. We have determined that social 

factors (peer and superordinate influence), emotional facilitators (trust and empathy) and 

organisational factors (poor awareness of the current InfoSec policies and poor awareness of the 

InfoSec policies’ violation consequences and deterrence mechanisms) have a significant impact 

on the medical interns’ tendency to justify non-compliance action with the password policy.  

The theory of planned behaviour (TBP) [138] also explains how and why people engage in non-

compliance. This theory focuses on three aspects, namely attitude towards the behaviours, 

subjective norms and behavioural controls (see section 2.3.1 for more details of TBP). Medical 

interns often gain a positive attitude towards sharing their passwords, and they are often in 

control of engaging in this behaviour, thereby increasing their chances of non-compliance. 

Jackson et al.[299] explained that people are likely to accept and comply with a policy if they 

believe that it has a moral purpose of benefiting both the institution and the employees. 

Therefore, including end-users in this study was also a strategy to help them see that the 

password policy is created to benefit both the organisations and the employees. As shown in 

Figure 6.1, this chapter presents the third phase of the research study and the steps of the 

Figure 6.1 Phase Three of The Research Study 

Chapter 4 Chapter 5 Chapter 6 Chapter 7
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proposed intervention to discover whether the engagement of end users’ perception by 

integrating neutralisation techniques mitigations via a collaborative writing process can 

improve the overall effectiveness of the security policy.  

This chapter contains the following sections. Section 6.1 explains the study’s aim and 

objectives, and section 6.2 provides details about the study methodology. Section 6.3 describes 

data and outcome analysis and provides comprehensive information about the study analysis 

procedure and the qualitative analysis of neutralisation techniques and mitigation strategies to 

improve the current University of Glasgow password policy. Lastly, section 6.4 will summarise 

the outcome of the chapter and the contribution of findings to the general body of literature.  

 Purpose of The Study  

This study explores whether the engagement of end-users in IS policy development through a 

collaborative writing process can help mitigate the use of neutralisation techniques to justify 

Infosec policies non-compliance. The previous chapter identified several environmental factors 

that influence end users’ propensity to invoke several neutralisation techniques (sections 5.4 and 

5.5). The results showed that the lack of general awareness of information security and the 

negative impact of security policies on work performance increases the behavioural 

justifications for end users’ non-compliance.  Jackson et al.[299] explained that people are likely 

to accept and comply with a policy if they believe that it has a moral purpose of benefiting both 

the institution and the employees. Therefore, including end-users in this study was also a 

strategy to help them see that the password policy is created to benefit both the institution and 

the employees. 

In information security literature, few scholars have attempted to confront the role of 

neutralisation techniques on non-compliant individuals’ behaviour through interventions that 

focus on changing individuals’ unsecured behavioural intent through information security 

awareness and training programmes (see Section 2.7.3 for more details). For instance, Barlow 

et al. [125] reported that a security awareness program that focused on crafting persuasive 

messages that took into account the impact of neutralisation techniques was an effective way to 

discourage individuals’ intent to justify non-compliance behaviour. Likewise, another study by 

Barlow et al. [112] also found that incorporating anti-neutralisation communication messages 

into security education, training and awareness (SETA) programs can reduce individuals’ intent 

to violate information security policies.  
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Moreover, a recent field intervention study by Siponen et al. [188] reported that an educational 

information security training based on cognitive dissonance theory to counter neutralisation 

techniques could be a practical approach to reinforce individuals’ behaviour to comply with 

password policy requirements by creating and using secure passwords. However, while the 

results of the educational and awareness training interventions [125][112][188]  show a decrease 

in the behaviour of individuals to adopt neutralisation techniques; It is challenging to assume 

that the use of an information security awareness program can change individuals’  intention to 

adopt neutralisation techniques in the long term or that it will change the rationale of the 

individuals’ who might justify it. Also, the organisation argues that its current security policies 

are already optimal, and no benefit in terms of overall security behaviour could be achieved by 

manipulating them. 

Thus, we argue that focusing on changing the undesirable behaviour intention that leads to the 

adoption of neutralisation techniques without understanding the connection between the InfoSec 

policies requirements and its relevant influence on individuals’ justifications remains a gap in 

the IS literature. Chapter five found a poor alignment of the security policy requirements and 

the work needs causing operational disruption in complex environments such as healthcare. 

Thus, it motivates individuals’ behavioural intent under the pressure of social and organisational 

factors to evoke several neutralisation tactics and violate the InfoSec policies (password policy). 

The reason for choosing the password policy for the collaborative writing process in Chapters 

six and seven (Phases three and four)  was based on our findings in Chapter 5. The result of 

semi-structured interviews with both IT staff and medical interns showed that password policy 

was the most violating security policy in the hospital. The results revealed that medical 

practitioners regularly shared their EMR account passwords during their daily tasks, and they 

adopted several neutralisation techniques to justify such undesirable behaviour.  

In this chapter, our intervention is based on enhancing the alignment between the security policy 

requirements and the business needs through a collaborative writing process reflecting end users 

perception of usability-security trade-off [272], to confront the neutralisation techniques. Thus, 

we aim to take an initial step by developing user-centric InfoSec policies that fit the work needs 

and serve IT department security objectives. This can go on to reduce the influence of 

environmental and situational factors that increase the individuals’ tendency to rationalise their 

violation in the password policy context.  This study also develops pre-and post-assessments 

surveys to examine whether there was a significant variation in the end users’ perception of the 

InfoSec policy effectiveness to counter a set of neutralisation techniques after they 
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collaboratively modified the policy based on their understanding of their work and social 

contexts.  

 Study Methodology 

 

The study aimed to evaluate Infosec policies effectiveness to counter neutralisation techniques 

before and after the engagement of the end-users to modify the ISP via a collaborative writing 

process. According to Lowry et al. [235], a collaborative writing process is “an iterative and 

social process that involves a team focused on a common objective that negotiates, and 

communicates during the creation of a common document”. As illustrated in Figure 6.2, the 

study includes a mixed-method approach that includes two interconnected quantitative parts ( 

pre and post-assessment surveys ) and a qualitative part (a group of students engaged in a focus 

group discussion to modify the password policy via a collaborative writing activity).  

The collaborative writing process is a group activity, where each group reads several scenarios, 

and each scenario represents a neutralisation technique that the end-user may use to violate the 

password policy. Then, each group's task was to modify the password policy collaboratively to 

reflect their perception to counter these behavioural justifications for non-compliance with the 

password policy. The collaborative writing process was based on a focus group effort and 

discussion to change the password policy to reduce the employees’ tendency to justify non-

compliance. 

• Data Collection Method 

Each group was asked to read four security scenarios representing four neutralisation 

techniques. All scenarios were designed to reflect several behavioural justifications that had 

been identified in interviews with the Medical Interns (Sections 5.4.1 and 5.4.2). Also, all 

scenarios were designed to reflect the impact of the social factor (peer influence) between the 

co-workers. Thus, each security scenario’s outcome can lead to sharing the password, which is 

a violation of the policy. All participants in each group were asked to modify the password 

Figure 6.2 Study Methodology and Data collection  for Phase three 

Quantitative

•Pre-assessment survey of 
the orgnial password 
policy. 
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to modify a password 
policy  via a collaborative 
wiring process.  
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142 
 

policy using a collaborative writing activity to reduce individuals' propensity for password 

violations outlined in the hypothetical scenarios. 

A pre and post surveys instrument was developed to measure the impact of the collaborative 

writing process. The pre and post surveys are identical and include a total of 21 questions. Each 

survey is designed to be completed individually to determine each participant’s perception of 

the existing security policy (password policy in our case) before the participants’ engagement 

in a collaborative writing process with a group. All the questions were derived from IS literature 

(Appendix C.1 for a complete list of questions) with a slight modification to fit the current study 

context. Both the pre-and post-assessment surveys were identical and contained five main parts. 

However, only the pre-assessment survey required each participant to complete demographic 

information. Both the pre-and post-assessments asked the participants to answer questions 

related to neutralisation techniques, self-efficacy, work impediment and provided their 

evaluation of the overall effectiveness for the given password policy against five neutralisation 

claims. The demographic part in the pre-assessment survey aimed to gain some information 

about the participants, such as level of education, gender, and their ability to access the 

University IT assets. The Neutralisation technique’s part included ten questions that represented 

five justification strategies: Denial of Responsibility (DoR), Denial of Injury (DoI), Defence of 

Necessity (DoN), Everybody else is doing it (EEIDI) and Appeal of Higher loyalty (AOHL). 

Questions in this part aimed to measure the end user’s perception regarding the effectiveness of 

the password policy to counter several claims that the end-users might adopt to justify their 

behavioural violation of password policy. 

The third part included questions to evaluate the end user's self-efficacy and capability to 

perform all the necessary security actions and requirements illustrated in the password policy. 

The fourth part covered the work impediment, which concentrated on the end user’s evaluation 

of the complexity level that the password policy could add to their daily work activities. The 

last part included a single question that came directly after the neutralisation technique’s part, 

which aimed to determine the overall effectiveness of the password policy to counter all the 

justification claims that had been presented in the survey to violate the password policy. The 

post-assessment survey aimed to measure the variation of end users’ perceptions by evaluating 

a new version of the password policy that a different group would have updated through a 

collaborative writing process. Questions in the post-assessment are identical to the pre-

assessment. All questions in the post-assessment were randomly presented. Also, all the 

participants completed the post-assessment at least one week after the pre-assessment. This was 
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to reduce questions order bias and minimise the participants' chance to remember pre-

assessment questions. 

• Study validity and reliability  

The researcher got validation approval from asked three independent researchers who agreed 

that the questions in both the pre- and post-assessments surveys and security scenarios in the 

collaborative writing process could serve the purpose of the study. Later, the researcher 

conducted a test study that included a sample of 8 participants divided into two groups (group 

A and B). The aim of the test study was to determine whether the pre and post-assessments 

questions and the related scenarios were readable and understandable. Also, it helped to evaluate 

and enhance the feasibility of the study procedures (in person Vs online collaborative writing 

using Google Docs). The primary results from the test study improved this research study by 

refining its measurements and enhancing our expectations about the prospective difficulties in 

the study procedure and design. For example, the test study made the researcher aware of the 

challenges in managing online sessions for a collaborative writing activity. Some participants 

may experience technical and non-technical difficulties when using Google Docs. Also, some 

participants revealed less motivation during online group discussions, reflecting less interest in 

contributing to the password policy modification process. 

 

Figure 6.3 Data Collection Procedure 
 

An ethical approval application was approved to conduct this study under the number 

300190026 (Appendices D.4 for Ethical Approval and D.5 for Participant consent form ). 

•  Study Sample and analysis 

The researcher contacted the University of Glasgow Graduate School of Science and 

Engineering to send an email invitation to study on the email list of all graduate students. The 

email invitation contained several documents, such as the study description and the consent form 

for participation. Moreover, the invitation provided a link to a scheduling website where 

everyone interested in participating in the study could choose the time slots that fit their 

schedule. In addition to the pre-and post-assessment online surveys, the study included a focus 

group discussion, in which each group worked collaboratively face-to-face to amend the security 
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policy (University of Glasgow Password Policy). The study recruited a total of 24 participants 

(postgraduate students) divided into six groups (A, B, C, D, E, and F). Each participant was 

assigned randomly into a group once a suitable number of individuals agreed on a specific time 

slot (at least four participants in each group). The group discussion for the collaborative writing 

process lasted up to 90 minutes. 

Figure 6.2, Figure 6.3 and Figure 6.4 show the sequential data collection and procedures of the 

study. The first phase was to obtain each participants’ evaluation of the effectiveness of a given 

security policy (password policy) against a set of claims based on the neutralisation theory via 

an online-based pre-assessment survey. The pre-assessment was disseminated to each group 

member one day ahead of the group meeting for the collaborative writing process. Each 

participant was asked to complete the consent and the demographic information parts. Then, 

each individual was required to create a nickname to link his/her evaluation in the pre-and post-

assessment surveys for comparison purposes before and after the collaborative writing of the 

password policy. 

At the beginning of the collaborative writing phase, the experimenter distributed the study 

instructions to all participants. Afterwards, each group was inquired to nominate one member 

to lead the discussion and take the writer role to edit the given policy based on the changes the 

group would have agreed on. This phase started when the experimenter projected the study 

instructions on a screen so the group could read and discuss four different security scenarios 

corresponding to four neutralisation techniques. Once they reached a consensus on how to 

mitigate each scenario, they reflected their decisions by directly editing the given password 

policy. The experimenter stayed in the room for observation and note-taking without any 

intervening in the group discussion. If the group thought that no more modifications to the policy 

were needed, the group leader notified the experimenter that they were done. At the end of this 

phase, the experimenter thanked all the group participants and told them to expect an email after 

at least one week, which would include a website link to a post-assessment survey. When the 

post-assessment is completed by all members in each group members, this is considered the last 

phase of the study for each group. During all phases, no identifiable personal information was 

gathered. Participants were only asked to provide an email to receive both pre-and post-

assessments links and the study instructions and documents. We use a data analysis procedure 

that includes three main steps: 

1. Pre-assessment: We used a pre-assessment survey to determine the end-user evaluation of 

the password policy’s effectiveness to counter several justification claims corresponding to 
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the neutralisation techniques. Each claim was designed based on a single neutralisation 

technique that the end-user might use to justify password violation. This step is essential to 

capture the end-user perception of the existing password policy before the modification via 

collaborative writing. 

2. During the collaborative writing process: We observed participants' discussions to counter 

each of the justification scenarios presented during collaborative writing of a security policy. 

The aim was to understand the participants’ behavioural intention to accept or reject each 

justification. Therefore, we can indirectly evaluate their understanding of the importance of 

security compliance during their daily activities. Moreover, we were keen to understand how 

each group provide a solution to mitigate the consequences of each neutralisation technique 

under the lens of SCPT theory, which can be reflected as a text by modifying a given security 

policy (password policy). 

3. Post Assessment: Like the pre-assessment, the post-assessment survey was used to measure 

the shift of each group’s perception about the password policy after the modification via the 

collaborative writing process. During this stage, the participants evaluate the updated version 

of the password policy resulting from another group collaborative writing activity. The 

purpose of exchanging versions of the updated password policy between groups was based 

on the idea that each group spent time and effort discussing and modifying the original 

password policy. Thus, we hypothesized that each participant's awareness of password policy 

requirements was improved to assess whether modifications made by another group to 

counteract neutralisation techniques were effective. The mean difference between pre and 

post evaluations can reveal whether the effectiveness of a modified password policy to 

mitigate neutralisation techniques has improved. 
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 Analysis and Results 

For the purpose of this study, we designed four security scenarios that represent four 

neutralisation techniques (DoI, DoN, AHL and EEIDI) that the end-users revealed they adopted 

to violate the password policy. According to Siponen and Vance [6], these scenarios utilised the 

impact of social context on the employees’ behaviour. In this thesis, Chapter five identified 

several motivations that influenced the individuals’ behaviour to justify password policy 

violation. Therefore, in this chapter, we chose the social factor (peer pressure) and the social 

facilitator (trust) as important motivations to adopt the neutralisation techniques (DoI, DoN, 

AHL and EEIDI). Thus, during the collaborative writing activity, each group was asked to 

respond to these scenarios by updating the existing password policy to reduce or mitigate the 

end users’ tendency to utilise the neutralisation techniques and violate the policy.  

In addition, we employed the opportunity reduction concept from Situational Crime Prevention 

Theory (SCPT), which asserts that a crime is committed when a criminal finds an opportunity 

to do so [300].  Freilich et al.[301] define the SCPT as “ an intervention in the environmental 

setting where a specific crime occurs with the aim of eliminating all opportunity to commit that 

crime. This is the ultimate and pristine approach of traditional Situational Crime Prevention.” 

Thus, the SCPT strategies were used for thematical categorisation (coded) of the end-user 

approaches to mitigate each of the justification that a person might use to violate the password 

policy. In particular, each of the modification to the policy content was coded and relate to each 

of the SCPT strategies. Table 6.1 provides the thirty techniques of SCPT that we adopted to 

code each of the statement for each group added or changed in the password policy. In 

criminology, Cornish and Clarke [238] introduced five main crime prevention strategies that 

aimed to reduce the opportunity of a specific crime to occur by altering the immediate 

environment. The five strategies are as the following: 

6. Increase the offenders’ effort to commit a crime: this strategy includes a set of five 

techniques that aim to increase the effort that the offender needs to commit a crime. It 

includes target harden, control access to facilities, screen exits, deflects offenders and 

control tools/ weapons [238]. 

7.  Increase the offenders’ perceived risk of being caught: this strategy aims to increase 

“the risk apprehension”[239]. It includes extending guardianship, assisting natural 

surveillance, reducing anonymity, utilising place managers, and strengthening formal 

surveillance [238]. 



148 
 

8. Reduce offenders’ rewards of the crime: this strategy aims to distract the offenders 

expected gains of a crime. It includes concealing targets, removing targets, identifying a 

property, and disrupt markets, and denying benefits [238].  

9. Reduce the provocation that stimulates the offender to commit a crime: this strategy 

aims to enhance the situational settings or conditions that can trigger the individual to 

commit a crime. It includes reducing frustrations and stress, avoiding disputes, reducing 

emotional arousal, neutralising peer pressure and discouraging imitation [238]. 

10. Remove offenders’ excuse to commit the crime: this strategy aims to neutralise the 

justifications that the offender used to commit a crime. It includes set rules, post instructions, 

alert conscience, assisting compliance, and controlling drugs and alcohol [238]. 

Later, Freilich and Newman [301] extended Clarke and Cornish’s [238] twenty-five SCPT 

techniques by adding a sixth column of opportunity-crime reducing techniques and calling it 

“provide an opportunity to the offender”. This strategy aims to “ remove the crime opportunity 

by providing an alternative, non-criminal one” and contains five sub-strategies [301]. These are: 

facilitating obedience to the law, the forgiveness of previous crimes, offering of alternatives that 

are more attractive to the criminal and less harmful, subsidise resources that the criminal desires 

access to, and legalisation and regulation of the previous criminal behaviour [301] Data were 

analysed using descriptive statistics Microsoft Excel and a qualitative content analysis approach 

to identify and analyse all password policy documents modified via CW. According to 

Krippendorff [195], content analysis is “a research technique for making replicable and valid 

inferences from text to their context of use, with the purpose of providing knowledge, new 

insights, a representation of facts and a practical guide to action”.  Du Preez[240] asserted that 

content analysis must follow a well-structured procedure to gain more reliable and valid results. 

Thus, we adopt Krippendorff [195] procedure that includes six phases as the following: 

1. Unitizing: a systematic process to identify and distinguish specific text segments (a sample 

text unites) that are relevant to the purpose of the content analysis. A text unit can be a 

complete sentence, portion of it or a word [241]. In our case, we identified all sentences 

added or modified in the password policy by groups during the CW process, and these 

sentences represent a collective contribution to alleviating the tendency of individuals to 

justify password sharing. 

2. Sampling: this phase refers to drawing a controllable set of test segments from a population 

when it is unrealistic to perform a content analysis over the entire set of transcripts [195]. In 
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our case, the sample was six password policies documents that had been modified by six 

groups via the CW process. All added or modified statements by the various groups in the 

password policy were manageable. Thus, we used the entire statements for the analysis 

without excluding any text segments. In each modified password documents via the CW, 

the added or modified statements were highlighted and extracted to a Microsoft Excel sheet 

for coding. 

3. Coding: This phase refers to the process of classifying texts identified from the sampling 

phase into analysable text units[195]. This process can be conducted by either emerging 

coding or prior coding. Emerging coding aims to create new themes and codes to build a 

new theory based on the ground theory concepts [242]. Prior coding refers to the usage of 

predefined codes and themes from well-established theories [242]. In our case, we used the 

prior coding approach, and all the extracted text segments were coded based on the SCPT 

themes and codes illustrated in Table 6.1. 

4. Reducing: this phase aims to reduce duplication of data by counting the frequency of codes 

to decide whether there is a need to reduce these codes to enhance the interpretation process 

and the statistical efficiency  [195].  In our case, we coded the entire text segments because 

the added or the modified statements were manageable (the added or modified statements 

to the original password policy document by the groups via the CW). Thus, the duplication 

of codes was aggregated under one theme, which was later used for statistics to count the 

frequency of each of them.   

5. Inferring: Krippendorff [195] described this process as searching for “ the contextual 

phenomena from texts ……..It bridges the gap between descriptive accounts of texts and 

what they mean, refer to, entail, provoke, or cause.”. In our case, each text segment was 

assigned to one or two SCPT codes under specific themes to gain a better understanding of 

the relationship between the individuals’ neutralisation techniques (contextual phenomena) 

and the suggested SCPT approaches to mitigate password sharing.    

6. Narrating: the process of reporting the content analysis results in an understandable and 

meaningful manner. This phase discusses the inferences and reports the results that answer 

and address the research question(s)[240]. 

We utilised the thirty SCPT strategies shown in Table 6.1( green row is the themes and light 

blue columns are the codes) to conduct a content analysis of the updated password policy after 

the collaborative writing process. In this study, all statements in the modified password policy 
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were deductively analysed to develop a list of themes and codes in Table 6.1. Then, the 

researcher created an excel sheet that contained all the modified statements for each group and 

asked three independent researchers to conduct content analysis based on the thirty SCPT 

strategies illustrated in Table 6.1 to increase the rigour and reduce the bias in the qualitative 

studies [302]. Once all three researchers had coded each of the added or modified statements, 

the study author conducted a focus group discussion that included all the independent 

researchers to reach a consensus on each added statement’s code for each added statement in 

the updated password policy and its corresponding theme. This process continued until each 

added or modified statement was assigned to one or two themes. 6.5 illustrates the content 

analysis and the focus group process for this study.  

The following subsections provide more details about the quantitative surveys (per and post-

assessments) results along with qualitative content analysis of modified password policy via the 

collaborative writing process. Each subsection addresses one of the neutralisation techniques in 

the study scope, which are Denial of Injury (DoI), Defence of Necessity (DoN), Appeal of 

Higher Loyalty (AOHL) and Everybody else is doing it (EEIDI).  
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Table 6.1 Thirty techniques of The Situational Crime Prevention Theory (SCPT) 

Clarke and Cornish [238] twenty five SCPT techniques 

Freilich and 

Newman [301] 

SCPT extension 
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guardianship. 

▪ Take routine 
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Table 6.2 The Overall Pre-Assessment and Post-Assessment Frequency (%) Of Neutralisation 

Techniques 

 Preassessment Denial 
Injury 

Defence of 
Necessity 

Everybody 
Else Doing it 

Appeal of 
higher 
Loyalty 

Policy 
Effectiveness 

7 points Likert Scale Frequency 
(%) 

Frequency 
(%) 

Frequency 
(%) 

Frequency 
(%) 

Frequency 
(%) 

1 Strongly Ineffective 1 (4%) 1 (4%) 3 (13%) 3 (13%) 0 (0%) 

2 Ineffective 3 (13%) 3 (13%) 5 (21%) 4 (17%) 7 (29%) 

3 Somewhat Ineffective 5 (21%) 4 (17%) 4 (17%) 2 (8%) 4 (17%) 

4 Not effective or 
ineffective 

1 (4%) 2 (8%) 1 (4%) 2 (8%) 1 (4%) 

5 Somewhat effective 3 (13%) 6 (25%) 2 (8%) 4 (17%) 3 (13%) 

6 Effective 5 (21%) 5 (21%) 7 (29%) 7 (29%) 7 (29%) 

7 Strongly effective 6 (25%) 3 (13%) 2 (8%) 2 (8%) 2 (8%) 

 Total # of Participants 24 (100%) 24 (100%) 24 (100%) 24 (100%) 24 (100%) 

       

 Post-
assessment 

Denial 
Injury 

Defence of 
Necessity 

Everybody 
Else Doing it 

Appeal of 
higher 
Loyalty 

Policy 
Effectiveness 

7 points Likert Scale Frequency 
(%) 

Frequency 
(%) 

Frequency 
(%) 

Frequency 
(%) 

Frequency 
(%) 

1 Strongly Ineffective 2 (8%) 0 (0%) 1 (4%) 1 (4%) 1 (4%) 

2 Ineffective 2 (8%) 4 (17%) 1 (4%) 2 (8%) 2 (8%) 

3 Somewhat Ineffective 2 (8%) 1 (4%) 3 (13%) 2 (8%) 2 (8%) 

4 Neither effective nor 
ineffective 

0 (0%) 3 (13%) 2 (8%) 1 (4%) 1 (4%) 

5 Somewhat effective 3 (13%) 4 (17%) 4 (17%) 3 (13%) 5 (21%) 

6 Effective 6 (25%) 7 (29%) 5 (21%) 8 (33%) 11 (46%) 

7 Strongly effective 9 (38%) 5 (21%) 8 (33%) 7 (29%) 2 (8%) 

 Total # of Participants 24 (100%) 24 (100%) 24 (100%) 24 (100%) 24 (100%) 

 

The following subsections describe the content analysis results and the focus group of 

independent researchers, as mentioned in the above section. Descriptive statistics across pre 

and post-assessments captured the change in participants' perception of password policy before 

and after the collaborative writing process. Also, we conducted a qualitative content analysis 

of all updated password documents based on SCPT to identify suggested solutions that 

participants added to the password policy to reduce the opportunity of justification for a 

password policy violation. Four neutralisation techniques were analysed DoI, DoN, AoHL, and 

EEIDI.  
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6.3.1 Denial of Injury (DoI)  

•  Pre assessment evaluation: 

As shown in Table 6.2, the respondent's evaluation of the university password policy with regard 

to the denial of injury seems to have two main sides. The perception of the majority of the 

respondents (N=14, 58%) reported that the given policy is strongly effective(N=6), effective 

(N=5)  or somewhat effective ( N=3) to prevent the DoI security claims to share the password. 

In addition, only one (4%) participant considered the policy-neutral, while the rest of them (N=9, 

38%) indicated that the password policy in its current situation is ineffective or strongly 

Figure 6.6 Median Comparison Between All Groups For Denial Of Injury (DoI) 
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ineffective to mitigate the employees’ tendency to adopt the DoI claims and share the password 

(Mdn=5, Stdev= 1.99, and IQR3-IQR1= 3.25). 

• During the collaborative writing:  

The participants’ perception of the DoI was analysed through their arguments to accept or reject 

that such justifications would occur, along with their understanding of the consequences of 

sharing a password. Also, their decision-making process to update the current password policy 

to better represent the expected harm of sharing passwords for all parties and the proposed 

modifications to the policy to overcome the end users’ tendency to adopt such a justification. 

The following scenario was projected on the screen: 

“Sarah is an employee in ABC university, and she has access to the ABC University systems. 

To ensure that University systems information is preserved securely, the university has a firm 

password policy that all employees must keep their passwords confidential. One day, Sarah was 

approached by another employee named Tony, who asked Sarah to share her password with 

him in order to edit and review student records as Tony’s had difficulties to log-in the system. 

Sarah knew that Tony was a trustworthy colleague. So, she felt that nobody would get harm if she 

shared her password with Tony. Therefore, Sarah gives Tony her password to let him edit the student 

records.” 

We employed a qualitative analysis of the groups’ discussion and text analysis of the updated 

password policy after the collaborative wiring activity. It was noted that each group read the 

DoI scenario and considered the possibility of such a scenario occurring (A, B, C, F). These 

groups spent some time providing examples of potential risks and consequences of sharing the 

passwords. Afterwards, they discussed some of the potential solutions to mitigate the related 

risks when an employee adopted such a justification. Other groups (D and E) took a more 

methodological procedure by taking a step back to view the big picture of the situation that 

caused the employee to justify via DoI. For instance, a member of the group D stated that: 

Member from D: “it feels to me like the easiest way to counter it is to target the cause 

like the fact that Tony password expired was the reason for using this justification.” 

Also, it was noted that in all groups, after reading the DoI scenario, the participants read the 

policy again and discussed if there was any mentioning of any existing IT controls or deterrence 

actions to discourage the employees from violating the password policy as many security risks 

might occur because of the employees’ misjudgement of the harm and the related consequences 

of the security policy violation [1]. Thus, we examined the usefulness of the situational crime 
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prevention theory as a theoretical lens to understand the end user perception to improve the 

existing password policy effectiveness and analyse their approaches to reduce end-user 

justification that sharing a password is harmless behaviour. In this direction, all groups agreed 

that the given policy lacked any mention of the existing IT security controls in place to detect 

and prevent such violations and the associated cost to the individual. Also, the importance of 

reporting such violations to the organisation management. A total of 10 out of the 54 

modifications were added to mitigate DoI from the end-user perception. 

As shown in Figure 6.5, all groups reached a consensus that three strategies of SCPT can 

discourage the end-user willingness to deny the harmful consequences of sharing their 

password. Increased perceived risk was the first and most recommended strategy against DoI. 

The strategy aims to influence the individual decision-making process by clarifying the cost of 

non-compliance on both organisational and personal levels. The second strategy was to remove 

the end-user excuses by altering their conscience about the potential risk of sharing the 

password. This could be done by posting clear instructions to follow in the policy and assisting 

compliance during the daily work. The last strategy was reducing the end-user provocation by 

minimising the emotional triggers such as stress and frustration, which can motivate the end-

users to rationalise his/her behaviour of committing password policy violations [2, 3]. 

The modifications relating to increasing perceived risk were concentrated around the idea that 

any effective prevention strategy requires better management and illustration of security 

controls in the environment (workplace), which includes a declaration of the IT department 

capabilities to monitor and detect any violation [1, 2] as well as clarifying potential risks and 

consequences associated of the password policy violation. All the groups except (C) agreed that 

there was a need to improve the end-user perception of the harmful consequences of sharing the 

password to all parties involved in such behaviour, which can, in turn, mitigate their tendency 

to justify the violation and deny the related consequences. Group (A), for instance, provided a 

new section called “password recovery” and added a brief statement that gave no exception for 

accessing the system using a colleagues’ accounts or passwords and considered it a violation of 

the policy. Thus, group (A) added: 

Group A:“Attempts to access university systems by means other than password resets will 

result in disciplinary matters for all parties involved, including the sharing of passwords 

between colleagues.” 
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In addition, Group B and F members agreed that it was essential to explicitly remind end-users 

of their password policy obligations to ensure compliance with legislation such as the General 

Data Protection Regulation (GDPR). GDRP requires keeping passwords confidential and not 

sharing them with anyone, even a trusted colleague. This therefore, targets the root of 

justification itself (DoI) by reporting the security risks of password sharing and the harmful 

consequences associated with this behaviour at both the individual and organisational levels. 

For instance, a member of group B during the discussion of the DoI scenario stated that: 

Member from B: “The policy doesn’t really tell you or say anything what could happen 

if you share your password and what are the potential harms that could be caused. That 

was not clear.” 

Also, group F discussed whether it was worth mentioning the consequences if someone violated 

the policy, and the group agreed with a member’s point of view that it is important to show that 

the policy violation will come with a price: 

Member from F: “The given policy did not say anything about the consequences for 

you if violates the policy because in real-world people will break the policy anyway. So, 

the policy needs to show the associated cost.” 

Group B added a new section that focuses on the end users’ responsibility to protect their 

password and potential cost if sensitive data leaks due to sharing the password or account with 

others. Based on their discussion, group B assumed that addressing this part in the policy would 

leave no room for the end-users to claim that they were unaware of the risks and consequences 

of not complying with the policy. Consequently, they added a new section using the question 

pattern to grab the attention of the policy reader by targeting the violation “password sharing” 

to discourage the end-user from reducing the cost of non-compliance. They added the following: 

Group B:” What might happen if I share my password? 

– Remember - Any activity taken on your account is linked back to you. 

– Sensitive data may be exposed - this may cause serious legal consequences for your 

organisation - GDPR fines, etc. 

– You may be disciplined at work - cautioned or fired. 

In the same direction, group D and E members argued that denial of injury could be discouraged 

by clearly putting the guilt and blame on the person who allows others to use his/her account 

password. 
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Group D: “Giving anyone your password or direct access to your account can directly threaten 

or compromise University systems or data. If this is discovered, then you may receive 

disciplinary action.” 

Group E: “Just a reminder, violating this policy may result in penalties. For more information, 

please refer to the university code of conduct.” 

In addition, group (F) took a similar approach to dissuade the end-user tendency to adopt DoI 

by indicating the undesirable damages to the personal reputation and integrity that one is likely 

to face should they violate the policy. They asserted that the damage resulting from sharing their 

password credentials with other colleagues, which can, in turn, cause a data breach to the 

organisation information. The group added the following points to the policy: 

Group F: “It takes just ONE instance of sharing your password to have a massive data 

breach. 

- You are in contempt of the GDPR. 

- Your professional integrity and reputation are at risk by sharing your credentials.” 

In the participants’ point of view, removing excuses was the second recommended strategy 

from SCPT while writing collaboratively to improve the existing password policy to reduce end-

user justification via DoI. In our context, participants responded to a DoI scenario by indicating 

the need to alert the employees’ conscience about their accountability for protecting system 

credentials. According to Clarke [7], some of the SPCT strategies can “serve simply to stimulate 

feelings of conscience at the point of contemplating the commission of a specific type of 

offence”. In information security, changing the conscience of employees can be addressed by 

setting and posting clear security rules and instructions and improving employee security 

awareness of cyber security threats/consequences [18]. Thus, clarifying the type of acceptable 

or unacceptable behaviours in a security policy can increase employees’ awareness during their 

daily interactions with other co-workers. It can improve their sense of responsibility to follow 

policy guidelines that ultimately aim to reduce potential harm to both the employee and the 

organisation. A member in group B stated that: 

Member from B: “Writing a policy without considering the social context by providing 

clear instructions on how to deal with others in a safe manner is misleading. Without it, 

the employee may be pushed indirectly to justify a policy violation.” 

Also, a member in group D restated the importance of alerting the consciences of the employees' 
responsibility in the policy: 
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Member from D: “There is a need to clarify the employee’s responsibility to keep the 

password confidential and to remind the employee that your colleague may not be aware 

of password security like you.” 

Therefore, the group reflected this argument by adding the following statement to mitigate the 
DoI claim: 

Group D: “Misuse of your account from a stolen or shared password is your responsibility. 

Remember that your co-workers may not be aware of security measures or are as careful as 

you.” 

• Post assessment evaluation: 

As shown in Table 6.2, there was an improvement of the participant's perception of the ability 

of the modified policy via a collaborative writing process to discourage the end-users from 

adopting the DoI to violate the policy. The post-assessment showed that the majority of the 

participants (N= 18, 75%) believed that the modified policy was strongly effective (N=9), 

effective (N=6) and somehow effective (N=3) to discourage the end-users tendency to 

underestimate the harmful consequences of sharing password between colleagues. However, the 

rest of the participants (N=6, 24%) reported that the modified policy was still ineffective and 

unable to dissuade the end-user from justifying the password policy violation via DoI. As shown 

in Figure 6.6, the median of the end users’ perception across all groups, except D, has been 

slightly improved regarding the ability of the updated policy to mitigate the end user’s adoption 

of the DoI. Therefore, the change of median value in the participants’ perception revealed more 

agreement that the updated policy that considered the DoI scenario could reduce the end users’ 

tendency to justify the consequences of sharing policy between colleagues as harmless (Mdn=6, 

Stdev=2.07 and  IQR3-IQR1= 2.5).  
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6.3.2 Defence of Necessity (DoN) 

• Pre-assessment evaluation: 

Table 6.2 outlines the pre-evaluation of the current password policy regarding the use of DoN 

as an excuse for policy violation. Data from participants (N = 24) was collected via an online 

survey. The result from the pre-assessment showed that two participants (8 %) revealed a neutral 

perception of the original password policy to counter DoN, while eight participants (34 %) 

reported that the password policy in its current state was somewhat ineffective (N = 4), 

ineffective (N = 3) or strongly ineffective (N = 1) to mitigate employee tendency to adopt DoN 

claims. However, the rest of the participants (N=14, 58%) reported that the original password 

policy was somewhat effective (N=6), effective (N=5), or strongly effective (N=3), respectively. 
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Also, as shown in Table 6.3, the overall median of pre-assessment across all groups was (Mdn 

= 5, Stdev= 1.77, and IQR3-IQR1 = 3), which indicated a consensus between all group members 

that the original password policy is somewhat effective to counter the end users’ disposition to 

justify the policy violation via DoN. 

• During the collaborative writing: 

The groups’ perception was analysed by their argument for adopting such a justification. In 

particular, how do the surrounding circumstances affect an employee’s tendency, in the presence 

of the current password policy, to share a password or account of their systems then claim that 

such a breach is a necessary act to complete the work? Also, the approach that the participants 

in each group would update the existing password policy to reduce an employees’ tendency to 

adopt DoN and relate these modifications to SCP strategies. The following scenario was 

projected on the screen: 

“Sarah is an employee at ABC University, and she has access to the ABC University systems. 

To ensure that University systems information is pre-served securely, the university has a firm 

password policy that all employees must keep their password confidential. One day, Sarah was 

approached by another employee named Tony, who asked Sarah to share her password to allow 

him to edit and review student records as Tony’s password has difficulties to login. Sarah knew 

that Tony was a trustworthy colleague. So, she felt that they were working in a busy department, 

and it was essential action to share her password in order to improve work performance. Thus, Sarah 

gives Tony her password to let him edit the required student information using her account.” 

It was noted that all groups, participants agreed that this scenario is more likely to occur in the 

department that requires direct interaction with a lot of students, such as student services. Thus, 

having difficulties in accessing the university systems might negatively impact work activities 

and cause disruption for providing the university services to the students. In general, the groups 

updated the password policy with 12 modifications that aimed to counter the employee tendency 

of violating the policy via DoN. According to Freilich and Newman [301], “if you block 

opportunities, offenders will simply displace their criminal activity somewhere else”. Hence 

participants reported that an intervention that focuses on manipulating the perpetrator’s 

environment by “providing opportunities” to do something else could work positively to 

manipulate the perpetrator’s behaviour and encourage them to undertake non-criminal acts or 

less serious crimes. In the same direction, most of the groups during the collaborative writing 

activity viewed this concept as a better way to deal with employee justification via the DoN. 
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As shown on Figure 6.8, most groups decided that providing opportunity by facilitating 

compliance and offering alternative solutions (6 out of 12 targeted DoN) are appropriate 

strategies to reduce an employee’s claim that business necessity requires violating the password 

policy. For example, groups (A, E, and F) shared a common notion that an employee may 

believe that password/account sharing is essential to maintain efficiency and maximum 

performance at work. These groups believed that it must be explicitly stated in the policy that 

password sharing is a violation and not a necessary action. Thus, providing clear guidelines for 

dealing with such a situation can improve an employee’s tendency to comply with the password 

policy and, at the same time, reduce the possible excuses needed for violating the password 

policy as a way to maintain productivity. More specifically, these groups chose to adjust policy 

by focusing on the capabilities of the IT department to handle and support all employees’ IT-

related issues when they are in a situation requiring urgent solutions and are unable to attend to 

their workload. For instance, group (A) added the following statement:  

Group A:” If you don’t have access to your account due to — for example — an expired 

password, email IT support@lib.gla.ac.uk for a password reset link, which will be sent directly 

to your university email account.” 

Similarly, group (E) added the following: 

Group E: “In case of emergency or a need for an instant response, please call 12345. We will 

be available to assist you 24/7.” 

Also, group (F) modified the password policy by adding a short statement to encounter the 

necessity scenario by reminding the employee to contact the IT department in such a situation, 

like the following: 

Group F: “Refer to IT helpdesk if there is any issue with email/system access.” 

Offering an alternative is the second strategy under the concept of providing opportunity. This 

strategy aims to target the illegal behaviour of the criminal at an early stage by providing 

alternative solutions to persuade the perpetrator to convert (displace) to a less risky or harmful 

behaviour [13]. This strategy was discussed by group D members only to counter the DoN 

scenario. Participants believed that if the rationale for sharing a password is to keep the business 

performing, the policy may provide an exception to deal with the situation. Thus, they suggested 

that the employee (the account holder) could authorise his/her colleague to conduct the work on 

his/her behalf without sharing a password. In this way, the policy can provide alternative and 

professional assistance to every employee instead of violating the policy by sharing the 

password. They also assumed that providing such an exception in a password policy would 

mailto:support@lib.gla.ac.uk
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preserve work performance and make justification via DoN more difficult. This assumption is 

similar to the “target hardening” in conventional SCPT 25 strategies [12]. Thus, they updated 

the policy with the following: 

Group D: “If a colleague needs to perform work at your account level, review the request and 

perform the task for them. If this is too demanding, refer them to the IT Help desk and inform 

your duty line manager to enquire about temporary or permanent access.” 

Additionally, removing excuses was the third strategy that research participants recommended 

during the collaborative writing process to counter employee justification via DoN. According 

to DuPreez [13], simplifying regulation requirements can facilitate individual compliance with 

laws. Simplification can play a fundamental role in removing the excuse that can drive an 

individual to violate laws due to the complexity or ambiguity of law requirements. In an IT 

context, for example, providing an employee with a simple and easy way to report any 

suspicious activity can improve overall security compliance in the workplace [3]. This 

perception was reflected in groups A and D by directing the employee to do the correct 

behaviour if he could not access the system and needed assistance, or a co-worker was asked to 

share the system password, so they added the following: 

Group F: “If a colleague asks to know your password because they have no access to their own 

account, refuse and refer them to the IT Helpdesk for advice.” 

Group D: “Remember, you can change your password at any time — this will send an email 

with a password reset link. If you forget your password, use this function rather than asking any 

co-workers to share their password with you.” 

Finally, it was observed that participants in both groups (B) and (C) focused on their argument 

that the employee may occasionally experience social and contextual discomfort, especially 

when the employee asks another co-worker to share their password should an employee be 

unable to access the system for any reason. Under the peer (co-worker or manager) and work 

pressure, such a situation can motivate the employee to share the password and justify the 

violation as a necessary action to resolve the situation. This argument was consistent with 

Wortley’s [303] critique, which postulated that there are underlying circumstantial factors that 

can cause pressures, prompts, or provocations for individuals to commit specific criminal 

behaviour. Accordingly, Cornish and Clarke [238] updated their original SCPT model [8] to 

include neutralising peer pressure as one of the SCPT strategies to “reduce provocation” in 

crime settings. During the collaborative writing activity, both groups (B) and (C) reflected this 
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strategy to counter the DoN scenario and suggested adding a simple phrase to reduce the 

problem of peer pressure (provocation) as a trigger for password policy abuse. According to 

group (B) and (C) discussion records, the password policy should contain clear instructions 

about appropriate behaviour expected for one to stay in compliance with the policy; this allows 

the employee (account holder) to refer to the policy as a way to refuse sharing the password, 

which is necessary to protect IT assets of the organisation. They reflected this argument as the 

following: 

Group B: “Never disclose or share your password with ANYONE. Even if you think your or 

your team’s performance may be impacted.” 

Group C:” Never disclose or share your password with ANYONE for any reason, not even a 

person of authority. This includes sharing your password to improve work performance or give 

professional help, even if it is common practice and you don’t expect harm to come for it.” 

• Post-Assessment evaluation: 

According to Table 6.2, the groups’ perception of the effectiveness of the updated password 

policy improved to counter employee justification via DoN for password sharing. This is evident 

by the fact that the majority of respondents (N= 16, 66%) stated that the updated password 

policy was somewhat effective (N = 4, 17 %), effective (N = 7, 29 %) and strongly effective (N 

= 5, 21 %). In contrast, only five of the 24 participants (21%) stated that the password policy 

resulting from collaborative writing was still ineffective (N= 4) and somewhat ineffective (N = 

1) in reducing the tendency of end users’ likelihood to justify password policy violation via 

DoN. Also, a comparison of the pre-and post- evaluations showed that the number of 

participants who believed the original policy was generally ineffective to counter the DoN was 

lower on post-evaluation (N = 5) compared to pre-evaluation (N = 8). Moreover, the overall 

median change improved post-assessment, as shown in Figure 6.9. Participants across all groups 

had a consensus that the revised password policy via collaborative writing was more effective. 

It could reduce, from their perception, the tendency of end-users to breach the password policy 

and justify this violation with the need to maintain business performance (Mdn = 6, Stdev=1.74, 

and  IQR3-IQR = 1.5). 
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6.3.3 The Appeal of Higher Loyalty (AoHL)  

• Pre-assessment evaluation: 

Table 6.2 illustrates participants’ perception of the effectiveness of the current policy in 

mitigating AoHL’s claims of a password policy breach. Nine out of 24 respondents (38%) 

believed that the original password policy was generally ineffective at mitigating an employee’s 

claim that their breach was for “a greater good” or intention [16]. However, most respondents 

(N = 13, 54%) reported that the original password policy was somewhat effective (N=4), 

effective (N=7), and strongly effective (N=2) in alleviating an employee’s tendency to justify a 

password policy violation via AOHL. Only two of the participants reported that the password 

policy was neither ineffective nor effective at reducing the tendency of an employee sharing 

Figure 6.11 Medians Comparison Between All Groups For Appeal Of Higher Loyalty 
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their password with a colleague and justifying the violation with ethical reasons such as 

friendship.  

At the group level, the median value for each group revealed a different result. For instance, 

groups A, B, and D had a similar perception that the password policy in its current state was 

“neither effective nor ineffective”. On the contrary, participants in groups E and F evaluated the 

policy as “effective” and “somewhat effective”, while the median for group C indicated the 

group participants had a consensus that the policy was “ineffective” at reducing the justification 

of violating the password policy via the AoHL. Furthermore, the overall median (Mdn= 5, 

Stdev= 2.02 and IQR3-IQR1=4) across all groups’ participants indicated a weak consensus 

between the groups regarding the effectiveness of the password policy to counter the employee 

policy violation justification via AoHL. 

• During the collaborative writing: 

This neutralisation technique was analysed by the group’s argument and decision on how the 

requirements of the small group (colleagues) affected the employee’s decision to share their 

password with a co-worker. Therefore, the employee justifies this breach by adhering to the 

demands of the small group and rejects compliance with the larger group (organisation) security 

requirements. Also, the decision-making process for each group to identify SCPT strategies that 

can mitigate the AOHL scenario and report their decision during the collaborative writing 

process password policy was analysed. At the beginning of the collaborative writing session, 

the following scenario was projected on the projector screen: 

“Sarah knew that Tony was a trustworthy colleague and a member of her team. So, she felt 

that sharing password was a type of professional help to Tony. Therefore, Sarah gives Tony her 

password to let him write the required medical note using her account.” 

A total of thirteen (13) amendments were added to the university’s password policy in order to 

mitigate the employee’s tendency to violate the password policy and justify this behaviour as 

support for their social group’s benefit or the pursuit of ideal ethical goals. In addition, an 

employee might justify InfoSec violation by claiming that he /she was seeking higher 

organisational value or order, such as helping a colleague to perform the work or task [238]. 

The groups introduced four main SCPT strategies to mitigate the AoHL as a noncompliance 

justification of the password policy. These strategies are aimed at reducing excuse, reducing 

provocation, providing opportunity and increasing the perceived risk. 
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According to Figure 6.10, across all groups, removing excuses was the most suggested SCPT 

to counter the AoHL excuse to violate the password policy. The main argument was that being 

part of a workgroup can increase the employees’ tendency to adhere to the regular norms of the 

workgroups, which includes providing support to other members to achieve organisational 

goals. This support might include behavioural actions that ignore the security requirements of 

the password policy, which insisted on keeping the system password/account confidential. 

Therefore, participants suggested that there was a need to increase the awareness of the 

importance of password policy and enhance the employee information security sense of keeping 

their passwords secure. Throughout the collaborative writing process, three reducing excuse 

sub-strategies were recommended by the group members: post-instruction, asset compliance 

and alert conscience. 

In addition, several groups revealed that there was a close relationship and overlap between the 

DoN and AOHL, as similar SCPT strategies were identified to counter both of these 

justifications. In particular, their argument was that if an employee was occasionally unable to 

perform a necessary work task, they would only ask a close colleague in the workgroup 

(department) for assistance. Thus, the necessity of performing the task created a situation that 

made the peer feel responsible for adhering to the group norms of helping each other by sharing 

the password and ‘temporarily’ ignoring the password policy. 

The most recommended sub-strategy for removing the excuse for confronting an AoHL scenario 

was posting instructions. Groups A, D, and F focused on adding phrases that recommend an 

employee to act rationally if a colleague asks them to share their password. Participants in these 

groups (A, D and F) added the appropriate behaviour (reaction) that the employee needs to 

exhibit in order to escape the dilemma of adhering to social norms and violating the password 

policy. In particular, appropriate reactions were absolute denying of password sharing and 

referring the peer to the IT department for assistance. Moreover, the same groups revealed that 

posting these instructions that prescribe appropriate behaviour can facilitate and aid an 

employee’s intention to comply with the password policy and, at the same time, reduce the 

employee’s tendency to justify violation via AOHL. Therefore, adding descriptions of 

appropriate behaviour to the policy can free the employee from adhering to group standards, 

improve their position to refuse to share their password, and be consistent with the requirements 

of the organisation’s password policy. According to Stemler [13], there is a need to provide an 

opportunity for conformity to individuals by facilitating and simplifying the process required to 

comply with the law; therefore, individuals’ intention to comply can be improved by removing 
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their excuse for violating the law. With this in mind, during the collaborative writing process, 

several groups considered that posting clear instructions in policy could overlap with the 

conceptual meaning of the sub-strategy (facilitation) providing the opportunity. Here, all the 

new phrases for removing excuses by posting instructions were labelled to serve the same 

purpose of providing the opportunity to individuals by facilitating compliance procedures to 

counter AoHL scenario. 

“...the importance of providing instruction clarity to guide how the employee deals with other 

workers in the workplace. For instance, when an employee faces such problem related to the 

system, your help supposed to be by directing him/her to the IT department, instead of violating 

the policy by sharing the password.” 

In response to this perception, group (A) added the following: 

Group A: “If a colleague asks to know your password because they have no access to their 

own account, refuse and refer them to the IT Helpdesk for advice.” 

Also, members of the (D) and (F) group stated a similar point of view to reducing the excuse 

for justification via AoHL: 

Group D: “If someone, even a close co-worker or friend, demands to know your password, 

refuse and refer them to the IT Help-desk for advice.” 

Group  F: “If you are asked for your password, reject the request and refer them to the IT help-

desk immediately.” 

In addition, alert consensus and compliance assistance from group members were proposed as 

sub-strategies for removing an employee’s excuse to justify a password policy violation via 

AOHL. Here, Group B members discussed the advantage of reminding employees that the 

relationship with other peers should not be professionally interfering with password policy 

compliance; and thus, courteousness through sharing the password was the wrong behaviour of 

the employee. A member in group B discussed this point: 

Member from B: “Not sharing the password makes sense, but people sometimes make 

mistakes until they know this behaviour is against professionalism.” 

So, they reflected this perception into the policy by adding: 

Group B: “Do not do it as a professional courtesy.” 
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Furthermore, removing excuses by facilitating compliance was chosen by group D to mitigate 

employee tendency to share the password and justify their behaviour via AOHL. Members of 

group (D) provided additional guidance to assist (facilitate) compliance by explaining how easy 

it is for an employee to adhere to the password policy and resolve any password issue at any 

time. This requires the employee to follow a simple step to recover the password via a reset link. 

Group D: “Remember, you can change your password at any time — this will send an email 

with a password reset link. If you forget your password, use this function rather than asking any 

co-workers to share their password with you.” 

Moreover, increased risk perception was suggested as the second proper SCPT strategy to 

discourage the end-user tendency to share the system password and justify the action via AOHL. 

According to Cornish and Clarke [9], an essential aspect of changing the offender’s behaviour 

and reducing the chance of committing a crime is to raise the perception that the authorities have 

the capacity and power to monitor and apprehend the perpetrator during or after the crime. In 

our context, reducing anonymity was the sub-strategy that group B chose to counter the 

employee violation of the password policy and justification via AoHL. Their argument was 

based on the idea that any employee should be aware that any action in the system is being 

recorded via the IT department. Therefore, once a data or privacy breach is discovered in the 

system accounts, the account holder will be responsible for the related damages and 

consequences. This made it clear that providing support to other employees by sharing the 

password or account may be counterproductive to the account holder when something goes 

wrong. This assumption is consistent with Wortley [304], who stated that “being a member of 

a group or crowd can cause feelings of anonymity and induce a state of psychological 

disinhibition”. 

Reducing anonymity by demonstrating this monitoring ability provides the IT department with 

a perception similar to physical surveillance or field supervision by authorities and can improve 

the notion that nothing can be hidden from the IT department eyes. In the real world, placing 

CCTV inside stores and using ID cards to open designated doors aims to improve the perception 

of surveillance and improve individuals’ belief that any misconduct will be noticed, and the 

perpetrator will be identified, and disciplinary action will be taken sooner or later. In the same 

direction, members in groups B, E and F modified the password policy by demonstrating the 

risk of being caught and the associated cost. For instance, a member of group B reported that: 
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Member from B: “The end-user needs to understand his/her responsibility to keep the 

password confidential, and any miss use of the system will be detected and linked to account 

holder who did that regardless of who made the misuse, later, the IT department will link the 

action to the account holder, not to the person who actually made the action.” 

Therefore, group B added the following statement: 

Group B: “Remember - Any activity taken on your account is linked back to you.” 

However, other groups like E and F chose to decrease the risk of password sharing via AoHL 

by illustrating the negative consequences of this violation. They argued that people sometimes 

choose to ignore the harmful effect of their deviant behaviour when sharing a password; Hence, 

providing them with complete information about the expected consequences of a password 

policy violation can reduce their tendency to misbehave. Therefore, these groups decided that 

phrases to counter denial of injury could serve the purpose of discouraging justification via 

AOHL. Thus, they used general statements that work for both justifications DoI and AOHL like 

the following: 

Group E:” Just a reminder, violating this policy may result in penalties. For more information, 

please refer to XYZ in the university code of conduct.” 

Lastly, measures to reduce provocation and opportunity for violation were suggested to counter 

the impact of AoHL to justify non-compliance with the university password policy. Both had a 

similar priority, reducing provocation by neutralising peer pressure was suggested by groups A, 

C and F. According to Richard Wortley [304], there are often underlying situational factors 

besides the opportunity of a crime that can cause discomforts such as frustration, crowding, and 

privacy breach, which could lead to an escalation of aggressive behaviour in locations such as 

prisons and bars. Cornish and Clarke [238] embraced this approach and incorporated situational 

attributes, particularly how to reduce peer influence on the occurrence of crime. 

The influence between individuals can cause various violations such as driving under the 

influence of alcohol or violation of organisation policies due to encouragement from other 

employees. Lowry et al. [5] emphasized the vital role of peer influence in Australian beer-

drinking culture. Hence, they have used some of the Australian slogans during safe driving 

campaigns to advocate for better decisions among friends, such as “Good mates don’t let mates 

drink and drive”. These slogans call for safe driving and encourage friends to make the right 

decision to prevent their peers (mates) from driving while drunk. In our context, some 

employees may feel uncomfortable under the pressure of colleagues’ requests to share the 
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system password. Thus, members of groups A, C and F shared a common consensus that policy 

should instruct the employees about the appropriate response to deal with daily social pressure 

from peers. In particular, they discussed the importance of limiting circumstantial actions that 

require violating some of the organisation’s security policies, such as sharing a password to 

maintain a positive relationship between employees. Social exchange theory [4] described 

exchange in human interaction as “the voluntary actions of individuals that are motivated by the 

returns they are expected to bring and typically do in fact bring from others.” Thus, a fair and 

a positive relationship requires a balance between the benefit and cost between all parties. 

In the workplace, an employee can demonstrate a commitment and positive attitude toward the 

group by acting in a way that serves the group’s interests [19]. Thus, denying help to other peers 

by sharing passwords can trigger negative feelings of guilt, shame and can be viewed as 

evidence of non-commitment to the group norms. A member in the group (A) summarised this 

point of view as the following: 

“The policy should have clear directions for the end-user about the required reaction to 

ensure policy compliance; these directions can help the employee to deal with social emotions 

such as embarrassment and guilt associated with not helping other colleagues. These 

instructions can make the end-user situation more solid when refusing a colleague request to 

share an account password.” 

Therefore, the groups added statements that clearly show effective ways to improve the 

employees’ possibility of coping with peer pressure by encouraging employees to uphold 

primary goals consistent with the organisation’s password policy. These instructions can 

enhance and facilitate the employees’ intention to comply and provide an excellent opportunity 

to escape the dilemma of choosing a commitment to the group desires or organisation security 

goals. The following statements were added to counter employee justification via AoHL to share 

the password for good desires: 

Group A: “Never disclose or share your password with ANYONE, including trusted 
colleagues.” 

Group C: “Never disclose or share your password with ANYONE for any reason, not even a 

person of authority. This includes sharing your password to improve work performance or give 

professional help, even if it is common practice and you don’t expect harm to come for it.” 

Group F: “Password is always to remain confidential, even between colleagues in a 
department.” 

Group F: “if you are asked for your password, refer them to the IT help-desk immediately.” 
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Group D: “If someone, even a close co-worker, demands to know your password, refuse and 

refer them to the IT Help-desk for advice.” 

• Post assessment evaluation:  

Table 6.2 shows that most of the participants revealed that the updated policy was more effective 

at mitigating the end-user tendency to justify password policy violation via AoHL. Across the 

group participants (N=24), eighteen participants (75%) believed that the updated policy that 

considered the AOHL scenario was somewhat effective (N=3, 13%), effective (N=8, 33%) and 

strongly effective (N=7, 29%) at discouraging the end users’ tendency of justifying sharing 

password as a form of support. However, four participants (20%) revealed that the modified 

password policy remained generally ineffective (N=2) or somewhat ineffective (N=2) against 

the AOHL adoption for password policy non-compliance and only one participant provided a 

neutral evaluation. 

In the group level, the median value for four groups (B, D, E and F) revealed no change in each 

of the groups’ perception of the policy before and after the collaborative writing process. Here, 

the median of participants’ perception of groups B and D remained the same (Mdn=4) which 

indicated that the password policy before and after the modifications was still “Neither effective 

nor ineffective”. Similarly, the median of pre-assessment and post participants for participants 

in groups F and E indicated no change in their perception before and after the policy 

modifications via the collaborative writing process, and the policy remained “Somewhat 

effective” for Group F members (Mdn=5) and “effective” for Group E members (Mdn=6).  

However, the median for participants in group A and B post-assessments indicated an 

improvement in the effectiveness of the updated policy in mitigating the AOHL claim. The 

median comparison between the pre-assessment and post-assessment suggested an enhancement 

of the participants’ perception. Here, the median for group A pre-assessment slightly improved 

from (Mdn=4, “Neither effective nor ineffective”) to post-assessment (Mdn =5, “Somewhat 

effective”). Likewise,  group C pre-assessment median of the original password policy was 

(Mdn= 2, “Ineffective”). The post-assessment median (Mdn=6) of the updated policy indicated 

that group C’s perception improved and considered the updated policy effective at discouraging 

the end users’ intention to evoke AOHL to justify password sharing. Further, table 6.2 shows 

that the median of participants’ overall perception across all groups slightly improved and 

established more consensus that the revised password policy via collaborative writing was 

“effective”. Thus, from their perception, it could reduce the tendency of end users’ non-
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compliance behaviour with password policy and justify this violation via AOHL (Mdn = 6, 

Stdev= 1.83, and IQR3-IQR1 = 2.25).  

6.3.4 Everybody Else Is Doing It (EEIDI) 

• Pre-assessment evaluation: 

Table 6.2 shows that the participant's perception of the current password policy effectiveness at 

discouraging end-user justification tendency via EEIDI has two sides. Eleven of 24 participants 

evaluated the current password policy on the effective side. In contrast, the rest of the 

participants (N=12 out of 24) assessed the existing password policy as strongly ineffective 

(N=3), ineffective (N=5) and somewhat ineffective (N=4) regarding its capability to mitigate 

Figure 6.13 Medians Comparison Between All Groups For Everybody Else Is Doing It 

Figure 6.12 Mapping Frequency of codes between Everybody Else Is Doing It (EEIDI )And 
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end-user EEIDI justification when they share their password. At the group level,  as shown in  

Figure 6.12, the median perceptions of participants across groups B, C, and D shows that the 

current password policy is somewhat ineffective (B and D,  Mdn =3) or ineffective ( C, Mdn = 

2) at mitigating the end users’ tendency of sharing a password and adopting EEIDI as an excuse 

to justify non-compliance. Conversely, participants in groups E and F indicated that they believe 

that the current password policy is effective (Mdn=6) or somewhat effective (Mdn=5) at 

dissuading the end-users from adopting EEIDI as a valid reason to share their passwords and 

violate the policy. According to Table 6.2, the overall median rating across all groups for the 

password policy versus EEIDI indicates that the groups have a consensus that the current 

password policy is neither effective nor ineffective (Mdn=4, Stdev=2.07, and  IQR3-IQR1= 4). 

• During the collaborative writing: 

Participants’ perception of EEIDI was analysed by their arguments for accepting or rejecting 

such a justification, the thought process of considering adopting such a justification and the 

relevant decision-making process for the participants to update the current password policy to 

counter the end users’ tendency to share the password and justify this behaviour by asserting 

that it is typical behaviour among colleagues, and nothing is wrong. The following scenario was 

projected on the screen: 

“Sarah is an employee in an ABC university, and she has access to the ABC University 

systems. To ensure that University systems information is preserved securely, the university has 

a firm password policy that all employees must keep their passwords confidential. One day, 

Sarah was approached by another employee named Tony, who asked Sarah to share her 

password with him in order to edit and review student records as Tony’s had difficulties to log-

in the system. Sarah knew that Tony was a trustworthy colleague. Also, she felt that every one of 

her colleagues was sharing their passwords in the department. Therefore, Sarah gave Tony her 

password to let him edit student records using her account.” 

Everybody Else is Doing It (EEIDI), according to Freilich and Newman [10], is a neutralisation 

technique that refers to “individual attempts to reduce guilt or to justify their behaviour by 

saying that the behaviour in question is common.” Here, a total of sixteen password policy 

amendments were added to mitigate the impact of password sharing and the adoption of EEIDI 

to justify non-compliance behaviour. Participants in this study chose four SCPT strategies to 

reflect their perceptions about reducing employees’ tendency to adopt EEIDI and abandon the 

password policy requirement to keep it confidential. According to Figure 6.11, these suggested 

SCPT strategies are to reduce excuse, increase risk, reduce provocation and provide 
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opportunities, respectively. Most group participants had a common consensus that the high level 

of trust among employees was a major factor in making a policy violation such as sharing 

password/account familiar within a group of employees. A group member explained this 

perception as the following: 

“Everyone around you in the workplace is supposed to be a trusted one who will not do any harm to 

his colleagues.” 

It was noted that these SCPT strategies to mitigate EEIDI overlap in several aspects with the 

suggestions to reduce the employees’ tendency to adopt AOHL. Reducing excuses was one of 

the most recommended SCPT strategies to reduce employees’ tendency to adopt EEIDI for 

password policy violations. The main argument across participants was that an employee in 

certain situations might not be aware of correct behaviour when dealing with a colleague’s 

request to share a password. Thus, the employee in question will evaluate the requested 

behaviour based on its popularity among the group members to decide whether to or not to share 

the password. This argument is consistent with Halbesleben et al. [305], who wrote about the 

negative impact of social comparison where individuals might make a wrong cognitive decision 

when they are confronted with an ambiguous situation related to their social environment. 

Individuals tend to make behavioural comparisons during the decision-making process, and 

often, they choose to follow the behaviour of other peers as the simplest way to escape from 

such a situation. For instance, a member in group D stated that: 

Member from D: “If other people normally do this, and a colleague asks for your 

password, and you decline, he may be angry or upset for not helping him.” 

Therefore, group D decided that the best way to mitigate the adoption of EEIDI was removing 

this excuse via altering the conscience of the policy reader.  In particular, they added phrases 

that focus on the importance of keeping the passwords secure and confidential as well as 

concentrate on employee responsibility to report colleagues who would have shared their 

passwords to the management. According to Mesko et al.[306], offenders’ consciences can be 

changed through short warning messages clarifying the responsibility and cost of an individual 

intending to commit an unlawful act. Thus, it can “strengthen moral condemnation” and 

positively influence the decision-making process. Likewise, group D had a similar perception 

and added the following statements: 

Group D: “Misuse of your account from a stolen or shared password is your responsibility. 

Remember, your co-workers might not be as aware of security procedures or careful as you.” 
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Group D: “If you know of any colleagues sharing passwords or accounts, this is a significant 

risk to data security. It is your duty to report this to our anonymous whistle-blower team.” 

In addition, the argument of groups E and F about employee propensity to adopt EEIDI was that 

when unacceptable behaviour such as sharing a system password is common among employees, 

the majority of these individuals are unaware of workplace security rules or these rules were 

vague. Thus, Group E and F suggested that the priority, in this case, was to mitigate the 

misconduct and related justifications, which required updating the password policy by 

establishing clear security rules and post instructions focusing on appropriate behaviour to 

ensure password protection. For example, Group E suggested establishing clear security rules 

that concentrate on sharing passwords is wrong among colleagues and highlights the negative 

cost of such behaviour at both the individual and the organisational levels. Likewise, Group F 

modified the policy by posting instructions about the appropriate response to a colleague’s 

request to share a password/account. This was so that the policy could relieve the employee of 

feelings of guilt or shame for not providing support to another colleague. Here, participants in 

group F used a more general statement that was also used to mitigate password policy violation 

via AoHL. 

Group E:” Never disclose or share your password with ANYONE, especially with your 

colleagues. Previous password sharing between trustworthy colleagues resulted in harming the 

university, and offenders may be reprimanded, especially with your colleagues.” 

Group F: “If you are asked for your password, refer them to the IT helpdesk immediately.” 

Increasing risk perception was the second strategy recommended by the SCPT to improve the 

password policy to overcome non-compliance and justify this misbehaviour by saying that 

everyone else does. Participants in three groups (A, E and F) argued that when bad behaviour 

such as sharing a password was common among employees, it was an indication of poor 

enforcement of the policy.  

Hence, there is a need for the management to properly enforce the password policy and assure 

that the violation would lead to consequences for the violator. Knapp et al.[94] reported that two 

factors could improve the effectiveness of an information security policy. The two factors are 

namely the relevance of the policy and its enforcement. To improve enforcement, the 

management of the organisation needs to ensure that deterrence measures are in place, and any 

abusive act that violated the security policy could be monitored and reported. Therefore, any 

violation of the security policy could be detected, and the violator could be sanctioned; and thus, 
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without proper enforcement, the effectiveness of information security policy requirements 

would be useless [6]. Group F emphasised extending guardianship by calling for any suspicious 

action between colleagues to be reported if it could lead to a password policy violation. A 

member in group F explained this point as the following: 

Member from F: “They should also explain in the policy that he must inform the IT 

department of any behaviour that could compromise the password policy such as 

sharing the password between the employees in the department.” 

While participants in groups E and A decided, for example, that the previous phrases that have 

been added to reflect expected injuries or consequences from password sharing against in the 

first scenario (DoI) could serve the same purpose to reflect the enforcement perspective of a 

password policy to mitigate employees’ tendency to adopt EEIDI for non-compliance with the 

password policy. This is consistent with Bandura’s [154] explanation of the impact of 

reinforcement and punishment on the individuals’ behaviour in social learning theory. He stated 

that people tend to repeat others’ behaviour which they would have learnt via observation. The 

observer may choose to repeat specific behavioural actions depending on whether people will 

be rewarded or punished for their actions and the outcome of this behaviour. Therefore, during 

collaborative writing, several groups reflected these different perceptions as the following: 

Group A: “Just a reminder, violating this policy may result in penalties. For more information, 

please refer to XYZ in the university code of conduct.” 

Group E: “Never disclose or share your password with ANYONE, especially with your 

colleagues. Previous password sharing between trustworthy colleagues resulted in harming the 

university, and offenders may be reprimanded, especially with your colleagues.” 

Group F: “If you have suspicions that your department is sharing passwords, you should 

immediately contact your IT helpdesk.” 

Reducing provocation was the third suggested SCPT strategy to mitigate the password policy 

violation via EEIDI. It was noted that three groups (A, B and C) adopted this SCPT strategy. 

Among the groups, the common perception was that when sharing a password is a common 

behaviour with the team, it will cause frustration for the employee who wants to comply with 

the security policy, specifically if the policy does not provide the correct reaction to neutralise 

the peer pressure. So, these groups suggested that organisations can overcome these teamwork 

issues and relevant justifications for violating the password policy by providing and clarifying 

the decision and the correct procedures to deal with peer pressure. Thus, the employee can 
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neutralise the refusal to share the password when a colleague requests for their password.  For 

instance, these groups modified the original password policy that discouraged sharing 

passwords by adding the term “never”, which indicates an explicit prohibition from sharing the 

password. For instance, they added “even with a trusted colleague” or “even if everybody else 

is doing it”; thus, it could help from their perception, the organisation in the long term to 

discourage the employees from imitating each other in such undesirable behaviour. Groups 

added the following: 

Group A: “Never disclose or share your password with ANYONE, including trusted 

colleagues.” 

Group B: “Never disclose or share your password with ANYONE, Even if “Everybody else is 

doing it.” 

Group C: “Never disclose or share your password with ANYONE for any reason, not even a 

person of authority. This includes sharing your password to improve work performance or give 

professional help, even if it is common practice and you don’t expect harm to come for it.” 

Lastly, providing opportunity was the least suggested strategy to reduce justifying password 

sharing via “Everybody else is doing it”. Only two groups (B and F) suggested such an approach, 

and they believed that the IT department needs to show its commitment and responsibility by 

assisting any employee who could be having difficulties accessing the system, by so doing, it 

will support the employees and reduce peer pressure through providing the employees with a 

chance to solve the conflict between the team norm and security requirements. A member in 

group B explained such variance: 

Member from B: “If my colleague requests my password, I will help him by contacting the 

IT department or teaching him how to reset the password. I will not share my password.” 

Thus, they update the policy by adding the following: 

Group F: “If you are asked for your password, refer them to the IT helpdesk immediately.” 

Group B: “Never disclose or share your password with ANYONE. If they demand to 

know your password - refuse and direct them to management.” 

• Post-Assessment evaluation EEIDI: 

As shown in Table 6.2, the respondent's evaluation of the university password policy (N=24) 

shows an improvement in the post-assessment of the password policy after the engagement of 

the end users’ perception to counter EEIDI.  
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The majority of the respondents’ perception (N=17, 70%) reported that the updated password 

policy is effective (N= 5, 21%), somewhat effective (N= 4, 17%), or strongly effective (N=8, 

33%) at discouraging the EEIDI security claims to share the password. In contrast, five 

participants of the 24 believed that the updated password policy was still generally ineffective 

at mitigating the employees’ tendency to adopt the EEIDI claim and share the password. At the 

group level, according to Figure 6.12,  members in groups A, C, D and E reported an 

improvement in their perception of the updated password policy after the collaborative writing 

as the medians varied from ( 4, 2, 3, 6, and 5) in the pre-assessment to (5, 7,5, and 7) in the post-

assessment. While groups B and F members reported that there were no differences from their 

perception between the pre-and post-assessments, which means that the updated password 

policy was still considered ineffective at mitigating the individuals' tendency to evoke EEIDI to 

justify sharing passwords. In addition, across all groups’ members, the overall perception 

indicated that the participants generally showed more consensus that the updated password 

policy, considering the updated password policy was effective at confronting the employees’ 

tendency to adopt EEIDI as a justification for policy violation (Mdn=6, Stdev= 1.8, and  IQR3-

IQR1=3). 

 Descriptive Analysis of All Participants 

Table 6.3 reveals the descriptive results of all participants’ pre-and post-assessment surveys for 

dependent variables: denial of responsibility, denial of injury, defence of necessity, Everybody 

else is doing it, appeal to higher loyalty, overall effectiveness, self-efficacy and work 

Impediment. All of them relied on ordinal data and were measured using seven points Likert 

scale (1=Strongly Ineffective, 2= ineffective 3= somewhat ineffective 4= neither effective nor 

ineffective 5= somewhat effective, 6= effective, and  7=Strongly effective). It shows the median 

difference in the participants’ perception of the password policy’s effectiveness before and after 

integrating the neutralisation techniques via a collaborative writing process. Table 6.3 shows 

that the median differences between the pre-and post-assessment surveys were slightly 

decreased for self-efficacy as the median value for the pre-assessment was (Mdn=7) and 

decreased in post-assessments to (Mdn=6), which indicated that many participants believed that 

they were less competent to fulfil the security requirements of the updated password policy.   
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Table 6.3 Descriptive Statistics for all participants 

 

Also, the median values for all neutralisation techniques used in this study, DoR, DoI, DoN, 

EEIDI and AOHL, slightly increased from (5, 5, 5, 4 and 5) to (6, 6, 6,5 and 6) respectively. 

Participants were asked a single question about the overall effectiveness of password policy 

before and after the integration of the neutralisation techniques. This revealed a slight 

improvement in the participants’ perception as the median increased from (5) to (6). Therefore, 

the difference in the medians points out an improvement in the participants’ perception of post-

assessment when they evaluate the updated policy. The differences between pre-and post-
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24 5 6 1.77 1.74 6 3 3 6 4.5 1.5 
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24 4 6 2.07 1.80 6 2 4 7 4 3 
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higher loyalty 

24 5 6 2.02 1.83 6 2 4 7 4.75 2.25 
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24 5 6 1.86 1.64 6 2 4 6 4.75 1.25 

Self-efficacy 24 7 6 1.40 0.79 7 6 1 7 6 1 
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24 3 3 1.77 1.72 5 2 3 3.25 2 1.25 
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assessment medians indicate that the updated password policy is more effective from the 

participants’ perspective after the collaborative writing to counter the study justification 

scenarios. Last, the ability for the password policy to impede the work activities for the end-

users remained the same from the pre-assessment (3) to post-assessment (3). This revealed that 

the updated password policy after incorporating the neutralisation techniques via the 

collaborative writing session did not add complexity to the password policy from users’ 

perception.  

However, it is difficult to presume that the engagement of the end users’ perception via a 

collaborative writing session caused a statistically significant enhancement in the security 

policy’s effectiveness without testing the differences via a significance test. Therefore, the 

Wilcoxon signed-rank test was adopted to measure the end users’ perception changes toward 

the password policy’s effectiveness from the same individuals before and after the collaborative 

writing session. 

 Overall Statistical Significance Test for All Participants 

Table 6.4 Overall Hypothesis Test for All participants 

Dependent 

Variables 

Null Hypothesis Z-

value 

Sig,P 

value  

Decision 

 

DOR 

The median of differences between  DoR Before ISP 

Collaborative writing and DoR After ISP Collaborative 

writing equals 0. 

 

1.006 

 

0.315 

Retain the null 

hypothesis. 

 

DOI 

The median of differences between DoI Before ISP 

Collaborative writing and DoI After ISP Collaborative 

writing equals 0. 

 

1.795 

 

0.073 

Retain the null 

hypothesis. 

 

DON 

The median of differences between DoN Before ISP 

Collaborative writing and DoN After ISP Collaborative 

writing equals 0. 

 

2.009 

 

0.045 

Reject the null 

hypothesis. 

 

EEIDI 

The median of differences between EEIDI Before ISP 

Collaborative writing and EEIDI After ISP 

Collaborative writing equals 0. 

 

2.858 

 

0.004 

Reject the null 

hypothesis. 

 

AOHL 

The median of differences between AOHL Before ISP 

Collaborative writing and AOHL After ISP 

Collaborative writing equals 0. 

 

2.291 

 

0.022 

Reject the null 

hypothesis. 

Overall 

Effectiveness 

The median of differences between Overall 

Effectiveness Before ISP Collaborative writing and 

Over All Effectiveness After ISP Collaborative 

writing equals 0. 

 

 

1.755 

 

 

0.079 

Retain the null 

hypothesis. 

 

Self-Efficacy 

The median of differences between 

Self-Efficacy before ISP Collaborative writing and Self 

Efficacy after ISP Collaborative writing equals 0. 

 

0.209 

 

0.835 

Retain the null 

hypothesis. 

Work 

impediment 

The median of differences between Work impediment 

before ISP Collaborative writing and Work 

impediment after ISP Collaborative writing equals 0. 

 

-0.522 

 

0.601 

Retain the null 

hypothesis. 
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Table in (Appendix C.2) presents the Wilcoxon signed-rank test result for all participants. In 

this study, we checked the impact of integrating the Neutralisation techniques on the InfoSec 

effectiveness via pre- and post-assessments. Through this way, we found that the P-value for 

both DoR (Z=1.006, P=0.315) and DoI (Z=1.795 p=0.073) are bigger than 0.05. These results 

indicate that the post-assessment result of the participants' evaluation of the ISP effectiveness is 

not statistically significant; thus, the null hypothesis should be retained. However, the DoI in 

Table in (Appendix C.2) shows a trend towards significance as fourteen (N=14) of the 

participants revealed positive improvement in their post-assessment ranking after the 

collaborative writing process of the InfoSec policy. 

In contrast, the P-value for other neutralisation techniques DoN, EEIDI and AOHL shows a 

statistically significant difference between the pre-and post-assessments of the participants’ 

perception about the ISP effectiveness before and after the intervention. Table 6.3 illustrates the 

P-value for DoN (z= 2.009, P=0.045), EEIDI (Z=2.858, P=0.045) and AOHL (Z=2.291, 

P=0.022), which are less than (0.05). Therefore, our analysis confirms the participants’ 

perception of policy effectiveness to counter DoN, EEIDI and AOHL significantly improved 

after the collaborative writing activity. Thus, we have enough evidence to reject the null 

hypotheses here. 

Also, as illustrated in Table (Appendix C.2), the P-value for self-efficacy is (Z=209, P=0.835). 

It means that the median difference between Self Efficacy before and after ISP collaborative 

writing is equal to 0. Thus, there is no statistically significant difference in the participants’ self-

efficacy, so we retain the null hypotheses. This result indicates that participants' confidence in 

implementing the updated password policy requirements compared to the original policy 

remains the same. Thus, it provides evidence that the end-users can produce an updated policy 

that does not require additional skills or efforts to comply.   

 In addition, the P-value for the ISP work impediment on the participants’ daily activities is (Z=-

0.522, P=0.601). In this context, we evaluate how the existing password policy complicates the 

work and how integrating the neutralisation techniques via collaborative writing can reduce the 

password policy’s complexity perception. The result reveals that the rejection of the null 

hypotheses is not possible. This is because findings show no statistically significant difference 

in the complexity of the password policy between the pre-and post-assessments after modifying 

the ISP. This result is consistent with the data in Table 6.3; it implies that the updated password 

policy does not add security requirements that can impact the end-users productivities. In 

general, the participants perceive that both the original and updated password policies still 



182 

 

 

hinder their work activities. However, we did not directly ask the participants during the 

collaborative writing process to make the password policy easier. 

 Chapter Summary 

This chapter contributes to the thesis by analysing and describing the research intervention 

through a security policy’s collaborative writing process to mitigate the end users’ tendency of 

justifying a policy violation (password sharing). This chapter collected data via three 

consecutive steps: a Pre-assessment survey to evaluate the giving policy overall effectiveness 

against four hypothetical scenarios related to neutralisation techniques, observations during the 

collaborative writing process and the group argument and decision-making process to mitigate 

each of the justification in the scenarios. The third step was a post-assessment survey of the 

modified security policy’s overall effectiveness after a focus group collaborative writing 

process. This empirical study makes an essential contribution to the thesis by providing evidence 

that the engagement of the end users’ perception via a collaborative writing process could play 

a crucial role in developing effective security policies that better fit the work environment. Thus, 

it can reinforce behavioural compliance by reducing the end users’ tendency to justify non-

compliance with InfoSec policies.  

This chapter explains the quantitative and qualitative approaches of collecting and analysing 

data and the statistical methods of interpreting the pre-assessment and post-assessment results. 

The results showed that integrating the end-user perception via a collaborative writing process 

improves the password policy’s effectiveness at mitigating some of the neutralisation 

hypothetical scenarios to share the password with others. Also, engaging the perception of end-

users by incorporating neutralisation techniques provides the IT department with a better 

understanding of the factors that stimulate the behavioural justifications of individuals and the 

mitigation approach that end-users adopt to confront this behaviour based on their understanding 

of business needs and the social context. The next chapter aims to generalise this study result 

by repeating in a different context at one of the biggest academic hospitals in Saudi Arabia.  
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 : Enhancing Infosec Policy Effectiveness Against 

Neutralisation Techniques Via The Engagement Of End 

Users In Policy Development (The KSA Hospital).  
 

The previous chapter demonstrated that the engagement of end user perception via a 

collaborative writing activity could improve the effectiveness of password policies to mitigate 

some of the end users’ justifications to share a password between colleagues. This chapter 

introduces the 4th and final phase of the research study, as shown in Figure 7.1. This phase 

repeats the chapter 7 intervention in one of the biggest hospitals in Saudi Arabia, the results in 

two different contexts (academic and healthcare) and between two different countries (the UK 

and Saudi Arabia) could improve the generalisation purposes.  

Figure 7.1 Phase Four Of The Research Study 

This chapter contains the following sections. Section 7.1 explains the study’s aim and purpose, 

while Section 7.2 provides details about the study’s methodology. Section 7.3 explains data 

and outcome analysis and provides comprehensive information about the study’s analysis 

procedure and the qualitative analysis of neutralisation techniques and mitigation strategies to 

improve the current hospital password policy in Saudi Arabia. Section 7.4 introduces the 

descriptive analysis, and Sections 7.5 and 7.6 provide a statistical significance test result. 

Section 7.7 summarises the contribution of the chapter to this thesis.  

 Purpose of The Study  

This empirical study used a collaborative writing process to enhance the information policy 

effectiveness to reduce the tendency of end-users to justify policy non-compliance. In 

Phase 1 Phase 2 Phase 3 Phase 4 

Determine the role of 

Neutralisation techniques 

to predict medical 

practitioner intention to 

violate InfoSec policies. 

A quantitative study 

using a questionnaire in 

Saudi Arabia. 

Investigate the 

motivations of medical 

practitioners to evoke 

neutralisation techniques 

to justify InfoSec 

violations. A qualitative 

study using semi-

structured interviews in a 

Saudi Arabian hospital. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using 

focus groups and pre and 

post questionnaires in the 

UK, University of 

Glasgow. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using 

focus groups and pre 

and post questionnaires 

in a Saudi Arabian  

Hospital.   

Chapter 4 Chapter 5 Chapter 6 Chapter 7
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particular, it seeks to determine whether the engagement of the end users’ perception in a 

complex environment such as healthcare can enhance Infosec policies to be more user-centric 

and increase the alignment between the security requirements and medical practitioners’ work 

duties. Thus, it can reduce an individual’s tendency to adopt neutralisation techniques to justify 

password violation.  

Only a few security scholars have attempted to counter neutralisation techniques, and all of 

those conducted studies attempting to change InfoSec non-compliance behaviour via various 

structured and unstructured Security Education, Training, and Awareness (SETA) programs. 

None took a close look at the security policy usability and its role on individual justifications 

(see chapter 2, section 2.7.3 for more details). The previous chapter provides evidence that 

engaging end-users in modifying password policy through collaborative writing can increase 

user-centred policy design and enhance its effectiveness in mitigating some neutralisation 

techniques. Consistent with our findings in chapter 5, environmental factors exert pressure on 

individuals.  One of the main pillars of this pressure is employees’ realisation that security 

policies are incompatible with their primary tasks. This misalignment of the security 

requirements increases individuals’ likelihood to justify their security breach and endanger the 

organisation’s security objectives. Likewise, in chapter 6, we argue that organisations need to 

revaluate their information security policies that disrupt work productivity and increase social 

pressure, inducing justifications to violate the existing security policies. Thus, the engagement 

of the InfoSec end-users to enhance the security policies via collaborative writing can be a 

promising approach to reduce the individual tendency to justify the non-compliance behaviour, 

primarily because it can improve the balance between security requirements and work 

objectives. Forty-two medical interns participated in this study from one of the largest 

academic hospitals in Saudi Arabia. We will refer to this hospital in this study as the “ABC 

hospital” for confidentiality purposes. 
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 Study Methodology 

 

• Data Collection Method  

Pre- and post-assessment surveys included several security claims representing five 

neutralisation techniques—Denial of Responsibility (DoR), Denial of Injury (DoI), Defence of 

Necessity (DoN), Everybody else is doing it (EEIDI), and Appeal of Higher loyalty (AoHL). 

Pre-assessment Survey 

Participant sheet

Participant consent form 

Create a Nickname

Demographic 
Information

ABC hospital Orgninal 
Policy Evaluation

Neutralisation claims

Overall effectiveness

Self-efficacy

Work impediment

Post-assessment Survey

Participant sheet

Participant consent form 

Enter your Nickname 

ABC hospital Modified 
policy Evaluation

Neutralisation claims

Overall effectiveness

Self-efficacy

Work impediment

Figure 7.3 Pre And Post Assessments' Sections Follow. 

Figure 7.2 Study Methodology and Data collection for phase four study 

Quantitative

•Pre-assessment survey of 
the orgnial password 
policy. 

Qualitative

•Focus group disscusion  of 
Medical interns to modify a 
password policy  via a 
collaborative wiring 
process.  

Quantitative

•Post assessment survey of 
the updated passowrd 
policy resulted from the 
collaborative writing 
process.
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Both surveys included additional constructs regarding self-efficacy, work impediment, and the 

overall security policy effectiveness. These surveys aimed to discover whether there was a 

significant improvement in password policy effectiveness to reduce the use of neutralisation 

techniques to violate the password policy. The study method described in the previous chapter 

was identical to the method used to conduct this study (see chapter 6, section 6.2 for more 

details). The only difference in the current study was that both the pre-and post-assessment 

surveys included the hospital password policy instead of the University of Glasgow password 

policy used in chapter 6, as shown in Figure 7.3. Also, all security scenarios that reflect four 

neutralisation techniques—Denial of Injury, Defence of Necessity, Everybody else is doing it, 

and Appeal of Higher loyalty—were revised to represent working in the hospital context. 

(Appendix D.1 for pre and post-assessment questions and Appendix D.4 for a security 

scenarios list). The researcher obtained ethical approval to conduct this study under application 

number 300190037 (Appendices D.5 Ethical approval and D.6 participants’ sheets).  

• Study Sample 

The study sample was the medical interns in one of the largest academic hospitals in Saudi 

Arabia. All medical schools in Saudi Arabia require their students to study a total of seven 

years; the Medical Internship Program (MIP) comes after the sixth year of mandatory medical 

courses. The medical internship programs and materials are essential components in increasing 

the knowledge base and practical experience of these future doctors [307]. (chapter 4, section 

4.3.3 provides more information about the study sample.) Each medical intern (MI) works 

under close supervision of senior physicians at the ABC hospital as they rotate through various 

clinics. The job duties of the medical interns are similar to the primary roles of senior 

physicians, which include interacting with patients, examining and diagnosing them, reviewing 

medical records, providing patient care, and so forth. The IT department creates an EMR 

account for each MI once a medical student is assigned to the hospital to start their MIP year. 

Unlike senior physicians, the medical interns are limited to reviewing patient records and 

writing medical notes; they are not privileged to issue such medical orders as lab tests, 

medications, X-rays, and so forth.  

The researcher communicated with both the IT department and the ABC hospital’s College of 

Medicine for approval and support in conducting the study. The ABC hospital’s IT department 

assigned a secretary to provide logistic support. In addition, the dean’s office of the College of 

Medicine at the hospital provided the names and emails of all the medical interns and sent the 
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first invitation email for the study to all medical interns during the 2019–2020 MIP year. The 

Dean’s office also appointed a medical intern as a coordinator between the researcher and the 

medical interns; this individual was responsible for sending reminders about the study to the 

participants and communicating with them about the venue of the meetings. The invitation 

email included a link to a scheduling website (doodle.com) that the participants used to register 

their personal information and select the time and dates of their involvement in the study.  

• Study procedures  

Once five participants formed a group based on their choice of the available time and date slots, 

the researcher contacted them by email and provided them with the meeting time for the focus 

group’s collaborative writing activity. So, each MI participant was assigned randomly to a 

group based on their choices of available date and time slots without any interference from the 

researcher. After each participant read the participant sheet and accepted the terms and 

conditions of the consent form, they received the online link for the pre-assessment survey one 

day before the collaborative writing activity that encouraged them to complete the survey ahead 

of the meeting time. As illustrated in Figure 7.3, the pre-assessment and post-assessment 

sections were designed as follows:  

1. Preassessment survey (21 questions): (Appendix D.1 provides a list of the survey 

measurement items for both preassessment and post-assessment). 

1.1. Create a Nickname: After reading the participant sheet and accepting the consent 

form, the survey starts by asking the respondent to create a nickname for the purpose 

of confidentiality. The nickname was used to connect each respondent’s answers from 

the pre-assessment to the post-assessment to identify any changes between the two.  

1.2. Demographic information: After crating the nickname, the respondent completed 

three demographic questions about gender, level of education and the ability to access 

the hospital’s EMR system. If the respondent answered “NO” to the last item, which 

indicates that the MI does not have access, a thank you message appeared, and the 

survey ended. 

1.3. ABC hospital original policy evaluation: The respondent read the hospital’s current 

password policy, then proceeded directly to the neutralisation techniques section. 

1.4.  Neutralisation claims: This section aimed to measure end-user perception regarding 

the effectiveness of the hospital password policy to counter several claims that end 

users might adopt to justify their behavioural violation of policy. This section required 
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the respondents to answer a total of 11 questions derived from the InfoSec literature 

and represented five neutralisation techniques, Denial of Responsibility, Denial of 

Injury, Defence of Necessity, Everybody else is doing it, and Appeal of Higher loyalty. 

For example, a Denial of Responsibility claim is, “From your perspective, how 

effective do you think is the above policy in countering the following claim: it is not 

my fault that the hospital provides complex password management procedures that are 

inefficient. Thus, I will share my password with a trusted colleague.”  

1.5. Overall policy effectiveness: This is a single question following the neutralisation 

claims section intended to determine the respondent’s evaluation of the hospital current 

password policy effectiveness to counter all previous neutralisation claims. 

1.6. Self-efficacy: This section was measured via three items using a 7-point Likert scale 

from 1, Strongly Disagree, to 7, Strongly Agree. These items are intended to capture 

the respondent’s confidence to meet all the password policy requirements. For 

example, “I have the necessary skills to fulfil the requirements of this policy.” 

1.7. Work impediment: This section was measured via four items using the same 7-point 

scale as in the previous section. These questions aimed to identify the MI’s perception 

of the complexity that the hospital password policy requirements added to the work 

productivity. For instance, “Following the requirements of the given password policy 

distracts me from doing my actual work duties.” 

2. Post-assessment survey (18 questions): This is identical to the pre-assessment survey, 

except for two sections. The demographic information section was eliminated, and the 

password policy evaluation section was changed to include the updated content of password 

policy resulting from another group’s collaborative writing. The survey aims to evaluate 

any change of perception after the collaborative writing process modified the hospital 

password policy. 

Unlike the study in chapter 6, the post-assessment was sent two weeks after the group 

discussion for the collaborative writing process due to the difficulties of forming two groups 

in one week and the slow participation rate from MIs. Thus, the total days to conduct this study 

was approximately 110 days, and the study successful recruited 42 participants forming ten 

groups. Eight groups (A, B, C, D, E, F, J, and G) contained four participants per group, while 

two groups (I and J) had five participants each. Figure 7.3 illustrates the overall data collection 

process for this study: 
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Figure 7.4 Data Collection procedures 

 

As Figure 7.4 illustrates, the collaborative writing activity started after group members 

completed the pre-assessment survey. At a specific time and location, each group met face-to-

face for the collaborative writing process. The current study was a group effort to discuss and 

modify the hospital password policy to counter a set of neutralisation scenarios that led to the 

violation of the password policy (see chapter 3, section 3.3.6.2 for more details about CW). At 

the beginning of this activity, the researcher distributed a document that included the hospital’s 

current password policy and a list of neutralisation scenarios. Then the researcher applied the 

CW strategy called “a group single-author writing” and asked the group to choose an editor 

responsible for writing the group changes directly to the hospital password policy document. 

This CW strategy was appropriate because the group was small and interacting face-to-face. 

The CW started when each member read the policy, discussed how to counter each 

neutralisation scenario, and reviewed the hospital’s password policy to address these scenarios. 

The group members coded each of their modifications (solutions) with the corresponding 

neutralisation technique. Once consensus was reached on all changes for each scenario, the 

CW session was ended.  

Each CW session lasted between 60–120 minutes, and the majority of the collaborative writing 

sessions were audio-recorded. The researcher was present in the meeting room during these 

sessions, taking notes and observing without interference. All the collaborative writing 

discussions were mainly in English. After each session, all audio records were encrypted in a 

USB device, and the researcher notes were securely stored. The last part of the research 

methodology was the post-assessment survey, which aimed to determine any variation of the 

MI’s perception of the updated password policy effectiveness to mitigate neutralisation claims 

to share the password. Most of the MIs received an online link to the post-assessment survey 

two weeks after the CW. Both the pre-and post-assessments were developed using a user-

friendly online service (surveymonkey.com) that can be accessed via PCs or portable devices. 

The approximate time was 15–20 minutes to complete each of the pre-and post-assessments.  
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 Analysis and Results  

As in the previous chapter, we used qualitative and quantitative approaches to collect and 

analyse data. In this study, we repeated all the data collection and analysis procedures stated in 

chapter 6 (see section 6.3 for more details). In summary, first, the researcher used content 

analysis to examine all the password policy documents resulting from the CW process of the 

ten groups. Then we grounded the content analysis based on a prior coding approach [242] by 

using the Situational Crime Prevention Theory (SCPT) to generate meaningful codes and 

themes. Thus,  all the modified documents of the hospital password policy were analysed 

following Krippendorff’s [195] content analysis procedure, as shown in Figure 7.4.  

Second, the researcher created an MS-Excel sheet that included all the added or modified 

sentences from the modified password policy documents—ten documents from ten MI groups. 

Each modified or added statement was identified and exported to the MS-Excel sheet 

(Unitizing). When a complete list of all the added or altered statements was generated, three 

copies of the MS-excel sheet were distributed to three independent researchers for the coding 

phase based on the SCPT codes and themes. Once those three independent researchers finished 

the coding phase, a focus group discussion was conducted to seek consensus for each code. 

This stage was completed when each added or modified statement was assigned to at least one 

code under a specific theme, as illustrated in Figure 7.5. Then, the researcher statistically and 

qualitatively analysed and reported the result.  

The following subsections provide more details about the quantitative survey (pre-and post-

assessments) results along with qualitative content analysis of modified password policies via 

the CW process. Each subsection addresses one of the neutralisation techniques in the study 

scope—Denial of Injury, Defence of Necessity, Appeal of Higher Loyalty, and Everybody else 

is doing it. The analysis includes three steps:  

• Pre-assessment: This step was essential to capture perceptions of the hospital’s 

existing password policy before modifying it via the collaborative writing process. An 

online survey includes several neutralisation claims (See Appendix 7. A) that an 

individual might use to violate password policy. Thus, we measured the effectiveness 

of the current password policy against these claims based on the calculation of medians 

of the participant answers. Later, an overall significant test was performed to calculate 

the variation of the participants’ evaluation of the password policy effectiveness before 

and after the CW process. 
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Figure 7.6 Independent Researchers Content Analysis and Focus Group Processes 

• The collaborative writing process: We observed the discussion to counter each of the 

justification scenarios to understand their behavioural intention to accept or reject each 

justification. Therefore, we can evaluate their understanding of the importance of 

security compliance during their daily activities indirectly. Moreover, we were keen to 

understand how each group provided a solution to mitigate the consequences of each 

neutralisation technique under the lens of SCPT theory, which can be reflected as a text 

by modifying a given security policy. 

• Post-assessment: The post-assessment survey was used to measure any change of 

evaluation of the modified password policy produced via the collaborative writing 

process. The median difference between the pre- and post-assessments can reveal 

whether the effectiveness of the revised password policy improved or not. 
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Table 7.1  The Overall Pre-Assessment and Post-Assessment Frequency (%) Of 

Neutralisation Techniques 

   

 Pre 

assessment  

Denial 

Of 

Injury  

Defence 

of 

Necessity  

Everybody 

else is doing 

it  

Appeal 

to 

higher 

loyalty  

Policy 

Overall 

effectivenes

s    

Self-

efficacy 

Work 

Impediment  

7 points Likert 

Scale 

Frequen

cy (%) 

Frequency 

(%) 

Frequency 

(%) 

Frequen

cy (%) 

Frequency 

(%) 

7 points 

Likert 

Scale 

Frequen

cy (%) 
Frequency (%) 

Strongly 

Ineffective 
(1) 

3  (7%) 1  (2%) 5  (12%) 
4  

(10%) 
3  (7%) 

Strongly 

Agree 
1  (2%) 0  (0%) 

Ineffective (2) 
15 

(36%) 
17 (40%) 11 (26%) 

12 

(29%) 
21  (50%) Agree 0 (0%) 5  (12%) 

Somewhat 

Ineffective (3) 
8 (19%) 12  (29%) 12  (29%) 

9  

(21%) 
12 (29%) 

Somewha

t Agree 
1 (2%) 6 (14%) 

Neither 

effective nor 

ineffective 
(4) 

3 (7%) 6 (14%) 3 (7%) 
7 

(17%) 
5 (12%) 

Neither 

Agree 

nor 
Disagree 

6 (14%) 5 (12%) 

Somewhat 

effective 

(5) 

5  

(12%) 

5 

(12%) 

8 

(19%) 

9 

(21%) 

1 

(2%) 

Somewha

t 

Disagree 

13  

(31%) 

14  

(33%) 

Effective 

(6) 

7  

(17%) 
1  (2%) 3  (7%) 0  (0%) 0  (0%) Disagree 

14  

(33%) 
6  (14%) 

Strongly 

effective  
(7) 

1  (2%) 0  (0%) 0  (0%) 1  (2%) 0  (0%) 
Strongly 

Disagree 

7  

(17%) 
6  (14%) 

Total # of 

Participants 

42  

(100%) 

42  

(100%) 
42  (100%) 

42  

(100%) 
42  (100%)   

42  

(100%) 
42  (100%) 

post 

assessment 

Denial 

Of 
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of 

Necessity  
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else is doing 

it  
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to 
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Policy 

Overall 
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Frequen

cy (%) 
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(%) 

Frequency 

(%) 
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cy (%) 
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(%) 

7 points 
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cy (%) 
Frequency (%) 

Strongly 

Ineffective 

(1) 

0 (0%) 0 (0%) 2 (5%) 1  (2%) 0 (0%) 
Strongly 
Agree 

0 (0%) 0  (0%) 

Ineffective (2) 6 (14%) 3 (7%) 2 (5%) 1  (2%) 5 (12%) Agree 0 (0%) 9  (21%) 

Somewhat 

Ineffective (3) 
6 (14%) 5 (12%) 8 (19%) 

7  

(17%) 
4 (10%) 

Somewha

t Agree 
1 (2%) 6  (14%) 

Neither 

effective nor 
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(4) 

1 (2%) 6 (14%) 4 (10%) 3 (7%) 6 (14%) 
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0 (0%) 3  (7%) 
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(5) 

11 
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9 (21%) 5 (12%) 

10 

(24%) 
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t 

Disagree 

10 

(24%) 
11  (26%) 
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(6) 
9 (21%) 8 (19%) 14 (33%) 

9 

(21%) 
9 (21%) Disagree 

23 

(55%) 
8  (19%) 
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effective  

(7) 

9 (21%) 11 (26%) 7 (17%) 
11 

(26%) 
3 (7%) 

Strongly 
Disagree 

8  

(19%) 
5  (12%) 

Total # of 

Participants 

42 

(100%) 

42  

(100%) 

42 

(100%) 

42 

(100% 

42   

(100%) 
  

42  

(100%) 

42 

(100%) 
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The following subsections of this chapter (7.3.1 to 7.3.4) describe the content analysis results 

and the focus group of independent researchers, as mentioned above. Descriptive statistics 

across pre-and post-assessments captured the change in participants’ perception of password 

policy before and after the collaborative writing process. Also, we conducted a qualitative 

content analysis of all updated password documents based on SCPT to identify suggested 

solutions that participants added to the password policy. The four neutralisation techniques 

were analysed using pre-assessment, during the collaborative writing process, and post-

assessment as described in section 7.3. 

7.3.1 Denial of Injury (DoI) 

The following section provides the statistical analysis of the perception of the effectiveness of 

the updated password policy before and after the collaborative writing process, as well as the 

qualitative analysis of the updated password policy during collaborative writing.  Each of these 

subsections was described in more detail above. 

 

Figure 7.7 Median Comparison Between All Groups For Denial Of Injury (DoI) 

 

Figure 7.8 Mapping Frequency of codes between Denial Of Injury And The Situational 

Crime Prevention Theory 
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• Pre-assessment evaluation  

Table 7.1 shows the MI’s evaluation of the hospital’s current password policy effectiveness to 

counter DoI claims to justify password sharing. The majority of the MIs in our sample (N=42) 

evaluated the password policy and placed it generally on the ineffective side (N=26, 62%) as 

the following; “ineffective” (N=15, 36%), “somewhat ineffective” ( N=8, 19%) and “strongly 

ineffective” (N=3, 7%). On the other hand, only thirteen of the MIs (30%) assessed the current 

password policy as “effective” (N=7, 17%), “somewhat effective” ( N=5, 12%), and only one 

MI evaluated the password policy as “strongly effective” (2%) to mitigate the tendency to 

violate password policy via DoI claims. In addition, three of the MIs (7%) shared a neutral 

position on the password policy, assessing it as “neither effective nor ineffective.” According 

to Table 7.1, the median of the DoI in preassessment was Mdn=3, which indicated that the 

policy in its current state was “ineffective” (IQR=3). 

• During the collaborative writing:  

The MI’s perception of the DoI was analysed through their arguments to accept or reject that 

such justifications would occur, along with their understanding of the consequences of sharing 

a password. Also, their decision-making process attempted to update the current password 

policy to represent better the expected harm of violating password policy by the medical 

practitioners. Then, they proposed revisions to the policy to mitigate the end-users propensity 

to adopt such a justification. The following scenario was projected on the screen: 

“Sarah is a Medical Intern in a public large-sized hospital, and she has access to the hospital Electronic 

Medical Records system (EMRs). To ensure that patient information is preserved securely, the hospital 

has a firm password management policy that all medical staff must keep their EMRs account password 

confidential. One day, Sarah was approached by another medical intern named Tony, who asked Sarah 

to share her EMR account password to allow him to write a medical note and view patients’ records as 

Tony’s password is expired. Sarah knew that Tony was a trustworthy colleague, and he was a member 

of her team. So, she felt that nobody would get harmed if she shared her password with Tony. 

Therefore, Sarah gives Tony her password to let him write the medical note order using her account.” 

Denial of injury, in our context,  referred to the individual justification that sharing an EMR 

account password with another colleague is harmless. It was noted that the MIs were very open 

in their discussion style. Each MI read the neutralisation scenarios silently, then started to 

discuss each of them. It was noted that the MIs read the DoI scenario and immediately wondered 

if there is any cost for non-compliance with the password policy on the patients or doctors. 

Unlike participants in chapter 6, the medical interns searched for any laws or regulations that 
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stated any legal consequences of the violation and asked if IT could detect the password 

violations. Also, most of the MIs mainly perceived harm as anything that can cause damages to 

the patient’s health without careful attention to the security and privacy risks associated with 

sharing the password. For instance, members of groups B and D stated during their groups' 

discussion that:  

Member from B: “Most of the time, no harm from sharing password.” 

Member from D:  “To be honest, we always care more about the consequences on 

patient health more than security, so when I share my password or account, I will be 

more afraid of wrong drug prescriptions than thinking about patient privacy.” 

As shown in Figure 7.7, all groups reached a consensus that three strategies of SCPT can 

discourage the end-user willingness to deny the harmful consequences of sharing a password or 

the EMR account. In addition, the groups added 17 (out of 89) modifications to the password 

policy to mitigate the DoI scenario. These modifications were coded based on the SCPT 

strategies for reducing the opportunity to conduct undesirable behaviour (see section 6.3 for 

more details). The SCPT strategies proposed by the groups were to increase perceived risk, 

reduce excuses, and reduce provocations. 

Increased perceived risk was the most recommended strategy against the DoI scenario. This 

strategy aims to influence the individual decision-making process by clarifying the cost of non-

compliance on both the organisational and personal levels. For instance, several members of 

groups G, E, and H argued that the current password policy lacks any mention of the negative 

consequences of sharing passwords: 

Member from G: “The document does not state any harm to patients or doctors. There 

are no penalties for sharing a password between doctors, so there is no harm in doing 

so for both parties.” 

Member from E: “The policy has not mentioned any consequences or legal action for 

sharing the password; I think we need to focus on this point to counter DoI’s claim.” 

Member from H: “We need to say why this policy is important by stating the result of 

violations.” 

Consequently, several groups added sentences intended to reveal that password sharing was a 

malicious action and that conducting such behaviour would negatively affect the privacy of the 

patient and both the EMR account holder and account user. For example, a member in group I 

explained this argument by stating :  
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Member from I: “We need to make sure that who signed the medical order will be 

responsible for any leagl or security consequences; this includes if you allow someone 

to give order using your account.” 

 Five groups (A), (B), (I) and (J) focused on increasing the risks of password sharing by focusing 

on the consequences of medical error—such as “double medical order”—on patient health, 

security violations that could compromise patient data, and the legal liability associated with 

these behaviours. Their argument was based on the concept that the mindset of medical 

practitioners prepared them to comply with a medical oath to serve patients and not cause harm. 

Also, they argued that Denial of Injury could be discouraged by making the EMR account holder 

responsible for any harmful actions associated with the account due to sharing the EMR 

password with a colleague. This is consistent with Helo and Moulto[308] stating that every 

member of the healthcare team was responsible for making decisions that ensure the safety of 

the healthcare environment for the patient and healthcare workers. Therefore, amendments to 

password policy warned medical practitioners of the magnitude of legal harm if they were 

apprehended for password sharing rather than punishment such as salary reduction. Thus,  they 

added:  

Group A: “Sharing your password might result in harm to patient or physician (e.g. Double 

orders, Medication errors, etc.), and you will be legally responsible.” 

Group B: “The account owner will be involved in any legal issue if sharing password led to 

any harmful event to the patient.” 

Group F: “A formal warning will be issued to a staff member if sharing of login credentials is 

found.” 

Group I: “EMRS users will be instructed that sharing their accounts might compromise system 

security, patient care and subject the original account user for legal consequences.” 

Group J: “Responsibility: You will be legally responsible for any action/written 

info/order/input/documentation that is done by your account. If sharing password/account has 

been confirmed: legal consequences will be taken.” 

Excuses removal was the SCPT’s second strategy to reduce medical practitioners’ 

opportunities to justify a password policy violation using DoI. Excuse removal aims to 

neutralise the justifications that the offender used to commit a crime and includes five sub-

strategies:  (1) set rules, (2) post instructions, (3) alert awareness, (4) assist compliance, and 

(5) control drugs and alcohol [238]. During collaborative writing, a member in group D referred 

to the necessity of posting instructions that remind the medical practitioners to keep their EMR 
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passwords confidential. Thus, he argued that giving such instructions would leave no room for 

excuses:   

Member from D: “We need the system to prompt a reminder message for every EMR 

user saying that sharing the account password or the account itself is not allowed. ” 

The main argument was based on the criticism that many MIs and other medical practitioners 

started their medical internship program or medical duty in the clinics without an active EMR 

account. This situation forced the MIs to ask others to share their accounts until they got an 

active account (see chapter 5, section 5.5.1 for more details about this situation). They 

emphasised the need to establish a rule that preserved the employee’s right to access the 

hospital system before officially beginning work. Thus, putting such a rule in the policy would 

reduce the chance of justifying password sharing as harmless action due to no active account, 

and at the same time, encourage the IT department to make sure this employee right is fulfilled. 

Thus, group D added the following: 

Group D: “The IT department must ensure that any employee must have active access to the 

hospital system before the first day of his/her job.” 

Additionally, group J suggested that the posting of the instructions could remove the excuse of 

sharing the password and guide medical practitioners on how to protect their EMR passwords. 

They argued that medical practitioners might create security misconceptions due to inconsistent 

information about what is allowed or prohibited in the password policy. In addition, clarifying 

these instructions would make the practitioner aware of risky behaviours, including dealing 

with colleagues requests to share a password. Thus, it might discourage that person from 

justifying password sharing with colleagues as harmless. As a result, group J added :   

Group J: “Password must not be shared, written down or stored in locations where it can be 

found, regardless of whether you think it is beneficial, professional, or not. and that it will be 

immediately changed  if compromised.” 

The last SCPT strategy proposed by the groups to mitigate individual justification was reducing 

provocations. This SCPT strategy includes five sub-strategies: (1) reduce frustrations and 

stress, (2) avoid disputes, (3) reduce emotional arousal, (4) neutralise peer pressure, and (5) 

discourage imitation.  According to Padayachee [309], reducing provocation aims to decrease 

“the emotional triggers that may precipitate a motivated criminal to commit an offence,” and 

she suggested that “reduce precipitators” was an alternative in the information security domain. 

Wortley [304] argued that two situational forces influence individual behaviour: “those which 
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are responsible for precipitating action and those which regulate behaviour by the opportunities 

they present” [238]. Thus, successful management of these situational precipitators could play 

an essential role in regulating an opportunity that could be exploited to offend [238].  

Social pressure is a crucial situational factor that could motivate individuals to offend. 

According to Wortley [304], compliance with orders and instructions from authorised 

personnel and compliance with group norms are significant sources of social pressure in 

organisations. In our context, group D members discussed the importance of reducing peer 

pressure by giving the group member a reason to justify their refusal to share a password. This 

group adopted reducing provocation via neutralising peer pressure as a suitable SCPT strategy 

to mitigate the individual tendency to justify sharing passwords via DoI. Their main argument 

was that every medical team member should feel responsible for protecting their password, 

even from their peers. One way to do this was to expand the risk magnitude of security and 

privacy breaches due to password sharing. Thus, group D added the following:  

Group D: “If someone shared a password or account, the whole department/team should be 

held the responsibilities and consequences of any security or privacy breaches.” 

• Post-assessment Evaluation:  

The lower part of  Table 7.1 illustrates the post-assessment of the participants’ perception about 

the effectiveness of the updated policy via the collaborative writing process to mitigate MI 

justification that password sharing was harmless. The post-assessment of the updated policy 

showed that only 12 out of 42 participants (28%) evaluated the updated policy that considered 

the DoI scenario during the collaborative writing process was “somewhat ineffective” (N=6) 

and “ineffective” (N=6), respectively. Also, only one participant (2%) provided a neutral 

evaluation and perceived the modified policy as “neither effective nor ineffective” to mitigate 

the DoI.  

However, most of the MIs (N=29; 69%) evaluated that the updated policy as “strongly 

effective” (N=9), “effective” (N=9), or “somewhat effective” (N=11) to mitigate the tendency 

to adopt the DoI and violate the password policy. Also, Figure 7.6 Median Comparison between 

all groups for Denial of Injury (DoI) showed that the median of the post-assessment for the 

updated policy in 7 groups (A, B, C, D, G, I, and J) had been strongly improved, while the 

perceptions in groups F and H remained without change: Group F evaluated the updated policy 

as “neither effective nor ineffective,” and Group H evaluated the updated policy as “somewhat 

ineffective.” However, only group E post-assessments median declined as the participant 
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evaluated the updated policy from “effective” to “somewhat effective.” Last, the change of 

overall median value in the participants’ perception revealed more agreement that the updated 

policy was more effective in reducing the medical practitioners’  tendency to justify the 

consequences of sharing policy between colleagues as harmless (Mdn=5, Stdev= 2.07, and  

IQR3-IQR1= 3). 

7.3.2 Defence of Necessity (DoN) 

 

Figure 7.9 Median Comparison Between All Groups For Defence Of Necessity 

  

Figure 7.10 Mapping Frequency of codes between Defence of Necessity (DoN) and The 

Situational Crime Prevention Theory 
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• Pre-assessment evaluation:  

Table 7.1 outlines the pre-evaluation of the current password policy regarding the use of DoN 

as an excuse for policy violation. The pre-assessment gathered data from a total of 42 medical 

interns. The result from the pre-assessment showed that the majority of the MIs perceived the 

current password policy as “ineffective” (N=30, 70%). Twelve participants (34%) reported that 

the password policy in its current state was “somewhat ineffective” (N=12, 29%), “ineffective” 

(N=17, 40%) or “strongly ineffective” (N=1, 2%) to mitigate medical practitioners’ propensity 

to adopt DoN claims. However, a few participants (N=6, 28%) reported that the original 

password policy was either “somewhat effective” (N=5) or “effective” (N=1). Also, six 

participants (14 %) revealed a neutral perception of the original password policy to counter 

DoN. The overall median of pre-assessment across all groups was (Mdn=3, IQR=2), which 

indicated a consensus between all group members that the original password policy is 

somewhat ineffective to counter the end-users likelihood to justify the policy violation via 

DoN. 

• During the collaborative writing:  

The groups’ perceptions were analysed in terms of their justification for accepting or rejecting 

the DoN, which addressed how surrounding conditions affect an employee’s tendency, in the 

existence of the current hospital password policy, to share a password or account for their EMR 

systems and then claim that such a breach was necessary to finish the work. Additionally, the 

participants’ approaches and the relevant arguments in each group to modify the original 

password policy in order to decrease employees’ propensity to embrace DoN claim and the 

relationship between these alterations and reducing opportunity based on the SCPT strategies 

was discussed. The following scenario was projected on the screen: 

“Sarah is a Medical Intern in a public large-sized hospital, and she has access to the hospital Electronic 

Medical Records system (EMRs).To ensure that patient information is preserved securely, the hospital 

has a firm password management policy that all medical staff must keep their EMRs account password 

confidential. One day, Sarah was approached by another medical intern named Tony, who asked Sarah 

to share her EMR account password to allow him to write a medical note and view patients’ records as 

Tony’s password is expired. Sarah knew that Tony was a trustworthy colleague and a member of her 

team. So, she felt that they were working in a busy clinic, and it was essential action to share her 

password in order to improve work performance. Thus, Sarah gives Tony her password to let him 

write the required medical note order using her account.” 
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Most groups believed that this scenario was more likely to occur in clinics that require 

emergency responses to treat patients, such as emergency rooms, or clinics that typically interact 

with a large number of patients, such as outpatient clinics. They stated that the medical 

practitioners in these clinics were under significant workloads that could reach lifesaving 

situations. Thus, they cannot deal with an extra burden, such as being unable to access the EMR 

system to conduct the required medical orders.  

A total of 11 modifications in the original password policy aimed to reduce the medical 

practitioner’s tendency to evoke DoN and share the passwords/accounts. Thus, the groups 

suggested three situational crime prevention techniques that could reduce the opportunity for 

the medical practitioners to adopt the DoN claim and violate the password as a necessity for the 

work progress. According to Figure.7.9, several medical intern groups during the collaborative 

writing decided that “increased efforts,” “provide opportunities,” and “remove excuses” were 

suitable strategies to mitigate the medical practitioners’ justification for using DoN. 

“Increase efforts” involve strategies that make conducting undesirable behaviour challenging to 

carry out, such as violating a security policy [310]. According to Safa et al. [310], an 

authentication is a traditional approach for access control of IT assets, which can increase the 

difficulty to conduct misbehaviour. In our case, most participants agreed that controlling access 

to IT facilities (EMR system) would be an appropriate strategy to reduce password sharing for 

the greater benefit, such as increased work productivity. They argued that many clinicians would 

always find sharing passwords out of necessity a valid reason for violating password policy even 

in situations where password sharing is not actually required; as a participant in the group I 

stated: 

Member from I: “Yes, there is a good cause for the doctors to share the password to 

serve a patient, but we agree that such behaviour can open a hole in the password policy 

that can be compromised system. Also, we all know some of the doctors share their 

passwords as a courtesy to their fellow doctors.”  

Thus, five groups (B, C, D, G, and  H) added five modifications to the original policy to counter 

the DoN claim. They claimed that the current configuration of the EMR system allowed multiple 

sessions to be opened in different places, which motivated the medical practitioners to share 

their passwords without careful attention because these multiple sessions would not impact their 

work. Thus, they suggested that configuring EMR login privileges by limiting EMR sessions to 

just one would be an appropriate strategy to reduce their tendency to share passwords. They also 
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emphasised that it was challenging to prevent medical practitioners from arguing that password 

sharing was necessary to perform their work, which is valid on many occasions. Thus, reducing 

password/account sharing due to business necessity to a minimum level was the aim, which 

would be a positive change for the work environment and security.  

According to Freilich and Neumann [10], the primary goal of the SCPT was to control and 

maintain crime rather than the traditional approach of trying to eradicate crime. Also, the SCPT 

encouraged maintaining a certain level of crime and focused more on reducing expected harm. 

Thus, allowing only one EMR session would affect the rational decision-making process of 

medical practitioners, who routinely shared their passwords, in a way to reconsider the decision 

of sharing the password and reassess the situation whether “worthwhile” to share the password 

with a colleague and freeze their work until the colleague exit from the shared EMR account. 

This is consistent with Safa et al. [310], who stated that “rationalisation and available 

opportunities for offending play vital roles in the aetiology. It is argued that if offending is 

difficult, as a consequence, the propensity to offend will be reduced.” Thus, the groups added 

five statements that reflected the need for increased effort as an SCPT strategy:  

Group B: “The system will permit one account running at the moment.” 

Group C: “No two devices are allowed to log in at the same time.” 

Group D: “the account should be login in on one computer; if two computers log in to the 

same account at the same time, one will be forced to log off.”  

Group G: “The account cannot be accessed by two devices at the same time, and it will log 

out automatically if logged in through another computer.”  

Group H: “An account cannot be accessed in more than one computer at a specific time.” 

The second SCPT strategy to counter the tendency to evoke DoN for password policy violation 

was to “provide opportunity.” Four groups (C, J, F, and E) incorporated statements that 

reflected two strategies under providing opportunity: (1) facilitated compliance and (2) 

legalisation.  

The hospital is a complex environment that requires high collaboration and coordination 

between the medical teams. Being unable to access the EMR system could cause significant 

disruption to inpatient services. It would be a challenge for the team to balance the password 

requirements and the work needs in such a situation. In our case, several groups during the 

collaborative writing discussed the poor password resetting procedure in the ABC hospital and 
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its effect on work efficiency. For instance, if a medical practitioner’s password expired, then 

they would not be allowed to access the EMR system until they wrote an official email to the 

IT department asking for a resetting link. From the medical practitioners’ perspective, this was 

considered an excessive amount of time to reset a password and regain access to the EMR 

system, so the quickest path in this situation would be asking a colleague to share their 

password until the IT department replied with the resetting link. Thus, in this situation, the 

justification for such sharing passwords would be the urgency of work. A member of a group 

J discussed a similar idea:  

Member from J: “I agree that account sharing is wrong regardless of the justifications, 

but still, give me a solution that addresses the underlying reasons for my justifications. 

As a doctor, I see my justification as valid, and I have not done it arbitrarily.” 

Freilich and Newman [311] claimed that providing an opportunity for the offender could 

encourage them “to displace the less serious offence.” In our case, it implied that the 

organisation should accept that eliminating password sharing was an impractical idea, and there 

was a need to reconsider such an assumption by legalising such behaviour to ensure it was 

conducted at least under close monitoring from the IT department. In criminology, there was 

successful evidence that the legalisation of some undesirable behaviour could contribute to less 

harmful consequences. For instance, the legalisation of prostitution in New Zealand led to a 

reduction of aggressive behaviour against women who worked in this field and enhanced 

working conditions for them, as it ran under government regulations [301]. 

In our case, group C believed that implementing strict security requirements for passwords 

could lead indirectly to a security violation. Thus, there was a need to accept the idea of giving 

exceptions to circumventing the password policy under emergency conditions. A group 

member in group C explained this perspective as follows:  

Member from C: “I think the system privileges should be reviewed and re-evaluated 

again; password sharing is an exception that needs to understand why they are doing 

it. Preventing password sharing using the policy without understanding the motives is 

just keeping the problem unresolved. There is a conflict between real work activities 

and policy. The policy only forbids actions or add more controls without sometimes 

considering the need for exceptions.” 

Thus, participants in group C agreed that there was a need to make some exceptions to the 

password policy regarding system privileges. Also, the group suggested that supervising doctors 
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could give their junior doctors some privileges to perform their routine duties such as ordering 

lab tests, writing documents, or discharging patients. Therefore, MIs could prepare medical 

orders in a consultant’s EMR account for validation. This solution can provide an alternative 

and official method to the problem of password sharing and improve work performance without 

violating the policy, and the group considered this exception as a kind of privileged escalation. 

Thus, the group added the following:  

Group C: “A prompt system request be made available to allow at least three people in the 

department to use the account of a senior physician for 48 hours (providing the name and badge 

number of each user).” 

 In addition, three groups perceived that providing such an opportunity could reduce the 

medical practitioner’s justification via DoN by facilitating compliance with the password 

policy. Participants in these groups agreed that there was a need to improve the current policy 

by improving password generation procedures. They stated that the current password policy 

required changing the password for the EMR system every three months. If the password 

expired, the practitioner needed to complete an official form and send it to the IT department 

by email to receive a password reset link. This process could take at least 24 to 48 hours. Thus, 

it would put the practitioners under work pressure to deal with the clinic duties. Therefore, the 

IT department gave no room to the practitioners other than violating the password policy by 

temporarily asking a colleague to share their EMR password. Three groups (J, E, and F) 

suggested that the practitioner needed to have an opportunity to resolve such a situation by 

providing them with an instant method to reset the password or providing them with the ability 

to temporarily access the EMR using their fingerprint. Thus, providing these alternative 

methods could improve password policy compliance and reduce the password expiration issue 

and relevant justification. According to Nandakumar et al. [312], using biometric 

authentication to access the IT systems might overcome security issues such as password 

guessed, stolen, lost, forgotten, and shared between colleagues. Thus, the three groups added 

the following: 

Group J: “The system allows instant regenerating password using the reset link in the login 

page.” 

Group F: “The system can be accessed using biometric measures, i.e. fingerprints, without 

requiring the input of a password.”  

Group E: “You must log in by your fingerprint, if not possible, to use your password.” 
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The last SCPT strategy to counter the tendency of the medical practitioners to evoke DoN and 

share the password was “removing excuses.” Two groups (G and I) proposed this approach, 

mainly removing excuses by addressing the awareness of the medical practitioners. They 

argued that altering their awareness of the existing password policy requirement could enhance 

their compliance with the policy. According to Padayachee [109], several methods could 

improve the end-users awareness of security controls, such as code of ethics, acceptable use 

policy, and copyright protection. In our case, participants in groups I and G stated that it was 

critical to precisely define acceptable and unacceptable behaviour through setting clear rules 

to provide practitioners with a standard of behaviour. Also, they suggested that it was critical 

to obtain employees’ signatures and confirm their knowledge of the regulations and their 

commitment to follow them at the beginning of their employment. This is consistent with 

Hinduja [313], who stated that altering awareness of the rule could “serve the purpose of 

demonstrating the unacceptability of specific behaviours in specific circumstances” [313]. 

Thus, they added the following statement to reduce the excuse as a way of dissuading medical 

practitioners from evoking DoN and sharing the password:  

Group I: “Each individual will be instructed not to share their password or their accounts to 

another colleague under any circumstances or write down and store in locations where it can 

be found, and that the password should  be immediately changed if compromised.” 

Group G: “Before an individual is granted access to the electronic system, an agreement form 

to this policy should be signed.”    

• Post-Assessment evaluation: 

According to Table 7.1, the groups’ perception of the effectiveness of the updated password 

policy improved to counter employee justification via DoN for password sharing. This is 

evident by the fact that the majority of respondents (N=28 out of 42, 66%) stated that the 

updated password policy was “strongly effective” (N=11, Mdn=7),  “somewhat effective” (N=9, 

Mdn=5), or “effective” (N=8, Mdn=6). In contrast, only eight of the 42 participants (19%) stated 

that the password policy resulting from collaborative writing was still “somewhat ineffective” 

(N=5, Mdn=3) or “ineffective” (N=3, Mdn=2) in reducing the tendency of end-users likelihood 

to justify password policy violation via DoN. Also, a comparison of the pre-and post- 

evaluations showed that the number of participants who had a neutral perception remained 

unchanged (N=6, Mdn=4). Moreover, the overall median change improved in post-assessment, 

as shown in Table 7.2. Thus, this implies that participants across all groups agreed that the 
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modified password policy via collaborative writing was “somewhat effective” (Mdn=5). It could 

reduce, from their perception, the tendency of medical practitioners to violate the password 

policy and justify this behaviour as necessary to maintain work performance (Mdn=5, IQR=3). 

 

7.3.3 Appeal of Higher Loyalty (AoHL) 

 

Figure 7.11 Median’s Comparison Between All Groups For Appeal Of Higher Loyalty 

(AoHL) 

  

Figure 7.12Mapping Frequency of codes between Appeal of higher loyalty (AoHL)and the 

Situational Crime Prevention Theory 

  

3 3
4

3 3
4

3 3 3 3

5
6 6

4
5 5

7

5

7

4

A B C D E F G H I J

Appeal of higher loyalty (AoHL)

Pre-Assessment Post Assessment

0 0 0

5

0

5

Increase
perceived Effort

Increase
perceived Risk

Reduce Rewards Reduce
Provocation

Reduce Excuse Provide
Opportunity

Appeal of Higher Loyalty



207 

 

 

• Pre-assessment evaluation: 

Table 7.1 shows the participants’ perception of the current password policy effectiveness at 

discouraging end-user justification via appeal to higher loyalty (AoHL). Twenty-five (59%) of 

42 participants evaluated the current password policy as “ineffective.” In particular, the majority 

of the participants assessed the existing password policy as “ineffective” (N=12, Mdn=2), 

“somewhat ineffective” (N=9, Mdn=3), or “strongly ineffective” (N=4, Mdn=1) regarding the 

original password effectiveness to mitigate end-user AoHL justification when they share their 

password. In contrast, the rest of the participants (N=10 out of 42, 23%) evaluated the original 

password policy as “effective” to counter the medical practitioners’ justification to violate 

password policy via AoHL. At the group level, as shown in  Figure 7.10, the median perceptions 

of participants across all groups except C and F show that the original password policy is 

“ineffective” (A, B, D, E, G, H, I, and J,  Mdn =3) or “neither effective nor ineffective” (C and 

F, Mdn=4) in dissuading the use of AoHL as a valid justification to share their passwords. 

According to Table 7.2, the overall median assessment across all groups for the original 

password policy using AoHL indicates that the groups agree that the current password policy is 

“ineffective” (Mdn=3, IQR3-IQR1= 2). 

• During the collaborative writing process: 

This neutralisation technique was analysed by the group regarding how the requirements and 

standards of a tightly knit group could affect the employee’s decision-making to violate the 

password policy. The employee justifies the violation of the password policy by refusing the 

organisation’s security requirements in favour of complying with the demands of the small 

group of coworkers. Also, the updated policy of each group was analysed to identify SCPT 

strategies that were suggested during collaborative writing to mitigate the AoHL scenario. At 

the beginning of the collaborative writing session, the following scenario was shown on the 

monitor screen: 

“Sarah is a Medical Intern in a public large-sized hospital, and she has access to the hospital 

Electronic Medical Records system (EMRs).To ensure that patient information is preserved 

securely, the hospital has a firm password management policy that all medical staff must keep 

their EMRs account password confidential. One day, Sarah was approached by another 

medical intern named Tony, who asked Sarah to share her EMR account password to allow 

him to write a medical note and view patients’ records as Tony’s password is expired. Sarah 

knew that Tony was a trustworthy colleague and a member of her team. So, she felt that sharing her 
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password was a type of professional help to Tony. Therefore, Sarah gives Tony her password to let 

him write the required medical note/order using her account.” 

Forty-two participants comprised ten groups that conducted a total of ten modifications to 

the original password policy to reduce medical practitioners tendency to justify password 

sharing. Brewer et al. [33] stated that AoHL is “ a neutralization technique whereby the offender 

sacrifices the demands of the larger society for the needs of a smaller, alternative social group 

such as familial or peer groups” [33]. So, an individual might justify undesirable behaviour in 

the organisation’s perception as support for the benefits of their social groups or the pursuit of 

ideal moral goals.  Figure 7.11 shows that the participants of the ten groups proposed two SCPT 

strategies to deal with password sharing and the relevant justification via AoHL. The content 

analysis of ten updated password policies identifies two SCPT strategies: “providing 

opportunity” and “reducing provocation.” 

It was noted that many groups considered the AoHL scenario as an overlap with the DoN 

scenario. They argued that the necessity of work (DoN) motivated the medical practitioners in 

certain situations to provide the professional assistance required to preserve the work progress. 

For instance, during their work, the medical interns had limited privileges such as reviewing 

the medical records and writing routine documentation without the ability to conduct medical 

orders when using the hospital EMR system. The clinical seniors were the only ones who had 

full privileges to perform any medical orders relevant to their medical speciality in the EMR. 

So, because of trust, those seniors thought that a part of the learning process was giving their 

medical interns the chance to conduct medical orders. A member in group H discussed this 

point (see more details in chapter five, section 5.5.1.6). 

Member from H: “If you notice the scenario that mentions professional help, on many occasions 

when I deal with senior residents, they share their EMR account with me to learn how to use 

the system and generate medical orders. So the justification makes sense to me as an MI because 

using the system with higher privileges would add to me.” 

However, several examples were provided to explain and justify “professional help.” In our 

context, the IT department needs to consider the close work relationship between medical 

interns and their seniors. So, group H proposed that the IT department could offer an alternative 

EMR account limited for department usage with specific privileges under the primary 

consultant’s responsibility. Thus, each consultant would assign duties to their medical interns 

and ensure that they use their badge information to access it. Thus they added the following:  

Group H: “MRP (Main Responsible Physician) will be responsible for assigning which 
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member is responsible for documentation and order in the department EMR account.” 

Other groups shared the same idea of creating an “ Emergency account” for each department 

that could be used if one of the primary medical practitioners had difficulties accessing their 

account due to expiration or the delay of account activation for new employees. Thus, they 

suggested that the department consultant could grant emergency access to this account until the 

IT department resolves the technical issue. So, participants in groups A, C, H and B had the 

same perception of such a solution to mitigate sharing passwords and justify this policy violation 

via AoHL. They added the following:  

Group A: “If you have any difficulties accessing the system, you might use temporary 

alternative access by using departmental account.” 

Group B: “Use the emergency account if any technical issue happens.” 

Group C: “Each department will have their own account that requires the user’s complete 

information with each use for the practising doctors whose own account has been delayed. 

With monthly password changes.” 

Group H: “Each department can access temporary accounts which can be given to Physicians 

with difficulties accessing their accounts, and these accounts show users’ information.” 

Lastly, reduce provocation was suggested as an SCPT strategy to counter the impact of AoHL 

on the medical practitioners to justify non-compliance with the hospital password policy. 

Several groups built their argument to update the password policy by reducing provocation 

resulting from stress or frustration. Safa et al. [310] explained that “Reducing provocation aims 

to decrease the emotional triggers that may precipitate a motivated criminal to commit an 

offence” [310]. According to Kim et al. [314], in an information security context, some of the 

basic emotions such as anger, joy, fear, or shame can play an essential role in the behavioural 

abuse of IT assets. Thus, the IT department should minimize any provocations that pose a danger 

to information security [310]. In some cases, employees may want to mitigate the negative 

repercussions of technology-induced stress and may feel justified in engaging in deviant 

behaviours [315], such as sharing a password with a colleague as a way of support. Thus, 

participants in groups H, J, D, G, and F believed that the IT department needs to show that it 

can solve the access issues to the EMR system. As mentioned in section 7.3.2, many medical 

interns stated that the hospital had a poor password resting procedure and EMR account 

activation that provoked medical practitioners to seek assistance from their colleagues, which 

caused a password policy violation.  
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A member in group G explained that the medical practitioners preferred their colleague’s 

support to deal with the password reset or account activation because of the IT’s department 

inefficient reset or activation procedures:  

Member from G: “We usually work in the same department and know each other. If a 

colleague is having difficulties with their account and needs access, he will ask his 

colleague without hesitation before contacting the IT department.”  

Thus, those five groups proposed that IT needs to review the current password setting and 

account activation procedure and implement a hot-line to the IT help disk. Each medical 

practitioner needs to be aware that the IT department is ready to provide immediate support and 

resolve any technical issue related to system access. Suppose an employee knew that their 

technical problem would be solved via a simple telephone call. According to these groups, this 

would reduce frustration and stress. The groups added the following: 

Group H: “24/7 Hot-line will be available to fix and manage account issues.”  

Group J: “IT Hot-line number/ direct chat support will be provided to fix technical problems 

as soon as possible.” 

Group D: “If you have any difficulties, use a hot-line xxxxx for the IT help desk immediate 

support.”  

Group G: “The system user is responsible for contacting CIMS through 27/7 hotline number: 

xxxxxx, for any technical issues in the account (logging in, changing password, etc.).” 

Additionally, group F suggested that two-factor authentication is a reasonable way to reset a 

password or activate an EMR account to reduce password sharing and the tendency of medical 

practitioners to neutralize this behaviour as support for their peers. Participants mentioned that 

they often use this method to access their bank accounts, which is an effective way to generate 

a new password quickly. Therefore, implementing such a common and well-known method 

would eliminate the burden and stress of not being able to access the EMR system, especially 

on night shifts. This might reduce the tendency to ask others to share their passwords because 

of the access problem. The group modified the original policy with the following statement. 

Group F: “Password could reset through any computer in the vicinity of the hospital using 2-

factor authentication. The old password and a code sent via text message to the staff member 

to allow instantaneous password change.” 

• Post-Assessment evaluation: 
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According to Table 7.1, most of the medical interns (N=30 out of 42) evaluated the modified 

password policy as more effective to reduce the tendency to justify sharing passwords via AoHL 

compared with the pre-assessment of the original policy (N=10). Across the ten groups, ten 

participants (24%) believed that the updated policy that considered the AoHL scenario was 

“somewhat effective,” “effective” (N=9, 21%) or “strongly effective” (N=11, 26%) at 

discouraging the medical practitioners’ tendency of justifying sharing password as a kind of 

assistance or professional support. In contrast, nine of the participants (21%) revealed that the 

updated password policy via collaborative writing remained “somewhat ineffective” (N=7, 

Mdn=3), “ineffective” (N=1, Mdn=2) or “strongly ineffective” (N=1, Mdn=1). However, only 

three participants evaluated that the updated password policy as neither “effective nor 

ineffective” to dissuade the medical practitioners from password violation and justify their non-

compliance via the AoHL  

At the group level (see Figure 7.11), the median value variation between the pre- and post-

assessments shows an improvement across all ten groups. The median value for all the groups 

except F and C was (Mdn=3), which indicated that these eight groups (A, B, D, E, G, H, I, and 

J) evaluated the original password policy in the hospital as “ineffective” in reducing medical 

workers justification via AoHl to share their passwords. The post-assessment for these groups 

indicated an improvement in the medical interns’ perception of the effectiveness of the updated 

password policy. For instance, the variation in pre-and post-assessments of groups A, E, and H 

was increased from “somewhat ineffective” (Mdn=3) to “somewhat effective” (Mdn=5). 

Similarly, a slight improvement was seen in groups D and J from “somewhat ineffective” 

(Mdn=3) to “neither effective nor ineffective” (Mdn=4).  

In addition, the change in median assessments from participants in groups B, G, and I 

between the pre-and post-assessment was significantly improved. For example, the pre-

assessment medians of groups G and I were “somewhat ineffective” (Mdn=3), and it has been 

significantly improved in the post-assessment to “strongly effective” (Mdn=7). Likewise, in 

group B, the change in the assessment of the updated policy effectiveness to counter AoHL was 

improved from “somewhat ineffective” (Mdn=3) to “effective” (Mdn=6). Also, groups C and 

F perceived the updated policy as “somewhat effective” in the post-assessment compared with 

their neutral evaluation (Mdn=4) in the preassessment. 

Further,  Table 7.2 shows that the median of overall perception across all groups slightly 

improved from “somewhat ineffective” (Mdn=3) and established consensus that the revised 
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password policy via collaborative writing was improved to “effective” (Mdn=5, IQR3-

IQR1=2). Thus, from their perception, the changes could reduce the tendency of end users non-

compliance with password policy and justifying this violation via AoHL.  

7.3.4 Everybody Else Is Doing It (EEIDI) 

  

• Pre-assessment evaluation:  

Table 7.1 illustrates participants’ perception of the effectiveness of the current policy in 

mitigating EEIDI claims of password policy breaches. Twenty-eight out of 42 participants 

(67%) believed that the original password policy was generally ineffective at mitigating an 

employee’s claim that their breach was justified because the behaviour in question was 
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performed by everybody in the group. In particular, most respondents reported that the original 

password policy was “somewhat ineffective” (N=12, Mdn=3), “ineffective” (N=11, Mdn=2), 

or “strongly ineffective” (N=5) in alleviating an employee’s tendency to justify a password 

policy violation via EEIDI. Only three of the participants reported that the given password 

policy was “neither ineffective nor effective” at reducing the tendency of an employee sharing 

their password with a colleague and justifying the violation as normal behaviour in the work 

context.   

At the group level, the median value for each group revealed different results. For instance, 

groups B, E, and F had a similar perception that the hospital password policy in its current state 

was “neither effective nor ineffective” (Mdn=4) to mitigate the use of EEIDI. Also, participants 

in groups C, D, H, and J evaluated the policy as “somewhat ineffective” (Mdn=3), while the 

median for groups A and G indicated the group participants agreed that the policy was 

“ineffective” at reducing the justification for violating the password policy via the EEIDI. In 

contrast, the only group I assessed the current password policy as “somewhat effective.”  

Furthermore, the overall policy effectiveness median (Mdn= 2, IQR3-IQR1=1) across all 

groups indicated that there was strong agreement that the current password policy was 

“ineffective” to counter policy violation and the relevant justification via EEIDI. 

• During the collaborative writing process: 

EEIDI was examined in terms of participants’ arguments for accepting or rejecting such 

justification. Also, their motivations when they used EEIDI were considered, as was the 

relevant decision-making process of participants to update the current password policy in order 

to counteract the tendency of other medical practitioners to share passwords and to assert that 

it was some sort of normal behaviour. The following scenario was projected on the screen: 

“Sarah is a Medical Intern in a public large-sized hospital, and she has access to the hospital Electronic 

Medical Records system (EMRs).To ensure that patient information is preserved securely, the hospital 

has a firm password management policy that all medical staff must keep their EMRs account password 

confidential. One day, Sarah was approached by another medical intern named Tony, who asked Sarah 

to share her EMR account password to allow him to write a medical note and view patients’ records as 

Tony’s password is expired. Sarah knew that Tony was a trustworthy colleague and a member of her 

team. Also, she felt that everyone in her team was sharing their passwords in the clinic. Therefore, 

Sarah gives Tony her password to let him write the required medical note/order using her account.” 

According to Renfrow and Rollo [316], individuals tend to reduce guilt and shame via a claim 

of normalcy, which “refutes the notion that an act is deviant by reframing it as something that 
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‘everyone is doing” [316]. Here, a total of ten password policy changes were added to mitigate 

the impact of password sharing and the use of EEIDI. Medical interns in this study proposed 

three SCPT strategies to reflect their perceptions for reducing employees’ tendency to adopt 

EEIDI and break the password policy requirement to keep it confidential: These SCPT 

strategies were to “increase the perceived risk,”  “increase effort,” and “remove excuses.” 

The most recommended SCPT strategy was to increase the perceived risk, which refers to “the 

consequences of crimes such as detection by management or termination” [310]. According to 

Tunley et al. [317], sometimes insiders develop new techniques to work around security 

controls and procedures. By assessing the control circumvention risks associated with job roles, 

organisations may design situation-specific strategies that enhance protection and improve the 

chance of a security breach being detected and action taken. For instance, ongoing monitoring 

and reporting procedures, such as spot audits, employee and system safety checks, 

whistleblowing, data analysis, and communications monitoring increase detection risks. In our 

context, it was noted that groups E, D, G, and I proposed that clarifying the cost of non-

compliance with the password policy could discourage password sharing via EEIDI. The main 

argument behind explaining the penalties or consequences of non-compliance was the close 

relationship between the medical team members and the level of trust that allowed them to 

educate each other about any anticipated harm to personal and organisational levels. As a 

member in group D explained this perception: 

Member from D: “I remembered when I started medical training, everyone in the team 

was a mentor to me, even the nurses. From day one, you can feel that you are part of 

the team spirit and everyone trying to support you.” 

Therefore, Group D said, if the consequences of non-compliance were clearly defined in the 

security policy and imposed in practice, members of the medical team would protect each other 

from harmful costs and make everyone aware of the consequences of violating the password 

policy. Also, they assumed this would indirectly prevent password sharing from being a typical 

behaviour. Therefore, such an argument revealed the impact of a medical group’s decision on 

the individual decision-making process to assess whether or not password sharing was 

acceptable, which could motivate the individual to evoke the EEIDI. This argument was 

consistent with Snyman et al. [318], who defined the influence of the group on individual 

decision-making as a “behavioural threshold.” They stated that each member of a group had an 

internal decision-making process for adhering to the group’s behaviour. This mechanism 
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evaluates the personal cost against the benefit of participating in group behaviour, taking into 

account the number of other group members who are already behaving in a particular way. In 

the information security context, Snyman et al. [318] explained behavioural threshold by 

writing that, “if enough members of a group share their passwords with other members and the 

number exceeds an individual’s threshold for participation, the individual will also share their 

password with others even when they know that they are not supposed to” [318].  

In addition, groups E, D, G, and I discussed the overlap between the DoI and EEDI, as both 

required modifications to the password policy, demonstrating the risk associated with non-

compliance. So, they added more specific statements that illuminate the dangers of password 

sharing by illustrating several types of penalties or consequences, which included suspension 

of access to EMR accounts, legal responsibilities, and monetary fines:  

Group D: “Suspension of the account and it can reach temporary suspension of the medical 

licence if the password is shared multiple times or cause a massive Privacy breach.”  

Group E: “Team password sharing is prohibited, and the account that is used in sharing will 

be deactivated and considered compromised from the legal point of view.”  

Group G: “Sharing accounts/ passwords, writing it down or storing it in locations where it 

can be found, is unprofessional and that is prohibited. If compromised, will subject the 

individual to the following: 

• The password of the account will be changed immediately. 

• At the first attempt of violation, the user will get a warning letter and will be 

subjected to enquiry.  

• In each future violation, the individual will be obligated to pay a penalty of 

500SR. 

• Using others’ accounts is prohibited and will subject the individual to enquiry and 

penalty of 1000SR.” 

Group I: “EMRS users will be instructed that sharing their accounts might compromise system 

security, patient care and subject the original account user for legal consequences.” 

In addition, two groups (J and C) agreed that the password policy could increase the perceived 

risk by improving the sense of natural surveillance and ensuring that the medical practitioners 

report any password sharing. In the SCPT, a whistleblower is an important strategy of neutral 
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surveillance. In criminology, a whistleblower is “the person who ‘speaks out about illegal or 

unethical behaviour within his or her organisation’” [319]. 

In information security, Pacella [320] defined a “Cybersecurity whistleblower” as the 

individual  who is volunteering responsibly for ensuring compliance with the information 

security policies and controls by reporting any security threats, vulnerabilities, or breaches to 

management or the IT department. Their efforts play an essential role in filling the gaps in the 

security infrastructure [320]. Thus, two groups (C and L) modified the password policy by 

adding statements indicating that any password abuse should be reported in an attempt to 

change awareness of the consequences of a password breach. For example, conducting a 

surprise security audit may increase the detection possibility of any password sharing and could 

discourage the individual from sharing the password via EEIDI. They added:  

Group J: “If any password abuse happens, it must be reported to the chairman of the 

department.” 

Group C: “Regular auditing to each department in rounds like fashion to see the non-

compliant departments.” 

The second recommended SCPT strategy was to increase effort. According to Padayachee 

[309], “the increase the effort category involves ensuring criminal opportunities are difficult to 

execute which may discourage offenders.” It includes five subcategories: (1) target hardens, 

(2) control access to facilities, (3) screen exits, (4) deflect offenders, and (5) control 

tools/weapons. According to Clarke and Cornish [238], an effort escalation is a form of “hard” 

or traditional crime reduction method, which is based on the assumption that making crime 

impossible or difficult to execute by modifying environmental variables can negatively affect 

the offender's rational decision and reduce the risk of crime from occurring.  

Two groups (A and J) suggested increasing the effort via controlling access to the EMR system. 

These groups agreed that relying on the psychological method, such as training, to change 

password sharing would be not enough if this behaviour was common among the medical team 

members. So they suggested that increased information security awareness should be aided 

with physical security controls to make sharing passwords challenging. A member in group J 

stated that  

“You literally can't stop them from sharing the account or password, but at least we 

can make this process difficult.” 
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Several groups suggested that the IT department should prevent multiple login sessions to the 

electronic medical records system (EMRs), which implied that each EMR account holder could 

only open one EMR at a time. If another session were detected, the oldest session would be 

automatically logged out. According to group discussions, preventing double login could 

provide two benefits. First, it could improve security compliance efforts to reduce password 

policy abuse. The second was that it could enhance IT resources management by assisting 

medical practitioners in finding more vacant computers to use in clinics. A member of group 

D discussed the resource availability issue indirectly during their argument on how to reduce 

EEIDI adoption by stating the following: “Leaving an EMR account open as a way to reserve 

a computer causes another issue in addition to security because I need to use the computer, 

but if an account is opened, it means that I need to find another computer to use. If I log out 

from the open account, my colleague will get angry. This is really annoying because it always 

happens on the ward.” 

This approach was proposed by different groups to discourage individuals justification via 

DoI for password sharing (see section 7.3.1), but here, other groups suggested increased 

effort via control access to the EMR as an SCPT method to discourage violating the password 

via EEIDI. Thus, they added the following: 

Group A: “Double log in policy, when the same username is logged in in 2 different computers, 

security information reminder and an instruction message will appear to remind the user, and 

it will require the account holder to log out from the initial session.” 

Group J: “If more than one computer is already logging in to the same account, log of from 

the other computer immediately.”  

The last suggested SCPT to reduce medical practitioners tendency to justify password sharing 

via EEID was removing the excuse that everybody was sharing their passwords by altering the 

medical practitioner’s awareness. According to Padayachee [309], integrating awareness of 

insider threats into regular security training would be sufficient to increase their awareness. In 

our context, several groups asserted that they had not been made aware of acceptable and 

unacceptable behaviours when they started their internship year, which is consistent with the 

findings of interviews (see chapter 5, section 5.4.3.1). Two members from two different groups 

(G and D) pointed to the lack of security awareness among the medical practitioners. As the 

member from group D put it,  
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“I feel that the sharing password is wrong, but I never knew that there is an official 

document in the hospital called policy prohibited it; nobody told us about it at all.” 

Thus, groups D and C believed that each medical clinic should support the IT department and 

enforce information security compliance with the password policy by educating medical 

practitioners and advocating password confidentiality among members of their teams. 

According to these two groups, changing the MI’s awareness and making it clear that sharing 

passwords was a security breach could reduce this behaviour and the associated justification 

via EEIDI. As a member of group G stated: 

  “I read the policy twice, and I have not read any indication targeting prohibiting 

sharing passwords specifically between colleagues.” 

In addition, several MIs were surprised when they read in the original password policy the 

“Audit Control” section; they even suggested that this section was “terrifying” and that they 

were unaware of the IT department’s technological capabilities to monitor any suspicious 

activities in the EMR system, including sharing passwords. Thus groups D and C added the 

following:      

Group D: “Each Department will be responsible for educating its workers regarding the 

importance of not sharing passwords and the consequences of this practice by the annual 

meeting.” 

Group C: “Regular lectures given to each department on the importance of security policies 

compliance.” 

• Post-Assessment evaluation: 

Table 7.1 shows that most of the participants revealed that the updated policy was more 

effective at mitigating the tendency to justify password policy violation via EEIDI. Across the 

group participants, a total of twenty-six participants perceived the updated policy as effective.  

Fourteen participants (33%) believed that the updated password policy that considered the 

EEIDI scenario was “effective,” “strongly effective” (N=7, 17%)  and “somewhat effective” 

(N=5, 12%) at discouraging justifying sharing passwords as normal behaviour. In contrast, 

twelve participants (29%) out of 42 revealed that the modified password policy generally 

remained “somewhat ineffective,” (N=8, Mdn=3), “ineffective” (N=2, Mdn=2), or “strongly 

ineffective” (N=2) against the EEIDI justification for password policy non-compliance. Only a 
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few of the participants (N=4, 10%) had a neutral perception of the updated password policy to 

mitigate the EEIDI claims.  

At the group level, according to Figure 7.12, the overall median values for all groups revealed 

an improvement in their perception of the policy before and after the collaborative writing 

process to counter EEIDI. The only exception was that the perception of group E remained the 

same (Mdn=4), which indicated that the password policy before and after the modifications was 

still seen as “neither effective nor ineffective” to mitigate the use of EEIDI. In addition, the 

median variance for groups D and H indicated a minor change in their perception from 

“somewhat ineffective” (Mdn=3) before the policy modifications via the collaborative writing 

process to “neither effective nor ineffective” for both groups (Mdn=4). The median values for 

participants in the rest of the groups (A, G, C, J, F, B, and I) post-assessments indicated an 

improvement in the effectiveness of the updated policy in mitigating the EEIDI claim. The 

median comparison between the pre-assessment and post-assessment suggested an 

enhancement of the participants’ perception. Here, the median for groups A and G pre-

assessment significantly improved for both from “ineffective” (Mdn=2,) to “somewhat 

effective” ( Mdn=5) for group A and “neither effective nor ineffective” (Mdn=4) for group G. 

Likewise, groups C and J pre-assessment median value of the original password policy was 

“somewhat ineffective” (Mdn= 3),  while the post-assessment median for both groups was 

(Mdn=5) of the updated policy. Thus, the difference in the median values indicated that the 

perceptions of groups C and J improved and now considered the updated policy as “somewhat 

effective” at discouraging the use of EEIDI to justify password sharing. Also, the medical value 

comparison between groups F and B indicated substantial changes in participant evaluation 

from “neutral” evaluation in the preassessment (Mdn=4) to “effective” (Mdn=5) in the post-

assessment. The only group I evaluated the original password policy as “somewhat effective” 

(Mdn=5), which increased after the modification of the password policy to “strongly effective” 

(Mdn=7).  

Further, Table 7.2 shows that the median of participants’ overall perception across all groups 

significantly improved and established an agreement that the revised password policy via 

collaborative writing was “effective” (Mdn=6) compared to the pre-assessment of “somewhat 

ineffective” (Mdn=3). Thus, their perception was that the changes could affect the tendency of 

medical practitioners’ non-compliance behaviour with password policy via EEIDI (Mdn=6, 

IQR3-IQR1=3). 
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7.3.5 The Overall Effectiveness Of Password Policy Via The CW Process 

In this study, the effectiveness of the updated password policy was assessed based on pre-and 

post-assessment tests and during the collaborative writing process. In the pre-and post-

evaluation tests, we added a single question after the neutralisation claims section to measure 

participants’ evaluation of the overall effectiveness of the given password policy to mitigate 

the given neutralisation claims based on a 7-point Likert scale. The following subsections 

illustrate the variation of the MI’s perception between the original password policy and the 

updated password policy via collaborative writing to mitigate the intention to justify password 

sharing. 

• Pre-assessment evaluation 

According to Table 7.1, most of the medical interns (N=36 out of 42) evaluated the original 

password policy generally on the ineffective side to mitigate the various justification claims. 

In particular, half of the medical interns assessed the current policy as “ineffective” (N=21, 

Mdn=2). At the same time, twelve of them evaluated the policy as “somewhat ineffective” 

(N=12, Mdn=3), and three of them as “strongly ineffective” to counter the different 

justification claims to violate the password policy. In addition, five medical interns had a 

neutral perception of the current policy (Mdn=4), and only one medical intern assessed the 

password policy in its current state as “somewhat effective” (Mdn=5).  

At the group level, Figure 7.14 shows that the groups had two perceptions of the effectiveness 

of the original password policy. A total of six groups perceived the original password policy in 

its current state as “somewhat ineffective”(Mdn=3), while four groups evaluated the original 

policy before the collaborative writing process as “ineffective” (Mdn=2) 
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• During the collaborative writing process:  

During the collaborative writing process, the researcher was an observer of the group 

discussions without intervening since any intervention might influence the participant’s 

decisions. When each group had finished recording their modifications to the password policy, 

the researcher asked them the following question:  

“What you have learned from this activity (the collaborative writing), and have you enjoyed 

it?” 

The participants provided several different perceptions of collaborative writing as an 

activity. Many participants asserted that they had personally seen at least one of the given 

scenarios to share the EMR account or password during their internship. Thus, using the 

collaborative writing process, the group participants would put themself in the IT department 

shoes and interact with each other to find solutions that could mitigate the medical worker’s 

tendency to adopt any of the given justifications. Thus, this approach could influence the 

behaviour of the participants via the psychological concept of cognitive dissonance, which 

asserted that individuals feel discomfort when there is a contradiction between their behaviour 

and their cognitions such as beliefs, ideas, and values [192].  

Many participants stated that the discussion and interactive writing with others based on the 

concept of letting participants play the role of the IT department in redesigning the password 

policy and reducing password breaches was both informative and enjoyable. Thus, this is 

consistent with Brewer et al. [33], who stated that effective behavioural intervention includes 

experiential and interactive elements such as discussion and role-playing and that these 

elements are important in reinforcing desirable behaviours and establishing prosocial habits. 

Many participants stated that collaborative writing increased their security awareness of the 

importance of the password policy and the information security threats associated with non-

compliance. For instance, members in groups B and C explained the benefits of collaborative 

writing discussion to mitigate the password sharing justifications:  

Member from B: “The discussion during the collaborative writing helps me to understand why 

some features are prohibited because I put myself in the IT department shoes.”  

Member from C: “When I first read the policy, I thought it is ‘wow,’ but these justifications let 

me reconsider my thoughts as I did brainstorming with the group, then I found the policy do 

not prevent these justifications that I know they are common in our workplace. It is practical.” 
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Participants also mentioned the importance of “hearing their voices.” They believed that such 

a collaborative approach could enhance the alignment of work duties with IT information 

security requirements and increase their security awareness in an enjoyable manner. This 

confirmed an essential motivation concept of “doing something because it is inherently 

interesting or enjoyable” [321]. Many participants described similar enjoyable feelings of being 

a part of a collaborative writing group to enhance a security policy: 

Member from D: “There is a need to hear the practitioner voice because they are the end-users 

of these policies. When the policy is rigid, then there is a high chance that people will not 

comply.” 

Member from E: “It is good to reflect our thoughts using this method; it is the first time I think 

about a security thing. I think I understand why we need this password policy because I’m 

trying to solve certain problems; I enjoyed it more than the lectures.”  

Member from F: “Even I don’t know that much about security things, but I enjoyed how we as 

a group can enhance a policy.” 

Member from I: “If the policy is vague and practitioners are not discussed about it, they may 

not comply with it because the policy is not practical or effective for them.” 

• Post-assessment evaluation: 

According to Table 7.1, group perception of the overall effectiveness of the updated 

password policy improved to counter the given justification claims for password sharing. This 

is evident by the fact that the majority of respondents (N=27 out of 42, 65%) stated that the 

updated password policy was “somewhat effective” (N=15, Mdn=5), “effective” (N=9, 

Mdn=6), or “strongly effective” (N=3, Mdn=7). In contrast, only nine of the 42 participants 

(22%) stated that the overall effectiveness of the updated password policy resulting from 

collaborative writing was still “ineffective” (N=5, Mdn=2) or “somewhat ineffective” (N=4, 

Mdn=3) in reducing the tendency to justify password policy violation via the given 

neutralisation claims. Also, a comparison of the pre-and post- evaluations showed that the 

number of participants who had a neutral perception that the effectiveness of the updated 

password policy increased slightly (N=6, Mdn=4) compared with the pre-assessment (N=5). 

Moreover, the overall median change improved in post-assessment, as showed in Table 7.2, from 

“ineffective” (Mdn=2) to “somewhat effective” in the post-assessment (Mdn=5). Thus, this 

implies that participants across all groups agreed that the modified password policy via 

collaborative writing was overall improved and could reduce, from their perception, the 



223 

 

 

tendency of medical practitioners to violate the password policy and justify this behaviour using 

various justifications. 

At the group level, Figure 7.14 shows an improvement in participants’ evaluation of the 

effectiveness of the updated password policy across all the groups. Groups B and I provided the 

most significant variation in the updated password perception as they both revaluated the 

original policy as “ineffective” (Mdn=2) and “somewhat ineffective” (Mdn=3) respectively, 

while their perception transformed to “effective” (Mdn=6) for both groups in the post-

assessment. The medians variation in four groups (A, C, and E) improved from “somewhat 

ineffective” (Mdn=3) to “somewhat effective” (Mdn=5) in the post-assessment. Similarly, 

group G evaluated the overall effectiveness of the modified policy to be “somewhat effective” 

(Mdn=5). Groups  F and J showed slight improvement, and the members of these groups 

perception improved from “somewhat ineffective” (Mdn=3) to neutral (Mdn=4) for the overall 

effectiveness of the updated policy. The effectiveness perception of groups D and H remain on 

the ineffective side in the post-assessment evaluation. 

An interesting part of the analysis of groups D and H was that their post-assessment of the 

password policies resulted from the collaborative writing process of groups B and E. Group D 

evaluated the updated policy from group B, while group H was responding to the updated policy 

developed by group E. The content analysis of groups B and H revealed that these two groups 

used generic sentences to counter all neutralisation scenarios and did not target each of the 

neutralisation scenarios with a specific statement. This probably influenced the judgment of 

groups D and H and implied that the collaborative writing that addressed specific neutralisation 

techniques could generate more effective approaches to counter the risk of behavioural 

justification than less specific generic writing.   
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 Descriptive Analysis of All Participants 

Table 7.2 Descriptive Statistics For All Participants 

Table 7.2 shows the descriptive results of the pre-and post-assessment surveys of all 

participants for the dependent variables Denial of Responsibility (DoR), Denial of Injury (DoI), 

Defence of Necessity (DoN), Everybody Else Is Doing It (EEIDI), and Appeal of Higher 

loyalty (AoHL) in terms of overall effectiveness, self-efficacy, and work impediment. These 

dependent variables relied on ordinal data and were measured using two 7-point Likert scales. 

The difference in the median values indicated that perception of the hospital’s password policy 

varied before and after the policy modification.  

All the medians of the neutralisation techniques illustrated in Table 7.2, showed an 

improvement trend in the respondents’ evaluation for the updated password policy between the 

pre- and the post-assessment from (4, 3, 3, 3, and 3) to (6, 5, 5, 6, and 5) respectively. This 

implies that the  neutralisation technique scenarios via collaborative writing produced, from 

the respondents’ perspective, “somewhat effective” (MDn=5) and “effective” (Mdn=6) 

updated password policies. Likewise, the comparison between the pre- and post-assessment 

median values of the overall policy effectiveness construct revealed substantially improved 

evaluations, as the median increased from  “ineffective” (Mdn=2) in the pre-assessment to 

“somewhat effective” (Mdn=5) in the post-assessment.  

 

 

Dependent  

Variables 

 

 

N 

Median 

(Mdn) 

Standard Deviation 

(stdev) 
Interquartile Range (IQR) 

Pre- 

assessment 

Post- 

assessment 

Pre- 

assessment 
Post- 

assessment 
Pre-assessment Post-assessment 

IQR3 IQR

1 

IQR

3-

IQR

1 

IQR

3 

IQR

1 

IQR

3 -

IQR

1 

Denial of  
Responsibility 

42 4 6 1.72 1.49 6 5 1 6 5 1 

Denial of 
 injury 

42 3 5 1.73 1.74 5 2 3 6 3 3 

defence of  
necessity 

42 3 5 1.17 1.60 4 2 2 7 4 3 

Everybody 
elseis doing it 

42 3 6 1.50 1.76 5 2 3 6 3 3 

Appeal to  
higher loyalty 

42 3 5 1.44 1.62 4 2 2 7 4 3 

Overall Policy 
effectiveness 

42 2 5 0.89 1.43 3 2 1 6 4 2 

Self-efficacy 42 5 6 1.23 0.80 6 5 1 6 5 1 

Work  
impediment  

42 5 5 1.56 1.73 6 3 3 6 3 3 
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According to Table 7.2 , the median values of respondents perception about their self-efficacy 

was slightly improved. This implied that their confidence to conduct the security requirements 

of the modified policy was increased. Group members shared a common awareness of the 

security requirements after thoroughly discussing the original password policy. Lastly, the 

work impediment variable referred to a problem that occurred when the security requirements 

were incongruent with the employee work goals. The median variation between the pre- and 

post-assessments in Table 7.2. reveals that the respondents’ perception about the modified 

password policy did not add more complication to their work duties. Thus, their median 

variation of the work impediment between the pre- and post-assessments remain the same at 

“somewhat agree” (Mdn=5). 

However, a statistical measure is needed to calculate the group’s perception of the effectiveness 

of the updated policy to counter all neutralisation scenarios. Thus, the Statistical Significance 

test was performed to account for this difference. However, the data collected was based on 

two Likert scales that use ordinal data. We, therefore, used a non-parametric test called the 

Wilcoxon signed-rank test to measure changes in the perception of MIs toward the 

effectiveness of the hospital password policy from the same individuals before and after the 

collaborative writing session as discussed in the following section.  

 Statistical Significance Test 

The Wilcoxon signed-rank test is nonparametric that was used to assess the significance of 

median differences of the MI’s perception about the effectiveness of password policy to 

mitigate the neutralisation techniques before and after the collaborative writing activity. This 

test is an alternative to the paired samples t-test to calculate whether the median differences 

differ from zero in the population. Ko and Dorantes [322] stated that the Wilcoxon signed-rank 

test “is adequate when comparing before-and-after observations on the same subjects.” 

According to Laerd statistics [323], the Wilcoxon signed-rank test requires three criteria to 

decide whether to use it as an alternative to the parametric tests. First, the dependent variables 

are measured based on either continuous or ordinal data. In our case, this criterion is satisfied, 

as all the dependent variables are measured based on two 7-points Likert ordinal scales (see 

section 7.2). The second criterion for the Wilcoxon signed-rank test is that the study includes 

two related groups, which means the same participants are being tested on two occasions. In 

our context, this criterion was assured as the MI perception of the password policy effectiveness 
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to counter neutralisation techniques was measured before and after the collaborative writing 

process via the pre and post-assessment surveys.  

Finally, the third criterion states that the Wilcoxon signed-rank test is only used when the data 

of variables are not normally distributed [324]. Therefore, the Shapiro-Wilk test is an important 

test to check the normality of the data of the dependent variables. The normality test results of 

the Shapiro-Wilk test indicate that data is not normally distributed for all the dependent 

variables as the P-value < (0.05)  (See Appendix D.3 for the test of normality). Therefore, it 

violated the assumption that any parametric test (e.g., a paired T-test) can be applied to compute 

the statistical significance of the difference between two related samples (pre-and post-

assessments).  

Based on the above, the Wilcoxon signed-rank test can be used to decide whether there was a 

significant median difference between paired observations of participants’ perception at two-

time points. If the P-value resulting from the Wilcoxon signed-rank test is more significant than 

0.05 (P> 0.05), we can conclude no statistically significant difference between the two related 

groups. Thus, we do not have enough evidence to reject the Null hypothesis. In contrast, we 

can consider that the result is statistically significant if the P-value is less than 0.05 (P<0.05), 

which indicates that the median variance is statistically significant. Thus, this test can detect 

any change in the participant evaluation of the effectiveness of the updated password policy 

against neutralisation techniques before and after the collaborative writing process. The 

Wilcoxon sign rank test was performed using the Statistical Package for the Social Sciences 

(SPSS) V.26.0 (IBM Crop) to calculate the difference between two related groups based on the 

following hypothesis: 

• Null hypothesis (H0): The median difference for medical interns perception (evaluation) 

of the updated password policy effectiveness to counter neutralisation techniques between 

the pre-and post-assessments is equal to Zero. 

• The alternative hypothesis (H1): The median difference for medical interns perception 

(evaluation) of the updated password policy effectiveness to counter neutralisation 

techniques between the pre and post-assessments is not equal to Zero.  
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 Overall Statistical Significance Test For All Participants 

 

Table 7.3 Overall Hypothesis Test Via Related-Samples Wilcoxon Signed Rank Test For All 

Participants 

Hypothesis Test Summary 
 

 Null Hypothesis Z-
value 

Sig. 
P-
value 

Decision 
 

 

DOR 
The median of differences between  DoR before ISP collaborative 

writing and DoR after ISP Collaborative writing equals 0. 3.185 0.001 

Reject the 
null 
hypothesis. 

 

DOI 
The median of differences between DoI before ISP collaborative 

writing and DoI after ISP collaborative writing equals 0. 3.981 0.000 

Reject the 
null 
hypothesis. 

 

DON 
The median of differences between DoN before ISP collaborative 

writing and DoN after ISP collaborative writing equals 0. 4.56 0.000 

Reject the 
null 
hypothesis. 

 

EEIDI 
The median of differences between EEIDI before ISP 

collaborative writing and EEIDI after ISP collaborative writing 

equals 0. 
4.555 0.000 

Reject the 
null 
hypothesis. 

 

AOHL 
The median of differences between AOHL before ISP 

collaborative writing and AOHL after ISP collaborative writing 

equals 0. 
4.728 0.000 

Reject the 
null 
hypothesis. 

Overall  

policy 

Effectiveness 

The median of differences between Over All Effectiveness before 

ISP collaborative writing and Over All Effectiveness after ISP 

collaborative writing equals 0. 
5.278 0.000 

Reject the 
null 
hypothesis. 

 

Self-Efficacy 
The median of differences between Self-Efficacy before ISP 

collaborative writing and Self-Efficacy after ISP collaborative 

writing equals 0. 
2.742 0.006 

Reject the 
null 
hypothesis. 

 

Work 

impediment 

The median of differences between Work impediment before ISP 

Collaborative writing and Work Impediment after ISP 

collaborative writing equals 0. 
-0.868 0.385 

Retain the 
null 
hypothesis. 

Asymptotic significances are displayed. The significance level is .050. 

 

Table 7.3 presents the Wilcoxon signed-rank test result for all participants. In this study, we 

used pre-and post-assessments to measure the impact of integrating the neutralisation scenarios 

on the infosec effectiveness via the collaborative writing process. Thus, we find a significant 

improvement in the MI’s perception of the updated password policy before and after the CW 

activity. Table 7.3 shows that P-values for all of the neutralisation techniques (DoR, DoI, DoN, 

AoHL, and EEIDI) are less than 0.05 (P<0.05). These results indicate that the post-assessment 

of the effectiveness of the modified password policy to counter the neutralisation claimes are 

statistically significant. Thus, we have enough evidence to reject the null hypotheses.  

Also, as illustrated in Table 7.3, the P-value for self-efficacy is (z=2.742, P=0.006), which 

means that the median difference between Self Efficacy before and after ISP collaborative 

writing is not equalled to Zero. Thus, there is a statistically significant difference in the 
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participant self-efficacy, so we accept the alternative hypothesis that there is an improvement 

in medical practitioner self-efficacy. According to Bandura’s social cognitive theory [160], 

self-efficacy is defined as “individuals’ judgments of their capabilities to organise and execute 

courses of action required to attain designated types of performances.” In information security, 

self-efficacy is defined as an individual’s judgment of their capacity (e.g., skills and 

competence) to adhere to security policies to safeguard organisational information and systems 

[325]. In our context, a significant positive difference in the self-efficacy of medical interns 

indicates that they feel more competent to meet the security requirements and objectives of the 

updated password policy via the CW than the original password policy. Thus, such positive 

self-efficacy from the medical interns could improve their intent to comply with the modified 

password policy. It also implies that engaging the end-user of the policy during the security 

policy development process can lead to the creation of a new policy that is more likely to suit 

the end users’ existing skills and does not increase the IT burden on the employee to comply 

with the security policies. 

In addition, the P-value for the InfoSec policies work impediment (hindrance) on the medical 

interns’ daily activities is Z=-0.868, P-value=0.385. In information security literature, work 

impediment is referred to as “a detriment to an employee's daily job-related tasks and activities 

resulting from compliance with the requirements of the ISP” [42]. We draw a similar concept 

in our context as we evaluate how the hospital’s existing password policy obscures the primary 

tasks and how integrating the SCPT to mitigate the neutralisation techniques via CW could 

increase or reduce the password policy’s complexity perception.  

The result reveals that the rejection of the null hypotheses is not possible. It shows no 

statistically significant difference in the complexity of the password policy between the pre-

and post-assessments after modifying the hospital password policy. However, it offers a 

negative association relationship between the pre-and post-assessment, which implies that both 

the updated and the original password policy still interferes with the medical practitioners’ 

daily tasks as a cost of compliance. Several groups have suggested several SCPT strategies to 

improve password policy, such as using a fingerprint instead of a password when the account 

is inaccessible due to password expiration. Still, these modifications remain without actual 

implementation in the real world, which may bias their post-evaluation because they haven’t 

seen them in practice. Also, the work impediment has been added as a construct within the pre-

and post-assessments to evaluate whether end-user participation in security policy development 

can produce a security policy that balances security requirements and business activities. 
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However, we did not expect medical interns during CW to improve the password policy to 

make it simpler; we evaluated their perceptions based on the proposed SCPT solutions to 

mitigate the four neutralisation techniques scenarios that could lead to a password policy 

violation.  

 

 Chapter Summary 

Like chapter 6, this chapter contributes to the thesis by analysing and describing the study 

intervention to decrease end users’ propensity to rationalize security policy violation through 

a collaborative writing process for security policies (password sharing) in one of the largest 

hospitals in Saudi Arabia. This empirical study contributes significantly to the thesis by 

demonstrating that engaging end-users through a collaborative writing process can help 

develop more effective security policies more suited to the actual work environment. As a 

result, this can help reinforce behavioural compliance by decreasing end users’ propensity to 

justify non-compliance with InfoSec policies.  

IT security controls and measures may be unsatisfactory in the information security literature 

when the balance of information security compliance costs tilts in favour of the expected 

benefits for non-compliance [326][109]. Thus, according to Situational Crime Prevention 

Theory (SCPT), this generates an opportunity that could motivate the individual to justify the 

violation of security measures or procedures, which is the link between the neutralisation 

techniques and the SCPT concept of opportunity-reduction. This thesis demonstrates that such 

an imbalance exists in today’s information technology security initiatives in chapters 4 and 5. 

The current chapter argues that more effective strategies may be developed by paying 

equitable, proportionate attention to individual justifications to violate information security 

11%

29%

0%

18% 18% 20%

Increase
perceived Effort

Increase
perceived Risk

Reduce Rewards Reduce
Provocation

Reduce Excuse Provide
Opportunity

SCP across All Neutrlisation Techniques 

Situational Crime Prevention (SCP)

Figure 7.16 The Overall Recommended SCPT Strategies Across All Groups To Counter 

Neutralisation Scenarios 
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policies as a valuable way of improving the current security policies and controls. We asserted 

that user engagement, in general, would be valuable since the insider threat might be 

aggravated by misunderstanding security policies or controls, as well as a lack of procedural 

fairness [327][109]. As a result, including users throughout the information security policy 

lifecycle, from development to implementation, may be beneficial. Therefore, in this chapter, 

we encourage the involvement of end-users to assess the usability of security measures that 

may be the first step in reducing insider discomfort with information security safeguards and 

reinforcing compliance with the organisation’s information security policies. 

This chapter explains the quantitative and qualitative approaches to data collection and analysis 

and the statistical method used to evaluate the results of pre-and post-evaluation. Also, the 

qualitative approach includes the content analysis of the password policy document after the 

collaborative writing process and the focus group discussions. The results indicate that 

incorporating end-user perceptions through the collaborative writing process increases the 

effectiveness of password policies in mitigating some hypothetical neutralisation scenarios 

causing password sharing. Thus, the study provides new knowledge for improving information 

security policies using an interdisciplinary approach focused on integrating the concept of 

opportunity reduction via SCPT and neutralisation techniques for justifying password policy 

breaches.  

In this chapter, the statistical results show a significant variation between the medical 

practitioners’ evaluations of the effectiveness of the modified policy before and after the 

collaborative writing process. Also, the qualitative findings provide interesting and valuable 

knowledge of the obstacles that the password policy causes on the work performance of 

medical interns, which too often leads to the adoption of neutralisation techniques to share the 

password. Also, the collaborative writing groups provide several solutions to mitigate 

password sharing risks and the associated justifications using the SCPT as a baseline to code 

and identify these solutions from the end user’s perspective. These proposed solutions could 

improve the IT’s department understanding of the challenges resulted from complying with the 

current security policies and related controls.  

Figure 7.15 shows the overall SCPT strategies across all groups to counter four neutralisation 

scenarios. Increased perceived risk of password violation is found to represent 29% of the 

group’s total modifications to the original password policy after the CW. This is a traditional 

method for mitigating crime and non-compliance with information security policies and 
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controls in the InfoSec literature [328]. In our context, compliance depends on the increasing 

cost (negative consequences) of non-compliance with information security policies through 

formal and informal sanctions such as salary reduction, legal responsibility, termination of 

service, and so forth. This is consistent with the semi-structured interviews in chapter 5 that 

the hospital had poor enforcement of the security policies formal and informal sanctions, which 

create a poor security awareness that information security is not a priority matter in the hospital. 

Increasing the perceived risk was the most suitable approach to mitigate DoI.  

According to Figure 7.15, the second strategy was providing the opportunity to the medical 

practitioners to improve their compliance and mitigate their justification for password sharing. 

This strategy represented 20% of the modifications to enhance the password policy 

effectiveness. The suggestions included facilitating compliance to counter the DoN and AoHL 

by simplifying some security procedures, using a fingerprint instead of the password, offering 

an alternative solution to help the medical practitioners during urgent situations by creating an 

emergence account for the clinic, and the legalisation of password sharing in certain conditions. 

Removing excuses and reducing provocations were both of equal importance (18%) to 

minimise the given scenarios, especially the EEIDI and DOI to share the password. Based on 

the SCPT, the groups proposed removing excuses by changing the medical practitioners’ 

awareness by providing the medical practitioners with the proper security awareness education 

and training.  

Setting clear and consistent rules in the security policies or imposing a code of ethics as part of 

the security compliance initiatives could discourage the medical practitioners from justifying 

the password violations. This includes posting instructions of acceptable and unacceptable 

behaviour to ensure information security compliance. Furthermore, the groups suggested 

reducing provocation, which refers to the emotional triggers that motivate medical practitioners 

to rationalize password sharing via the following methods: (1) refining an information security 

culture by leveraging the solid social bond between medical teams to convey and raise 

awareness of information security; (2) employee acknowledgement of security policies; (3) 

tasks computerisation such as resetting the password on the spot; (4) employees signature on 

information security policies; and (5) Crime Prevention Through Environmental Design 

(CPTED). According to Wortley [329], precipitator controls in the “reduce provocations” 

category represent a softer approach than the other four categories in the SCPT. Thus, 

implementing these SCPT strategies can reduce stress and frustration from the pressure of the 
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social context, facilitate work duties, and improve compliance with security needs, ultimately 

discouraging the tendency of medical practitioners to adopt neutralisation techniques. 

The next chapter concludes this thesis and describes its limitations and potential future work 

direction.
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 : Conclusion 

This thesis proposed that the effectiveness of information security (InfoSec) policies to mitigate 

an individual’s tendency to justify security non-compliance could be improved through the 

engagement of the end-user in the development phase of security policies via a collaborative 

writing process. In the healthcare context, four empirical studies presented in Chapters 4–7 were 

used to investigate in-depth the role of neutralisation techniques on individual information 

security violations, to identify the environmental factors that trigger behavioural justifications, 

and conduct action research to evaluate the efficiency of the collaborative writing process to 

balance security policy requirements with the medical practitioners’ work goals. Sections 8.1 to 

8.3 address the research questions presented in Chapter one. Section 8.4 introduces the research 

contribution for the thesis. Next, section 8.5 presents the thesis limitations for each of the thesis 

phases and future work. Finally, Section 8.6 presents a summary of the thesis.   

 Thesis Research Question 1 

The first research question for this thesis is RQ1: “What is the association between 

neutralisation techniques and the intention of medical interns to violate information security 

policies?” 

The answer to this question is covered in Chapter 4, the first phase of this research. In that chapter, 

a quantitative study was conducted to understand better the research problem—the role of 

neutralisation techniques in violating information security policies and patient privacy in 

hospitals. A quantitative study was conducted based on a theoretical model to test the hypothesis 

of the relationship between neutralisation theory and the intent behind a medical intern’s 

behavioural violation of InfoSec policies. The theoretical model had one proposition:  

Hypothesis one (H1): “Neutralisation directly and positively affects the intention of Medical Interns 

(MI) to violate the hospital’s information security policies intended to protect patient privacy.” 

An online research questionnaire was used to collect data from medical interns in four academic 

hospitals in three different regions of Saudi Arabia. Each of these universities has an academic 

hospital that offers a Medical Internship Program (MIP) for medical students. The data collection 

process successfully identified a total of 66 medical intern participants. The result found that 

neutralisation theory via the defence of necessity (DoN), denial of injury (DoI), the metaphor of 

ledger ( MoL), condemnation of condemners (CoC), denial of responsibility (DoR), and appeal 

to higher loyalties (AoHL) predicted and influenced positively the medical interns’ intention to 

violate InfoSec policies. This positive relationship established the basis of the thesis to investigate 
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the environmental motivations that led the medical practitioners to evoke neutralisation 

techniques to violate the security policies,  sometimes placing the privacy of patients at risk.  

 Thesis Research Question 2  

The second research question of this thesis is  RQ2: “What drives behavioural justifications 

among medical practitioners to violate information security policies in healthcare 

organisations?” 

The answer to the second research question was addressed in Chapter 5, which constituted phase 

two in the research methodology. The purpose of this phase was to examine the effect of 

environmental factors on medical practitioners’ motives to not comply with a hospital’s 

information security policy. Thus, we adopted a qualitative approach by conducting a series of 

semi-structured interviews to explore the factors that contribute to behavioural justifications for 

violating security policies designed to protect patient privacy. Semi-structured interviews were 

performed in one of the largest hospitals in Saudi Arabia. This hospital has about 1,400 beds in 

various specialities and many medical facilities and research centres across the country. The 

hospital receives about 30,000 patients each year and serves more than 250,000 registered patients.  

We argued that adherence to information security policies could not be taken for granted. Medical 

Interns (MIs) sometimes drift into non-compliance and adopt neutralisation techniques to ease 

their consciences when they decide not to comply with InfoSec policy dictates. On the other hand, 

sometimes the environment and social norms explicitly encourage non-compliance: people 

follow the descriptive norms (what others are doing) rather than injunctive norms (what the 

policies tell them to do). 

We interviewed 28 participants in total, including twenty Medical Interns and eight IT staff. Using 

in-depth thematic analysis, we identified several social, emotional, and organisational factors that 

motivated the medical interns to justify their violations of hospital InfoSec policies. Sometimes 

the environment and social norms explicitly encourage non-compliance: people follow the 

descriptive norms rather than injunctive norms. In particular, the social factors influencing the MIs 

to evoke neutralisation techniques fell into two main themes: (1) influences from peers and 

superordinates and (2) emotional facilitators, primarily those of trust and empathy. At the same 

time, poor awareness of the existing information security policies and poor awareness of the 

consequences of InfoSec violation and corresponding deterrence mechanisms were organisational 

factors that motivated the medical interns to justify security non-compliance. In conclusion, the 

results of the study indicated that there is a need to develop information security policies that take 

into account specific environmental factors that stimulate behavioural justifications for 
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information security non-compliance and improve the usability of policies to reduce work 

disruption. 

 Thesis Research Question 3  

The third research question of this thesis is RQ3: “To what extent does the engagement of the 

perception of end-user during information security policy development via a collaborative 

writing process increase the effectiveness of the information security policies to mitigate the 

role of neutralisation techniques?” 

The answer to this research question was addressed in Chapters 6 and 7, which constituted phases 

three and four in the research methodology. Two similar studies were conducted to discover 

whether involving end-users of information security policies in the policy development stage 

could produce a more effective policy that aligns security requirements with business needs, thus 

alleviating the tendency of individuals to justify non-compliance. 

In Chapter Six, the involvement of twenty-four graduate students from the University of Glasgow 

to participate in a collaborative writing process was discussed. The results from the pre-

assessment and post-assessment confirmed that the revised password policy produced by the 

collaborative writing process was effective, from the student’s perspective, in mitigating some of 

the neutralisation techniques claims. In particular, the statistically significant results revealed that 

the variation of the password policy effectiveness before and after the collaborative writing 

process was enough to reject the null hypothesis for Don and EEIDI. However, the statistical 

significance using the Wilcoxon signed-rank test for the overall effectiveness of the updated 

password policy was insignificant in reducing the overall individual tendency to justify password 

sharing. Therefore, based on the findings from Chapter six, the answer to the third question is 

that the findings partly support the intervention goal of improving security policy through end-

user engagement, which in turn results in better security policy that can discourage individual 

behavioural justifications for security non-compliance. 

Chapter seven repeated the study in chapter six but in a different country and work environment 

to generalise the previous results. Forty-two medical interns, who were working full-time in one 

of the biggest hospitals in Saudi Arabia, were invited to participate in this study. The study result 

confirmed that the engagement of the end-users of InfoSec policies via a collaborative writing 

process improved the effectiveness of the security policy and produced an updated policy that 

reduced the intention of medical practitioners to rationalise password and account sharing. The 

Wilcoxon signed-rank test was used to compute the statistical significance of the difference 

between the password policy effectiveness before and after the collaborative writing process. The 
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results reveal sufficient evidence to reject the null hypotheses because the P-value of all 

neutralisation techniques (DoR, DoI, DoN, AoHL and EEIDI) was significant. Thus, we found a 

significant improvement in MI’s perception of the updated password policy after CW activity. 

Also, the difference in the overall effectiveness of the updated password policy to counter 

neutralisation claims was statistically significant. This means that engaging end-users in the 

development phase of the security policy lifecycle has been a promising approach to improving 

the effectiveness of an information security policy to counter individual behavioural justifications 

for non-compliance with security policies. Therefore, based on the results of chapter 7, the third 

research question has been addressed. 

Direct comparisons between the results of the UK study (Chapter 6) and the Saudi Hospital study 

(Chapter 8) are problematic since the two sample groups may differ in terms of culture, education 

level, working experience, and IT expertise. However, as shown, the approach appears to work 

for these two quite different user samples. 

 Research Contributions 

The main objective of this thesis was to investigate the role of neutralisation techniques and their 

environmental factors that affect the behavioural justifications of individuals to violate 

information security policies. Next, we proposed an intervention to reduce the tendency of these 

behavioural justifications by engaging the end-user in the information security policy 

development stage using a collaborative writing process, thus improving the effectiveness of 

security policy by balancing security requirements with business needs. The significant 

contributions of this thesis (outlined in Chapter 1, Section 1.5) can be summarised as follows: 

• Chapter 2 provides a comprehensive overview of the role of information security policies in 

protecting information and IT assets in organisations. This chapter explained why individual 

behavioural non-compliance is a serious internal threat to organisations, specifically in the 

healthcare industry, and identified the high cost of information security breaches to both 

organisations and individuals. It also describes the theoretical foundation of neutralisation 

theory and its applications in criminology and digital and information security. In addition, 

this chapter discussed several criminal and psychological theories related to neutralisation 

theory. Finally, the chapter reviews the limited attempts of information systems scholars to 

mitigate the impact of neutralisation techniques and promote compliance with information 

security policies. 

• Chapter 4 contributes to the first phase of this thesis. This chapter answered the first research 

question (RQ1) by extending the InfoSec literature on neutralisation theory’s role in a 
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healthcare setting to predict a medical practitioner’s violation of the security policies that 

protect patient privacy.  This study is centred on a theoretical model that acts as a foundation 

for collecting data on the relationship between neutralisation theory and its function in 

predicting employee justifications for non-compliance with information security policies. 

This study makes three important contributions: first, it investigates the impact of 

neutralisation techniques on an individual’s violation of information security policies within 

a healthcare environment. Thus, it is the first study based on our best knowledge that explores 

such a security threat in the healthcare industry to predict cognitive justification strategies 

that may lead to intent to breach information security policies. Second, this study extends the 

work of Park et al. [78] and Siponen and Vance [1] in the information security literature 

beyond North America and Europe [17] and investigates the influence of the neutralisation 

techniques on the information security policy violation in the Middle East, specifically Saudi 

Arabia. Third, the study provides evidence to information technology decision-makers in 

healthcare organisations, especially in Saudi Arabia, to consider the impact of neutralisation 

techniques on non-compliance with security requirements to help them improve their efforts 

to enhance information security policies and privacy awareness programs.  

• Chapter 5 contributes to the second phase of the thesis and addresses the second research 

question. The purpose is to investigate and identify the healthcare environmental factors that 

motivate medical practitioners to justify their violations of the information security policies in 

one of the biggest hospitals in Saudi Arabia. It contributes to the body of knowledge by 

exploring the different problems associated with information security management in a 

healthcare setting. A set of semi-structured interviews with twenty-eight medical interns and 

eight IT department staff was analysed in detail. This chapter employed a thematic analysis to 

generate a list of textual codes and themes.  The findings indicated that various social, 

organisational, and emotional variables contribute to the adoption of neutralisation strategies 

to alleviate emotions of guilt or shame associated with breaking information security policies 

and potentially compromising patient privacy. Based on the chapter results, it was decided to 

focus on the influence of peer pressure as social factors, trust as an emotional facilitator, and 

password sharing as a common security threat to develop four neutralisation scenarios to 

investigate the effectiveness of the password policy to mitigate these scenarios and a set of 

relevant justification claims in chapters 6 and 7.  

• Chapter 6 contributes to the third phase of the thesis. This chapter addressed research question 

three (RQ3) by conducting an action research study that included twenty-four students at the 

University of Glasgow divided into six groups. The purpose of this experiment was to discover 

if the effectiveness of InfoSec policies could be improved by integrating the perceptions of 
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end-users to mitigate neutralisation techniques via a collaborative writing process. The chapter 

empirically analysed the data in three steps: (1) before the collaborative writing process, (2) 

during the collaborative writing process, and (3) after the collaborative writing process. Before 

the collaborative writing process, a self-developed pre-assessment survey was conducted 

regarding the effectiveness of the original password policy to counter neutralisation claims. 

The qualitative analysis was conducted to examine both the group discussion and a content 

analysis of the produced document from the collaborative writing activity. Then, a post-

assessment survey of the updated password policy was conducted to determine any change of 

the password policy’s effectiveness to counter the neutralisation claims. The findings showed 

that such engagement would create more user-centred policies, which can support the IT 

department’s efforts to produce and implement more effective InfoSec policies and controls. 

Therefore, this process could play an essential role in countering end user tendencies to justify 

non-compliance behaviour. 

• Chapter 7 contributes to the fourth and last stage of the thesis. The purpose was to increase 

the generalizability of the research on the outcome of the intervention by replicating the 

experiment described in Chapter 6 in one of the largest hospitals in Saudi Arabia. This chapter 

addressed the third research question (RQ3) by providing evidence for improving the 

effectiveness of password policy after engaging medical practitioners in efforts to develop 

password policy to reduce the tendency to adopt neutralisation techniques for password 

sharing. Again, this chapter includes three data collection methods: (1) pre-assessment survey 

of the perceived effectiveness of the hospital’s current password policy to counter 

justifications claims to share the password between medical practitioners, (2) during the 

collaborative writing process, and (3) post-assessment survey to evaluate the effectiveness of 

the resulted updated password policy to reduce justifications of password violation.  

The chapter’s analysis of pre-and post-assessment tests aimed to determine the variance, if 

any, of the medical practitioners’ evaluation between the original and the updated password 

policy and whether there was a positive statistically significant difference. Also, this chapter 

used a qualitative analysis for the group discussions during the collaborative writing activity 

and content analysis to examine the password policy after the modifications of the 

collaborative writing. The findings of the chapter provide evidence that the engagement of 

end-users in the development stage of the security policy could positively influence its 

effectiveness to counter the propensity to evoke neutralisation techniques for non-compliance. 

The outcome of this chapter also provides evidence for the IT department that the alignment 

of IT security requirements with business needs can be achieved by “hearing the voice of end 
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users” by involving them in the security policy development process. This engagement 

through collaborative writing can combine the end user’s understanding of their work 

environment with IT security expertise, which can produce more balanced security policies 

that could discourage end users from justifying violations of the security policies and enhance 

security compliance. 

 Practical implications 

The current study has numerous essential management ramifications. The practical contribution 

is made by information security departments being able to build and deploy better information 

security policies inside their organisations. By gaining a better understanding of the impact of 

environmental and social factors that trigger behavioural justifications for non-compliance, the 

information security managers may be better equipped to develop and implement information 

security policies inside their organisations. Below is a summary of the practical implications of 

developing the information security policies via a collaborative writing activity to mitigate the 

role of neutralisation techniques. Therefore, it can improve the individuals' compliance with the 

information security policies: 

• This research indicates that information security policies need to be tailored to target the 

logic of neutralisation that is often claimed as a justification for policy violations. 

According to Chapters 6 and 7, this approach attempts to directly oppose the use of 

neutralisation techniques to violate the security policy by tailoring different messages via 

a collaborative writing activity in the security policy based on the end users' understanding 

of their work context and the common justifications among co-workers. Thus, it can 

provide the IT department with a better opportunity to understand the deficiencies in their 

security policy requirements and enhance its contents. 

• Involve the end-user in a focus group to discuss and develop information security policies 

based on a set of common workplace justifications (scenarios) and have end-users play 

the role of the IT department in protecting the organizations' IT assets. This approach 

presented in this thesis provides the end-user with the knowledge to shape appropriate 

behaviour when there is a conflict between business priorities and information security 

requirements. Thus, it can indirectly improve their information security awareness and 

understanding of the factors behind having these security requirements in policy and the 

related risks of non-compliance. 

• The researcher believes that the intention of individuals to adopt neutralisation techniques 

to justify non-compliance with information security policies is a common security issue 

facing many organizations in different industries in the world. Thus, the results of the 
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current study that is based on modifying the security policies via a collaborative writing 

process show that the involvement of the end-user in the development of information 

security policies and controls can produce more efficient policies to counter the security 

risks resulting from this undesirable behaviour. Thus, providing the IT department with 

an additional and cost-effective preventive strategy instead of relying on the traditional 

approach to maintaining compliance, such as formal and informal sanctions. 

 Limitations And Directions For Future Work 

This study was organised into four phases to investigate the role of neutralisation techniques on 

individual non-compliance. Each phase encountered many constraints that impacted the study 

design, data collecting, and analysis. This section discusses the research constraints associated 

with each phase, as seen in Figure 8.1 as well as potential directions for future investigation. 

8.6.1 Limitations in Phase 1  

This empirical study has three significant limitations that should be acknowledged: first, the study 

sample was limited in size (66 medical interns) and was drawn from just four academic hospitals 

in Saudi Arabia; thus, caution should be exercised when generalising the study results. As a result, 

future studies should include a qualitative method and a bigger sample size. Second, all survey 

respondents (MIs) were Saudi citizens; hence, when generalising our findings, the effect of 

national cultural variations should be considered. Also, this study was conducted in the context 

of healthcare, which is a very complex environment with a huge workload and high levels of 

stress. Thus, future researchers need to expect a low response rate as many medical practitioners 

may feel unmotivated to participate in a research study unrelated to the field of health care. 

Therefore, future information security research should consider investing more time, 

communication, and effort to encourage medical practitioners to participate. In this study, the 

Figure 8.1 The Four Phases of The Research 

Phase 1 Phase 2 Phase 3 Phase 4 

Determine the role of 

Neutralisation 

techniques to predict 

medical practitioner 

intention to violate 

InfoSec policies. A 

quantitative study using 

a questionnaire in Saudi 

Arabia. 

Investigate the 

motivations of medical 

practitioners to evoke 

neutralisation techniques 

to justify InfoSec 

violations. A qualitative 

study using semi-

structured interviews in 

a Saudi Arabian hospital. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using 

focus groups and pre and 

post questionnaires in 

the UK, University of 

Glasgow. 

Enhancing InfoSec 

policies effectiveness 

against neutralisation 

techniques via the 

engagement end-user 

perception. An action 

research study using 

focus groups and pre 

and post questionnaires 

in a Saudi Arabian  

Hospital.   

Chapter 4 Chapter 5 Chapter 6 Chapter 7
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researcher had previous practical experience in the field of health care, which facilitated 

communications and logistics support obstacles to reach the target sample. 

Third, this study relied on a self-reported technique that collected MI intentions to violate the 

security policies that protect patient privacy via hypothesised scenarios; hence, the degree of 

realism of the scenarios had a significant effect on the intention but not on the actual behaviour.  

Future work should consider conducting comparative studies in other healthcare organisations 

using Hofstede’s cultural dimensions model [186] located in a different country with similar 

cultural indexes such as Power distance or Collectivism to confirm and generalise the results. 

8.6.2 Limitations in Phase 2 

This study has limitations relating to the sample chosen for the interviews. Here, all the collected 

data was limited to a single academic hospital in Saudi Arabia with a relatively high degree of 

homogeneity in the demographic in terms of the Saudi culture. Thus, caution is suggested when 

generalising the study findings in other contexts. Another limitation is the Social Desirability 

Response Bias (SDRB) during face-to-face interviews, where the participants answer the 

interviewer’s questions in such a way as to present a favourable self-image. We attempted to 

overcome this research issue by asking the participants to report their colleagues’ behaviour to 

violate InfoSec policies and related justifications instead of asking them to describe their own 

behaviour. Also, additional caution should be taken when developing the interview questions by 

considering the differences between the organisation’s context in terms of cyber security 

expertise and IT security resources.   

Future work could include interviewing team leaders or immediate managers of the medical 

teams, the chief of clinics. or senior physicians to explore their views on the impact of information 

security policies on job duties, their awareness of information security policies, and their level of 

acceptance of neutralisation techniques to violate the security policies. Thus, it would be useful 

to investigate the influence of these people as an important social factor that can motivate their 

subordinates to justify security policy violations. In addition, future work could investigate the 

critical role of the middle or immediate managers in establishing a solid information security 

culture among employees and the advantages of their involvement in the enforcement efforts of 

the information security policies compliance. According to several interviewees in phase 2, the 

position of the superordinate, particularly that of the immediate manager, had a significant impact 

on information security compliance behaviour. In our case, the medical practitioners are more 

likely to agree to activities that they believe are approved by immediate managers and 

superordinates, which may significantly impact negatively or positively their information security 
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behavioural compliance. Finally, we found that individual emotions, such as trust and empathy, 

play an important role in facilitating behavioural justifications. Future work could explore more 

emotional facilitators that could play a role in motivating the behavioural justifications for 

InfoSec policies non-compliance.  

8.6.3 Limitations in Phase 3 

The participants in this phase were graduate students from the University of Glasgow. This phase 

was approached as a pilot study to measure the intervention’s applicability, test its research 

measurements, and get a deeper understanding of its complexity. One limitation in this study was 

the level of work experience of most of the participants, as some students participated only 

marginally in the discussions because they felt that they were less experienced to suggest 

modifications to the security policy. In addition, most of the participants were from the School of 

Engineering, and students outside this school were less active during the discussion as those 

participants with IT knowledge dominated the discussion. Future work may consider undertaking 

the study with current employees working in different departments at a different university. Also, 

another limitation of the study was due to the spread of the Covid-19 pandemic in the UK and the 

implementation of social distance restrictions across the country, which hindered getting 

feedback using a focus group from the university’s IT department. Future work may consider 

getting feedback using the focus group method from IT departments for the feasibility of these 

proposed solutions and make an assessment at the level of abstraction of similarities and 

differences between security best practices and proposed security solutions in modified 

information security policy documents via a collaborative writing process. 

8.6.4 Limitations in Phase 4 

This phase faced many limitations as it was conducted in a real working environment in one of 

the largest hospitals in Saudi Arabia. In this study, it was difficult to obtain a large sample due to 

the reasons mentioned above, as well as large patient loads, a strict work schedule between 

clinics, emergency calls from different clinics requiring personal attendance, and so forth. Thus, 

over three months, we obtained only 42 medically trained participants. Also, the researcher had 

to interrupt the experiment on several occasions as the hospital called a blue code, which required 

some participants to leave the collaborative writing session immediately. Furthermore, pre- and 

post-evaluation tests were developed based on the finding in Chapter 5, which reflected the 

influence of peer pressure and trust on password and account sharing. Thus, future work may 

consider the effect of the superordinate pressure on subordinates to develop neutralisation 

scenarios and claims that reflect this social factor to motivate risky behaviour, such as sharing 
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EMR patient screen images via social media applications. Another limitation was that the IT 

department at the ABC Hospital had not empirically evaluated the outcome of this phase.  

Like the UK, Saudi Arabia still applies strict social distancing rules to protect its citizens from 

the Covid-19 virus. For six months, the researcher tried to get feedback from the ABC hospital 

security department, and they all apologised that they were too busy dealing with the workload. 

Also, the ABC Hospital was a victim of excessive cyber attacks attempting to gain cyber 

advantages from the critical situation of the pandemic. Future work may consider engaging IT 

department security personnel in a focus group to evaluate proposed solutions from end-users to 

mitigate neutralisation techniques via the collaborative writing process. Also, future work may 

consider providing the participants with information about the concept of situational crime 

prevention techniques (SCPT) before they are involved in the collaborative writing process. This 

could improve the quality of the discussion and may make it more focused on the purpose of the 

study. In addition, future work may evaluate using the collaborative writing activity as an 

interactive approach to increase the individual information security awareness of the information 

security policies and controls. This may require the development of pre-and post-assessment tests 

that can evaluate the participants’ security awareness using behavioural justifications as 

triggering ideas to lead the discussion. Also, this study was conducted in a single hospital in Saudi 

Arabia. Thus, caution should be taken to generalise the findings, which could provide an 

opportunity to perform a similar study in another healthcare organisation and compare the result.   

 Summary 

The research presented in this thesis examined the role of neutralisation techniques in individuals 

violating information security policies in a healthcare organisation. This research is divided into 

four main studies. It begins with a quantitative study that tests a theoretical model for establishing 

the relationship between neutralisation techniques and the intent of medical interns to violate 

information security policies that protect patient privacy. The result demonstrated that there is a 

positive and meaningful relationship between neutrality and information security non-

compliance. The second study is a qualitative study that aims to identify the environmental factors 

that motivate medical practitioners to adopt behavioural justifications for violating information 

security policies.  

The results of the third and fourth studies, however, confirmed the single most important finding 

of this research: involving end-users in the IT department’s efforts to develop information 

security policies through a collaborative writing process would develop policies that reflect both 

the technical and security needs of the IT department—and thus the organization as a whole—

and the real world medical and business needs of front line medical practitioners. Thus, this study 
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can improve the effectiveness of information security policies and enhance security compliance 

while at the same time reducing the tendency of individuals to justify violations of InfoSec 

policies—and thus risk violating patient privacy and even health—by invoking neutralisation 

techniques. 
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A.1 Hypothetical security scenarios 

 
Table A. 1 Hypothetical Security Scenarios for Phase 1  

 

 # Violation  Security Scenario 

 

 

 

1 

 

 

 

 

Information 

Handling 

Ahmad is a medical intern in a medium-sized public hospital where he was 

recently hired. He has access to the hospital Electronic Medical Records 

system (EMRs) to perform his duties. To ensure that patient information is 

preserved securely, the hospital has a firm information security policy that 

any document that contains partial or complete information of a patient’s 

EMR must be kept in secure drawers. 

Recently, he was contacted by a physician colleague named Emma, who 

asked Ahmad to access four patients’ Electronic Medical Records (EMR) 

in order to print their medical history, including patients’ names, 

medications and diagnoses. Afterwards, she told Ahmad to put those files 

at the nurses’ shared desk in the clinic reception. Emma’s plan was to 

collect those files the next day afternoon. Thus, Ahmad has expected that 

printing medications and treatments history and dropping them in the 

nurses’ shared desk would save his colleague’s time. He also knows that 

printing patient EMR information is a common practice in the hospital, and 

recently an employee was blamed for printing documents, which included 

sensitive patient information as patient name, diagnosis history, and left 

them at a shared desk surface. Ahmad printed the requested patients EMR 

information for Emma and left them at the nurses’ shared desk surface in 

the clinic reception. 

 

 

 

2 

 

 

 

Use of Social 

Media Apps 

Sara is a medical intern in a public large -sized hospital where she has 

worked for several months, and she has access to the hospital Electronic 

Medical Records system (EMRs). To ensure that patient information is 

preserved securely, the hospital has a firm information security policy that 

all medical staff must not share any type or format of information related 

to patient electronic medical records via social media websites or 

applications.  

One day, Sara was approached by a physician co-worker named 

Muhammad, who asked her to access a specific patient Electronic Medical 

Records system (EMRs) and take pictures of the patient EMR screen. Then, 

she sent those pictures back to him via a mobile WhatsApp application, 

which would give Tony a quick overview of the patient emergency case. 

Sara has expected that sending those pictures of the patient information via 

WhatsApp could save Muhammad’s time to deal faster with an emergency 

case. Although Sara believes sending sensitive patient information via 

social media application (WhatsApp) may be a violation of the hospital 

information security policy. Sara took several pictures of the patient EMR 

information screen and shared them with Muhammad via WhatsApp. 
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A.2 Measurement Items 

Table A. 2 independent variables Measurements Items And Sources For Phase 1 

Constructs Item  Source 

MI Intention to violate 

InfoSec policies that 

protect the security 

Int_1 How likely that you would do what Ahmad 

did in the described scenario? 

Adopted from D'Arcy et al. 

[330] 

Int_1 How likely that you would do what Sara did 

in the described scenario? 

 

Denial of Responsibility 

DoR-

1 

It is OK to violate the hospital information 

security policy if you aren’t sure what the 

policy is. 

Adapted from Thurman [252] 

and Siponen and Vance[1] 

DoR-

2 

It is OK to violate the hospital’s information 

security policy if the policy is not advertised. 

Adapted from  Siponen and 

Vance [1] 

DoR-

3 

It is OK to violate the hospital’s information 

security policy if you do not understand it. 

 

 

Denial of injury 

DoI-1 It is OK to violate the hospital’s information 

security policy if no harm is done. 

Adapted from  Siponen and 
Vance [1] 

DoI-2 It is OK to violate the hospital’s information 

security policy if no one gets hurt. 

Adapted from Thurman [252] 
and Siponen and Vance[1] 

DoI3 It is OK to violate the hospital’s information 

security policy if no damage is done to the 

hospital. 

Adapted from  Siponen and 

Vance[1] 

 

 

Condemnation of 

condemners 

CoC-

1 
It is not wrong to violate the hospital’s 

information security policy when the policy 

is unreasonable. 

Adapted from Thurman [252] 

and Siponen and Vance[1] 

CoC-

2 
It is not wrong to violate a hospital’s 

information security policy that requires too 

much time to comply with 

Adapted from  Siponen and 

Vance [1] 

CoC-

3 
It is not wrong to violate a hospital’s 

information security policy that is too 

restrictive. 

 

 

 

Appeal to higher 

loyalties    

AHL1 It is all right to violate a hospital’s 

information security policy to get a job done. 

Adapted from Thurman [252] 
and Siponen and Vance[1] 

AHL2 It is all right to violate the hospital’s 

information security policy if you get your 

work done 

 

Adapted from Siponen and 
Vance[1] 

AHL3 It is all right to violate the hospital’s 

information security policy if you complete 

the task given by management 

 

 

 

Defence of necessity 

DoN1 It is all right to violate the hospital’s 

information security policy under 

circumstances where it seems like you have 

little other choices 

Adapted from Thurman[252] 
and Siponen and Vance[1] 

DoN2 It is all right to violate the hospital’s 

information security policy when you are 

under a tight deadline 

Adapted from  Siponen and 

Vance[1] 
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DoN3 It is all right to violate the hospital’s 

information security policy when you are in 

a hurry 

 

 

 

Metaphor of the ledger 

MoL1 feel my general adherence to the hospital’s 

information security policies compensates 

for occasionally violating an information 

security policy. 

 

Adapted from  Siponen and 
Vance [1] 

MoL2 I feel my good job performance 

compensates for occasionally violating the 

information security policy. 

MoL3 I feel my hard work in the hospital 

compensates for occasionally violating an 

information security policy 
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A.3 Descriptive Statistics in Tabulation Format 

Table A. 3 Demographic Characteristics of the Sample for phase 1 

Variable Frequency 

Percentages 

(%) 

Gender     

Female 24 36.4 

Male 42 63.6 

Age     

18 - 23 yrs 2 3.0 

24 - 29 yrs 60 90.9 

30 - 35 yrs 4 6.1 

Have you been informed about the security procedures 

defined by the hospital to protect patient information 

privacy and confidentiality 

    

Yes 34 51.5 

No 32 48.5 

In a typical day, how many hours do you spend using 

Electronic Medical Records System (EMRs) for your 

work 

    

Less than 1 hours 5 7.6 

1 - 2 hours 26 39.4 

3 - 4 hours 25 37.9 

5 - 6 hours 7 10.6 

More than 6 hours 3 4.5 

In a typical day, how many total hours of internet 

usage do you consume per day in your workplace 
    

Less than 1 hours 22 33.3 

1 - 2 hours 28 42.4 

3 - 4 hours 12 18.2 

5 - 6 hours 3 4.5 

More than 6 hours 1 1.5 
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A.5  Participant’s Information Sheet

Participant Information Sheet 

The title of study: Investigating the Role and the Relationship of Humans’ Neutralisation 

Techniques and 

Organisational Factors that Drive the Problem of Information Security Violation. 

Name of Researchers:   Dr Tim Storer & Mr.Saad Altamimi 

You are being invited to take part in a research study. Before you deciding to participate, it is 

important for you to understand why the research is conducted and what it will involve. Please 

take time to read the following information carefully and discuss it with others if you wish. Ask 

us if there is anything that is not clear or if you would like more information. Take time to decide 

whether or not you want to participate. Participation is entirely voluntary and can be stopped at 

any time. 

Research purpose and structure  

They are two main objectives of this study: 

• Investigating why employee in healthcare organisations may violate information

security policies and the role of human’s Neutralisation techniques to drive such a

problem.

• Understanding the psychological factors that may impact the effectiveness of both

information security policies and the information security and security awareness

programmes in the healthcare context.

This study is a web - based survey which will be conducted approximately in 10-20 minutes. 

Medical interns will be asked to read two security scenarios and based on the scenarios; he/she 

will fill out of the study questionnaire as the following steps: 

1. Demographic information.

2. Participants’ behavioural intention toward doing the same actions that one of the

scenario characters did.

3. Participants’ neutralisation techniques that will may be used to justify the violation of

the patient security.

Risks 

Similar to most of the research studies, the researchers should consider any kind of risks that may 

affect the participants. However, based on our knowledge, there are no foreseeable risks 

associated with this survey. 

Benefits 

You will not directly benefit from participating in this research, but benefits to academia and 

society include extending the body of knowledge in healthcare settings. Thus, this study is 

developed to enhance our understanding in information security field, specifically in the 

protection of patient information security. 

Confidentiality 
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Your identity will not be captured in this survey, nor will the data provided be available to deduce 

individual respondents. Both you and your healthcare organisation will remain anonymous. Data 

will be encrypted in process, transfer and storage and can only be accessed by this research 

conductors.. This data might be used as part of research publications. However, all data will be 

anonymised and once the survey is submitted even the investigator cannot identify individual 

respondents. 

Participation 

Completing this survey is totally voluntary, and you can withdraw at any time without providing any reasons 

Contact 

If you have any further questions, please do not hesitate to contact: 

Mr.Saad Altamimi, Email: s.altamimi.1@research.gla.ac.uk 

Dr Tim Storer , Email:  timothy.storer@glasgow.ac.uk 

School of Computing Science, University of Glasgow  

mailto:s.altamimi.1@research.gla.ac.uk
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B.1 Participants Consent Form

Consent Form

Title of Project:  Improving security policies quality by integrating user perspective via collaborative 
writing process. 

Name of Researchers: :   Mr.Saad Altamimi and  Dr.Tim Storer 

Basic details 
☐ I confirm that I have read and understood the Participant Information Sheet for the above study.

☐The study has been explained to me, and I understand the explanation given and what my participation will involve.

☐I understand that my participation is voluntary and that I am free to withdraw at any time, without giving any reason.

Confidentiality/anonymity clauses 

☐I acknowledge that participants will not be personally identified.

Consent on method clause 

☐ I consent to interviews being audio-recorded

Clauses relating to data usage and storage 

All names and other material likely to identify individuals will be anonymised. 
The material will be treated as confidential and kept in secure storage at all times. 
The material may be retained in secure storage for use in future academic research. 
The material may be used in future publications, both print and online. 
☐I agree to waive my copyright to any data collected as part of this project.

Basic consent clause 

☐I have initialled the above boxes myself, and I agree to take part in the study.

 Name of Participant    Date  Signature 

…………………………………………….  ………………….  ……………………… 

Researcher        Date   Signature 

…………………………………………….  ………………….  ………………………. 
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B.2 Participant Information Sheet

PARTICIPANT INFORMATION SHEET 

• Study title: Understanding the motivation of behavioural justifications that lead to
information security non-compliance in a healthcare context

• Invitation paragraph
You are being invited to take part in a research study. Before you decide to participate, it is

essential for you to understand why the research is conducted. Please take time to read the

following information carefully and discuss it with others if you wish. Ask us if there is

anything that is not clear or if you would like more information. Take time to decide whether

or not you want to participate. Participation is entirely voluntary, and you can withdraw at

any time.

• What are the objectives of the study?
In the information security policies context, the employees’ non-compliance behaviour

considers one of the greatest risks as they use the digital hospital infrastructure to accomplish

their routine work. The aim of this study is to extend the current research work in the

information security field and its relationship to humans’ behaviour. Specifically, we want to

understand the internal and the external factors that influence the audience (end users) of the

information security policies to violate them as well as the IT management perspective to

develop and implement such security policies and its actual impact on the end-users. Under

the lenses of Neutralisation theory, this study will gather and analyse the end users’ responses

and justifications (Medical interns as a research sample in Saudi Arabia) to violate the hospital

security policies. Thus, this study output will help the researcher to get a deeper understanding

of the end users’ behaviour toward information security policies in a complex and dynamic

environment such as a hospital. Also, it will help the hospital’s IT management to consider

some important factors during the development and the implementation of information

security policies. Thus, this study will help the researcher to identify and integrate those

factors to develop a security policies development framework that focus on designing those

security policies collaboratively to reflect the end-users perception as a proposed solution to

reduce end-users violation/non-compliance behaviour.

• Why have I been chosen?

The study focuses on the medical individuals’ behaviour (Medical Interns MI) who are

regulated by a list of information security policies in their work environment and required to

comply with these policies to protect the hospital IT assets. Also, this study examines the IT

experts point of view in the hospitals about the internal and external factors that impact the

process of information security policies development and implementation as well as the

impact of those factors on end-users security policies violations.

• Do I have to take part?
Participating in this study is voluntary, and it is up to you to decide whether or not to take part

of the interview. If you do choose to join, you can withdraw at any time without giving a

reason.
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• What do I have to do?
A list of semi-structure questions will be asked during the interview to each participant in

order to fulfil the study purpose. Each question will obtain specific details that will serve the

study investigation. Each participant has the right to accept or refuse answering any question.

• What are the possible disadvantages and risks of taking part?
This study is expected to be risk-free, and it will not involve any risk on the physical and

mental level.

• What are the possible benefits of taking part?
You will not directly benefit from participating in this study, but benefits to academia and

society include extending the body of knowledge in an information security policies

development and implementation contexts. However, the information that is collected during

this study will provide us to form a better understanding of the hospital information security

environment and the hidden reasons behind the medical intern’s non-compliance behaviour

as well as their justifications for such risky behaviour. Thus, this study can escalate our

understanding of the importance of end-user involvement in the security policy development

and implementation process with the IT department.

• Will my taking part in this study be kept confidential?
1. All participants’ names will be fully anonymised.

2. Every piece of information/ document in any format (digital or physical) gathered during

this study will be encrypted and securely stored in a cabinet.

3. All data/ documents only are accessed by the researcher for use in future academic

research.

4. No reference will be made in any form or shape that could associate participants to this

study.

5. Data/documents collected during this study will be securely stored in a safe cabinet for a

maximum duration of three years; after this period, this data will be securely destroyed.

• What will happen to the results of the research study?
Results will likely be published after the analysis of the results of the study. You will not be
identified in any report/publication. You can request a copy of the publication on the
condition that you will use it for academic purposes.

• Who has reviewed the study?
The project has been reviewed by the College of Science and Engineering Ethics Committee
in the University of Glasgow.

• Contact for Further Information
Name: Mr.Saad Altamimi, Dr.Timothy Storer
Emails:  (s.altamimi.1@research.gla.ac.uk,  Timothy.Storer@glasgow.ac.uk

mailto:s.altamimi.1@research.gla.ac.uk
https://d.docs.live.net/030b71d7af3d685f/Saad_PhD_Thesis_Word/Final%20chapters/Chapters/Timothy.Storer@glasgow.ac.uk


257 

B.3 List of the interview questions for it staff and medical interns

General Questions: 

1. What is your Job Description?

a. What does your job involve?

2. How long have you been doing this job?

a. How long you’ve been at the hospital?

3. How does security engage to your day?

4. What is your information security background (Courses/training)?

• Security policies development

1. How much would you say you know in general about the hospital security policies?

2. Are people in the hospital consulted about the information security policy, to what

extent? (Probe for: who and how).

3. In general, what do you think of the security policies? Do you think they are too

strict, too soft, or about right?

• Security policies awareness /Training:

1. Have you had any training about security policies recently?

2. Was it new information or just a refresher?

3. How long was the security policies training? Was that a day or less than a day? Was

it online-based or face to face? (Describe).

4. Was it more actually training or just information delivery?

• Security policies implementation:

1. Would you say the people follow all of the rules all the time in terms of security

policies? Or most people follow them most of the time? Or somewhere in between?

2. Can you think of a reason in your work environment why somebody might not

follow one of them (such as password or encryption policies)?

3. Are there any policies or procedures that people routinely don’t comply with?

a. Why do they do this? (Neutralisation question about the motivation)

• Security policies enforcement:

1. Would people get reprimanded for not complying with security policies, for example

if somebody was in the habit of not putting the lock on the screen when they left

their desk?

2. Does the hospital check whether employees comply with security policies? How?

3. How would someone get caught if they did not follow those security policies?

4. What sanctions or punishments are used against people that get caught?

b. Do you think these are appropriate?

• Security incidents reporting

1. What would you do if someone doesn’t follow the security policy?

2. Have you ever come across something that you consider to be a security vulnerability

that the hospital IT management hasn’t thought of?

3. What do you think about the security culture in your hospital in general?
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• Closing question:  

How would you say that the hospital’s information security compares with other issues, such as 

budget reduction or patient safety, that the hospital also cares about?  
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C.1 Pre And Post Assessment Survey Items For The Password 

Policy  

Table C. 1 Measurements Items and references for Phase 3 
Neutralisation 

Techniques 

How effective is the given policy in countering 

the following claim: 

Measurement 

7 Point Likert scale 

Source 

Denial of 

responsibility 

It is not my fault that the Universit provides 

complex password procedures that are inefficient. 

Thus, I will share my password with a trusted 

colleague. 

1- Strongly 

Ineffective 

2- Somewhat 

Ineffective 

3- Ineffective 

4- Not effective 

or ineffective 

5- Somewhat 

effective 

6- Effective 

7- Strongly 

effective  

 

 

 

 

 

 

 

 

 

 

 

Adapted 

from 

Silic et 

al. [151] 

and 

Siponen 

and 

Vnce [1] 
 

 

It is OK to share my password with a trusted 

colleague if I don’t understand it. 

Denial of injury 

No one got hurt if I share my password with a 

colleague. 

It is OK to share my password with a trusted 

colleague at work if no harm is done. 

Defence of 

necessity 

When I’m less busy, I will change my behaviour. 

Right now, it is necessary to share my password 

with a trusted colleague to complete our work 

faster. 

It is all right to share my password with a trusted 

colleague when I’m under a tight deadline. 

Everybody else is 

doing it 

it is OK to share my password with a trusted 

colleague because this is what everyone around me 

at work does. 

Everybody around me is sharing their passwords 

with other colleagues. Thus, I will share my 

password with only a trusted colleague. 

Appeal to higher 

loyalty 

 I share my password with trusted colleagues to 

support them in their work. 

It is all right to share my password at work if it 

helps my colleague to get the job done. 

Overall policy 

effectiveness  

How do you evaluate the overall effectiveness of 

the given password policy in countering 

individuals justifications to share the password 

with their trusted colleagues? 

 

 

Self-efficacy 

 

I have the necessary skills to fulfil the requirements 

of this policy. 
1- Strongly 

disagree 

2- Disagree 

3- Somewhat 

disagree 

4- Neither Agree 

nor Disagree 

5- Somewhat 

Agree 

6- Agree 

7- Strongly 

agree 

 

 

 

Adapted 

from 

Bulgurcu 

et al. 

[23] 

I have the necessary knowledge to fulfil the 

requirements of this policy. 

I have the necessary competencies to fulfil the 

requirements of the policy. 

 

 

Work 

impediment 

Following the requirements of the given password 

policy distract me from doing my actual work 

duties. 

Following the requirements of the given password 

policy slows down my response time to my 

colleagues. 

Following the requirements of the given password 

policy hinders my productivity at work. 
Following the requirements of the given password 

policy reduces my efficiency at work. 
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D.1 Pre And Post Assessment Survey Items For The Password Policy 

in the hospital  

 

Table D. 1 Measurements Items and references for Phase 4 
Neutralisation 

Techniques 

How effective is the given policy in countering 

the following claim: 

Measurement 

7 Point Likert scale 

Source 

Denial of 

responsibility 

It is not my fault that the hospital provides complex 

password procedures that are inefficient. Thus, I 

will share my password with a trusted colleague. 
1. Strongly 

Ineffective 

2. Somewhat 

Ineffective 

3. Ineffective 

4. Not effective 

or ineffective 

5. Somewhat 

effective 

6. Effective 

7. Strongly 

effective  

 

 

 

 

 

 

 

 

 

 

 

Adapted 

from 

Silic et 

al. [151] 

and 

Siponen 

and 

Vnce [1] 
 

 

It is OK to share my password with a trusted 

colleague if I don’t understand it. 

Denial of injury 

No one got hurt if I share my password with a 

colleague. 

It is OK to share my password with a trusted 

colleague at work if no harm is done. 

Defence of 

necessity 

When I’m less busy, I will change my behaviour. 

Right now, it is necessary to share my password 

with a trusted colleague to complete our work 

faster. 

It is all right to share my password with a trusted 

colleague when I’m under a tight deadline. 

Everybody else is 

doing it 

it is OK to share my password with a trusted 

colleague because this is what everyone around me 

at work does. 

Everybody around me is sharing their passwords 

with other colleagues. Thus, I will share my 

password with only a trusted colleague. 

Appeal to higher 

loyalty 

 I share my password with trusted colleagues to 

support them in their work. 

It is all right to share my password at work if it 

helps my colleague to get the job done. 

Overall policy 

effectiveness  

How do you evaluate the overall effectiveness of 

the given password policy in countering 

individuals justifications to share the password 

with their trusted colleagues? 

 

 

Self-efficacy 

 

I have the necessary skills to fulfil the requirements 

of this policy. 
1. Strongly 

disagree 

2. Disagree 

3. Somewhat 

disagree 

4. Neither Agree 

nor Disagree 

5. Somewhat 

Agree 

6. Agree 

7. Strongly 

agree 

 

 

 

Adapted 

from 

Bulgurcu 

et al. 

[23] 

I have the necessary knowledge to fulfil the 

requirements of this policy. 

I have the necessary competencies to fulfil the 

requirements of the policy. 

 

 

Work 

impediment 

Following the requirements of the given password 

policy distract me from doing my actual work 

duties. 

Following the requirements of the given password 

policy slows down my response time to my 

colleagues. 

Following the requirements of the given password 

policy hinders my productivity at work. 
Following the requirements of the given password 

policy reduces my efficiency at work. 

  



263 

 

 

D.2 Wilcoxon Signed Rank Test Results for Pre- Versus Post 

assessment for all participants. 

Table D. 2 Wilcoxon Signed Rank Test Results for Phase 4 

Post assessment 

minus  Pre 

assessment 

Note Rank 

sign 

N Mean 

Rank 

Sum of 

Ranks 

DoR After Intervention 

- DoR Before 

Intervention 

DoR After Intervention <DoR 

Before Intervention 

Negative 

Ranks 

8 14.06 112.50 

DoR After Intervention >DoR 

Before Intervention 

Positive 

Ranks 

26 18.56 482.50 

DoR After Intervention = DoR 

Before Intervention 
Ties 8  

Total 42 

 
DoI After Intervention - 

DoI Before Intervention 

DoI After intervention <DoI Before 

Intervention 

Negative 

Ranks 
6 11.08 66.50 

DoI After intervention>DoI Before 

Intervention 

Positive 

Ranks 
28 18.88 528.50 

DoI After intervention = DoI 

Before Intervention 

Ties 8  

Total 42 

 
DoN After Intervention 

- DoNI Before 

Intervention 

DoN After intervention <DoNI 

Before Intervention 

Negative 

Ranks 
6 10.83 65.00 

DoN After intervention>DoNI 

Before Intervention 

Positive 

Ranks 
33 21.67 715.00 

DoN After intervention = DoNI 

Before Intervention 

Ties 3 

 
Total 42 

 
EEIDI After 

Intervention - EEIDI 

Before Intervention 

EEIDI After intervention <EEIDI 

Before Intervention 

Negative 

Ranks 
3 9.17 27.50 

EEIDI After intervention>EEIDI 

Before Intervention 

Positive 

Ranks 
30 17.78 533.50 

EEIDI After intervention = EEIDI 

Before Intervention 

Ties 9l 

 
Total 42 

 
AOHL After 

Intervention - AOHL 

Before Intervention 

AOHL After Intervention <AOHL 

Before Intervention 

Negative 

Ranks 
4 5.75 23.00 

AOHL After intervention>AOHL 

Before Intervention 

Positive 

Ranks 
30 19.07 572.00 

AOHL After Intervention = AOHL 

Before Intervention 

Ties 8 

 
Total 42 

 
All Effect After 

Intervention - All Effect 

Before Intervention 

All Effect After Intervention <All 

Effect Before Intervention 

Negative 

Ranks 
2 5.00 10.00 

All Effect After Intervention >All 

Effect Before Intervention 

Positive 

Ranks 
36 20.31 731.00 

All Effect After Intervention = All 

Effect Before Intervention 

Ties 
4  

Total  42 

 
Self Effecacy after 

Intervention - Self 

Effecacy before 

Intervention 

Self Efficacy after Intervention 

<Self Efficacy before Intervention 

Negative 

Ranks 
5 11.80 59.00 

Self Efficacy after Intervention 

>Self Efficacy before Intervention 

Positive 

Ranks 
19 12.68 241.00 

Self-Efficacy after Intervention = 

Self Efficacy before Intervention 

Ties 
18  

Total 42  
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Work impediment after 

Intervention - Work 

impediment before 

intervention

Work impediment after 

intervention <Work impediment 

before intervention 

Negative 

Ranks

17 15.12 257.00

Work impediment after 

intervention>Work impediment 

before intervention 

Positive 

Ranks

12 14.83 178.00

Work impediment after 

intervention = Work impediment 

before intervention 

Ties 13

Total 42 
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D.3 Test of Normality for all Independent variables 

 

 Table D. 3 Test of Normality for all Independent variables 

 

  

Dependent variables 
Shapiro-Wilk 

Statistic df P-value.Sig. 

DoR_Before_Intervention 0.924 42 0.008 

DoR_After_Intervention 0.814 42 0.000 

DoI_Before_Intervention 0.873 42 0.000 

DoI_After_Intervention 0.874 42 0.000 

DoN_Before_Intervention 0.865 42 0.000 

DoN_After_Intervention 0.899 42 0.001 

EBDI_Before_Intervention 0.906 42 0.002 

EBDI_After_Intervention 0.890 42 0.001 

APHL_Before_Intervention 0.918 42 0.005 

APHL_After_Intervention 0.893 42 0.001 

OverAll_Effectiveness before intervention 0.856 42 0.000 

OverAll_Effectiveness after intervention 0.907 42 0.002 

Self Effecacy before Intervention 0.877 42 0.000 

Self Effecacy after Intervention 0.808 42 0.000 

Work impeiment before Intervention 0.917 42 0.005 

Work imoediment after Intervention 0.890 42 0.001 



266 

D.4 Neuralisation security scenarios list

Now, based on your understanding of your workplace environment, please read and 

edit the given policy in a way to better reflect your thoughts as a group to mitigate 

the following scenarios and their related justifications (A, B, C and D) 

PI: (Clinical Recodes and documentation Policy) 

Sarah is a physician in a public large -sized hospital, and she has access to the 

hospital Electronic Medical Records system (EMRs). 

To ensure that patient information is preserved securely, the hospital has a firm 

privacy and security section that all medical staff must keep their EMRs account 

password confidential and secure. 

One day, Sarah was approached by another medical physician named Tony, who 

asked Sarah to share her EMR account password in order to allow him to write a 

medical note/order and view patients’ records as Tony has difficulties to log-in the 

EMR system. (here, place one of the following actions A, B , C and D) 

a) (DON): Sarah knew that Tony was a trustworthy colleague and a member of

her team. So, she felt that they were working in a busy clinic, and it was

essential action to share her password in order to improve work performance.

Thus, Sarah gives Tony her password to let him write the required medical

note/order using her account.

b) (DoI): Sarah knew that Tony was a trustworthy colleague, and he was a

member of her team. So, she felt that nobody would get harm if she shared

her password with Tony. Therefore, Sarah gives Tony her password to let him

write the medical note/order using her account.

c) (AoHL): Sarah knew that Tony was a trustworthy colleague and a member

of her team. So, she felt that sharing her password was a type of professional

help to Tony. Therefore, Sarah gives Tony her password to let him write the

required medical note/order using her account.

d) (EBDI): Sarah knew that Tony was a trustworthy colleague and a member in

her team. Also, she felt that everyone in her team was sharing their passwords

in the clinic. Therefore, Sarah gives Tony her password to let him write the

required medical note using her account.
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D.5 Ethical Approval
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D.6 participants’ Information sheets

PARTICIPANT INFORMATION SHEET 

• Study title: Improving information security policies effectiveness by integrating the end-
user perspective to reduce neutralisation techniques via a collaborative writing process.

• Invitation paragraph
You are being invited to take part in a research study of the application of collaborative

writing to improving security policies for end-users. Before you decide to participate, you

need to understand why the research is conducted. Please take time to read the following

information carefully and discuss it with others if you wish. Ask us if there is anything that

is not clear or if you would like more information. Take time to decide whether or not you

want to participate. Participation is entirely voluntary and you can withdraw at any time.

• What are the objectives of the study?
I. Investigating the impact of end-user perception on the effectiveness of information

security policies.

II. Getting a deeper understanding of the type of modifications that end-user performs on

security policies to reflect his/her perspective to reduce Neutralisation techniques.

III. Implementing collaborative writing as a strategy to integrate user perspectives to

enhance the organisation security policies along with the policymakers

• Why have I been chosen?

The study focuses on individuals who are regulated by a list of information security policies

in their work or study environment and required to comply with these policies to protect the

organisation IT assets and infrastructure.

• Do I have to take part?
Participating in this study is voluntary, and it is up to you to decide whether or not to take

part. If you do choose to join, you can withdraw at any time without giving a reason. Note:

we will appreciate if you can notify the authors before you withdraw, to keep that in in the

experiment records.

• What do I have to do?
This study has five phases. All phases will be conducted online at a specific time and the total

time of the experiment approximately (80-90 minutes) 

1. Reading a security policy (5 -7 minutes)

2. Completing a pre-assessment survey (5 minutes).
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3. Participating in collaborative writing activity with a group (60 minutes)

4. Read another group document (5-7 minutes)

5. Completing a post-assessment survey (5 minutes)

At a specific time and location , All participants  in each group will meet and discus a given 

security policy, which they will edit it collaboratively . The pre-assessment and post-

assessment questionnaires will be identical and will include: demographic information such 

as age, gender, qualification. Afterwards, the participant will be asked to answer a list of 

question to evaluate a given security policy. 

• What are the possible disadvantages and risks of taking part?
This study is expected to be risk-free, and it will not involve any risk on the physical and

mental level.

• What are the possible benefits of taking part?
You will not directly benefit from participating in this study, but benefits to academia and

society include extending the body of knowledge in the context of an information security

policies development. However, the information that is collected during this study will help

us to form a better understanding of the importance of end-user involvement in the

security policy development process to enhance the effectiveness of security policies.

• Will my taking part in this study be kept confidential?
You can choose to provide or not provide information like age, qualification, gender and

years of work experience. The results of the study may be published later, but general

information like age, gender, etc will be anonymised. You will not be asked to provide your

name; instead, an ID number and a mask name will assign to you. Please note that

assurances on confidentiality will be strictly adhered to unless evidence of serious harm, is

uncovered. In such cases, the University may be obliged to contact relevant statutory

bodies/agencies.’

• What will happen to the results of the research study?
Results will likely be published after the analysis of the study results. You can request a copy

of the publication on the condition that you will use it for academic purposes.

• Who has reviewed the study?
The project has been reviewed by the College of Science and Engineering Ethics Committee

at the University of Glasgow.

• How is the study funded?

The Saudi Arabian Ministry of Education is providing the researcher (Alta Mimi’s) by a

scholarship.  The specific experiment does not have any additional funding.

• Contact for Further Information
Name: Mr.Saad Altamimi, Dr.Timothy Storer
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Emails:  s.altamimi.1@research.gla.ac.uk , Tim.Storer@glasgow.ac.uk 

Address: Room G103 , SAWB (Computing Science building) 18 Lilybank Gardens, Glasgow 

G12 8RZ. 

mailto:s.altamimi.1@research.gla.ac.uk
mailto:Tim.Storer@glasgow.ac.uk
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D.7 A sample of the pre-assessment survey
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