Chowdhury, Rohan (2022) Essays on matchings and contests. PhD thesis.
https://theses.gla.ac.uk/82729/

Copyright and moral rights for this work are retained by the author
A copy can be downloaded for personal non-commercial research or study, without prior permission or charge

This work cannot be reproduced or quoted extensively from without first obtaining permission in writing from the author

The content must not be changed in any way or sold commercially in any format or medium without the formal permission of the author

When referring to this work, full bibliographic details including the author, title, awarding institution and date of the thesis must be given

# Essays on Matchings and Contests 

by<br>Rohan Chowdhury

Submitted in fulfilment of the requirements for the Degree of Doctor of Philosophy in Economics to

The Adam Smith Business School
College of Social Sciences


January, 2022

This page is intentionally left blank.

To Ma

This page is intentionally left blank.

## Abstract

This thesis is composed of two parts. Part I contributes to the matching literature and Part II contributes to the contest literature.

Part I: A set of indivisible objects must be allocated among a group of agents, or agents from one side of the market must be matched to agents on the other. Each agent has their own preference over these objects, or over the agents on the other side. These preferences exhibit an underlying structure, motivated by real-world examples such as the refugee settlement problem, the job rotation problem and others. We study design of procedures to match agents to objects/agents, without resorting to randomization devices or monetary transfers. Three concerns play a central role in this design: incentive compatibility, efficiency and fairness. For each setting we consider, we appropriately formalise what we mean by these terms.

Part II: A competitive league coach (team manager) must manage the energy pool of players in the team over the course of the entire season. High energy usage increases the chance of winning the current game, but also increases the risk of developing accumulated fatigue or injuries in later games. We explore this "winning in the short term" vs "saving energy for the future" dilemma that the coach faces over a long season.
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## Chapter 0

## Introduction

The thesis is composed of two parts: Part I consists of three chapters on assignment and matching problems that are studied from the lens of mechanism design; and Part II consists of a single chapter that studies a dynamic contest model. The chapters are written as research papers, and are fully self-contained, with an individual literature review that discusses the relation to existing work.

## Part I

Mechanism design has been an active and fruitful sub-field of economics since the 1970s. Since the seminal contribution of Hurwicz (1973) who introduced the key notion of incentive compatibility ${ }^{1}$, this literature has shed light on and offered solutions to a wide range of real-world problems such as the design of radio spectrum auctions, the design of college admissions, kidney exchange programs, the national resident matching program, and many more.

Combining the points of view of social choice theory and game theory, the theory of mechanism design aims to design games (or, mechanisms) such that whenever rational and strategic players interact within the rules of the game, their interaction yields an outcome that is desirable to the mechanism designer. The mechanism designer (or, central planner) sets out with an objective in mind: for instance,

[^0]the objective can be utilitarian (maximization of the total utility of agents), Rawlsian (maximization of utility of the least well-off agent), etc. The designed mechanism induces a game-form whose equilibrium outcome is precisely the objective that the designer has set.

The primitives in a mechanism design problem are the set of possible outcomes or alternatives, and the preferences of agents over this set. These preferences are not known to the designer. Mechanism design problems can broadly be classified based on whether or not monetary transfers are allowed. Transfers serve as a means to redistribute utility among agents.

1. Mechanism design without money. In many important environments, money cannot be used to redistribute utility among the agents. This constraint typically arises from ethical and/or institutional considerations. Examples here are: political elections (Gibbard, 1973; Satterthwaite, 1975), kidney exchange programs (Roth et al., 2004), the stable matching problem (Gale and Shapley, 1962).
2. Mechanism design with money. A very well studied domain is the quasilinear environment: here the utility function of agents takes a quasi-linear form (apart from a possibly non-linear component, there is a separable and linear dependence on money). Classical examples include: the auction of an item (Vickrey, 1961; Myerson, 1981), building a public project (Clarke, 1971; Green and Laffont, 1977), the bilateral trade problem (Myerson and Satterthwaite, 1983).

While there are many papers that study very general preference domains, an extensive body of literature has investigated various restrictions of such domains that are motivated by real-world observations. Many general results typically do not remain applicable in restricted domains. For instance, in the context of mechanism design without money, two seminal papers by Gibbard (1973) and Satterthwaite (1975) introduce a very general model (with at least three alternatives) and prove that it is impossible to find a non-dictatorial mechanism that is incentive-
compatible. But this impossibility vanishes when the preference domain is restricted to simpler contexts such as (i) model with one-dimensional policy space over which agents have single-peaked preferences (Moulin, 1980), where the policy space can represent, e.g., the political spectrum in the case of elections, or a line in the case of facility location problems; (ii) allocation and exchange of indivisible goods such as transplant organs, public housing, etc. for which agents have single-unit demand (Roth, 1982; Svensson, 1999; Pápai, 2000).

When one shrinks a preference domain, the class of incentive-compatible mechanisms expands. Therefore, even if the larger domain admits "nice" mechanisms, it becomes important to devise ways to select between already existing mechanisms and new mechanisms that become available in the smaller domain. As an example, consider the problem of allocating indivisible goods to agents so that each agent receives at most one good. In this model, Ma (1994) proved that the top trading cycle mechanism (see, Shapley and Scarf, 1974 for a description) is the only mechanism that is strategy-proof, efficient, and individually rational when the domain consists of all linear preferences. However, when the domain is restricted to single-peaked preferences, this result is no longer true: in fact, Bade (2019) discusses another mechanism that satisfies an even stronger incentive property called obvious strategy-proofness (for a definition, see Li, 2017) without sacrificing the other two. Furthermore, in smaller domains existing/known mechanisms can satisfy additional desirable properties, and it becomes important to point those out.

In the spirit of the above discussion, Part I of this thesis investigates particular domain restrictions in the context of different matching models. The study contributes to the literature on mechanism design without money. Specifically, we will be interested in problems where (i) a set of heterogeneous indivisible objects must be allocated among a group of agents (one-sided matching); or (ii) agents from one side of the market must be matched to agents on the other (two-sided matching). While these models have been previously studied allowing for very general pref-
erences, the focus here will be to restrict attention to smaller preference domains that are motivated by important and frequently arising real-world applications. We elaborate on the specifics of each restricted domain below in the context of the chapters. Three concerns play a central role in designing the mechanisms: incentive compatibility ${ }^{2}$, efficiency, and fairness. We discuss important trade-offs that come to light. While some of our results are reminiscent of previous observations in the literature, we also present results where we show that some traditional facts do not hold anymore, instead, we observe new phenomena that arise. We discuss them in substantial detail in the individual chapters.

The three chapters in this part focus on purely deterministic settings. The first two chapters study models that are static, while the third chapter studies a dynamic matching framework. The chapters share the following features:

* There are two sides of the market: a set of agents on one side; and either a set of indivisible objects, or another set of agents on the other.
* Every agent is endowed with a preference list over the set of available objects/agents on the other side.
* Preferences of agents on one side of the market are restricted to have a wellbehaved structure. This is guided by motivating examples which are discussed below in the context of every chapter.
* The objects are sometimes endowed with a priority order over agents, that must be respected in the following sense: if an agent $i$ has priority over another agent $j$ for some object $o$, then agent $j$ should not receive object $o$ if agent $i$ receives an object inferior to object $o$.

There are several matchings possible for any given instance of the problem. Is there one among them that is better than others in some objective sense? If there is one, how do we find it? Is it better than others in one criterion but not as good

[^1]in another but equally important one? Is there one that is better than others in a number of ways?

To answer questions of this kind, we study the problem of a central agency (or, designer) who is tasked with designing a mechanism that will systematically match agents to objects/agents; by meeting a set of desirable goals (defined formally as mathematical axioms). We think of this central agency to not have any selfish interests, but instead, to work solely to improve social welfare in some way.

A brief description of the chapters in Part I as well as the examples that motivate them are outlined next.

## Chapter 1

Consider a scenario where there are several large-scale governmental projects that must be undertaken, and there are firms/organizations that would like to take up such projects. Oftentimes, these projects can be ranked in terms of desirability. Nevertheless, firm-specific capacity constraints (stemming from technological limitations, deadlines requirements, etc.) might prevent the firm from competing for the best-ranked projects. Next, consider another scenario where users want a slot at a bottleneck facility: researchers waiting to use a supercomputer, ships waiting to load/unload cargo at a port, airlines waiting to use the runway for takeoff/landing, electric vehicles waiting to be re-charged at a power station, and so on. Users arrive at different times but wish to be served as early as possible once they arrive.

In these examples, one side of the market consists of agents (firms/users) while the other side consists of objects (projects/slots), and agents have preferences that are structured in the following sense: all agents agree with the exogenous ranking of objects, but all objects in the rank order above a certain threshold (specific to an agent) are not feasible to the corresponding agent. Chapter 1 lays down a framework incorporating these ingredients.

The primary welfare determining factor in this setting is the delay faced by an agent, which captures the amount of disutility the agent suffers by not receiving
his/her best object. Accordingly, an important goal for the designer might be to minimize the aggregate delay faced by all agents. Minimizing aggregate delay might come at the expense of some agents. Therefore, in light of fairness, one might instead wish to minimize the maximum delay faced by any agent; or better yet, minimize lexicographically the vector of delays. In conjunction with these goals, we study other design objectives that have to do with ensuring Pareto efficiency and achieving various incentive properties that deter participating agents from being dishonest and trying to game the system to their advantage, either on their own accord or in collaboration with other agents. In particular, we explore the compatibility of different combinations of these goals. We also propose different mechanisms and evaluate each of them with respect to these goals.

## Chapter 2

This chapter extends the model in Chapter 1 in two ways - first, by endowing each project with a preference list; and second, by allowing several projects to have the same rank. Since we endow projects with preferences, we now refer to projects also as agents instead of objects. Projects are once again exogenously ranked, but this time multiple projects can have the same rank. Firms have preferences that have a nested structure just as in Chapter 1, but this time around, their preferences can naturally have indifferences. This is because multiple projects can now have the same rank. On the other hand, preferences of projects are allowed to be very general. To summarize, in Chapter 2 we study what is called a two-sided one-toone matching model with indifferences.

The leading example here is the refugee matching problem: the projects' side of the market is comprised of refugee families of various sizes, and the firms' side consists of benevolent hosts who are willing to shelter refugees in their homes in exchange for a monetary reward (which is increasing in family size) from the government. Thus, in essence, there is an exogenous ranking over refugee families based on family size and hosts prefer larger families, but can only accommodate families of size up to the number of beds they have to offer. Refugee families
can have arbitrary preferences (owing to economic prospects, cultural or religious concerns, location factors, etc.) over hosts.

The designer's problem is to choose a matching that would guarantee that agents would accept the proposed matching, and would not try to individually renegotiate it. We follow the traditional approach in the literature and insist on stability as the important selection criterion. A stable matching sustains itself: no pair of agents in a stable matching have incentives to break away from it. The notion of a blocking pair makes precise the conditions for agents to have the aforementioned "incentives". Since the preference domain allow indifferences, based on three natural definitions of a blocking pair (see, Irving (1994)), there are three natural ways to define stability: weak stability, strong stability, and super stability. We study the first two notions only since they are widely regarded as the most appropriate criterion for a practical matching scheme when there are indifferences in the preference lists. Apart from stability, we also impose that the proposed matching be Pareto efficient. Any attempt to improve the welfare of an agent in an efficient matching always comes at the expense of another.

Chapter 2 explores the implication of these properties on the structure of the resulting matching. In particular, we show that stable and efficient matchings in this framework are hierarchical by nature: they can be thought of as an outcome of projects being arranged in a queue order, with each project receiving one of their best firm in turn, from the set of remaining firms.

## Chapter 3

The motivation of this chapter comes from the organization of job rotation: the well-known practice of moving employees through a range of different tasks/jobs, in order to promote their interest, experience, and motivation. The use of such a strategy is widespread across both private and public sectors (Osterman, 1994; Ostrom, 1990; Berkes, 1992). Contrary to the static models studied in previous chapters, Chapter 3 adopts a dynamic matching framework to study the rotation
problem and contributes to the literature on - dynamic priority-based allocation of indivisible objects.

The different tasks (or, job functions) have priorities over employees, which can be thought to have been derived from observable employee characteristics such as their skill-set, work experience, etc. The employer would like to respect these priorities, i.e., he/she would like to give the employee who has higher priority over another for a given job, greater access to that job. But, the employer would also like to encourage job rotation. To achieve this dual goal, the employer can use the temporal dimension: as long as both employees are inexperienced in some given job, the employee with the higher priority gets more access to the job; but if the agent with the higher priority already has previous experience in the job, the other agent gets a chance instead to garner some experience in the job despite having a lower priority for it to begin with. This requirement is encoded as a job-rotationpriority structure that becomes a design goal to satisfy.

Since the model is dynamic, we define appropriate dynamic counterparts of very standard and well-studied goals/axioms concerning efficiency, stability, and incentive properties of the mechanism. We prove a negative result here: it is impossible to satisfy the job-rotation requirement while being as efficient as possible, and also at the same time ensuring that the mechanism is immune to strategic manipulations by the employees.

## Part II

This part of the thesis contributes to the literature on Contest Theory. Contests and tournaments are ubiquitous in social and economic landscapes. In a traditional contest model, economic agents expend costly nonrefundable resources to vie for a limited number of prizes, and they are rewarded for "getting ahead" of their opponents instead of their absolute performance metrics. Such competitive interactions are common in a diverse range of contexts - promotion competitions between
firms to increase market share, R\&D races, sports, rent-seeking activities, political campaigns, college admissions, and so on.

Since the seminal contribution of Tullock (1967), a large literature has analyzed strategic aspects of contest-like activities. The basic contest model has been enriched by introducing different modelling variations such as information asymmetry between competitors, dynamic structure, multi-battle confrontations, etc. An important modelling dimension concerns the choice of winner-selection rule: the rule that takes as input an effort (resource) profile ${ }^{3}$ and selects one or more winners. Such a rule can be deterministic, as in all-pay auction models (Baye et al., 1996); or stochastic, e.g., (i) ratio-form contest success functions (Tullock, 1967), (ii) rank-order tournaments with noise (Lazear and Rosen, 1981). The rich literature (with many variations like the ones stated above) makes use of these basic rules in some form (tailored to each specific setting) in order to ascertain the contest winner(s). The main focus in the literature has therefore been to compare final performances (effort choices) of the participants in a contest. In contrast, our model (described below) makes an attempt to study the effort dynamics during an ongoing contest, with the focus being to look at the impact of (observable) progress at an interim point in the contest on the effort choice thereafter. The motivation comes from team sports such as basketball, netball, rugby, or handball leagues; where the score-difference (which is observable) between competing teams can change by large margins very rapidly and frequently. A summary of the model is briefly outlined next.

## Chapter 4

In this chapter, we are interested in the decision problem of a competitive league coach, who wishes to maximize the success of the team over the course of the entire season. The resource at the coach's disposal that the coach has to carefully expend is the pool of players in the team; more specifically, the cumulative energy levels

[^2]of these players. During any game, players are exposed to frequent high-intensity movements like sprinting, jumping, acceleration, deceleration, abrupt change of direction, etc. This can lead to acute and accumulated fatigue, and therefore calls for effective management of the team energy level. Resting or limiting minutes of players, especially the "star" players in the team, is indeed something coaches frequently consider. On the other hand, if the players do not exert sufficient effort in any given game, it may jeopardize the team's success in the short run.

The rest of star players resulting from coaches' optimal strategies is also of considerable interest to team owners, investors in the league, etc. Fans are more willing to pay for quality competition that features the star players, and hence revenue maximization considerations require designing the season's structure so that coaches optimizing will lead to more opportunities for the fans to see the best players. Hence it is important for those with a vested interest in the revenue from the sport's fans to know how the incentives set for the teams will affect the time the best players spend on the courts and pitches.

The model in Chapter 4 explores the trade-off between the two above-mentioned competing forces in a long season: "winning in the short term" vs "saving energy for the future". Specifically, the model looks at energy dynamics "late" in a game and the impact of score-difference between the competing teams up to that point in the game on the energy-savings choice of the coach thereafter. The evolution of the aggregate energy level of the team and the winner of any given game are both determined stochastically. We model coaching decisions as a Markov Decision Process and find that, indeed, saving energy is optimal for the coach throughout most of the season. This conclusion is robust to different model extensions, in particular, against a field of teams whose coaches also employ similar strategies.
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## Part I

## Matching Theory

## Chapter 1

# Allocating agents on a line with birth dates 


#### Abstract

In this chapter, we consider the problem of assigning agents to slots arranged on a line. Agents have birth dates on the line and want a slot as soon as possible once they are born. We carry out an axiomatic study of this problem. Of particular interest in this setting are axioms concerning the delay faced by an agent, which captures the waiting time between being born and getting a slot allocated. We propose three natural rules in this setting and discuss their strengths and weaknesses with respect to delay, incentives and efficiency.


### 1.1 Introduction

This chapter studies the assignment of agents to slots that are arranged on a line. Imagine a technology that gives out a "slot" per time period, every period, potentially forever. Agents are "born" at some period and want a slot as soon as possible once they are born. Owing to its geometric interpretation, we refer to the problem as the assignment of agents on a line. Slots, before an agent is born, are useless to her. There are waiting costs incurred once the agent is born, and as a result, slots get progressively worse for an agent as one moves further to the right from that agent's birth date. We study this problem in a static deterministic setting, without allowing for transfers or side payments. Agents in our model are completely characterized by their birth dates.

The existing literature studying similar problems usually considers richer preference domains allowing for monetary transfers or randomization, where an agent is not identified by her birth date. Agents differ with respect to waiting costs and/or risk attitudes (or, preferences over fractional assignments). The deterministic setting considerably simplifies the analysis but is still important to study in light of several examples (presented below), where monetary transfers or randomization may not always be appropriate. Our work is also related to the existing literature (with deterministic setting) on the allocation of indivisible objects to agents with unit-demand. These previous works allow for very general preferences, while the focus here is to restrict attention to a smaller preference domain, which nevertheless can be used to model a wide range of situations as described below. The study of such smaller (yet new) domains is important in its own right for the following reason: when one shrinks a preference domain, the class of desirable (e.g., incentive-compatible) mechanisms expands. Therefore, even if the larger domain admits "nice" mechanisms, it becomes important to devise ways to select between already existing mechanisms and new mechanisms that become available in the smaller domain.

The model, albeit quite simple, has applications within a wide range of realworld problems. Consider the scenario where there are a number of large-scale governmental projects to be undertaken. Usually, there is a consensus as to which projects are more desirable, and therefore, we can think of them as being arranged on a line, starting with the biggest or the most desirable project. Firm-specific capacity constraints (stemming from technological, deadline/budget-related, or other relevant considerations) might prevent it from competing for the very top projects. Therefore, capacity constraints determine the birth dates for every firm.

Another important class of examples that fit our framework is the task of assigning users to bottleneck facilities: researchers waiting to use a supercomputer, ships waiting to load/unload cargo at a port, airlines waiting to use the runway for take-off/landing, electric vehicles waiting to be re-charged at a power station,
consumers waiting to be picked up by a ride-hailing service, patients waiting for hospital beds and so on.

Another cluster of situations arise in the context of quality line examples where all objects are ordered by quality. Agents prefer better quality, but may feel reluctant to aim above a certain quality level. This is reasonable to assume in many scenarios where agents might be constrained by a budget, or they may feel intimidated aiming too high, or they may feel it is too serious or strong above a certain level. Situations like these arise, for instance, when students consider applying to schools or universities; or, individuals decide to join a sports club or music class; or, parents contemplate putting their children to the best nursery that they can afford; or, citizens make purchasing decisions like buying the largest or best affordable house; firms wish to hire the most skilled worker but are constrained by a hiring budget, and so on.

Clearly, agents in all these scenarios may have different birth dates, and being allocated a slot before an agent is born is not only useless to her but also bad in terms of efficiency. It is not hard to imagine why waiting for a slot after an agent is born is costly in all the above cases.

In these examples, a mechanism design approach is usually called for: a central agency is tasked with designing a mechanism that will systematically assign agents to slots, by meeting a set of desirable goals or axioms; taking into account that agents act in a strategic manner.

### 1.1. 1 Informal discussion of design goals

The most essential welfare determining factor in our model is the delay faced by an agent. Delay captures the waiting time between the agent's birth and the slot allocated to the agent. Accordingly, an important goal for the designer is to minimize the aggregate delay faced by all agents. Minimizing aggregate delay might come at the expense of a select few agents. Therefore, in light of fairness, an alternative approach might be to minimize the maximum delay faced by any agent; or better
yet, to minimize lexicographically the vector of delays. A good allocation should also be efficient in the sense of Pareto, i.e., it should not be possible to increase welfare (reduce delay) of an agent without hurting (increasing delay) of another.

The mechanism must take as input the reports of individual birth dates from the agents to be able to propose a "good" allocation. This gives rise to the possibility of agents lying about their birth date to game the system in their favour. Therefore, an important goal for the designer is to construct a mechanism that is immune to manipulations of various kinds. A common starting point is requiring that the mechanism satisfies strategy-proofness ${ }^{1}$. It ensures that no individual can get a better slot by lying compared to the one they are assigned by being truthful, irrespective of the reports made by all other agents. Strategy-proofness plays a central role in mechanism design and is frequently imposed as a design requirement in theoretical analyses, across a broad range of assignment, auction, and matching problems.

A strengthening of this notion is group strategy-proofness which ensures that no group of the individuals can gain (i.e., each member gets a weakly better slot and at least one member gets a strictly better slot) by jointly lying. Group strategyproof mechanisms have been analyzed in various settings in the literature: public good provision (Moulin, 1994); house allocation (Pycia and Ünver, 2017; Ehlers, 2002; Pápai, 2000); allocation of a perfectly divisible commodity (Klaus, 2001); matching with contracts (Hatfield and Kojima, 2009).

Group strategy-proofness, although quite strong, still allows for another form of manipulation where: two individuals, by jointly lying, change the outcome of the mechanism, and thereafter, strictly gain (i.e., both agents get strictly better slots) by swapping their allocations ex-post ${ }^{2}$. Pairwise reallocation-proofness rules out such forms of manipulations and has been studied in the context of allocation of

[^3]indivisible objects (Pápai, 2000; Mandal and Roy, 2021). A strengthening of this notion to strongly pairwise reallocation-proofness ensures that such manipulations do not occur even when the deviating pair of agents only weakly gain, i.e., one agent gets a strictly better slot while the other gets the same slot when they swap their allocated slots (received after jointly lying) ex-post.

Another criterion frequently used in the context of strategy-proof assignment, is the notion of non-bossiness which is due to Satterthwaite and Sonnenschein (1981). It ensures that individuals cannot be bossy, that is, change the allocation of others by misreporting without affecting their own. Also, if an allocation violates non-bossiness, then it may invite strategic manipulation: an agent affected by another might pay a small transfer to the latter in return of a false report that results in a preferable allocation to him. As the latter agent is not affected by changing her own report, she may well agree to engage in such manipulations. Normatively, the concept also evokes a form of fairness: it is arguably unfair for an agent to be affected by a change of report made by someone else, even though the change has no consequence on the allocation of the latter.

A designer may also wish to prevent agents from engaging in malicious behaviour. For instance, suppose an agent is assigned a preferred slot of another agent. Now, if the latter, by misreporting, can harm the former, then this agent may wish to do so out of spite. An envy-proof ${ }^{3}$ mechanism prevents such behaviour: an agent who is envious of another agent's allocated slot, cannot harm the latter by misreporting when the implemented mechanism is envy-proof.

### 1.1.2 Three Assignment Rules

We propose three assignment rules (or, mechanisms) that naturally arise in our context. We will evaluate their performance with respect to the desirable desiderata discussed in the previous sub-section. In particular, we will see that none of these rules are perfect. They each have their own strengths and weaknesses. This is the

[^4]subject of discussion in the next sub-section.

1. Fixed priority rule: Agents pick a slot in turn following a given priority order (set by the designer) from the set of remaining slots (Definition 1.3.1).
2. First come first served rule: A priority order is initially set by the designer after which all agents born in the first period are first assigned (their best available slot) according to that order; next, all agents born in the second period are assigned (their best available slot) according to the priority order; and so on (Definition 1.3.2).
3. Slot-based priority rule: This rule is a generalization of the fixed priority rule where every slot is endowed with a priority order (possibly different) over agents. Among all agents born in the first period, the agent with the highest priority for the slot gets it; next among all agents who are either born in the second period or born earlier but are still unassigned, the one with the highest priority for the second slot gets it; and so on (Definition 1.3.3).

### 1.1.3 Brief summary of results

We examine the compatibility of the different goals with each other in our model. In particular, we report which combinations of these properties are feasible concurrently as well as those that are not.

In our model, Pareto efficiency happens to be equivalent to minimizing aggregate delay (Proposition 1.4.1). We also show that group strategy-proofness is equivalent to the combination of individual strategy-proofness and nonbossiness (Proposition 1.4.2).

The attractive incentive compatibility property of strategy-proofness is in direct conflict with the two main delay concerns: minimizing maximum delay and leximax minimizing the vector of delays (Proposition 1.4.3). If one drops these two properties and only insists on mechanisms that minimize aggregate delay, the question remains whether it is possible to avert manipulations of different kinds as discussed earlier. We prove a negative result: the impossibility of Pareto efficient,
group strategy-proof, strongly pairwise reallocation-proof and envy-proof mechanisms when there are at least three agents (Theorem 1.4.1). This impossibility result uses the stronger counterpart of every property wherever applicable. Weakening strongly pairwise reallocation-proofness to pairwise reallocation-proofness yields a positive result. Indeed, the fixed priority rule satisfy all of them (Proposition 1.4.4).

Since the fixed priority rule is strategy-proof, we know for sure that it does not minimize max delay. But it is worthwhile to quantify in some way how poorly it fares in minimizing max delay. We take the worse case approach to determine this (see, Definition 1.4.2). The worst-case analysis reveals that any Pareto efficient, strategy-proof, and nonbossy assignment rule is the worst rule with respect to minimizing max delay in our domain (Proposition 1.4.5). As a corollary, we then obtain that the fixed priority rule is therefore one of the worst assignment rules with respect to minimizing max delay (Corollary 1.4.2).

The first come first served rule fares much better in this regard: it leximax minimizes delays (Proposition 1.4.6), but is not immune to strategic manipulations of any kind (Proposition 1.4.7).

The slot-based priority rule is also Pareto efficient and group strategy-proof, and offers a little more flexibility over the fixed priority rule when the designer has to respect exogenously given slot priorities (Proposition 1.4.8). However, it fails to be pairwise reallocation proof and envy-proof (Proposition 1.4.10).

### 1.1.4 Related literature

Our work contributes to the recent literature on slot allocation problems: a group of agents must be assigned to a slot located along a line. The closest to our model is the paper by Hougaard et al. (2014). They study a problem where each agent has a preferred slot which is called the target, and wants to be served as close as possible to it. Preferences are single-peaked and symmetric (to both sides of the peak). Each slot can serve only one agent. They first consider a deterministic assignment of agents to slots and provide a direct method for testing if a given deterministic
assignment is aggregate gap-minimizing. Next, they consider probabilistic assignment of agents to slots and propose an aggregate gap minimizing modification of the random priority method to solve the problem. Our domain in a sub-domain of their domain.

Chun and Park (2017) studies a cardinal version of the above problem. They consider a setting where agents differ in their most preferred slot position, which they call the peak. Agents have quasi-linear preferences over slots and money: each agent's utility from her assignment is equal to the amount of monetary transfer minus the distance between the peak and her assigned slot. They propose two assignment rules as a solution to their problem: the leximin and the leximax rules. While we also assume that the (per period) waiting cost is identical across agents like these papers, our setting has an important difference: both these papers allow agents to be assigned a slot either before or after their peak (or, target), while in our model, agents have birth dates and can only be assigned a slot after they are born.

Crès and Moulin (2001) and Bogomolnaia and Moulin (2002) study scheduling problems with deadlines, using randomization as a tool to restore (ex ante) fairness. Agents in their model arrive in batches and therefore have the same birth date but are heterogeneous in their "deadline", i.e., the number of time periods they can afford to wait for service.

Ghosh et al. (2020) study a model similar in flavour to ours in a cardinal environment. Agents from a finite population arrive at various discrete times and exit after they use a server for one period each. Each agent has a per-period cost of queuing, which constitutes his private information. Agents in their model are strategic about their waiting cost but not their date of arrival. On the other hand, birth date report is a strategic variable in our setting.

Assignment of heterogeneous indivisible goods with general single-peaked preferences where each individual can receive at most one good have been studied by Bade (2019) and more recently by Mandal and Roy (2021).

### 1.1.5 Outline of the chapter

Section 1.2 presents the model and discusses the properties and structure of allocations in our setting. Section 1.3 presents formal definitions of the three assignment rules along with definitions of the desirable goals (informally discussed in the introduction) the designer seeks to achieve. Section 1.4 presents the results and some discussion. We end with concluding remarks highlighting the implications of our results. We also discuss some potential new avenues to explore for further research.

### 1.2 Model

Slots are arranged on a line and therefore the set of slots can be identified by the set of integers. Agents have a most preferred slot (birthdate) on this line and want a slot sooner rather than later once they are born. Henceforth, we refer to the most preferred slot of an agent as her target.

A problem is represented by a triple $\left\langle N, S, t_{N}\right\rangle$ consisting of:

* A set of agents $N=\{1,2,3, \cdots,|N|\}$.
* A set of slots $S=\{1,2,3, \ldots\}$.
* A profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$, where $t_{i} \in S$ is the target slot of agent $i \in N$.

The set of agents $N$ is fixed for the rest of the paper.
We use the phrases "profile" and "profile of targets" interchangeably. For any group of agents $T \subseteq N$, the list of targets of agents in $T$ is denoted as $t_{T}=\left(t_{i}\right)_{i \in T} \in$ $S^{|T|}$. Following the standard practise in the literature, we sometimes denote a profile as $t_{N}=\left(t_{i}, t_{-i}\right)$ or, as $t_{N}=\left(t_{T}, t_{-T}\right)$ where $t_{-T}=\left(t_{i}\right)_{i \in N \backslash T} \in S^{|N \backslash T|}$.


#### Abstract

Allocations Allocations specify the slot that every agent receives. Formally, an allocation is a map $\alpha: N \rightarrow S$ such that $i \neq j \Longrightarrow \alpha(i) \neq \alpha(j)$; i.e., no two agents are assigned to the same slot. $\alpha(i)$ is called the allocation of agent $i$ at $\alpha$. For notational


simplicity, we sometimes denote $\alpha(i)$ by $\alpha_{i}$ if there is no risk of confusion. All possible allocations are collected in the set $\mathscr{A}$.

## Delay experienced by agents

Delay is the primary welfare determining factor in our model. Delay captures the waiting time between the agent's birth and the slot allocated to the agent, i.e., the distance between the agent's allocated slot and her target.

For any allocation $\alpha \in \mathscr{A}$, the delay suffered by any agent $i$ with target $t_{i}$ in allocation $\alpha$, denoted by $\delta_{i}\left(\alpha, t_{i}\right)$, is defined as,

$$
\delta_{i}\left(\alpha, t_{i}\right):=\alpha(i)-t_{i}
$$

## Preferences of agents

Preference of agents reflect the fact that an earlier slot is better all else being constant. For each agent $i \in N$, her target slot $t_{i} \in S$ induces a weak preference relation $R_{i}^{t_{i}}$ (with strict and indifference parts $P_{i}^{t_{i}}$ and $I_{i}^{t_{i}}$ respectively) over the set of allocations $\mathscr{A}$ as follows. For all allocations $\alpha, \alpha^{\prime} \in \mathscr{A}$ :

- if $\delta_{i}\left(\alpha, t_{i}\right) \geq 0$ and $\delta_{i}\left(\alpha^{\prime}, t_{i}\right) \geq 0$, then:

$$
\begin{aligned}
& * \alpha_{i}<\alpha_{i}^{\prime} \Longrightarrow \alpha P_{i}^{t_{i}} \alpha^{\prime} \\
& * \alpha_{i}=\alpha_{i}^{\prime} \Longrightarrow \alpha I_{i}^{t_{i}} \alpha^{\prime}
\end{aligned}
$$

- if $\delta_{i}\left(\alpha, t_{i}\right) \geq 0$ and $\delta_{i}\left(\alpha^{\prime}, t_{i}\right)<0$, then $\alpha P_{i}^{t_{i}} \alpha^{\prime}$
- if $\delta_{i}\left(\alpha, t_{i}\right)<0$ and $\delta_{i}\left(\alpha^{\prime}, t_{i}\right)<0$, then $\alpha I_{i}^{t_{i}} \alpha^{\prime}$

A profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$, therefore, induces a profile of preference relations $R^{t_{N}}=\left(R_{i}^{t_{i}}\right)_{i \in N}$.

### 1.2.1 Desirable properties of allocations

In this subsection, we define and discuss several properties that we would like allocations to satisfy.

The first one is called individual rationality. It says that no individual should be allocated a slot earlier than her target since she has no use for it.

Definition 1.2.1. Given a profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$, an allocation $\alpha \in \mathscr{A}$ is individually rational if for every agent $i \in N$ we have $\delta_{i}\left(\alpha, t_{i}\right) \geq 0$

Since delays faced by individuals are costly, a good allocation should seek to allocate slots in a manner so that, the delay that agents face is as little as possible. There are several different ways of thinking about doing so. The designer may want to minimize the total delay faced by all individuals cumulatively. Alternatively, he may instead pursue a goal of minimizing the maximum delay that any single agent faces. Yet another goal and a stronger one, might be to lexicographically minimize the vector of delays. These are formally presented in the following four definitions.

Definition 1.2.2. Given a profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$, an allocation $\alpha \in \mathscr{A}$ is said to minimize aggregate delay if it is individually rational and for any other individually rational allocation $\alpha^{\prime} \in \mathscr{A}$ we have,

$$
\sum_{i \in N} \delta_{i}\left(\alpha, t_{i}\right) \leq \sum_{i \in N} \delta_{i}\left(\alpha^{\prime}, t_{i}\right)
$$

Definition 1.2.3. Given a profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$, an allocation $\alpha \in \mathscr{A}$ is said to minimize max delay if it is individually rational and for any other individually rational allocation $\alpha^{\prime} \in \mathscr{A}$ we have,

$$
\max \left\{\delta_{i}\left(\alpha, t_{i}\right) \mid i \in N\right\} \leq \max \left\{\delta_{i}\left(\alpha^{\prime}, t_{i}\right) \mid i \in N\right\}
$$

Definition 1.2.4. The leximax order $\prec_{\text {leximax }}$ on $\mathbb{R}^{n}$ is defined as follows. For any $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in \mathbb{R}^{n}$, let $x^{\downarrow}=\left(x_{1}^{\downarrow}, x_{2}^{\downarrow}, \cdots, x_{n}^{\downarrow}\right) \in \mathbb{R}^{n}$ be a permutation of
the coordinates of $x$ in non-increasing order: $x_{1}^{\downarrow} \geq x_{2}^{\downarrow} \geq \cdots \geq x_{n}^{\downarrow}$. We say that the vector $x \prec_{\text {leximax }} y$ if there is a $j \in\{1,2, \cdots, n\}$ such that $x_{j}^{\downarrow}<y_{j}^{\downarrow}$, while $x_{i}^{\downarrow}=y_{i}^{\downarrow}$ for all $i<j$.

Definition 1.2.5. Given a profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$ and an allocation $\alpha \in \mathscr{A}$, we denote by $\delta^{\alpha}\left(t_{N}\right)=\left(\delta_{i}\left(\alpha, t_{i}\right)\right)_{i \in N}$ the vector of delays.
Then, an allocation $\alpha \in \mathscr{A}$ is said to leximax minimize delays if it is individually rational and for any other individually rational allocation $\alpha^{\prime} \in \mathscr{A}$ we have,

$$
\delta^{\alpha}\left(t_{N}\right) \prec{ }_{\text {leximax }} \delta^{\alpha^{\prime}}\left(t_{N}\right)
$$

Pareto Efficiency of an allocation ensures that it cannot be improved upon in the sense of Pareto (that is, every agent is made weakly better off and at least one agent is made strictly better off).

Definition 1.2.6. An allocation $\alpha \in \mathscr{A}$ is Pareto dominated by another allocation $\alpha^{\prime} \in \mathscr{A}$ at a profile of targets $t_{N}$, if $\alpha^{\prime} R_{i}^{t_{i}} \alpha \quad \forall i \in N$, and $\alpha^{\prime} P_{j}^{t_{j}} \alpha$ for at least one agent $j \in N$. An allocation $\alpha \in \mathscr{A}$ is said to be Pareto efficient at a profile $t_{N}$ if it is not Pareto dominated by any other allocation at that profile.

We now record a few lemmas that will be useful in the ensuing analysis. They are proved in Appendix A.

Lemma 1.2.1. An allocation $\alpha$ is Pareto efficient at the profile of targets $t_{N}$ if and only if there does not exist an unassigned slot $s \in S$ and an agent $i$ with target $t_{i} \leq s$ such that $\alpha(i)>s$.

An immediate consequence of Lemma 1.2.1 is the simple structure of Pareto efficient allocations. All Pareto efficient allocations are a split between "intervals" of slots: (1) there is at least one agent who desires the first slot of the interval,
(2) all slots in the interval are assigned, (3) all agents with targets slots within the interval are assigned a slot on the interval. We formalize this in the next lemma.

Lemma 1.2.2. For any profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$, the set of slots $S$ can be uniquely partitioned into $\left\{S_{0}, S_{1}, S_{2}, \cdots\right\}$ such that for any Pareto efficient allocation $\alpha$ we have:

- $S_{0}=\emptyset \Longleftrightarrow$ there is at least one agent $i$ with target $t_{i}=1$.
- If $s \in S_{k}$ and $s^{\prime} \in S_{k+1}$ then we have $s<s^{\prime}$.
- A slot $s$ belongs to $S_{k}$ for $k$ even if and only if it is unassigned:

$$
\alpha^{-1}(s)=\emptyset \Longleftrightarrow s \in S_{2 k} \quad \text { for some } k \in\{0,1,2, \cdots\}
$$

- A slot $s$ belongs to $S_{k}$ for $k$ odd if and only if it is assigned:

$$
\alpha^{-1}(s) \neq \emptyset \Longleftrightarrow s \in S_{2 k+1} \quad \text { for some } k \in\{0,1,2, \cdots\}
$$

- For every $k$ odd, there is an agent $i_{k}^{*}$ such that her target $t_{i_{k}^{*}}=\min S_{k}$.
- The target slot of agent $i$ belongs to $S_{k}$ if and only if agent $i$ is assigned a slot in $S_{k}$, i.e., $\quad t_{i} \in S_{k} \Longleftrightarrow \alpha_{i} \in S_{k}$

In our environment, Pareto efficiency is equivalent to minimizing aggregate delay.

Lemma 1.2.3. An allocation is Pareto efficient if and only if it minimizes aggregate delay.

Lemma 1.2.4. Let $\alpha, \alpha^{\prime} \in \mathscr{A}$ be Pareto efficient allocations at profile $t_{N}$. Then,

$$
\sum_{i \in N} \delta_{i}\left(\alpha, t_{i}\right)=\sum_{i \in N} \delta_{i}\left(\alpha^{\prime}, t_{i}\right)
$$

Proof. Follows immediately from Lemma 1.2.3
Lemma 1.2.5. Let $\alpha$ be a Pareto efficient allocation at the profile of targets $t_{N}$ such that assigned slots are ordered like targets (i.e., $t_{i}<t_{j}$ implies $\alpha_{i}<\alpha_{j}$ for each pair of agents $i, j)$. Then, $\alpha$ leximax minimizes delays at $t_{N}$.

### 1.3 Assignment Rules

Recall, the set of all possible allocations is denoted by $\mathscr{A}$.
An assignment rule (or, mechanism) is a function $\Psi: S^{|N|} \longrightarrow \mathscr{A}$ that systematically chooses an allocation $\Psi\left(t_{N}\right) \in \mathscr{A}$ for each profile of reported targets $t_{N} \in S^{|N|}$. For every agent $i \in N$, let $\Psi_{i}\left(t_{N}\right)$ denote the allocation (allocated slot) of agent $i$ at the reported target profile $t_{N}$ according to the allocation rule $\Psi$.

### 1.3.1 Natural assignment rules in the context

In this subsection, we propose examples of assignment rules that naturally arise in the environment that we study in this article.

Let the best slot among a set of slots $Y \subseteq S$ given a target slot $t_{i}$ be denoted as,

$$
B\left(t_{i}, Y\right):=\min \left\{s^{\prime} \in Y \mid s^{\prime} \geq t_{i}\right\}
$$

Definition 1.3.1. The fixed priority rule is parameterized by an arbitrary priority order over the set of agents $N$, which is fixed a priori. A priority is a bijection $\sigma: N \rightarrow N$, i.e., an ordering over the set of agents. For any fixed priority $\sigma$, the fixed priority rule $\psi_{\sigma}^{F P}$ is defined inductively. For a given profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$, construct an allocation $\alpha$ as follows:

$$
\begin{aligned}
\alpha(\sigma(1)) & =B\left(t_{\sigma(1)}, S\right) \\
\alpha(\sigma(2)) & =B\left(t_{\sigma(2)}, S \backslash\{\alpha(\sigma(1))\}\right) \\
\alpha(\sigma(3)) & =B\left(t_{\sigma(3)}, S \backslash\{\alpha(\sigma(1)), \alpha(\sigma(2))\}\right) \\
& \vdots \\
\alpha(\sigma(|N|)) & =B\left(t_{\sigma(|N|)}, S \backslash\{\alpha(\sigma(1)), \alpha(\sigma(2)), \cdots, \alpha(\sigma(|N|-1))\}\right)
\end{aligned}
$$

The fixed priority rule assigns $\psi_{\sigma}^{F P}\left(t_{N}\right)=\alpha$.
Definition 1.3.2. The first come first served rule is parameterized by an arbitrary priority order over the set of agents $N$, which is fixed a priori. A priority is a
bijection $\sigma: N \rightarrow N$, i.e., an ordering over the set of agents. For any fixed priority $\sigma$, the first come first served rule $\psi_{\sigma}^{F C F S}$ computes an allocation in two steps. For any given profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$,
(i) Derive the first come first priority $\sigma_{F F}: N \rightarrow N$ from $\sigma$ as follows: For any two agents $i$ and $j$,

$$
\begin{array}{lll}
\text { * if } t_{i}<t_{j} & \text { then } & \sigma_{F F}^{-1}(i)<\sigma_{F F}^{-1}(j) \\
\text { * if } & t_{i}=t_{j} & \text { then } \\
\sigma_{F F}^{-1}(i)<\sigma_{F F}^{-1}(j) \Longleftrightarrow \sigma^{-1}(i)<\sigma^{-1}(j)
\end{array}
$$

(ii) Then, the first come first served rule assigns $\psi_{\sigma}^{F C F S}\left(t_{N}\right)=\psi_{\sigma_{F F}}^{F P}\left(t_{N}\right)$.

Definition 1.3.3. The slot-based priority rule is parameterized by an arbitrary profile of priority orders over the set of agents $N$, which is fixed a priori. For any slot $s \in S$, a priority order for slot $s$, is simply a linear order $>_{s}$ over $N$. A profile of priority orders is a list $\gg=\left(\gg_{s}\right)_{s \in S}$.

Fixing a profile of priority orders $\gg=(\gg)_{s \in S}$, the slot-based priority rule with respect to $\gg$ associates with every profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$ an allocation $\alpha$ which is constructed as follows:

- Step 0: For all $k \in S$, define $I^{k}=\left\{i \in N \mid t_{i} \leq k\right\}$
- Step 1: If $I^{1} \neq \emptyset$, then select the agent $i^{1} \in I^{1}$ who has the highest priority according to $\gg_{1}$. Assign $\alpha\left(i^{1}\right)=1$. Else, slot 1 remains unassigned and $i^{1}=\emptyset$.
- Step $\boldsymbol{k}=\mathbf{2 , 3}, \ldots$ : If $I^{k} \backslash \bigcup_{j=1}^{k-1} i^{j} \neq \emptyset$, select the agent $i^{k} \in I^{k} \backslash \bigcup_{j=1}^{k-1} i^{j}$ who has the highest priority according to $>_{k}$. Assign $\alpha\left(i^{k}\right)=k$. Else, slot $k$ is unassigned and $i^{k}=\emptyset$. Continue this procedure until all agents are allocated. Then, the slot-based priority rule assigns $\quad \psi_{\gg}^{S B P}\left(t_{N}\right)=\alpha$

Remark 1.3.1. It is easy to see that the slot-based priority rule is output equivalent to the celebrated agent proposing DA algorithm of Gale and Shapley (1962). We
present it in the manner above because it seems to be the most natural way to do it in our restricted domain.

Remark 1.3.2. When the priority order of every slot is identical, then the slotbased priority rule outputs the same allocation as the fixed priority rule.

### 1.3.2 Desirable properties of Assignment Rules

In this subsection, we define and discuss several desirable properties with respect to which an assignment rule may be evaluated.

The first three properties are specific to the context under study in this article. They focus on the delay faced by agents in the allocation proposed by the assignment rule, at every profile of targets reported by the agents.

Definition 1.3.4. An assignment rule $\Psi$ minimizes aggregate delay if, for every profile $t_{N} \in S^{|N|}$, the allocation $\Psi\left(t_{N}\right)$ miminizes aggregate delay.

Definition 1.3.5. An assignment rule $\Psi$ minimizes max delay if, for every profile $t_{N} \in S^{|N|}$, the allocation $\Psi\left(t_{N}\right)$ miminizes max delay.

Definition 1.3.6. An assignment rule $\Psi$ leximax minimizes delays if, for every profile $t_{N} \in S^{|N|}$, the allocation $\Psi\left(t_{N}\right)$ leximax minimize delays.

The following properties are more universal in nature and apply to more general environments than the ones studied in this article.

An assignment rule is Pareto efficient if it always outputs a Pareto efficient allocation at every reported profile of targets.

Definition 1.3.7. An assignment rule $\Psi$ is Pareto efficient if, for every profile $t_{N} \in S^{|N|}$, the allocation $\Psi\left(t_{N}\right)$ is Pareto efficient.

Next, we define three non-cooperative properties of assignment rules. They are non-cooperative in the sense that they relate an assignment rule's outcome under two scenarios, when a single agent makes unilateral target (preference) revelation deviations.

The first such property is called strategy-proofness. It ensures that no individual can gain by reporting false targets (preferences).

Definition 1.3.8. An agent $i$ manipulates an assignment rule $\Psi$ at a profile of targets $t_{N}=\left(t_{i}, t_{-i}\right) \in S^{|N|}$ by reporting $t_{i}^{\prime} \in S$ if

$$
\begin{aligned}
& \\
& \Psi\left(t_{i}^{\prime}, t_{-i}\right) P_{i}^{t_{i}} \Psi\left(t_{i}, t_{-i}\right) \\
& \text { i.e., } \\
& t_{i} \leq \Psi_{i}\left(t_{i}^{\prime}, t_{-i}\right)<\Psi_{i}\left(t_{i}, t_{-i}\right)
\end{aligned}
$$

An assignment rule $\Psi$ is strategy-proof if it is never manipulated by any individual agent.

A strategy-proof assignment rule is appealing because it gives straightforward incentives to each individual participant, whether or not this particular agent knows anything more than her own targets (preferences): any information about other participants' targets (preferences) is useless to her, as long as she cannot coordinate his actions with that of any other agent.

The following axiom is called non-bossiness and is due to Satterthwaite and Sonnenschein (1981). It ensures that individuals cannot be bossy, that is, change the allocation for others, by reporting different targets, without changing their own.

Definition 1.3.9. An assignment rule $\Psi$ is non-bossy if for all profile $t_{N} \in S^{|N|}$ and for all agent $i \in N$ and for all $t_{i}^{\prime} \in S$,

$$
\Psi_{i}\left(t_{i}, t_{-i}\right)=\Psi_{i}\left(t_{i}^{\prime}, t_{-i}\right) \Longrightarrow \Psi\left(t_{i}, t_{-i}\right)=\Psi\left(t_{i}^{\prime}, t_{-i}\right)
$$

Next, we define the notion of envy-proofness ${ }^{4}$ of an assignment rule. This property requires that if an individual $j$ is assigned a preferred slot of another agent $i$, then no matter how agent $i$ misreports her target, agent $j$ cannot be worse-off. In other words, an agent who is envious of another agent's allocated slot, cannot harm her by misreporting.

Definition 1.3.10. An assignment rule $\Psi$ is envy-proof iffor all profiles of targets $t_{N}=\left(t_{i}\right)_{i \in N}$ and all distinct agents $i, j \in N$,

$$
\left[t_{i} \leq \Psi_{j}\left(t_{N}\right)<\Psi_{i}\left(t_{N}\right)\right] \quad \Longrightarrow \quad\left[t_{j} \leq \Psi_{j}\left(t_{i}^{\prime}, t_{-i}\right) \leq \Psi_{j}\left(t_{N}\right)\right] \forall t_{i}^{\prime} \in S
$$

The following properties are co-operative in nature: they relate an assignment rule's outcomes under two scenarios when a group or coalition of agents jointly make target (preference) revelation deviations.

The first such notion that is defined below is called group strategy-proofness of an assignment rule. It is a stricter requirement than strategy-proofness. It ensures that no subset or group of individuals can gain by reporting false targets. More precisely, by colluding and jointly misreporting targets, no individual among the deviators can be made better off without hurting at least one other deviator.

Definition 1.3.11. A group of agents $T \subseteq N$ jointly manipulates an assignment rule $\Psi$ at profile $t_{N}=\left(t_{T}, t_{-T}\right) \in S^{|N|}$ by jointly reporting $t_{T}^{\prime} \in S^{|T|}$ if,

$$
\begin{aligned}
& t_{i} \leq \Psi_{i}\left(t_{T}^{\prime}, t_{-T}\right) \leq \Psi_{i}\left(t_{T}, t_{-T}\right) \quad \forall i \in T \\
& t_{j} \leq \Psi_{j}\left(t_{T}^{\prime}, t_{-T}\right)<\Psi_{j}\left(t_{T}, t_{-T}\right) \quad \text { for at least one agent } j \in T
\end{aligned}
$$

An assignment rule $\Psi$ is group strategy-proof if it is never jointly manipulated by any group of agents.

[^5]Next, we present the notion of strongly pairwise reallocation-proof assignment rules. It requires that no pair of agents can misreport their targets and be jointly better-off redistributing their allocations ex-post. The pair of agents is said to be jointly better-off if each member is weakly better-off and at least one member is strictly better-off.

Definition 1.3.12. An assignment rule $\Psi$ is weakly manipulable through pairwise reallocation if there exists a profile of targets $t_{N}=\left(t_{i}, t_{j}, t_{-\{i, j\}}\right) \in S^{|N|}$, distinct agents $i, j \in N$, and $t_{i}^{\prime}, t_{j}^{\prime} \in S$ such that
(a) $t_{i} \leq \Psi_{j}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right) \leq \Psi_{i}\left(t_{N}\right)$
(b) $t_{j} \leq \Psi_{i}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right)<\Psi_{j}\left(t_{N}\right)$

An assignment rule $\Psi$ is strongly pairwise reallocation-proof if it is not weakly manipulable through pairwise reallocation.

The next property is a weakening of the notion of strongly pairwise reallocationproofness to pairwise reallocation-proofness. This property requires that no pair of agents can misreport their targets and be strictly better-off redistributing their allocations ex-post. Unlike in the stronger counterpart, a pair of agents now manipulates only if it leads to a strictly better outcome for both agents after trading allocations ex-post.

Definition 1.3.13. An assignment rule $\Psi$ is strongly manipulable through pairwise reallocation if there exists a profile of targets $t_{N}=\left(t_{i}, t_{j}, t_{-\{i, j\}}\right) \in S^{|N|}$, distinct agents $i, j \in N$, and $t_{i}^{\prime}, t_{j}^{\prime} \in S$ such that
(a) $t_{i} \leq \Psi_{j}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right)<\Psi_{i}\left(t_{N}\right)$
(b) $t_{j} \leq \Psi_{i}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right)<\Psi_{j}\left(t_{N}\right)$

An assignment rule $\Psi$ is pairwise reallocation-proof if it is not strongly manipulable through pairwise reallocation.

Remark 1.3.3. Note that, if an agent is allocated her target at some profile, then she does not wish to manipulate with another agent through pairwise reallocation.

### 1.4 Results

In this section, we present results having two flavours. The first type tries to address the (in)compatibility of the different axioms with each other. The other kind has to do with evaluating the proposed assignment rules with respect to the desirable desiderata presented in the previous section.

An immediate observation that follows from Lemma 1.2.3 gives us the following proposition.

Proposition 1.4.1. An assignment rule is Pareto efficient if and only if it minimizes aggregate delay.

In the current environment, it turns out that group strategy-proofness is equivalent to the conjunction of two non-cooperative properties: strategy-proofness and non-bossiness.

Proposition 1.4.2. An assignment rule is group strategy-proof if and only if it is strategy-proof and nonbossy.

Proof. (If part) Suppose $\Psi$ is strategy-proof and nonbossy. Assume for contradiction that $\Psi$ is not group strategy-proof. Since $\Psi$ is not group strategy-proof, there exists a profile $t_{N} \in S^{|N|}$, a group of agents $T \subseteq N$ and $t_{T}^{\prime} \in S^{|T|}$ such that

$$
\begin{aligned}
& t_{i} \leq \Psi_{i}\left(t_{T}^{\prime}, t_{-T}\right) \leq \Psi_{i}\left(t_{T}, t_{-T}\right) \quad \forall i \in T \\
& t_{j} \leq \Psi_{j}\left(t_{T}^{\prime}, t_{-T}\right)<\Psi_{j}\left(t_{T}, t_{-T}\right) \quad \text { for at least one agent } j \in T
\end{aligned}
$$

Let $T=\{1,2, \cdots p\}$. For all $i \in T$, let $s_{i}^{*}=\Psi_{i}\left(t_{T}^{\prime}, t_{-T}\right)$. Now, $s_{i}^{*} \leq \Psi_{i}\left(t_{N}\right) \forall i \in T$. Next consider another target $\tilde{f}_{i}$ of agent $i \in T$ such that $\tilde{t}_{i}=s_{i}^{*}$. Strategy-proofness
of $\Psi$ then implies $\Psi_{1}\left(\tilde{t}_{1}, t_{-1}\right)=\Psi_{1}\left(t_{N}\right)$. Next by non-bossiness, $\Psi\left(\tilde{t}_{1}, t_{-1}\right)=$ $\Psi\left(t_{N}\right)$. Repeating the same argument for agents $2,3, \cdots p$, we get

$$
\Psi\left(\tilde{t}_{T}, t_{-T}\right)=\Psi\left(t_{N}\right)
$$

Next, consider the profile $\left(t_{T}^{\prime}, t_{-T}\right)$. Fix agent $j \in T$ and consider deviation $\tilde{t}_{j}$ at this profile. Since $\tilde{t}_{j}=s_{j}^{*}=\Psi_{j}\left(t_{T}^{\prime}, t_{-T}\right)$, by strategy-proofness $\Psi_{j}\left(\tilde{t}_{j}, t_{T \backslash\{j\}}^{\prime}, t_{-T}\right)$ $=\Psi_{j}\left(t_{T}^{\prime}, t_{-T}\right)$. Non-bossiness then implies $\Psi\left(\tilde{\tilde{t}}_{j}, t_{T \backslash\{j\}}^{\prime}, t_{-T}\right)=\Psi\left(t_{T}^{\prime}, t_{-T}\right)$. Continuing in this manner, we can move targets of all agents $j \in T$ from $t_{j}^{\prime}$ to $\tilde{t}_{j}$ one by one and obtain,

$$
\Psi\left(\tilde{t}_{T}, t_{-T}\right)=\Psi\left(t_{T}^{\prime}, t_{-T}\right)
$$

,which then implies $\Psi\left(t_{T}^{\prime}, t_{-T}\right)=\Psi\left(t_{N}\right)$, a contradiction to the fact that $t_{j} \leq$ $\Psi_{j}\left(t_{T}^{\prime}, t_{-T}\right)<\Psi_{j}\left(t_{T}, t_{-T}\right)$ for at least one agent $j \in T$.
(Only-if part) It is straight forward to see that group strategy-proofness implies strategy-proofness and non-bossiness.

The next proposition highlights the conflict between strategy-proofness and individual delay concerns.

## Proposition 1.4.3. There does not exist a strategy-proof assignment rule that al-

 ways(a) minimizes max delay.
(b) leximax minimizes delay.

Proof. Consider a problem with three agents $N=\{1,2,3\}$ with target $t_{i}=1$ for all $i \in N$. Without loss of generality, suppose a rule assigns allocation $\alpha$ at this profile $t$ where $\alpha(1)=1, \alpha(2)=2$ and $\alpha(3)=3$. By strategy-proofness, when agent 2 reports $t_{2}^{\prime}=2$ while other reports are unchanged, the rule must assign agent 2 again to slot 2, and either agent 1 or agent 3 must be assigned slot 3 . Without loss of generality, say at profile $t^{\prime}=\left(t_{1}, t_{2}^{\prime}, t_{3}\right)$ the rule outputs allocation $\alpha^{\prime}$ such that $\alpha^{\prime}(1)=1, \alpha^{\prime}(2)=2$ and $\alpha^{\prime}(3)=3$. The vector of delays for allocation $\alpha^{\prime}$ is $(0,0,2)$. But allocation $\alpha^{\prime \prime}$ such that $\alpha^{\prime \prime}(1)=1, \alpha^{\prime \prime}(2)=3$ and $\alpha^{\prime \prime}(3)=2$ with
vector of delay $(0,1,1) \prec_{\text {leximax }}(0,0,2)$ and also minimize max delay.
If we omit minimizing max delay concerns, but insist on all the other properties (the stronger counterparts wherever applicable), it turns out that, this is not possible in our domain, as is shown in the next impossibility result.

Theorem 1.4.1. Suppose $|N| \geq 3$. Then, there does not exist a Pareto efficient, group strategy-proof, strongly pairwise reallocation-proof and envy-proof assignment rule.

Proof. Suppose $N=\{1,2,3\}$ be the set of agents and $S=\{a, b, c, d, e\}$ be the set of slots where $a$ is the earliest slot followed by being the next and so on. Assume for contradiction that $\Psi$ is a Pareto efficient, group strategy-proof, strongly pairwise reallocation-proof, and envy-proof assignment rule. We adopt the following simplified notation for the rest of the proof. A profile $t_{N}=\left(t_{1}, t_{2}, t_{3}\right)$ is denoted simply as $t_{1} t_{2} t_{3}$ and an allocation $\Psi\left(t_{N}\right)$ at profile $t_{N}$ where $\Psi_{1}\left(t_{N}\right)=a$, $\Psi_{2}\left(t_{N}\right)=b$ and $\Psi_{3}\left(t_{N}\right)=c \quad$ is denoted as $\Psi\left(t_{N}\right)=a b c$.

Next, consider the target profile $a a a$. Without loss of generality, let us assume $\Psi(a a a)=a b c$. Group strategy-proofness then implies,

$$
\begin{equation*}
\Psi\left(t_{N}\right)=a b c \quad \forall t_{N} \in\{a a b, a a c, a b a, a b b\} \tag{1.1}
\end{equation*}
$$

Then by strongly pairwise reallocation-proofness of $\Psi$, agent 1 and 2 must get slots $a$ and $b$ between them. Therefore, we must then have

$$
\begin{equation*}
\Psi(b a a)=b a c \tag{1.2}
\end{equation*}
$$

Group strategy-proofness then implies,

$$
\begin{equation*}
\Psi(b a b)=b a c \tag{1.3}
\end{equation*}
$$

Next by Pareto efficiency, $\Psi(b b a) \in\{b c a, c b a\}$. Suppose $\Psi(b b a)=c b a$. Then at profile $b a a$, agent 2 can misreport to $b$ and swap allocations with agent 3 ex-post and together do weakly better (agent 3 does strictly better). This is a contradiction
to strongly pairwise reallocation-proofness of $\Psi$. Consequently,

$$
\begin{equation*}
\Psi(b b a)=b c a \tag{1.4}
\end{equation*}
$$

Envy-proofness of $\Psi$ together with (1.1), (1.3) and (1.4) then implies neither agent 2 nor agent 3 can get slot $b$ and as a result, by Pareto efficiency we must have,

$$
\begin{equation*}
\Psi(b b b) \in\{b c d, b d c\} \tag{1.5}
\end{equation*}
$$

Case: 1 Suppose, $\Psi(b b b)=b c d$.
Then by group strategy-proofness of $\Psi$ we get,

$$
\begin{equation*}
\Psi\left(t_{N}\right)=b c d \quad \forall t_{N} \in\{b b c, b c b, b c c\} \tag{1.6}
\end{equation*}
$$

Strongly pairwise reallocation proofness implies agent 1 and 2 must get between them slots $b$ and $c$. Thus, $\Psi(c b b)=c b d$. Next again by strongly pairwise reallocation proofness, this time between agent 2 and 3 we have,

$$
\begin{equation*}
\Psi(c c b)=c d b \tag{1.7}
\end{equation*}
$$

Again, by strongly pairwise reallocation proofness and the fact that $\Psi(c b b)=c b d$ we have,

$$
\begin{equation*}
\Psi(c b c)=c b d \tag{1.8}
\end{equation*}
$$

Envy-proofness of $\Psi$ together with (1.6), (1.8) and (1.7) then implies that agent 1 must get the slot $c$ at the profile $c c c$. Thus,

$$
\begin{equation*}
\Psi(c c c) \in\{c d e, c e d\} \tag{1.9}
\end{equation*}
$$

Then by envy-proofness and Pareto efficiency we get,

$$
\begin{align*}
& \Psi(c a c)=c a d  \tag{1.10}\\
& \Psi(c c a)=c d a \tag{1.11}
\end{align*}
$$

Now, strongly pairwise reallocation-proofness together with (1.10) and (1.11) im-
plies that

$$
\begin{equation*}
\Psi(a c c) \notin\{a c d, a d c\} \tag{1.12}
\end{equation*}
$$

This is a contradiction to the fact that $\Psi$ is Pareto efficient.
The other case when $\Psi(b b b)=b d c$ can be similarly shown to lead to a contradiction.

Weakening strongly pairwise reallocation-proofness to pairwise reallocationproofness yields a positive result, as outlined in the next proposition.

Proposition 1.4.4. Every fixed priority rule is group strategy-proof, Pareto efficient, envy-proof and pairwise reallocation-proof.

Proposition 1.4.4 is proved in Appendix A.
Although the fixed priority rule satisfies a number of important properties, it has a notable drawback when it comes to max delay concerns. The next remark highlights this with an example.

Remark 1.4.1. The fixed priority rule can perform very poorly with respect to minimizing max delay.

To see this, consider the following example with $N=\{1,2, \cdots, n\}$. Fix priority $\sigma$ with $\sigma(i)=i$ for all $i$. Consider the profile $t_{N}$ where, $t_{1}=t_{n}=1$ and $t_{j}=j$ for all $j \in\{2,3, \cdots, n-1\}$. Then $\psi_{\sigma}^{F P}\left(t_{N}\right)=\alpha$ where $\alpha(n)=n$ and her delay is $n-1$. Consider instead the allocation $\alpha^{\prime}$ where $\alpha^{\prime}(1)=1, \alpha^{\prime}(n)=2$ and $\alpha^{\prime}(j)=j+1$ for all $j \in\{2,3, \cdots, n-1\}$. The max delay suffered by an agent in $\alpha^{\prime}$ is 1 .

The unattractive feature highlighted in the above remark is not unique to the fixed priority rule. It is unfortunately true for any Pareto efficient, strategy-proof, and non-bossy assignment rule in a sense that we make precise below.

We measure how bad an assignment rule performs with respect to minimizing max delay by the worst-case scenario. We will need the notion of regret of an assignment rule. To formally define it we will need additional notations.

Recall that, for any profile $t_{N}=\left(t_{i}\right)_{i \in N}$, we denote by $\delta^{\alpha}\left(t_{N}\right):=\left(\delta_{i}\left(\alpha, t_{i}\right)\right)_{i \in N}$ the vector of delays at that profile corresponding to any allocation $\alpha$.

For any profile $t_{N}$ and any allocation $\alpha$, let

$$
\max _{i \in N} \delta^{\alpha}\left(t_{N}\right):=\max \left\{\delta_{1}\left(\alpha, t_{1}\right), \cdots, \delta_{n}\left(\alpha, t_{n}\right)\right\}
$$

Let $\mathscr{A}^{I R}\left(t_{N}\right)$ denote the set of all individually rational allocations at profile $t_{N}$.

## Definition 1.4.1. The regret corresponding to the assignment rule $\Psi$ at any profile

 of targets $t_{N}=\left(t_{i}\right)_{i \in N}$ is given by$$
\begin{equation*}
\operatorname{Regret}\left(\Psi, t_{N}\right):=\frac{\max _{i \in N} \delta^{\Psi\left(t_{N}\right)}\left(t_{N}\right)}{\min _{\alpha \in \mathscr{A}^{I R}\left(t_{N}\right)} \max _{i \in N} \delta^{\alpha}\left(t_{N}\right)} \tag{1.13}
\end{equation*}
$$

The regret of an assignment rule $\Psi$ at a profile of targets $t_{N}$ is defined as: the ratio between the max delay corresponding to the allocation $\Psi\left(t_{N}\right)$ and the minimum max delay that is feasible at profile $t_{N}$.

Next, let $S^{*}=\left\{t_{N} \in S^{|N|} \mid i \neq j \Longleftrightarrow t_{i} \neq t_{j}\right\}$ denote the set of target profiles such that no two agents have the same target. Note that, for all $t_{N} \in S^{*}$ it is always possible to allocate all agents their targets. Moreover, these are the only profiles where this is true. Thus we have, $t_{N} \in S^{*} \Longleftrightarrow \min _{\alpha \in \mathscr{A}^{I R}\left(t_{N}\right)} \max _{i \in N} \delta^{\alpha}\left(t_{N}\right)=0$.

The performance of an assignment rule $\Psi$ is then evaluated in the worst case, by computing the largest regret of $\Psi$ overall target profiles such that the denominator in (1.13) is not 0 .

Definition 1.4.2. The worst case regret of an assignment rule $\Psi$ is given by

$$
M R(\Psi):=\max _{t_{N} \in S^{|N|} \backslash S^{*}} \operatorname{Regret}\left(\Psi, t_{N}\right)
$$

Lemma 1.4.1. If an assignment rule $\Psi$ is Pareto efficient then,

$$
M R(\Psi) \leq \frac{|N|-1}{1}
$$

The proof appears in Appendix A.
Remark 1.4.2. The worst faring efficient rule with respect to minimizing max delay is one that delivers an allocation with max delay of $|N|-1$ at some profile of targets, where it is in fact feasible to construct an allocation that has a max delay of 1 .

Proposition 1.4.5. If an assignment rule $\Psi$ is Pareto efficient, strategy-proof and non-bossy, then $\operatorname{MR}(\Psi)=|N|-1$, i.e., it is the worst rule with respect to minimizing max delay.

Proof. Fix a Pareto efficient, strategy-proof and non-bossy rule $\Psi$. Consider the profile $t_{N}=\left(t_{i}\right)_{i \in N}$ where $t_{i}=1 \quad \forall i \in N$. Let $|N|=n$. Without loss of generality, suppose $\Psi_{i}\left(t_{N}\right)=i \forall i \in N$. Next, consider profile $t_{N}^{2}=\left(t_{2}^{\prime}, t_{-2}\right)$ which differs from $t_{N}$ in that agent 2 now reports $t_{2}^{\prime}=2$. Strategy-proofness implies $\Psi_{2}\left(t_{N}^{2}\right)=2=\Psi_{2}\left(t_{N}\right)$. Then by non-bossiness $\Psi\left(t_{N}^{2}\right)=\Psi\left(t_{N}\right)$. Next, consider profile $t_{N}^{3}=\left(t_{2}^{\prime}, t_{3}^{\prime}, t_{-\{2,3\}}\right)$ which differs from $t_{N}^{2}$ in that agent 3 now reports $t_{3}^{\prime}=3$. Again by strategy-proofness and non-bossiness we have, $\Psi\left(t_{N}^{3}\right)=\Psi\left(t_{N}^{2}\right)=\Psi\left(t_{N}\right)$. Proceeding in the same manner by moving targets of agents, one at a time (target of agent $i$ is moved from slot 1 to slot $i$ every time), finally, we get $\Psi\left(t_{N}^{n-1}\right)=\Psi\left(t_{N}\right)$. Max delay of $\Psi$ at this profile $t_{N}^{n-1}$ is clearly $n-1$. However the allocation $\alpha$ such that $\alpha(1)=1, \alpha(n)=2$ and $\alpha(i)=i+1 \forall i \in\{2,3, \cdots, n-1\}$ has a max delay of 1.

Proposition 1.4.5 in tandem with Proposition 1.4.2 and Proposition 1.4.4 respectively gives us the following corollaries.

Corollary 1.4.1. If an assignment rule $\Psi$ is Pareto efficient and group strategyproof, then we have $\operatorname{MR}(\Psi)=|N|-1$.

Corollary 1.4.2. The fixed priority rule is one of the worst rule with respect to minimizing max delay. For any fixed priority $\sigma$ over agents, $M R\left(\psi_{\sigma}^{F P}\right)=|N|-1$.

The first come first served rule fares much better when it comes to max delay concerns (Proposition 1.4.6). However, it is not immune to manipulations of any kind (Proposition 1.4.7). This is not surprising given the tension between the two concerns which we have earlier highlighted in Proposition 1.4.3.

Proposition 1.4.6. Every first come first served rule is Pareto efficient and moreover leximax minimizes delays.

Proposition 1.4.6 is proved in Appendix A.

## Proposition 1.4.7. The first come first served rule fails to be

(i) Strategy-proof
(ii) Pairwise reallocation proof
(iii) Envy-proof

Proposition 1.4.7 is proved in Appendix A.
The slot-based priority rule also has appealing incentive properties and is a little more adaptable to scenarios when the designer must respect exogenously given priority orders for every slot (see, Proposition 1.4.8 and Proposition 1.4.9 below). However, it suffers from the same drawback as the fixed priority rule when it comes to max delay concerns (Proposition 1.4.10).

Proposition 1.4.8. Every slot-based priority rule is
(i) Pareto efficient
(ii) Group strategy-proof

Proposition 1.4.8 is proved in Appendix A.
Proposition 1.4.8 along with Corollary 1.4.1 then gives us the following corollary.

Corollary 1.4.3. The slot-based priority rule is one of the worst rules with respect to minimizing max delay, i.e., for any profile of priority orders $\gg \operatorname{MR}\left(\psi_{\gg}^{S B P}\right)=$ $|N|-1$.

In applications, where the profile of priority orders $\gg=\left(>_{s}\right)_{s \in S}$ for slots is exogenously given rather than it being a design element, one can talk about the notion of justified envy-freeness, which is defined below.

Fix any profile of priority orders $\gg=\left(>_{s}\right)_{s \in S}$. An allocation $\alpha \in \mathscr{A}$ is said to eliminate justified envy at the profile of targets $t_{N}$ given $\gg \mathrm{if}$ :

- $\alpha$ is individually rational at $t_{N}$
- There do not exist agents $i, j$ and $\operatorname{slot} s$ such that:

$$
\alpha(j)=s, \quad t_{i} \leq s<\alpha(i), \quad \text { and } \quad i \gg_{s} j
$$

Definition 1.4.3. Fix any profile of priority orders $\gg=\left(>_{s}\right)_{s \in S}$. An assignment rule $\Psi$ is justified envy-free at $\gg$ if, at every profile of targets $t_{N}$, the allocation $\Psi\left(t_{N}\right)$ eliminates justified envy at $t_{N}$ given $\gg$.

In words, an agent $i$ is said to have justified envy towards agent $j$ if the latter is allocated a slot for which the former has a higher priority. An assignment rule is justified envy-free if such a scenario never arises in its proposed allocation.

Remark 1.4.3. Note that, when priority orders for slots are exogenously given, the appropriate definition of a mechanism or an assignment rule should then additionally include the space of priority orders in its domain. We have chosen to not do so here in order to keep things coherent, and therefore in the above definition we say an assignment rule is "justified envy-free at $\gg$ " instead of "justified envy-free".

It is a well known fact that the DA algorithm is stable Gale and Shapley (1962). This in turn implies, the agent proposing DA (taking the priority structure as preferences of the non-proposing side) is justified envy-free (see, Ergin 2002 for a discussion ${ }^{5}$ ). Invoking Remark 1.3.1 then gives us the following proposition.

Proposition 1.4.9. Given any exogenous profile of priority orders $\gg=\left(>_{s}\right)_{s \in S}$, the slot-based priority rule $\psi_{\gg}^{S B P}$ is justified envy-free at $\gg$.

Proposition 1.4.10. The slot-based priority rule fails to be
(i) Pairwise reallocation proof
(ii) Envy-proof

Proposition 1.4.10 is proved in Appendix A.

### 1.5 Concluding remarks

In this chapter, we have studied the problem of assigning agents to slots that are arranged on a line. Agents are born at different points on the line and want a slot as soon as possible, once they are born. Important considerations in this context like minimizing in various ways the delay faced by an agent, elicitation of truthful reports by participating agents, and efficiency of the overall system have been studied from an axiomatic standpoint. Our results indicate that the attractive incentive compatibility property of strategy-proofness is incompatible with individual delay concerns such as minimizing maximum delay or leximax minimizing the vector of delays. If individual delay concerns are of greater importance, we propose the implementation of the first come first served rule; while if the designer deems incentive compatibility as being more important, the fixed priority rule and the slot-based priority rule are the better choices. The slot based priority rule is a

[^6]little more flexible when the designer must respect exogenous slot specific priorities over agents. The main results from our model readily extend to the scenario where slots have multiple (possibly different) capacities.

Future work can consider an interesting extension where agents don't just have different birth dates, but also have different deadlines after which they have no use of a slot; i.e., they are only interested in a particular segment of the line, and within that segment they want a slot as early as possible. Another fruitful direction might be to study probabilistic mechanisms on the same domain.

### 1.6 Appendix A - Proofs

## Proof of Lemma 1.2.1

Let $\alpha$ be a Pareto efficient allocation at profile $t_{N}$. Next, assume for contradiction that there exists an unassigned slot $s \in S$ and an agent $i$ with target $t_{i} \leq s$ such that $\alpha(i)>s$. Then, the new allocation $\alpha^{\prime}$ such that $\alpha^{\prime}(i)=s$ and $\alpha^{\prime}(j)=\alpha(j) \forall j \neq i$ Pareto dominates the allocation $\alpha$, a contradiction.

To show the other direction, let $\alpha$ be an allocation at profile $t_{N}$ and suppose there does not exist an unassigned slot $s \in S$ and an agent $i$ with target $t_{i} \leq s$ such that $\alpha(i)>s$. Assume for contradiction that $\alpha$ is not Pareto efficient. Suppose allocation $\alpha^{\prime}$ Pareto dominates $\alpha$. Let $i_{1}$ be that agent who is made strictly better and suppose $\alpha^{\prime}\left(i_{1}\right)=s^{i_{1}}$. This implies, $t_{i_{1}} \leq s^{i_{1}}<\alpha\left(i_{1}\right)$. Moreover, this slot $s^{i_{1}}$ was originally assigned to some agent at allocation $\alpha$ by assumption. Suppose that agent is $i_{2}$, i.e., $\alpha\left(i_{2}\right)=s^{i_{1}}$. This means $i_{2}$ must be made weakly better under $\alpha^{\prime}$ as well. But since slot $s^{i_{1}}$ is now allocated to $i_{1}$ at $\alpha^{\prime}$, agent $i_{2}$ must get an even better slot in $\alpha^{\prime}$. Thus we have, $t_{i_{2}} \leq s^{i_{2}}<\alpha\left(i_{2}\right)$. Combining the above relations we get, $t_{i_{2}} \leq s^{i_{2}}<\alpha\left(i_{2}\right)<\alpha\left(i_{1}\right)$. Proceeding in this manner leads to one of the two following cases: (1) an agent who is allocated her target slot in $\alpha$ must be allocated a better slot, which is impossible by definition; or, (2) we reach the first slot in the line in which case the scenario in (1) is necessarily true. Both these cases, therefore, leads to a contradiction that $\alpha^{\prime}$ Pareto dominates $\alpha$.

## Proof of Lemma 1.2.3

Fix a profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$. Let $\alpha \in \mathscr{A}$ be a Pareto efficient allocation at $t$. There is a partition of $S$ satisfying the conditions stated in Lemma 1.2.2. Let it be $\left\{S_{0}, S_{1}, S_{2}, \cdots\right\}$. Next consider all slots that are assigned, i.e., slots in $S_{k}$ such that $k \in\{1,3,5, \cdots\}$. The target slot of every agent at profile $t_{N}$ belongs to one such $S_{k}$, i.e., for all $i, t_{i} \in S_{k}$ for some $k \in\{1,3,5, \cdots\}$. Now, consider any such $S_{k}$. Let $\alpha^{-1}\left(S_{k}\right)$ be the set of individuals who are assigned to a slot in $S_{k}$ under $\alpha$. Since $\alpha$ is Pareto efficient, this implies that for every agent $i \in \alpha^{-1}\left(S_{k}\right)$ her
target $t_{i} \in S_{k}$ (By Lemma 1.2.2, $\alpha_{i} \in S_{k} \Longleftrightarrow t_{i} \in S_{k}$ ). Now, since every slot in $S_{k}$ is assigned, we have precisely $\left|S_{k}\right|$ such agents: $\left|\alpha^{-1}\left(S_{k}\right)\right|=\left|S_{k}\right|$. Next, suppose $\tilde{\alpha}$ is an allocation that minimizes aggregate delay. Since $S_{k}$ contains consecutive slots, and all slots in $S_{k}$ are needed to accommodate agents in $\alpha^{-1}\left(S_{k}\right)$, allocation $\tilde{\alpha}$ must therefore also have assigned agents in $\alpha^{-1}\left(S_{k}\right)$ to some slot in $S_{k}$ (these are the closest slots to $\alpha^{-1}\left(S_{k}\right)$ collectively speaking). As a result, allocation $\alpha$ can be obtained from $\tilde{\alpha}$ by performing a sequence of pairwise swaps between agents belonging to the same set $\alpha^{-1}\left(S_{k}\right)$. Each such pairwise swap reduces the delay of one agent in the pair at the expense of the other agent. As a result, there is no change in aggregate delay after each such swap. Since $\tilde{\alpha}$ minimizes aggregate delay, therefore so must $\alpha$.

Next let $\alpha^{\prime}$ be an allocation that minimizes aggregate delay at profile of targets $t_{N}$. Assume for contradiction that it is not Pareto efficient. This implies that there is an allocation $\alpha^{\prime \prime}$ such that $0 \leq \delta_{i}\left(\alpha^{\prime \prime}, t_{i}\right) \leq \delta_{i}\left(\alpha^{\prime}, t_{i}\right)$ for every agent $i$, with at least one strict (second) inequality. This implies $\sum_{i \in N} \delta_{i}\left(\alpha^{\prime \prime}, t_{i}\right)<\sum_{i \in N} \delta_{i}\left(\alpha^{\prime}, t_{i}\right)$, the desired contradiction.

## Proof of Lemma 1.2.5

Fix a profile $t_{N}=\left(t_{i}\right)_{i \in N}$. Let $\alpha \in \mathscr{A}$ be a Pareto efficient allocation at $t_{N}$. There is a partition of $S$ satisfying the conditions stated in Lemma 1.2.2. Let it be $\left\{S_{0}, S_{1}, S_{2}, \cdots\right\}$. Consider any set $S_{k}$ such that $k \in\{1,3,5, \cdots\}$. Let $\alpha^{-1}\left(S_{k}\right)$ be the set of individuals who are assigned to a slot in $S_{k}$ under $\alpha$. Since $\alpha$ is Pareto efficient, this implies that for every agent $i \in \alpha^{-1}\left(S_{k}\right)$ her target $t_{i} \in S_{k}$ (By Lemma 1.2.2, $\alpha_{i} \in S_{k} \Longleftrightarrow t_{i} \in S_{k}$ ). Now, since every slot in $S_{k}$ is assigned, we have precisely $\left|S_{k}\right|$ such agents: $\left|\alpha^{-1}\left(S_{k}\right)\right|=\left|S_{k}\right|$. Next, suppose $\tilde{\alpha}$ is an allocation that leximax minimizes delay. Since $S_{k}$ contains consecutive slots, and all slots in $S_{k}$ are needed to accommodate agents in $\alpha^{-1}\left(S_{k}\right)$, allocation $\tilde{\alpha}$ must therefore also have assigned agents in $\alpha^{-1}\left(S_{k}\right)$ to some slot in $S_{k}$ (these are the closest slots to $\alpha^{-1}\left(S_{k}\right)$ collectively speaking). As a result, allocation $\tilde{\alpha}$ can be obtained from $\alpha$ by performing a sequence of pairwise swaps between agents belonging to
the same set $\alpha^{-1}\left(S_{k}\right)$. Since, assigned slots are ordered like targets in $\alpha$, when performing the pairwise swaps just described, there is no change in the vector of delays corresponding to the two allocations $\alpha$ and $\alpha^{\prime}$. This implies that $\alpha$ also leximax minimizes delays.

## Proof of Proposition 1.4.4

Fix a priority $\sigma$, and consider $\psi_{\sigma}^{F P}$ - the associated fixed priority rule. Recall, the best slot among a set of slots $Y \subseteq S$ given a target slot $t_{i}$ is denoted as

$$
B\left(t_{i}, Y\right)=\min \left\{s^{\prime} \in Y \mid s^{\prime} \geq t_{i}\right\}
$$

Next we show that $\psi_{\sigma}^{F P}$ is strategy-proof. The strategy of any agent $i$ is the target $t_{i}$ that she reports. Suppose agent $i$ wants to deviate. When agent $i$ is truthful, let $S^{-i}$ be the set of slots allocated to agents who have higher priority than $i$ (an agent $j$ has higher priority than agent $i$ if and only if $\left.\sigma^{-1}(j)<\sigma^{-1}(i)\right)$. So, by being truthful, agent $i$ gets $B\left(t_{i}, S \backslash S^{-i}\right)$. When agent $i$ deviates, any agent $j$ who has a higher priority than agent $i$ continues to get the same slot that he was getting when agent $i$ was truthful. So, agent $i$ still gets a slot in $S \backslash S^{-i}$. Hence, the deviation cannot be better.

To see that $\psi_{\sigma}^{F P}$ is non-bossy, fix a profile of targets $t_{N}=\left(t_{i}, t_{-i}\right)$ and an agent $i$. Again, let $S^{-i}$ be the set of slots allocated to agents who have higher priority than $i$. Then allocation of agent $i$ at profile $t_{N}=\left(t_{i}, t_{-i}\right)$ is $\Psi_{i}\left(t_{N}\right)=B\left(t_{i}, S \backslash S^{-i}\right)$. Note that, agent $i$ by deviating to $t_{i}^{\prime}$ can never change the allocation of agents who gets a slot in $S^{-i}$. Now, if by deviating to $t_{i}^{\prime}$, agent $i$ gets the same slot, i.e., $\Psi_{i}\left(t_{i}^{\prime}, t_{-i}\right)=$ $\Psi_{i}\left(t_{N}\right)$, then the set of slots available to agents who has a lower priority than agent $i$ is invariant in both profiles $t_{N}$ and $\left(t_{i}^{\prime}, t_{-i}\right)$. Since the reports of other agents are fixed, we have that if agent $i$ 's allocation does not change there is no change in the allocations of other agents.

Since, $\psi_{\sigma}^{F P}$ is both strategy-proof and non-bossy, by Proposition 1.4.2, $\psi_{\sigma}^{F P}$ is group strategy-proof.

To show Pareto efficiency, assume for contradiction that $\psi_{\sigma}^{F P}$ is not Pareto efficient. Consider a profile $t_{N}$ such that $\psi_{\sigma}^{F P}\left(t_{N}\right)=\alpha$. Then, there is another allocation $\alpha^{\prime}$ satisfying $0 \leq \delta_{i}\left(\alpha^{\prime}, t_{i}\right) \leq \delta_{i}\left(\alpha, t_{i}\right)$ for every agent $i$, with at least one strict inequality (for the second inequality). Now, consider the first agent $j$ in the priority $\sigma$ such that $0 \leq \delta_{j}\left(\alpha^{\prime}, t_{j}\right)<\delta_{j}\left(\alpha, t_{j}\right)$. This implies, $t_{j} \leq \alpha^{\prime}(j)<\alpha(j)$. Since agents before $j$ in the priority $\sigma$ have the same delay in both $\alpha$ and $\alpha^{\prime}$ (i.e., they are assigned the same slot in both $\alpha$ and $\alpha^{\prime}$ ), the slot $\alpha^{\prime}(j)$ was still available to be assigned to agent $j$. This is a contradiction since $\alpha(j)$ was the best available slot for agent $j$ but $t_{j} \leq \alpha^{\prime}(j)<\alpha(j)$.

Assume for contradiction that $\psi_{\sigma}^{F P}$ is not pairwise reallocation proof. Then, $\psi_{\sigma}^{F P}$ is strongly manipulable through pairwise reallocation. This implies, there exists a profile of targets $t_{N}=\left(t_{i}, t_{j}, t_{-\{i, j\}}\right) \in S^{|N|}$, distinct agents $i, j \in N$, and $t_{i}^{\prime}, t_{j}^{\prime} \in S$ such that
(i) $t_{i} \leq \Psi_{j}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right)<\Psi_{i}\left(t_{N}\right)$
(ii) $t_{j} \leq \Psi_{i}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right)<\Psi_{j}\left(t_{N}\right)$

Next, without loss of generality, let us assume that $\sigma^{-1}(i)<\sigma^{-1}(j)$. When agent $i$ is truthful (i.e., she reports $t_{i}$ ), let $S^{-i}$ be the set of slots allocated to agents who have higher priority than agent $i$. Now, since $\sigma^{-1}(i)<\sigma^{-1}(j)$ and we have the other agents' reports held fixed, agents $i$ and $j$ therefore can only get slots from the set $S \backslash S^{-i}$. That is to say, for all $t_{i}^{\prime}, t_{j}^{\prime} \in S$ it must be the case that $\Psi_{j}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right) \in S \backslash S^{-i}$. Now, by being truthful, agent $i$ gets $\Psi_{i}\left(t_{N}\right)=$ $B\left(t_{i}, S \backslash S^{-i}\right)$, which is the best available slot for agent $i$ in $S \backslash S^{-i}$. But, from condition (i), we have $t_{i} \leq \Psi_{j}\left(t_{i}^{\prime}, t_{j}^{\prime}, t_{-\{i, j\}}\right)<\Psi_{i}\left(t_{N}\right)$, which is a contradiction.

Next show that $\psi_{\sigma}^{F P}$ is envy-proof. Fix a profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$ and an agent $i$. When agent $i$ reports $t_{i}, S^{-i}$ is the set of slots allocated to agents who have higher priority than agent $i$. Then, agent $i$ at profile $t_{N}$ gets $\Psi_{i}\left(t_{N}\right)=B\left(t_{i}, S \backslash S^{-i}\right)$, the best available slot. This means agent $i$ does not envy any agent who gets a slot in $S \backslash S^{-i}$. Equivalently stating, if agent $i$ envies agent $j$, then agent $j$ was allocated
a slot in $S^{-i}$, i.e., $\Psi_{j}\left(t_{N}\right) \in S^{-i}$. But, $\Psi_{j}\left(t_{N}\right) \in S^{-i}$ implies $\sigma^{-1}(j)<\sigma^{-1}(i)$. This in turn implies $\Psi_{j}\left(t_{N}\right)=\Psi_{j}\left(t_{i}^{\prime}, t_{-i}\right)$ for all $t_{i}^{\prime} \in S$, since the allocation of an agent higher in the priority order is not affected by the reports of agents lower down the order. Thus, agent $i$ can never harm an agent she envies. Since we can repeat the same argument for any profile of targets and any agent, we conclude that $\Psi$ is envy-proof.

## Proof of Lemma 1.4.1

Recall that $M R(\Psi)=\max _{t_{N} \in S^{|N|} \backslash S^{*}} \operatorname{Regret}\left(\Psi, t_{N}\right)$
where, $\operatorname{Regret}\left(\Psi, t_{N}\right)=\frac{\max _{i \in N} \delta^{\Psi}\left(t_{N}\right)\left(t_{N}\right)}{\min _{\alpha \in \mathbb{S}^{I R}} \max _{i \in N} \delta^{\alpha}\left(t_{N}\right)}$.
Since the assignment rule $\Psi$ is Pareto efficient, by Lemma 1.2.1 there must not be any used slots in the allocation output by $\Psi$. The greatest value of the numerator in $\operatorname{Regret}(\Psi, \cdot)$ occurs at the profiles where all agents have the same target slot. This is because, at these profiles, only one agent can be made fully happy, leading to a max delay of $|N|-1$ necessarily, if there are $|N|$ agents. In other profiles, more than one agent can be given their best slot thereby reducing max delay to be strictly less than $|N|-1$, as there is an arbitrary number of slots. Furthermore, the minimum value for the denominator of the regret expression is 1 since only profiles $t_{N} \notin S^{*}$ are considered.

## Proof of Proposition 1.4.6

Fix a priority $\sigma$, and consider $\psi_{\sigma}^{F C F S}$ - the associated first come first served rule. Next consider a profile $t_{N}$ and the associated first come first priority $\sigma_{F F}$. Now, $\psi_{\sigma}^{F C F S}\left(t_{N}\right)=\psi_{\sigma_{F F}}^{F P}\left(t_{N}\right)=\alpha$ (say). By Proposition 1.4.4 we have that $\alpha$ is Pareto efficient. Next, recall that $t_{i}<t_{j} \Longrightarrow \sigma_{F F}^{-1}(i)<\sigma_{F F}^{-1}(j)$. Also, for every $Y \subseteq S$ we have $t_{i}<t_{j} \Longrightarrow B\left(t_{i}, Y\right) \leq B\left(t_{j}, Y\right)^{6}$. Together this then implies, $\alpha_{i}<\alpha_{j}$. Finally, applying Lemma 1.2 .5 the result follows.

[^7]
## Proof of Proposition 1.4.7

Consider a problem with three agents $N=\{1,2,3\}$ and three slots $S=\{a, b, c\}$ where $a$ and $c$ are the first and last slot respectively. A profile $t_{N}=\left(t_{1}, t_{2}, t_{3}\right)$ is denoted simply as $t_{1} t_{2} t_{3}$ and an allocation $\Psi\left(t_{N}\right)$ at profile $t_{N}$ where $\Psi_{1}\left(t_{N}\right)=a$, $\Psi_{2}\left(t_{N}\right)=b$ and $\Psi_{3}\left(t_{N}\right)=c \quad$ is denoted as $\Psi\left(t_{N}\right)=a b c$.

Let us fix an order $\sigma$ such that: $\sigma(i)=i$ for all $i$. Now, consider $\psi_{\sigma}^{F C F S_{-}}$the associated first come first served rule.

To see that $\psi_{\sigma}^{F C F S}$ is not strategy-proof, consider the profile $t_{N}=a b a$. The rule at this profile outputs $\psi_{\sigma}^{F C F S}\left(t_{N}\right)=a c b$, where agent 2 has a delay of 1. At profile $t_{N}^{\prime}=a a a$, we have $\psi_{\sigma}^{F C F S}\left(t_{N}^{\prime}\right)=a b c$. Therefore, agent 2 deviates at $t_{N}$ by misreporting $t_{2}^{\prime}=a$ to get a delay of 0 .

To see $\psi_{\sigma}^{F C F S}$ is not envy-proof, consider profile the profile of targets $t_{N}^{\prime \prime}=b a a$. We have $\psi_{\sigma}^{F C F S}\left(t_{N}^{\prime \prime}\right)=c a b$ and thus agent 1 envies agent 3 's slot. By misreporting $t_{1}^{\prime}=a$, agent 1 can hurt agent 3 , since $\psi_{\sigma}^{F C F S}\left(t_{N}^{\prime}\right)=a b c$. Thus, $\psi_{\sigma}^{F C F S}$ is not envy-proof.

Next, suppose there are two more agents and slots: $N=\{1,2,3,4,5\}$ and $S=\{a, b, c, d, e\}$. Priority order $\sigma$ is such that: $\sigma(i)=i$ for all $i$. To see that $\psi_{\sigma}^{F C F S}$ is not pairwise reallocation proof, consider profile $t_{N}=a b b b b$. We have, $\psi_{\sigma}^{F C F S}\left(t_{N}\right)=a b c d e$. Now, if both agents 4 and 5 deviate to $t_{4}^{\prime}=t_{5}^{\prime}=a$, they get slot $b$ and $c$ respectively, which they already prefer to their slots at profile $t_{N}$. But even if they swap these new allocations ex-post, they both still strictly prefer their new allocations to their initial allocation by being truthful. Hence, $\psi_{\sigma}^{F C F S}$ is not pairwise reallocation proof.

## Proof of Proposition 1.4.8

Fix a profile of priority orders $\left(\gg_{s}\right)_{s \in S}$ and a profile of targets $t_{N}=\left(t_{i}\right)_{i \in N}$. Let $\alpha$ denote the allocation produced by the slot-based priority rule.

Now, any slot $k \in\{1,2,3, \ldots\}$ is unassigned at this profile only if, in Step $\mathbf{k}$
of the algorithm we have $I^{k} \backslash \bigcup_{j=1}^{k-1} i^{j}=\emptyset^{7}$ where, $I^{k}=\left\{i \in N \mid t_{i} \leq k\right\}$ and $i^{1}, i^{2}, \cdots, i^{k-1}$ are (if $i^{j} \neq \emptyset$ ) agents with targets strictly less than $k$ who are already assigned an earlier slot. Therefore, if slot $k$ is unassigned then for every agent $i$ with target $t_{i} \leq k$ we have that $\alpha_{i} \leq k$. Then, from Lemma 1.2.1 we have that $\alpha$ is Pareto efficient.

Since every slot-based priority rule is Pareto efficient, using Remark 1.3.1 and invoking Theorem 1 in Ergin (2002) it is also group strategy-proof.

## Proof of Proposition 1.4.10

Consider a problem with three agents $N=\{1,2,3\}$ and three slots $S=\{\mathrm{a}, \mathrm{b}, \mathrm{c}\}$ where $a$ and $c$ are the first and last slot respectively.

Suppose slots $a$ and $b$ have the following priorities:

$$
\begin{aligned}
& 1>_{a} 3>_{a} 2 \\
& 2>_{b} 1>_{b} 3
\end{aligned}
$$

Then, at profile $t_{N}=a b a$, we have the allocation $\psi_{\gg}^{S B P}\left(t_{N}\right)=a b c$.
At profile $t_{N}^{\prime}=b a a$, we have $\psi_{\gg}^{S B P}\left(t_{N}^{\prime}\right)=c b a$.
Agents 1 and 2 jointly misreport at profile $t_{N}^{\prime}=b a a$ to profile $t_{N}=a b a$ and swap allocations ex-post, which they both strictly prefer to what they get by being truthful.

To see that the rule is not envy-proof, suppose next that slots $a$ and $b$ have the following priorities:

$$
\begin{aligned}
& 1>_{a} 2>_{a} 3 \\
& 2>_{b} 3>_{b} 1
\end{aligned}
$$

Now at profile $t_{N}^{\prime \prime}=a a a$ we have $\psi_{\gg}^{S B P}\left(t_{N}^{\prime \prime}\right)=a b c$. At profile $t_{N}^{\prime}=b a a$ we have $\psi_{\gg}^{S B P}\left(t_{N}^{\prime}\right)=c a b$ where agent 1 envies agent 3 . Thus, by misreporting to $t_{1}^{\prime \prime}=a$, agent 1 can hurt agent 3 .
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## Chapter 2

## Stable matchings with indifferences and the priority rule


#### Abstract

In this chapter, we study a two-sided one-to-one market setting where one side of the market is objectively ranked. Constraints prevent agents on the other side from matching with agents who are ranked higher than an agent-specific threshold. The preference domain allows for indifferences, with preferences of one side being derived from a master preference list, while agents on the other side have general preferences. We analyze matchings with respect to two standard properties: stability and Pareto efficiency. Having met these standard goals, the designer facing this problem may additionally be interested in a third criterion: the size of the matching. We show that for the proposed domain all stable matchings have the same size. We propose an assignment rule that always produces a stable and Pareto efficient matching. Furthermore, we show that every matching that is both stable and Pareto efficient is hierarchical by nature in a precise sense. The domain has a variety of practical applications including the refugee matching market, which has recently received a lot of attention in the literature.


### 2.1 Introduction

Let us consider a two-sided one to one market setting, where agents on one side of the market (say "Projects") are grouped into indifference classes that are exogenously ranked, and agents on the other side (say "Firms") prefer higher-ranked
projects. However, each firm face internal feasibility constraints that prevent her from matching with projects ranked above an individual threshold. Examples include - (1) the refugee matching problem: where benevolent hosts (firms) with a limited beds to spare, are willing to shelter refugee families (projects) of various sizes in their homes, in exchange for a monetary reward (which is increasing in family size) from the government; (2) firms competing for governmental projects over which there is generally a consensus as to which ones are more desirable, but firm-specific capacity constraints (technological, deadline, budget etc.) prevent it from going after very top projects; (3) the slot allocation problem: where slots (projects) are arranged on a line with earlier slots ranked higher, users (firms) arrive over time and wish to be served as early as possible once they do, for instance, researchers wishing to use a supercomputer, ships wanting to load/unload cargo at a port, etc. Being indifferent between different options is a ubiquitous phenomenon in our society, and the above examples are no exception.

These observations collectively inform our assumptions on the preference domain. We assume that projects are exogenously ranked (but several projects can have the same rank, thus giving rise to indifference classes), and each firm $f$ faces a threshold $t_{f}$. This firm $f$ prefers projects of higher rank, but projects of rank above $t_{f}$ are not acceptable to her. Preferences of firms thereby have a nested structure (formally presented in Section 2.2.1). Each project $j$ can have arbitrary (non-strict) preferences over firms but prefers any firm over remaining unmatched. Taking preferences of both sides into account, firms must be matched to projects in a one-to-one fashion.

We adopt a mechanism design approach to solve the problem. We will pursue two important design goals. The first is stability, which ensures that agents would accept the matching proposed by the designer and would not try to individually renegotiate it. To define it, we rely on the notion of strong blocking: two agents form a pair and block a matching if each agent in the pair strictly prefers the other
over their current match ${ }^{1}$. The second is Pareto efficiency, i.e., the matching cannot be Pareto improved upon at any preference profile. Having met these two goals, in the above examples, the designer may additionally wish to improve welfare by maximizing as much as possible the size (i.e., the total number of matched pairs) of the proposed matching.

In our domain with indifferences, all stable matchings have the same size (Proposition 2.2.1). To the best of our knowledge, it is the first non-trivial non-strict preference domain in the literature for which this fact holds. Thus, in the space of stable and Pareto efficient matchings, the designer is not constrained by welfare considerations regarding the matching size. This is not just a nice to have result but is rather quite significant due to its practical implications. This is because, in the presence of indifferences (or, ties), finding a stable matching that maximizes size is a computationally hard problem even under restrictions on the number and length of ties (Manlove et al., 2002), or preferences of both sides being limited to a master list (Irving et al., 2008). For our proposed domain that admits a wide range of applications, the designer does not face this challenge since there are efficient algorithms for finding a stable matching.

Our mechanism design problem involves matching agents to each other without the possibility of resorting to money or lotteries (or, fractional assignments). As a consequence, most fairness requirements are immediately out of reach. Any matching will therefore favour some agents and leave others largely unsatisfied. In such settings, it is widely observed that resulting mechanisms tend to have a hierarchical structure. Formally proving, or even formalizing this statement is however elusive. Under strict preferences some results are obtained: see, for instance, pure assignment models without transfers and exchange models in Svensson (1999), Pápai (2000) and Pycia and Ünver (2017). Under non-strict preferences, we are only aware of Svensson (1994) and Bogomolnaia et al. (2005). Most of these pa-

[^9]pers attempt to characterize the set of incentive compatible (in a strong sense of strategy-proofness) and efficient mechanisms and demonstrate that they have a hierarchical structure. In our more general setup, we are not able to obtain such a clean characterization result, however, we show that stable and efficient matchings are still arguably hierarchical by nature.

## Hierarchical nature of stable and efficient matchings

We propose an assignment rule (mechanism), which we call the decreasing refined priority rule (Definition 2.3.5), that always generates a stable and Pareto efficient matching for any given problem (Proposition 2.3.2). The rule is in the spirit of the classical serial dictatorship rule where an ordering of projects (in the queue) is used to determine the allocation of firms: the first project in the queue picks his best firm and leaves with that firm, from what remains the second project in the queue picks, from what remains the third project in the queue picks and so on. Thus, the serial dictatorship rule starts with the set of all firms, and at every step eliminates a firm based on preferences of projects. The decreasing refined priority rule adds two additional tweaks to this procedure:

* Firstly, the priority (queue) order over projects used by the rule is always aligned with the exogenous ranking over the indifference classes of projects: the projects in the top indifference class appear first in the queue order, followed next by projects in the second-from-top indifference class, and so on (see, Definition 2.3.2). This ensures stability.
* Secondly, the rule starts with the set of matchings instead of the set of firms. Following the queue order, at every step, the rule eliminates all ${ }^{2}$ matchings where the project being assigned does not get his best firm (one of his best firms if there are many), from the set of matchings available at that step. This refinement ensures that the resulting matching is Pareto efficient, given that preferences exhibit indifferences. This point is elaborated further in Example 2.3.1 and the discussion thereafter.

[^10]Stability and Pareto efficiency do not however characterize the decreasing refined priority rule (Proposition 2.3.3). Nevertheless, we show that every matching that is both stable and Pareto efficient can be generated by a decreasing (nonrefined) priority rule. Therefore, in our proposed domain, stable and Pareto efficient matchings are hierarchical by nature: they can be thought of as an outcome of projects being arranged in a queue order, with each project receiving one of their best firms in turn, from the set of remaining firms (Proposition 2.3.5).

In Section 2.4, we discuss a strengthening of the stability notion to strong stability. We show that strongly stable matchings (those matchings where there are not even weak blocking pairs, where only one member of the pair strictly benefits) exist very rarely, and imply a very specific structure of both preferences and the strongly-stable matchings themselves. If they do exist at some preference profile, then the set of all strongly stable matchings at that profile is exactly equal to the set of all matchings that can be generated by a decreasing refined priority rule at that profile (Proposition 2.4.1).

### 2.1.1 Relation to the existing literature

It is well known that, in a bilateral matching problem, when every agent has a strict (but arbitrary) preference over agents on the other side, the size of all stable matchings are identical, a consequence of the Lone Wolf Theorem ${ }^{3}$ (McVitie and Wilson, 1970; Gale and Sotomayor, 1985). This result breaks down if we allow for general preferences (Roth and Sotomayor, 1990). However, in our domain with indifferences, the equivalence of stable matchings with respect to size remains true (Proposition 2.2.1).

This paper contributes to the literature on matching with indifferences. In particular, it is closely related to the Stable Marriage problem with Ties and Incomplete Lists with a Master List (Irving et al., 2008). The term "Ties" simply means indifferences in our context; "Incomplete Lists" refer to the fact that each agent's

[^11]preference list may consist of only a subset of the members of the other side (the acceptable partners of this agent); and an agent's preference list contains her acceptable partners ranked precisely according to the "Master List". In the above problem, Irving et al. notes that even when preferences of both sides are derived from a master list ${ }^{4}$, weakly stable matchings need not have the same size, and subsequently discusses the algorithmics of finding weakly stable matchings that maximizes size. In our model, where preferences of only one side are derived from a master list, while preferences of the other side are not incomplete ${ }^{5}$; weakly stable matchings necessarily have the same size (Proposition 2.2.1). This result is of practical significance since, in the presence of incomplete lists and ties (indifferences), finding a weakly stable matching that maximizes size is a hard problem; even under restrictions on the number and length of ties (Manlove et al., 2002), or preferences of both sides being limited to a master list (Irving et al., 2008). For a comprehensive survey on algorithmic results related to matching with indifferences we refer the reader to Manlove (2013).

On structural results, Manlove (2002) proves the lattice structure of the set of strongly stable matchings with ties (without allowing for incomplete lists) and notes the absence of such a structure for the set of weakly stable matchings. Our structural results, therefore, do not concern the set of weakly stable matchings. We argue instead that, every matching that is both (weakly) stable and efficient admits a hierarchical structure in a precise sense (Proposition 2.3.5).

Other matching applications with indifferences include: the school choice problem (Erdil and Ergin 2008, 2017); the housing market where agents are initially endowed with a house (Aziz and De Keijzer, 2012); kidney exchange models (Roth et al., 2005; Andersson and Kratz, 2020).

Our setting can be considered as an extension of the "house allocation" model. Here the role of "houses" is played by "firms", but contrary to that model, firms

[^12]now have preferences, albeit rather homogeneous ones (see, Section 2.2.1). Our model is reduced to the "house allocation" model with arbitrary (non-strict) preferences when all projects have the same rank. In this reduced model, Bogomolnaia et al. (2005) showed that the set of all stable and efficient assignments is equal to the set of all assignments obtained by some refined priority rule ${ }^{6}$. In our more general case, we do not obtain such a crisp equivalence result, though our results have a similar flavour. A decreasing refined priority rule always outputs a stable and efficient matching (Proposition 2.3.2). Every matching that is both stable and efficient is a result of a decreasing (non-refined) priority rule (Proposition 2.3.5). If a preference profile admits a strongly stable matching ${ }^{7}$, then the set of all strongly stable matchings is equal to the set of all matchings that can be generated by some decreasing refined priority rule (Proposition 2.4.1).

Finally, the preference domain studied in this paper is also related to that of the Refugee Matching problem discussed by Andersson and Ehlers (2019). In their model, refugee families (projects) are also ordered according to family size giving rise to blocks containing projects of the same size. Hosts (firms) have limited beds and therefore their preferences have a nested structure ${ }^{8}$ over these blocks similar to ours. The differences are as follows.

Firstly, in our domain, hosts are necessarily indifferent between all refugee families in the same block (as a result we have indifference classes); while in their model, hosts can have general preferences over refugee families within the same block while respecting the nested structure between blocks.

Secondly, contrary to our domain, their model does not elicit any preferences from refugee families whatsoever. It is important to take into account their preferences: there is growing evidence that the initial placement of refugee families greatly affects outcomes like education, job prospects, and earnings - which in turn profoundly alters their lifetime welfare, as most refugees do not move from

[^13]the localities to which they are resettled for many years (Åslund and Rooth (2007), Damm (2014), Jones and Teytelboym (2017), Åslund et al. (2010), Martén et al. (2019)). As described in Jones and Teytelboym (2018), ignoring families' individual preferences has even caused families seeking shelter in Finland to cancel their asylum applications.

### 2.1.2 Outline of the chapter

In Section 2.2 we present the formal model and the result that stable matchings have the same size. Section 2.3 presents the formal definitions for candidate assignment rules and evaluates them with respect to stability and efficiency. Section 2.4 discusses the strengthening of stability to strong stability. A concluding discussion follows. Some proofs are relegated to the appendix.

### 2.2 Model

Throughout the rest of this chapter, we use the project-firm terminology for convenience. We take the liberty to personify projects and firms, and refer to them using pronouns "he" and "she" respectively. There is a finite set $J=\{1,2, \ldots,|J|\}$ of projects indexed by $j$ and a finite set $F$ of firms indexed by $f$. Furthermore, $J$ is partitioned into a set of indifference classes $\left\{J_{1}, J_{2}, \ldots, J_{p}\right\}$, and there is an exogenously given (strict) order $\succ$ over these classes: say it is $J_{p} \succ J_{p-1} \succ \ldots \succ J_{1}$, without loss of generality. All the above ingredients are fixed for the rest of the chapter.

### 2.2.1 The Preference Structure

The preference relation of every firm $f \in F$ is completely identified by a threshold $t_{f} \in\{1,2, \ldots, p\}$ that she reports. Let $R_{k}^{*}$ be a weak order (complete and transitive relation) over $J \cup\{f\}(f \in F)$ defined as below:

$$
J_{k} P_{k}^{*} J_{k-1} P_{k}^{*} \ldots J_{1} P_{k}^{*} \mathbf{f} P_{k}^{*} J_{p} I_{k}^{*} J_{p-1} \ldots I_{k}^{*} J_{k+1}
$$

where, $P_{k}^{*}$ and $I_{k}^{*}$ denotes the strict and indifference part of $R_{k}^{*}$ respectively and $k \in\{1,2, \ldots, p\}$. Then, the preference relation of a firm $f \in F$ with threshold $t_{f}$, denoted by $R_{f}$ is given by $R_{t_{f}}^{*}$, i.e., $R_{f} \equiv R_{t_{f}}^{*}$ where $t_{f} \in\{1,2, \ldots, p\}$ and the $\mathbf{f}$ in the definition of $R_{t_{f}}^{*}$ is to be interpreted simply as the corresponding firm $f$. The preferences of firms have a nested structure in the sense that if for two firms $f$ and $f^{\prime}$ we have $R_{f} \equiv R_{k}^{*}$ and $R_{f^{\prime}} \equiv R_{k^{\prime}}^{*}$ with $k>k^{\prime}$, then over the indifference classes $J_{k^{\prime}}, J_{k^{\prime}-1}, \ldots, J_{1}$, both $R_{f}$ and $R_{f^{\prime}}$ are identical.

Preference of a project $j \in J$, denoted by $R_{j}$, is a weak order over the set $F \cup\{j\}$. Let $P_{j}$ and $I_{j}$ denote the antisymmetric and symmetric parts of $R_{j}$, respectively.

Let $R=\left(R_{i}\right)_{i \in J \cup F}$ denote a profile of preferences. Given a profile $R$, we will say that a firm $f$ (resp., project $j$ ) is acceptable to a project $j$ (resp., firm $f$ ) if $f P_{j} j$ (resp., $j P_{f} f$ ). We will say that a project $j$ and a firm $f$ are compatible if they find each other mutually acceptable. We assume throughout that all projects find every firm acceptable, i.e., for any project $j \in J$, we assume that $f P_{j} j \forall f \in F$.

Finally, let $\mathscr{R}$ denote the set of all such preference profiles.

### 2.2.2 Notations and definitions

A matching is a function $\mu: J \cup F \rightarrow J \cup F$ such that:

- $\mu(j) \in F \cup\{j\} \forall j \in J$
- $\mu(f) \in J \cup\{f\} \forall f \in F$
- $\mu(f)=j \Longleftrightarrow \mu(j)=f, \forall j \in J, f \in F$

Let $\mathscr{M}$ be the set of all possible matchings.
A matching $\mu \in \mathscr{M}$ is individually rational at profile $R \in \mathscr{R}$ if every agent is acceptable to his or her mate, i.e., $\exists i \in J \cup F$ such that $i P_{i} \mu(i)$.

A matching $\mu \in \mathscr{M}$ is strongly blocked at profile $R \in \mathscr{R}$ by a pair $(j, f) \in J \times F$, if $j P_{f} \mu(f)$ and $f P_{j} \mu(j)$. A matching $\mu \in \mathscr{M}$ is weakly blocked at profile $R \in \mathscr{R}$ by a pair $(j, f) \in J \times F$, if $j R_{f} \mu(f)$ and $f R_{j} \mu(j)$ (with at least one of the relations being strict). A matching $\mu \in \mathscr{M}$ is stable at profile $R \in \mathscr{R}$, if it is individually rational and is not strongly blocked by any pair of agents. A matching $\mu \in \mathscr{M}$
is strongly stable at profile $R \in \mathscr{R}$, if it is individually rational and is not even weakly blocked by any pair of agents.

A matching $\mu \in \mathscr{M}$ is Pareto efficient (henceforth, efficient) at profile $R \in \mathscr{R}$, if there is no other matching $\mu^{\prime}$, such that $\mu^{\prime}(i) R_{i} \mu(i) \forall i \in J \cup F$ and $\mu^{\prime}(i) P_{i} \mu(i)$ for at least one agent $i \in J \cup F$.

The size of a matching $\mu \in \mathscr{M}$ is defined as the number of matched pairs, i.e., the number of pairs $(j, f) \in J \times F$ such that $\mu(j)=f$.

Let us recall that $J$ is partitioned into a set of indifference classes. Suppose we consider one such class $J_{k}, k \in\{1,2, \ldots, p\}$. Now consider a project $j \in J_{k}$ and a firm $f$ with $R_{f} \equiv R_{s}^{*}$ where $s<k$. Then, given the way the preference $R_{s}^{*}$ is defined, project $j$ is unacceptable to her. Then, although project $j$ considers firm $f$ as an acceptable match, individual rationality dictates that they are not matched to each other. Therefore, it will be useful to keep track of all firms that consider the class $J_{k}$ as acceptable.

Given a preference profile $R$ and some $k \in\{1,2, \ldots, p\}$, let $C\left(J_{k}, R\right)$ denote the set of firms that find projects in $J_{k}$ as acceptable, i.e., for every firm $f \in C\left(J_{k}, R\right)$ we have $R_{f} \equiv R_{s}^{*}$ where $s \geq k$ (therefore, $J_{k} P_{f} f$ ). Given the nested structure of preferences, for $k>k^{\prime}$, every firm that considers $J_{k}$ acceptable also finds $J_{k^{\prime}}$ acceptable but not necessarily the other way round. As a result, we have an inclusion $C\left(J_{k}, R\right) \subset C\left(J_{k^{\prime}}, R\right)$ for $k>k^{\prime}$. In particular, $C\left(J_{p}, R\right) \subset C\left(J_{p-1}, R\right) \ldots \subset C\left(J_{1}, R\right)$. Let $J_{<k}$ be a shorthand to denote $J_{x}$ with $x<k . J_{\leq k}, J_{\geq k}$ and $J_{>k}$ are similarly defined. Finally note that, every firm $f \in C\left(J_{k}, R\right)$ strictly prefers $J_{k}$ over $J_{<k}$, i.e., we have $J_{k} P_{f} J_{<k}$ for every $f \in C\left(J_{k}, R\right)$.

Given a matching $\mu$, for every indifference class $J_{k}, k \in\{1,2, \ldots, p\}$, the set of projects in $J_{k}$ who are matched under $\mu$ are collected in the set below:

$$
J_{k}^{\mu}=\left\{j \in J_{k} \mid \mu(j) \neq j\right\}
$$

The next proposition brings out the relationship between the size of all stable matchings at any given preference profile.

Proposition 2.2.1. Given any profile of preferences $R \in \mathscr{R}$, any two stable matchings $\mu$ and $\mu^{\prime}$ must have the same size. In particular, for every $k \in\{1,2, \ldots, p\}$,

$$
\left|J_{k}^{\mu}\right|=\left|J_{k}^{\mu^{\prime}}\right|
$$

Proof. Consider first the top indifference class of projects $J_{p}$. Let $\mu$ and $\mu^{\prime}$ denote two stable matchings such that $\left|J_{p}^{\mu}\right|>\left|J_{p}^{\mu^{\prime}}\right|$, i.e., fewer projects from $J_{p}$ are matched under $\mu^{\prime}$ compared to $\mu$. Since a project in $J_{p}$ can only be matched to some firm in $C\left(J_{p}, R\right)$, this means that there are at least $\left|J_{p}^{\mu}\right|$ firms in $C\left(J_{p}, R\right)$. But only $\left|J_{p}^{\mu^{\prime}}\right|$ of them are matched under $\mu^{\prime}$. This implies that there exists at least one firm $f \in C\left(J_{p}, R\right)$ who was matched to a project in $J_{p}$ under $\mu$ but is either unmatched or is matched to a project in $J_{<p}$ under $\mu^{\prime}$. But $\left|J_{p}^{\mu}\right|>\left|J_{p}^{\mu^{\prime}}\right|$ implies there is a project $j \in J_{p}$ who is matched under $\mu$ but not under $\mu^{\prime}$. Pair $(j, f)$ would then block $\mu^{\prime}$, a contradiction to the stability of $\mu^{\prime}$.

Next, let $k<p$ be the largest integer such that there are two stable matchings $\mu$ and $\mu^{\prime}$ such that $\left|J_{k}^{\mu}\right|>\left|J_{k}^{\mu^{\prime}}\right|$, i.e. fewer projects from $J_{k}$ are matched in $\mu^{\prime}$ than in $\mu$. Therefore, both $\mu$ and $\mu^{\prime}$ matches the same number of projects from classes, $J_{k+1}, J_{k+2}, \ldots, J_{p}$, i.e. we have $\left|J_{q}^{\mu}\right|=\left|J_{q}^{\mu^{\prime}}\right|=X_{q} \forall q \in\{k+1, k+2, . ., p\}$. Let the total number of such projects be $X$. Thus,

$$
X=X_{k+1}+X_{k+2}+\ldots+X_{p}
$$

This means that there are at least $X$ firms in $C\left(J_{k+1}, R\right)$. Now, since $\left|J_{k}^{\mu}\right|$ projects are matched under $\mu$, it must be the case that there are at least $X+\left|J_{k}^{\mu}\right|$ firms in $C\left(J_{k}, R\right)$. However, only $X+\left|J_{k}^{\mu^{\prime}}\right|<X+\left|J_{k}^{\mu}\right|$ firms from $C\left(J_{k}, R\right)$ are matched to projects from $J_{\geq k}$ under $\mu^{\prime}$. Therefore, there is a firm $f \in C\left(J_{k}, R\right)$ who is either unmatched or is matched to a project in $J_{<k}$ (less preferred to $J_{k}$ ) under $\mu^{\prime}$. Also, $\left|J_{k}^{\mu}\right|>\left|J_{k}^{\mu^{\prime}}\right|$ implies there is at least one project $j \in J_{k}$ which is unmatched under $\mu^{\prime}$. Then pair $(j, f)$ blocks $\mu^{\prime}$, a contradiction.

This result yields an important insight into the refugee matching problem. Since $J_{k}$ denotes the set of refugee families of a given size $k$, the above proposition es-
sentially implies that when the designer insists that the matching satisfy a basic incentive compatibility criterion like stability, there is no room for further increasing the sum total of all refugees who are settled.

### 2.3 Stable and efficient matchings

In the previous section, we have seen that stable matchings have the same size. This implies that, in the space of stable and Pareto efficient matchings, the designer is not constrained by welfare considerations regarding the matching size. In this section, stability and efficiency are therefore the focus of the study. We propose and discuss various candidate assignment rules to solve any instance of the given problem.

Let us recall that the exogenously given order over the indifference classes of projects $\left\{J_{1}, J_{2}, \ldots, J_{p}\right\}$ is given by: $J_{p} \succ J_{p-1} \succ \ldots \succ J_{1}$.

The assignment rules we discuss are parameterized by a priority order over projects. A priority order (or, queue order) over the set of projects $J$ is a bijection mapping $\sigma: J \rightarrow J$. To refer to positions in a queue order, we will use the phrase queue slots.

Since preferences of one side (firms) are aligned (see, Section 2.2.1), a natural starting point is the priority rule (or, the serial dictator rule), where the other side (projects) is ordered in a queue and allowed to choose a firm in turn. Next, we define this rule formally. Recall that $C\left(J_{k}, R\right)$ denotes the set of firms that are compatible with projects in $J_{k}$ at preference profile $R$.

For any given subset of firms $\bar{F} \subset F$, a preference profile $R$, and a project $j$ such that $j \in J_{k}$, let

$$
B_{j}(\bar{F} \mid \mathrm{R})= \begin{cases}\left\{f \in \bar{F} \cap C\left(J_{k}, R\right) \mid f R_{j} f^{\prime} \forall f^{\prime} \in \bar{F} \cap C\left(J_{k}, R\right)\right\} & , \text { if } \bar{F} \cap C\left(J_{k}, R\right) \neq \emptyset \\ \{j\} & , \text { otherwise }\end{cases}
$$

denote, the subset of $\bar{F}$ consisting of best compatible firms for project $j$ among all compatible firms in $\bar{F}$; if every firm in $\bar{F}$ is incompatible with project $j$, it is just the set containing project $j$. Note that the cardinality of $B_{j}(\bar{F})$ can be strictly greater than one.

Definition 2.3.1. The priority rule is parameterized by an arbitrary priority order $\sigma$ over projects. For any fixed priority order $\sigma$, the priority rule is a correspondence $\psi_{\sigma}^{P}: \mathscr{R} \rightarrow \mathscr{M}$ such that, for any preference profile $R$ we have that $\psi_{\sigma}^{P}(R)=M$, with $M$ denoting a set of matchings, where every matching $\mu \in M$ is constructed iteratively such that:

$$
\begin{aligned}
\mu(\sigma(1)) & \in B_{\sigma(1)}(F \mid R) \\
\mu(\sigma(2)) & \in B_{\sigma(2)}(F \backslash\{\mu(\sigma(1))\} \mid R) \\
\mu(\sigma(3)) & \in B_{\sigma(3)}(F \backslash\{\mu(\sigma(1)), \mu(\sigma(2))\} \mid R) \\
& \vdots \\
\mu(\sigma(|J|)) & \in B_{\sigma(|J|)}(F \backslash\{\mu(\sigma(1)), \mu(\sigma(2)), \ldots, \mu(\sigma(|J|-1))\} \mid R)
\end{aligned}
$$

In words, the priority rule sequentially (according to priority order $\sigma$ ) assigns every project to one of his best compatible firms at every iteration, from the set of remaining compatible firms at that iteration. If no compatible firm is available, then the project remains unmatched. Since preferences exhibit indifferences, based on the choice made at each iteration, several different matchings may be reached by this rule for any fixed profile of preferences.

Given any profile $R$, an outcome of the priority rule, i.e., a matching $\mu \in \psi_{\sigma}^{P}(R)$ for some priority order $\sigma$, is not necessarily stable. This is because the priority order $\sigma$ is not necessarily aligned with the exogenous order $\succ$ over the indifference classes of projects. That is to say, for two projects $j \in J_{k}$ and $j^{\prime} \in J_{<k}{ }^{9}$, it may be the case that $\sigma\left(j^{\prime}\right)<\sigma(j)$, i.e., project $j^{\prime}$ is assigned earlier. Therefore, if project

[^14]$j^{\prime}$ is assigned to some firm $f \in C\left(J_{k}, R\right)$ that project $j$ strictly prefers to his own partner, then $(j, f)$ forms a strong blocking pair since firm $f$ is also compatible with project $j$ and hence prefers project $j$ over $j^{\prime}$.

The above observation necessitates that the priority order be aligned with the exogenous order $J_{p} \succ J_{p-1} \succ \ldots \succ J_{1}$. Accordingly, we define next the notion of a decreasing priority order and correspondingly, the decreasing priority rule. Indeed, it turns out that this new rule solves the above-mentioned issue and always outputs a stable matching (see Proposition 2.3.1).

Definition 2.3.2. For any priority order $\sigma$, the associated decreasing priority order, denoted by $\sigma^{D}$, is evaluated in the following way.

For any two projects $i$ and $j$, let $i \in J_{x}$ and $j \in J_{y}$. Then $\sigma^{D}$ is derived from $\sigma$ such that:

$$
\begin{array}{ll}
\text { * if } \quad x>y \text {, then } \sigma^{D}(i)<\sigma^{D}(j) \\
\text { * if } \quad x=y \text {, then } \sigma^{D}(i)<\sigma^{D}(j) \Longleftrightarrow \sigma(i)<\sigma(j)
\end{array}
$$

A priority order $\sigma$ is called a decreasing priority order if $\sigma=\sigma^{D}$.

In words, for any given priority order $\sigma$, the associated decreasing priority order $\sigma^{D}$ aligns the priority of projects according to the exogenous order $\succ$ over the indifference classes of projects: any project $j \in J_{k}$ gets a better priority in $\sigma^{D}$ over all projects $j^{\prime} \in J_{<k}$; while, if two projects $j, j^{\prime} \in J_{k}$, i.e., they belong to the same indifference class, then their relative priority in $\sigma^{D}$ remains the same as in the original priority order $\sigma$.

Definition 2.3.3. The decreasing priority rule $\psi_{\sigma}^{D P}$ with respect to any fixed priority order $\sigma$, is simply the priority rule with respect to the associated decreasing priority order $\sigma^{D}$. That is, for any preference profile $R$, we have,

$$
\psi_{\sigma}^{D P}(R)=\psi_{\sigma^{D}}^{P}(R)
$$

Proposition 2.3.1. Consider a preference profile $R \in \mathscr{R}$ and let $\mu \in \psi_{\sigma}^{D P}(R)$, then $\mu$ is stable but not necessarily efficient.

The proof of stability appears in Appendix B. Here we state the intuition: since the priority order over projects is aligned according to $\succ$, whenever a firm $f$ strictly prefers a project $j$ over her own partner, it must be the case that this firm $f$ was available to be assigned to project $j$, which in turn implies project $j$ either prefers his current partner over firm $f$ or is indifferent between them. As a result, the blocking pair of the kind discussed above in the context of the priority rule never forms.

Although always stable, the output (matching) produced by the decreasing priority rule is not necessarily efficient. This inefficiency stems from the combination of two facts: at any given iteration; firstly, the rule does not take into account the preferences of projects that are to be matched in subsequent iterations; and secondly, preferences of projects exhibit indifferences. The following example illustrates this inefficiency.

Example 2.3.1. Consider a single indifference class $J=\{1,2\}$ of projects and two firms A and B, both of which are compatible with this class.

Suppose preferences of projects are as below:

| $R_{1}$ | $R_{2}$ |
| :---: | :---: |
| $A, B$ | $A$ |
|  | $B$ |

Then,
$\psi_{\sigma}^{D P}(R)=\left\{\left(\begin{array}{ll}1 & 2 \\ A & B\end{array}\right),\left(\begin{array}{ll}1 & 2 \\ B & A\end{array}\right)\right\}$ for the priority order $\sigma: \sigma(1)=1, \sigma(2)=2$. It is easy to check that both these matchings are stable, while only the second is also efficient.

In the above example, project 1 is indifferent between firm $A$ and $B$, and project 1 has the higher priority. Just ensuring that this project gets one of his best compatible firms without considering that project 2 strictly prefers firm $A$ may lead
to inefficiency. Additional refinements or adjustments are therefore necessary to guarantee efficiency. Specifically, in any iteration, if one encounters the scenario that there are multiple best compatible firms for the project in question, one must find a way to not outright eliminate any possibility that does not hurt this concerned project. Doing so allows for utility gains to be had in future iterations.

Accordingly, unlike in the case of the priority rule, where we start from the set of all firms and remove a firm at every iteration; we instead modify the procedure and start from the set of all matchings. At any iteration, it is then possible to keep every option (matching) where the currently assigned project receives one of his best compatible firms (even if there are multiple such firms), allowing for full utility gains to be had in future iterations. We call this modified procedure the refined priority rule.

To formally define it, we will use the notation $B^{*}(\cdot \mid \mathrm{R})$, which is the counterpart of $B(\cdot \mid \mathrm{R})$ presented earlier in the context of the priority rule. The difference is that, $B$ operates on a set of firms while $B^{*}$ operates on a set of matchings. We will additionally require the following notation. Given a set of matchings $M \subset \mathscr{M}$, a preference profile $R$, and a project $j$ such that $j \in J_{k}$, let us denote by $C_{j}^{*}(M, R):=$ $\left\{\mu \in M \mid \mu(j) \in C\left(J_{k}, R\right)\right\}$, the subset of $M$ where project $j$ is matched to a firm which is compatible with project $j$ at preference profile $R$.

For any given set of matchings $M \subset \mathscr{M}$, a preference profile $R$ and a project $j$ such that $j \in J_{k}$, let
$B_{j}^{*}(M \mid \mathrm{R})= \begin{cases}\left\{\mu \in C_{j}^{*}(M, R) \mid \mu(j) R_{j} \mu^{\prime}(j) \forall \mu^{\prime} \in C_{j}^{*}(M, R)\right\} & , \text { if } C_{j}^{*}(M, R) \neq \emptyset \\ \{\mu \in M \mid \mu(j)=j\} & , \text { otherwise }\end{cases}$
denote, the subset of $M$ consisting of the best compatible matchings for project $j$ in the sense that project $j$ is matched to one of his best-ranked compatible firms among all matchings in $M$. If there are no matchings where project $j$ is matched to a compatible firm, $B_{j}^{*}(R, M)$ is simply the subset of $M$ consisting of all matchings
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where project $j$ is unmatched.

Definition 2.3.4. A refined priority rule with respect to any fixed priority order $\sigma$, is a correspondence $\psi_{\sigma}^{R P}: \mathscr{R} \rightarrow \mathscr{M}$ such that, for any preference profile $R$, we have that $\psi_{\sigma}^{R P}(R)=M_{|J|}$, where $M_{|J|}$ is defined as follows. Let $M_{0}=\mathscr{M}$ (the set of all possible matchings),

$$
\begin{aligned}
M_{1} & =B_{\sigma(1)}^{*}\left(M_{0} \mid R\right) \\
M_{2} & =B_{\sigma(2)}^{*}\left(M_{1} \mid R\right) \\
& \vdots \\
M_{|J|} & =B_{\sigma(|J|)}^{*}\left(M_{|J|-1} \mid R\right)
\end{aligned}
$$

Clearly, the above rule can be multi-valued, but note that a direct consequence of its definition is that all projects are indifferent between all elements (matchings) in $M_{|J|}$.

Definition 2.3.5. The decreasing refined priority rule $\psi_{\sigma}^{D R P}$ with respect to any fixed priority order $\sigma$, is simply the refined priority rule with respect to the associated decreasing priority order $\sigma^{D}$. That is, for any preference profile $R$, we have,

$$
\psi_{\sigma}^{D R P}(R)=\psi_{\sigma^{D}}^{R P}(R)
$$

Proposition 2.3.2. Consider a preference profile $R \in \mathscr{R}$ and let $\mu \in \psi_{\sigma}^{D R P}(R)$, then $\mu$ is both stable and efficient at $R$.

The formal proof of the proposition appears in Appendix B. Here we present an informal discussion. The decreasing refined priority rule always uses a priority order that is aligned with the exogenous order $J_{p} \succ J_{p-1} \succ \ldots \succ J_{1}$. This ensures that any selection (matching) from the set $\psi_{\sigma}^{D R P}(R)$ is stable ${ }^{10}$ at profile $R$. Since this rule is also refined ${ }^{11}$, any selection from $\psi_{\sigma}^{D R P}(R)$ also happens to be efficient

[^15]at profile $R$. Intuitively, since at every iteration, the rule only eliminates those matchings in which, the project assigned at that iteration does not get one of his best firm conditional on every project in all previous iterations receiving one of their best firm; it leaves no room for increasing welfare further. Any attempt at increasing an agent's welfare must come at the expense of another.

Next, we discuss the structure of matchings that are both stable and efficient. For any given preference profile, we ask, whether or not every stable and efficient matching at that profile always results from one of the earlier defined rules.

Proposition 2.3.3. There exists a preference profile $R$, and a matching $\mu$ that is stable and efficient at $R$ such that $\mu \notin \psi_{\sigma}^{D R P}(R)$.

Proof. Consider the following example.
Suppose we have indifference classes $J_{2}=\{1,2\}$ and $J_{1}=\{3\}$ of projects and three firms $F=\{A, B, C\}$ compatible with all projects. Let preferences be as follows:

| (a) Projects |  |  |  | (b) Firms |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{1}$ | $R_{2}$ | $R_{3}$ | $R_{A}$ | $R_{B}$ | $R_{C}$ |  |
| $\mathrm{~A}, \mathrm{~B}$ | A | B | 1,2 | 1,2 | 1,2 |  |
| C | C | $\mathrm{A}, \mathrm{C}$ | 3 | 3 | 3 |  |
|  | B |  |  |  |  |  |

The matching $\mu=\left(\begin{array}{ccc}1 & 2 & 3 \\ A & C & B\end{array}\right)$ is stable and efficient at $R$.
The two decreasing priority orders are:

$$
\begin{aligned}
& \sigma: \quad \sigma(1)=1, \sigma(2)=2, \sigma(3)=3 \\
& \bar{\sigma}: \bar{\sigma}(1)=2, \bar{\sigma}(2)=1, \bar{\sigma}(3)=3
\end{aligned}
$$

It is easy to verify that $\mu \notin \psi_{\sigma}^{D R P}(R)$ and $\mu \notin \psi_{\bar{\sigma}}^{D R P}(R)$.
Proposition 2.3.3 implies that stability and efficiency do not characterize the decreasing refined priority rule.

Proposition 2.3.4. There exists a preference profile $R$, and a matching $\mu$ that is stable and efficient at $R$ such that $\mu \notin \psi_{\sigma}^{R P}(R)$.

Proof. Consider the following example with two projects $J=\{1,2\}$ and two firms $F=\{A, B\}$. Preferences are as under:
(a) Projects

| $R_{1}$ | $R_{2}$ |
| :---: | :---: |
| $\mathrm{~A}, \mathrm{~B}$ | A |
|  | B |

(b) Firms

| $R_{A}$ | $R_{B}$ |
| :---: | :---: |
| 1 | 1 |
| 2 | 2 |

The matching $\mu=\left(\begin{array}{ll}1 & 2 \\ A & B\end{array}\right)$ is stable and efficient at this profile.
But the refined priority rule with both possible priority orders produces the matching $\mu^{\prime}=\left(\begin{array}{ll}1 & 2 \\ B & A\end{array}\right)$.

For the example in the preceding proof, $\mu$ and $\mu^{\prime}$ are the two stable and efficient matchings at profile $R$. For priority order $\sigma$ with $\sigma(1)=1$ and $\sigma(2)=2$, we have, $\psi_{\sigma}^{D P}(R)=\left\{\mu, \mu^{\prime}\right\}$, while $\psi_{\sigma}^{R P}(R)=\left\{\mu^{\prime}\right\}$. This difference is driven by the fact that the latter operates on the set of matchings while the former on the set of firms. Project 2 strictly prefers $\mu^{\prime}$ to $\mu$ while project 1 is indifferent between them. Using the refined priority rule, both $\mu$ and $\mu^{\prime}$ survive after the first iteration and $\mu$ is thereafter eliminated by project 2. But if project 1 is assigned to $A=\mu^{\prime}(2)$ in the first iteration, it is no longer available for project 2 . Therefore, $\mu$ can still be generated by a decreasing priority rule.

Proposition 2.3 .5 below shows that every stable and efficient matching can be generated by a decreasing priority rule. This demonstrates that matchings that are both stable and efficient are hierarchical by nature: they can be thought of as a result of projects being arranged in a queue order, with each project receiving one of their best firm in turn, from the set of remaining firms. Efficiency is necessary for this result to hold. Stable but not efficient matchings do not necessarily admit this structure (Example 2.3.2).

Example 2.3.2. One indifference class $J=\{1,2\}$ of projects. Two firms $A$ and $B$, both of which are compatible with this class. Preferences of projects are as under:

| $R_{1}$ | $R_{2}$ |
| :---: | :---: |
| $A$ | $B$ |
| $B$ | $A$ |

The matching $\mu=\left(\begin{array}{ll}1 & 2 \\ B & A\end{array}\right)$ is stable but not efficient. It is easy to check that there is no priority order $\sigma$ such that $\mu \in \psi_{\sigma}^{P}(R)$.

Proposition 2.3.5. Consider a preference profile $R \in \mathscr{R}$ and let $\mu$ be a stable and efficient matching at $R$. Then, there is a priority order $\sigma$ over projects such that $\mu \in \psi_{\sigma}^{D P}(R)$.

The formal proof of this proposition appears in Appendix B. We briefly outline the proof steps next. Fix any indifference class of projects $J_{r}$. Since $\mu$ is stable at $R$, a firm $f \in C\left(J_{r}, R\right)$ is matched to some project in $J_{<r}$ under $\mu$ only in the event that all projects in $J_{r}$ are already matched to some firm in $C\left(J_{r}, R\right)$ that they weakly prefer over this firm $f$. Thus, in a stable matching, the demand of projects in $J_{r}$ is catered to before projects in $J_{<r}$; and accordingly projects in $J_{r}$ receive an earlier queue slot compared to projects in $J_{<r}$. This means the priority order is decreasing. We still need the individual queue slots for projects within every indifference class. Fix the top class $J_{p}$. By efficiency, we must have that at least one project in $J_{p}$ is matched to his best firm under $\mu$. This fact identifies precisely the project(s) ${ }^{12}$ which receive the earliest queue slot within projects in $J_{p}$. Removing the corresponding matched firms from the set of firms and repeatedly applying the same arguments until we exhaust $J_{p}$ gives the individual queue slots for all projects within $J_{p}$. Finally, repeating the process for $J_{p-1}, J_{p-2}, \cdots, J_{1}$ in turn, completes the proof.

Note that, even though one can always find a priority order $\sigma$ such that $\mu \in$ $\psi_{\sigma}^{D P}(R)$ for any matching $\mu$ that is stable and efficient at $R$; every selection (matching) from the set $\psi_{\sigma}^{D P}(R)$, despite always being stable, is not guaranteed to be

[^16]efficient (see, Proposition 2.3.1 or Remark 2.3.1). Therefore, from a practical implementation standpoint, letting a project choose in turn according to a queue order may not always lead to a desirable outcome. The designer is better off using the decreasing refined priority rule.

Let $\Sigma$ denote the set of all possible decreasing priority orders over the set of projects. For any profile $R$, denote by $\mathscr{M}_{S E}(R)$ the set of all stable and efficient matchings at $R$. Next denote by $\mathscr{M}_{D P}(R):=\cup_{\sigma \in \Sigma} \psi_{\sigma}^{D P}(R)$, the set of all matchings that can be obtained using some decreasing priority rule. Similarly, let $\mathscr{M}_{D R P}(R)$ denote the set of all matchings that can be obtained using some decreasing refined priority rule.

The main findings in the preceding results can be summarised as follows:
Remark 2.3.1. For any preference profile $R \in \mathscr{R}$,

$$
\mathscr{M}_{D R P}(R) \subseteq \mathscr{M}_{S E}(R) \subseteq \mathscr{M}_{D P}(R)
$$

Furthermore, there are profiles where one or both of these inclusions above are strict.

### 2.4 Strongly stable matchings: existence and structure

Strongly stable matchings (those where there are not even weak blocking pairs, where only one member of the pair strictly benefits) are not guaranteed to exist in our preference domain (see, for instance, the example used in Proposition 2.3.4 which does not admit any strongly stable matching). In fact, the existence of a strongly stable matching is a rare event and implies a very specific structure of both preferences and the strongly stable matchings themselves. We outline this phenomenon using the lemmas presented below.

In what follows we assume that the preference profile admits at least one strongly stable matching (henceforth, SSM).

Lemma 2.4.1. Every SSM is efficient.
Proof. Let $\mu$ be a SSM that can be Pareto improved by matching $\mu^{\prime}$. There is an agent $x$ (firm or project) who strictly prefers $\mu^{\prime}$ to $\mu$. Hence, $x$ is matched at $\mu^{\prime}$, say to some agent $y$. Since $\mu^{\prime}$ is Pareto superior to $\mu$, y is at least as well at $\mu^{\prime}$ as at $\mu$. Hence, the pair $(x, y)$ weakly blocks $\mu$, a contradiction to $\mu$ being a SSM.

Lemma 2.4.2. In any $S S M$, for every $k \in\{1,2, \cdots, p\}$, the set of projects $J_{k}$ is either fully matched or fully unmatched.

Proof. Fix a SSM $\mu$. Suppose there are two project $i, j \in J_{k}$, such that $i$ is matched with firm $f$ at $\mu$ while $j$ is unmatched. Since firm $f$ is indifferent between projects $i$ and $j$, the pair $(j, f)$ weakly blocks $\mu$, a contradiction.

For any matching $\mu$ and a set of projects $\hat{J}$, let $\mu(\hat{J})$ denote the set of firms matched with some project in $\hat{J}$.

Lemma 2.4.3. Fix a preference profile and a $S S M \quad \mu$. For any $k \in\{1,2, \cdots, p\}$, let $F_{k}$ denote the set of firms that are not matched with some project in $\cup_{x=k+1}^{p} J_{x}$ at $\mu$. Then,
(a) For any matched project $j \in J_{k}$, firm $\mu(j)$ belongs to the top indifference class of this project $j$ among all compatible firms of project $j$ in the set $F_{k}$.
(b) A firm $f \in F_{k} \backslash \mu\left(J_{k}\right)$ does not belong to the top indifference class (within compatible firms in $F_{k}$ ) of any project $j \in J_{k}$.
(c) $\mu\left(J_{k}\right)=T_{k}$, where $T_{k} \subset F_{k}$ is the set of firms that are in the top indifference class (within compatible firms in $F_{k}$ ) for at least one project $j \in J_{k}$.

Proof. Part (a): If project $j$ would strictly prefer some firm $f \in F_{k}$ to $\mu(j)$, then $(j, f)$ would weakly block $\mu$ (firm $f$ cannot strictly prefer its current match to $j$, since it is not matched to a project of better rank).

Part (b): Any firm $f \in F_{k} \backslash \mu\left(J_{k}\right)$ compatible with projects in $J_{k}$, prefers any project $j \in J_{k}$ to its match in $\mu$. If this firm $f$ is in the top (within compatible firms
in $F_{k}$ ) indifference class of any one such project $j \in J_{k}$, then project $j$ is indifferent between firms $f$ and $\mu(j)$. Hence $(j, f)$ weakly blocks $\mu$, a contradiction.

Part $(c)$ : Take any firm $f \in \mu\left(J_{k}\right)$. Then, by Part (a), we have $f \in T_{k}$ and so, $\mu\left(J_{k}\right) \subset T_{k}$. Next, assume for contradiction that $f \in T_{k}$ but $f \notin \mu\left(J_{k}\right)$. This means $f \in F_{k} \backslash \mu\left(J_{k}\right)$. Then by Part (b) we have, $f \notin T_{k}$, a contradiction. Thus, $f \in \mu\left(J_{k}\right)$ and so, $T_{k} \subset \mu\left(J_{k}\right)$. Hence, $\mu\left(J_{k}\right)=T_{k}$.

Lemma 2.4.4. Let $\mu$ be a SSM at preference profile $R$. Suppose $k^{*} \in\{1,2, \cdots, p\}$ is the largest integer such that there is a project $j \in J_{k^{*}}$ which is matched at $\mu$. Then,
(a) There does not exist a firm $f$ which is compatible with projects in $J_{>k^{*}}$ at preference profile $R$.
(b) $J_{k^{*}}$ is always fully matched at every SSM at $R$.

Proof. (a): If such a firm would exist, then that firm would form a weak blocking pair with a project of rank better than $k^{*}$.
(b): Since there is a project $j \in J_{k^{*}}$ which is matched at $\mu$, the firm $\mu(j)$ finds projects in $J_{k^{*}}$ compatible. By Lemma 2.4.3(a), this firm $\mu(j)$ belongs to the top indifference class of project $j$ among all his compatible firms. Therefore, this firm $\mu(j)$ must be matched to a project in $J_{k^{*}}$ (possibly different from $j$ ) in every other SSM. This implies at least one project in $J_{k^{*}}$ must be matched at every SSM at $R$. By Lemma 2.4.2, $J_{k^{*}}$ must then be fully matched in every SSM at $R$.

Lemma 2.4.5. Let $\mu$ and $\mu^{\prime}$ be two SSMs for a given preference profile $R$. Then the set of firms matched to every indifference class of projects $J_{k}$ remains the same across these two SSMs, i.e.,

$$
\mu\left(J_{k}\right)=\mu^{\prime}\left(J_{k}\right) \quad \forall k \in\{1,2, \cdots, p\} .
$$

Proof. Let $k^{*} \in\{1,2, \cdots, p\}$ be the largest threshold such that projects in $J_{k^{*}}$ are compatible for some firm in $F$ at preference profile $R$. Then by individual rationality, all projects in $J_{>k^{*}}$ are unmatched in both $\mu^{\prime}$ and $\mu$. Thus,
$\mu\left(J_{k}\right)=\mu^{\prime}\left(J_{k}\right) \forall k \in\left\{k^{*}+1, k^{*}+2, \cdots, p\right\}$. Moreover, Lemma 2.4.4 implies that both $\mu^{\prime}$ and $\mu$ must fully match all projects in $J_{k^{*}}$. By Lemma 2.4.3(c) we have that, $\mu\left(J_{k^{*}}\right)=T_{k^{*}}=\mu^{\prime}\left(J_{k^{*}}\right)$, where $T_{k^{*}}$ is the set of all firms which are in the top indifference class for at least one project in $J_{k^{*}}$.

Next let $k^{* *} \in\left\{1,2, \cdots, k^{*}-1\right\}$ be the largest threshold such that projects in $J_{k^{* *}}$ are compatible for some firm in $F \backslash T_{k^{*}}$ at preference profile $R$. If $k^{* *}<k^{*}-1$, then projects in $J_{k^{* *}+1}, J_{k^{* *}+2}, \ldots, J_{k^{*}-1}$ are unmatched in both $\mu$ and $\mu^{\prime}$, since there are no compatible firms for these projects at preference profile $R$ who are not already matched to some better-ranked project in both $\mu$ and $\mu^{\prime}$. Furthermore, by Lemma 2.4.4 and Lemma 2.4.3(c) we have $\mu\left(J_{k^{* *}}\right)=T_{k^{* *}}=\mu^{\prime}\left(J_{k^{* *}}\right)$.

Proceeding in this fashion completes the proof.

Lemma 2.4.6. If a preference profile admits more than one SSM, all projects are indifferent between them.

Proof. Follows from Lemma 2.4.3(a) and Lemma 2.4.5.

The implications from the preceding lemmas can be summarized as follows. If a preference profile admits at least one SSM, then in every such SSM, any set of projects $J_{k}$ of a given rank is either fully matched or fully unmatched. Moreover, in every such SSM, projects in $J_{k}$ are matched to the same set of firms (and those matches (firms) are the best for these projects among all compatible firms who are not matched with a better-ranked project). These observations drive the equivalence result in Proposition 2.4.1: if a preference profile admits at least one strongly stable matching, then the set of all strongly stable matchings at that profile, is exactly equal to the set of all matchings that can be generated by a decreasing refined priority rule at that profile.

For any preference profile $R$, let $\mathscr{M}_{S S}(R)$ denote the set of all matchings that are strongly stable at profile $R$. Also recall that $\mathscr{M}_{D R P}(R)$ denote the set of all matchings which can be obtained using some decreasing refined priority rule, i.e., $\mathscr{M}_{D R P}(R)=\cup_{\sigma \in \Sigma} \psi_{\sigma}^{D R P}(R)$, where $\Sigma$ denotes the set of all possible decreasing
priority order. The following proposition establishes the relationship between these two sets.

## Proposition 2.4.1. Assume that preference profile $R$ admits a SSM. Then we have,

$$
\mathscr{M}_{S S}(R)=\mathscr{M}_{D R P}(R)
$$

The proof appears in Appendix B.

### 2.5 Discussion and concluding remarks

This chapter proposes a domain where the preferences of one side of the market are derived from a master preference list, while agents on the other side have general preferences. The domain permits indifferences. It is shown that stable matchings have the same size. An assignment rule (the decreasing refined priority rule) is proposed that always generates a stable and efficient outcome. In particular, our discussion on the assignment rules demonstrates the hierarchical nature of stable and efficient matchings for the problem. We have also briefly discussed the existence and structure of strongly stable matchings. Here we make some additional remarks about our results.

Firstly, we have not analyzed the strategic aspects of our assignment rules. It is easy to check that the decreasing refined (and, non-refined) priority rule is not manipulable by an individual project. This is not surprising given that the serial dictatorship rule is well known to be strategy-proof.

Secondly, note that the decreasing refined priority rule is quite expensive in terms of the information it must elicit about every project's preference over the entire set of firms. This may become a major concern as the number of agents gets very large. It is in regard to this observation that Proposition 2.3.5 has an important implication which we discuss next.

We know from Proposition 2.3 .5 that, for any matching $\mu$ that is both stable and efficient at a preference profile $R$, there is a (decreasing) priority order $\sigma$ over
projects and a (weakly) decreasing sequence $\left\{\Gamma_{j}\right\}_{j=1}^{|J|}$ of choice sets consisting of firms, such that $\mu(\sigma(j)) \in B_{\sigma(j)}\left(\Gamma_{j} \mid \mathrm{R}\right)$ for all $j \in J$. We conjecture the existence of a sophisticated procedure whereby a stable and efficient matching may be obtained by a recursively defined procedure, where at each step and given the data from previous steps, a choice set for every "project" is defined. The "project" then only needs to report the maximal elements from the choice set. The advantage of such a procedure would be that the projects will no longer need to report the entire preference over the complete list of firms. This can reduce the information elicitation burden greatly and hence can be of particular relevance from a practical point of view where the number of agents becomes significantly large. We leave the study of the existence of such a rule open for future investigation.

### 2.6 Appendix B - Proofs

## Proof Proposition 2.3.1

Fix a preference profile, $R \in \mathscr{R}$ and let $\mu \in \psi_{\sigma}^{D P}(R)$ for some decreasing priority order $\sigma$. Suppose $\mu$ is not stable: some project $j$ and some firm $f$ block. This implies project $j$ and firm $f$ form a compatible pair. Let project $j \in J_{k}$ : then firm $f \in C\left(J_{k}, R\right)$. Note that, it cannot be the case that both $j$ and $f$ are unmatched at $\mu$ as the rule requires that a project is always assigned a firm if a compatible firm is available. There are three possible remaining cases:

1. $\mu(j)=j, \mu(f)=j^{\prime}$ : only firm $f$ is matched.
2. $\mu(j)=f^{\prime}, \mu(f)=f$ : only project $j$ is matched.
3. $\mu(j)=f^{\prime}, \mu(f)=j^{\prime}$ : both project $j$ and firm $f$ are matched.

Case: 1 - Since $(j, f)$ block we have: $j P_{f} j^{\prime}$ which implies $j^{\prime} \in J_{<k}$. Since ordering is decreasing, this means $\sigma(j)<\sigma\left(j^{\prime}\right)$. Since project $j$ comes ahead of project $j^{\prime}$ in the ordering and remains unmatched, it must be the case that all firms compatible with $j$ were already matched to some project which was ahead in the queue compared to $j$. This means, every firm in $C\left(J_{k}, R\right)$ which is matched under $\mu$, is matched to some project in $J_{\geq k}$. In particular also firm $f$. But then $\mu(f)=j^{\prime} \in J_{<k}$, a contradiction.

Case:2 - Since a firm once matched never gets unmatched, firm $f$ was available to project $j$ when it was assigned $f^{\prime}$. This implies $\mu(j)=f^{\prime} R_{j} f$. But since $(j, f)$ block we have: $f P_{j} f^{\prime}$, which is not possible.
Case: 3 - Since $(j, f)$ block we have: $j P_{f} j^{\prime}$ which implies $j^{\prime} \in J_{<k}$, which implies $\sigma(j)<\sigma\left(j^{\prime}\right)$. Now, since project $j$ comes ahead in the queue but $\mu(f)=j^{\prime}$, it means that firm $f$ was available when project $j$ was assigned firm $f^{\prime}$. This means that $f^{\prime} R_{j} f$. But since $(j, f)$ block we have: $f P_{j} f^{\prime}$, which is not possible.

## Proof of Proposition 2.3.2

Fix a preference profile $R \in \mathscr{R}$ and let $\mu \in \psi_{\sigma}^{D R P}(R)$. Stability of $\mu$ follows from arguments in the same vein as in the proof of Proposition 2.3.1 with very minor modifications. We omit it here for the sake of brevity. We proceed to show that $\mu$ is efficient. The only way to increase the utility of a project $j$ is to expand the set $M_{\sigma(j)-1}$ of feasible matchings to choose from. This is not possible without decreasing the utility for some project $j^{\prime}$ such that $\sigma\left(j^{\prime}\right)<\sigma(j)$. This is because, if all projects ahead of $j$ in the queue were utility invariant when this welfare improving matching (after carrying out the reshuffling steps) was added, they would not have removed it in the first place. In particular, all (un)matched projects in $\mu$ must remain (un)matched after any reshuffling of agents to improve the welfare of any firm. Consequently, such a firm (whose welfare is possibly improved) must have been matched at $\mu$. Also, any such reshuffling attempts requires that the matched projects remain indifferent between partners, before and after the swaps take place.

Suppose next that firm $f$ can be made better without hurting any other agent. Let $k^{*}$ be the largest integer such that $f \in C\left(J_{k^{*}}, R\right)$, that is: firm $f$ 's best ranked acceptable projects are $J_{k^{*}}$. Since firm $f$ gets a utility kick, it must mean that $f$ was matched to a project $j \in J_{<k^{*}}$. Let $\mu(f)=j \in J_{k_{j}}$. Suppose in the new matching, $f$ gets project $j^{\prime} \in J_{k_{j^{\prime}}}$. Then, $k^{*} \geq k_{j^{\prime}}>k_{j}: j^{\prime}$ has a better exogenous rank compared to $j$. Then firm $\mu\left(j^{\prime}\right)$ who becomes partner-less as a result must be assigned a project in $J_{\geq k_{j^{\prime}}}$. But this project was also matched in $\mu$. Therefore, the firm that then becomes partner-less must also be assigned a project in $J_{\geq k_{j^{\prime}}}$ and so on. Thus, the Pareto improvement swaps to begin with, must sequentially involve projects in $J_{\geq k_{j^{\prime}}}$ and firms in $C\left(J_{k_{j^{\prime}}}, R\right)$. Now, let $X$ be the total number of projects in $J_{\geq k_{j^{\prime}}}$ that were matched in $\mu$. This implies that $X$ firms in $C\left(J_{k_{j^{\prime}}}, R\right)$ were matched to projects with a rank strictly better than project $j$. Firm $f$ was not one such firm. But since no more than $X$ projects in $J_{\geq k_{j^{\prime}}}$ can be matched after the reshuffling, there must be a firm in $C\left(J_{k_{j^{\prime}}}, R\right)$ who now is either unmatched or
matched to some project in $J_{<k_{j^{\prime}}}$, a contradiction.

## Proof of Proposition 2.3.5

Fix a preference profile $R \in \mathscr{R}$ and let $\mu$ be a stable and efficient matching. We have to show that there is a (decreasing) priority order $\sigma$ over projects and a (weakly) decreasing sequence $\left\{\Gamma_{j}\right\}_{j=1}^{|J|}$ of choice sets consisting of firms, such that $\mu(\sigma(j)) \in B_{\sigma(j)}\left(\Gamma_{j}\right)$ for all $j \in J$.

Consider first the top set of projects $J_{p}$. If one such project is not matched, but some firm compatible with it (i.e. firm in $\left.C\left(J_{p}, R\right)\right)$ is matched with a project in $J_{<p}$, it violates stability. Thus, either all these projects are matched or all firms compatible with them are matched to a project in $J_{p}$, depending on whether $\left|J_{p}\right| \lesseqgtr$ $\left|C\left(J_{p}, R\right)\right|$. Now, since $\mu$ is efficient, there must exist at least one project in $J_{p}$ who gets his best firm (one of his best firms if there are many) in $C\left(J_{p}, R\right)$. To see why, suppose not. Next let an arrow go from each project in $J_{p}$ to all his top choice of firms. Let another set of arrows go from all firms in $C\left(J_{p}, R\right)$ who are matched to some project in $J_{p}$, to their corresponding matches. Since the set of agents is finite, there always exists a cycle following arrows. Exchanging along this cycle leads to a Pareto improvement, a contradiction. Collect all such projects who gets one of their best firm under $\mu$ in the set $X_{p}^{1}$. Next choose a bijection $\sigma_{p}^{1}: X_{p}^{1} \rightarrow$ $\left\{1,2, \ldots,\left|X_{p}^{1}\right|\right\}$. For any $Y \subset J$, let $\mu(Y)$ denote the set (possibly empty) of firms matched to some project in $Y$. Next, consider the set $J_{p} \backslash X_{p}^{1}$ of projects and the set $C\left(J_{p}, R\right) \backslash \mu\left(X_{p}^{1}\right)$ of firms. Since $\mu$ is efficient we again get a set $X_{p}^{2}$ of projects who get their top choice in $C\left(J_{p}, R\right) \backslash \mu\left(X_{p}^{1}\right)$. Again choose a bijection $\sigma_{p}^{2}: X_{p}^{2} \rightarrow$ $\left\{\left|X_{p}^{1}\right|+1,\left|X_{p}^{1}\right|+2, \ldots,\left|X_{p}^{1}\right|+\left|X_{p}^{2}\right|\right\}$. Remove the set of matched agents and proceed in the same fashion until we exhaust $J_{p}$. We will have a collection of $n_{p}$ sets $X_{p}^{1}, X_{p}^{2}, \ldots, X_{p}^{n_{p}}$ and corresponding orderings $\sigma_{p}^{1}, \sigma_{p}^{2}, \ldots, \sigma_{p}^{n_{p}}$. If $\left|J_{p}\right|>\left|C\left(J_{p}, R\right)\right|$, i.e. there are not enough firms (compatible with $J_{p}$ ), then $X_{p}^{n_{p}}$ contains all projects in $J_{p}$ which are unmatched (in the absence of compatible firms, we slightly abuse the notion of top choice to also mean unmatched). If $\left|J_{p}\right|<\left|C\left(J_{p}, R\right)\right|$, all projects are matched, and by stability we have, every project in $J_{p}$ weakly prefers their
matched firm over all compatible firms that are unmatched or matched to projects in $J_{<p}$. This fact, together with the way $X_{p}^{i}$,s are defined, we see that every project in $J_{p}$ is matched to one of their best available compatible firms when they allowed to choose (following the order).

Next, consider the second-best set of projects and carry out the same procedure, followed by the third best and so on. To elaborate, proceeding in decreasing order, for each $k \in\{p-1, p-2, \ldots, 1\}$, let us consider projects in $J_{k}$ and firms in $C\left(J_{k}, R\right) \backslash \bigcup_{i=k+1}^{p} \mu\left(J_{i}\right)$. Then carrying out the same steps outlined earlier we will get a collection of $n_{k}$ sets $\left\{X_{k}^{i}\right\}_{i=1}^{n_{k}}$ and corresponding orderings $\left\{\sigma_{k}^{i}\right\}_{i=1}^{n_{k}}$. Once we do this for every $k$, we finally have a collection $\left\{X_{k}^{i}\right\}_{\substack{k=1(1) p \\ i=1(1) n_{k}}}$ and $\left\{\sigma_{k}^{i}\right\}_{\substack{k=1(1) p \\ i=1(1) n_{k}}}$.

Next, define the priority order $\sigma$ such that $\sigma(j)=\sigma_{k}^{i}(j)$, if $j \in X_{k}^{i}$. Note that $\sigma$ is by construction aligned with the exogenous order over projects: $J_{p} \succ J_{p-1} \succ$ $\ldots \succ J_{1}$.

Finally, defining the collection $\left\{\Gamma_{j}\right\}_{j=1}^{|J|}$ of choice sets consisting of firms such that; $\Gamma_{1}=F$, and for $j=\{2,3, \ldots,|J|\}, \Gamma_{j}=F \backslash \bigcup_{i=1}^{j-1} \mu(\sigma(i))$, we have the desired proof.

## Proof of Proposition 2.4.1

We use the lemmas in Section 2.4 including the notations therein. Suppose $R$ is such a preference profile that admits a SSM.

Let $k^{*} \in\{1,2, \cdots, p\}$ be the largest threshold such that projects in $J_{k^{*}}$ are compatible for some firm in $F$ at preference profile $R$. Then by individual rationality, all projects in $J_{k^{*}+1} \cup J_{k^{*}+2} \cup \cdots \cup J_{p}$ remain unmatched at every SSM at preference profile $R$. Moreover, all projects in $J_{k^{*}+1} \cup J_{k^{*}+2} \cup \cdots \cup J_{p}$ are also unmatched at every matching that is output by any decreasing refined priority rule by definition.

Since there is a compatible firm for projects $J_{k^{*}}$ at profile $R$, at least one such project can be and must be matched. Moreover, since preference profile $R$ admits a SSM, by Lemma 2.4.2,

- All projects in $J_{k^{*}}$ can be matched.
- All projects in $J_{k^{*}}$ can be matched to $T_{k^{*}}$ such that each project is matched to a best compatible firm for that project from within the set $F$.
- Firms in the set $F \backslash T_{k^{*}}$ are not in the top indifference class (within compatible firms in $F$ ) for any project in $J_{k^{*}}$.

This implies that, no matter what ordering of projects within $J_{k^{*}}$ is used by the decreasing refined priority rule, the rule always outputs a set of matchings that matches $J_{k^{*}}$ to $T_{k^{*}}$ (and never to a firm in $F \backslash T_{k^{*}}$, with every project in $J_{k^{*}}$ getting one of their best compatible firm in $F$. Since every SSM at profile $R$ satisfy the above bullet points, the result is true for projects in $J_{k^{*}}$.

Note that, the set of matchings from which projects of rank lower than $k^{*}$ gets to pick from in the decreasing refined priority rule, never contains a matching where this lower-ranked project is matched to a firm in $T_{k^{*}}$. Moreover, firms in $T_{k^{*}}$ never prefer these lower-ranked projects to their SSM match. Next, let $k^{* *} \in$ $\left\{1,2, \cdots, k^{*}-1\right\}$ be the largest threshold such that projects in $J_{k^{* *}}$ are compatible for some firm in $F \backslash T_{k^{*}}$ at preference profile $R$. If $k^{* *}<k^{*}-1$, then all projects in $J_{k^{* *}+1} \cup J_{k^{* *}+2} \cup \cdots \cup J_{k^{*}-1}$ remain unmatched at every SSM at preference profile $R$; as well as at every matching that is output by any decreasing refined priority rule (by definition) at profile $R$. By the same arguments as above, every SSM and every decreasing refined priority rule at preference profile $R$, matches projects in $J_{k^{* *}}$ to $T_{k^{* *}}$ (and never to a firm in $\left.\left(F \backslash T_{k^{*}}\right) \backslash T_{k^{* *}}\right)$, with every project in $J_{k^{* *}}$ getting one of their best compatible firm in $F \backslash T_{k^{*}}$. Continuing in this manner we have the desired result.

## Chapter 3

# Dynamic job rotation: an impossibility result 


#### Abstract

Job rotation is the practice of moving employees between jobs in an enterprise. In this chapter, we model the organization of job rotation in a dynamic matching framework. Agents have strict preferences over jobs and jobs have strict priorities over agents. To facilitate job rotation, we construct a job rotation priority structure which entails: if an agent is matched to a job at a given period, then this agent must give it up in the next period should another agent desire it. Our model is the exact opposite of the dynamic school choice problem. We show that constrained efficiency and strategy-proofness, the two most important properties in prioritybased allocation problems, are incompatible in the most natural setting of dynamic job rotation.


### 3.1 Introduction

Job rotation is a well-known organizational development technique, used by employers to move their employees through a range of job functions, in order to boost interest and motivation. The use of such a strategy is widespread across both private and public sectors (Osterman, 1994; Ostrom, 1990; Berkes, 1992).

We model this organization of job rotation in a dynamic matching framework. In particular, this chapter contributes to the literature on dynamic priority-based
allocation of indivisible objects such as: allocating teachers to public schools (Pereyra, 2013), or children to daycare facilities (Kennes et al., 2014).

One common theme in the above papers is that, when an agent is allocated an object at some period, owing to individual rationality concerns, this agent enjoys a higher priority for that object in future periods over all other agents. On the contrary, in the present context, it is the exact opposite. To facilitate job rotation, employers require that if an agent is matched to an object (job) at a given period, then this agent must give it up in the next period should another agent desire it.

Stability is a central concept in matching theory. In priority-based allocation problems, which is the subject of this chapter, it embodies a notion of fairness and is often referred to as justified envy-freeness: an agent is said to have justified envy towards another agent if the latter is assigned an object for which the former has higher priority, and a stable matching eliminates the occurrence of such envy. Our use of stability throughout this chapter is going to strictly adhere to the spirit of justified envy-freeness. In dynamic matching environments, the approach in the literature, therefore, has been to appropriately adapt the above concept to the notion of dynamic stability. Respecting these priorities makes the set of feasible matchings smaller, oftentimes conflicting with efficiency concerns. Accordingly, a constrained efficient matching is one that is dynamically stable (therefore, respects priorities) and cannot be Pareto improved without necessarily violating priorities.

In the context of priority-based allocation of objects, strategy-proofness of a mechanism is another desirable property that is frequently studied in conjunction with dynamic stability. It ensures that no individual can gain by reporting false preferences. A strategy-proof mechanism is appealing because it gives straightforward incentives to each individual participant, whether or not this agent has any information regarding the preferences of other agents.

We show that these two important and appealing properties are incompatible in the most natural dynamic job rotation framework: there does not exist a constrained efficient and strategy-proof mechanism.

Our framework consists of a simple two-period model with a fixed set of employees and jobs. All employees and all jobs are present in both periods. For every job, there is an exogenously given strict priority ordering over agents. One can think of these priorities to reflect the suitability of agents (based on skill-set, qualification, past experiences, etc.) for each job function that the employer wants as part of the rotation scheme. Employees have strict preferences over jobs. Employees report time-invariant preferences at the start of the process. These preferences are then extended to time-separable preferences over job allocation tuples. To achieve job rotation, if an employee is matched to a job in the first period, then this agent is artificially moved to the lowest spot in the priority for that job in the second period. This is encoded in what we call the job rotation priority structure. We then show that, if one desires to find a mechanism that rotates employees through jobs as efficiently as possible while respecting the job rotation priority structure (i.e., ensuring that there is no justified envy), then one must sacrifice on its incentive property.

Game theoretic study of the job rotation problem is very recent. In a market design framework, Yu and Zhang (2020) analyzes the static version of the problem. They impose that every agent initially occupies a position (job). Job rotation is encoded by weak priorities: all agents not initially matched to the job have equal highest priority for it while the agent who initially occupies the job has the least. They propose an algorithm that always finds a constrained efficient and weakly group strategy-proof matching. Korpela et al. (2021) study the static job rotation problem in the more general setting of implementation theory.

### 3.2 Model

Time is discrete: starts at $t=1$ and ends at $t=2$. The two periods are enough to capture the main forces at play that drive the result.

An instance of a job rotation problem consists of:

- A set of agents (or, employees) $I=\{1,2,3, \ldots\}$.
- A set of objects (or, job functions) $O=\{a, b, c, \ldots\}$.
- A preference profile $R=\left(R_{i}\right)_{i \in I}$, where $R_{i}$ is a time-invariant strict preference relation of agent $i$ over jobs in $O$.
- A priority list $\succ=\left(\succ_{o}\right)_{o \in O}$, where every job $o$ has a strict priority $\succ_{o}$ over agents in $I$. The priority $\succ_{o}$ reflects the suitability of agents (based on skill-set, qualification, past experiences, etc.) for the job function $o$.

We will interchangeably use the terms "agent" and "employee" in this chapter. We assume throughout that $|I|=|O|$. Let $\mathscr{R}$ denote the set of all strict preference relations on $O$. Let $\mathscr{P}$ denote the set of all strict priorities over agents in I. For any given $I$ and $O$, the job rotation problem is denoted by $\left\langle I, O, \mathscr{P}^{|O|}, \mathscr{R}^{|I|}\right\rangle$.

Agents have to be assigned to jobs over these two periods. Agents cannot remain unmatched in any period. The tuple $(a, b) \in O \times O$ denotes a job allocation plan over two periods. When confusion is unlikely, we write $a b$ for $(a, b)$.

Preferences of agents over jobs are extended to time-separable preferences over job allocation plans. This is described next.

### 3.2.1 Preferences over job allocation plans

Preference $R_{i} \in \mathscr{P}$ over $O$ is extended to preference $\bar{R}_{i}$ over $O \times O$ in the following way. Let $\bar{P}_{i}$ denote the asymmetric part of $\bar{R}_{i}$. For any two job allocation plans $(a, b),\left(a^{\prime}, b^{\prime}\right) \in O \times O$,

- if $a R_{i} a^{\prime}$ and $b R_{i} b^{\prime}$, then $(a, b) \bar{R}_{i}\left(a^{\prime}, b^{\prime}\right)$
- if $a R_{i} a^{\prime}$ and $b R_{i} b^{\prime}$ are such that at least one of these statements holds strictly, then $(a, b) \bar{P}_{i}\left(a^{\prime}, b^{\prime}\right)$

Let $\overline{\mathscr{R}}$ denote the set of all such possible preferences over $O \times O$. It is to be noted that the preference domain $\overline{\mathscr{R}}$ is incomplete.

### 3.2.2 Matchings

A period-t matching $\mu^{t}$ is a function $\mu^{t}: I \cup O \rightarrow I \cup O$ mapping agents to jobs in period $t$ such that:

- $\mu^{t}(i) \in O$ for all $i \in I$,
- $\mu^{t}(o) \in I$ for all $o \in O$, and
- $\mu^{t}(i)=o \Longleftrightarrow \mu^{t}(o)=i$ for all $i \in I$.

A matching $\mu$ is a tuple of period matchings, $\mu=\left(\mu^{1}, \mu^{2}\right)$ where $\mu^{1}$ and $\mu^{2}$ are period -1 and period -2 matchings. The set of all possible matchings is denoted by $\mathscr{M}$.

### 3.2.3 Job rotation priority structure

Recall that every job (job function) $o$ is endowed with an exogenously given (strict) priority $\succ_{o} \in \mathscr{P}$ over $I$. These priorities can be thought to have been derived from observable employee characteristics such as their skill-set, work experience, etc. For any given job $o$, and for two employees $i$ and $j$, suppose we have that $i \succ_{o} j$. While the employer would like to give employee $i$ preferential access to job $o$, the employer would also like to encourage rotation. In order to achieve a reasonable compromise, the employer may make use of the temporal dimension: as long as neither employee is assigned to job $o$, employee $i$ gets priority over $j$; but if $i$ is assigned to job $o$ in a previous period (and therefore gets experience in the job), then employee $j$ gets a chance (over $i$ ) instead to garner some experience in job $o$, in spite of the fact that $j$ has a lower priority than $i$ for this job to begin with.

Therefore, in order to facilitate rotation, the discussion above calls for the job priorities to be artificially modified based on first-period job assignments. This is encoded in the job rotation priority structure, which is defined below. In words, the structure encodes the following: if an agent $i$ is assigned to a job $o$ in the first period, then this agent $i$ necessarily has the least priority for that job $o$ in the second
period, while the priorities of all other agents for that job $o$ obey the exogenous order $\succ_{o}$. Accordingly, the job priorities in the second period therefore depend on the job assignments in effect during the first.

Definition 3.2.1. Given a matching $\mu=\left(\mu^{1}, \mu^{2}\right) \in \mathscr{M}$ and a priority list $\succ \in$ $\mathscr{P}^{|O|}$, the associated job rotation priority structure is a list $\bar{\succ}(\mu, \succ):=\left(\succ_{o}^{1}, \overleftarrow{\succ}_{o}^{2}\right)_{o \in O}$ where, $\bar{\succ}_{o}^{t}$ denotes priority of job o at period $t$, and is derived as follows:

- $\bar{\succ}_{o}^{1}=\succ_{o}$ for all $o \in O$.
- For all $o \in O$, if we have $o=\mu^{1}(i)$ i.e., employee $i$ is assigned to job o at $t=1$, then $\bar{\succ}_{o}^{2}$ is defined as follows:
- for all $j \neq i$ we have $j \bar{\succ}_{o}^{2} i$.
- for all $j, k \neq i$ we have $j \bar{\succ}_{o}^{2} k$ if and only if $j \succ_{o} k$.


### 3.2.4 The criteria for matchings

Definition 3.2.2. Given a preference profile $R \in \mathscr{R}^{|I|}$ and a priority list $\succ \in \mathscr{P}^{|O|}$, consider a matching $\mu=\left(\mu^{1}, \mu^{2}\right) \in \mathscr{M}$ and its associated job rotation priority structure $\bar{\succ}(\mu, \succ)=\left(\succ_{o}^{1}, \succ_{o}^{2}\right)_{o \in O}$. We say that $\mu$ is dynamically stable at $(R, \succ)$, if there does not exist an employee-job pair $(i, o) \in I \times O$ such that one of the following two conditions hold:

- $\left(o, \mu^{2}(i)\right) \bar{P}_{i} \mu(i)$ and $i \succ_{o}^{1} \mu^{1}(o)$
- $\left(\mu^{1}(i), o\right) \bar{P}_{i} \mu(i)$ and $i \bar{\succ}_{o}^{2} \mu^{2}(o)$

The interpretation of dynamic stability in this chapter is strictly in the spirit of justified envy-freeness. Before expanding on it, an important fact to point out first is that the job matching that is to be implemented over the two periods is known to all employees at the start of the job rotation process ${ }^{1}$, i.e., every employee knows her two-period job allocation at the start of the process. Now, given a matching, it is inevitable that some employees will envy the job assignment of another. Among

[^17]such cases of envy, the ones in which the employee who envies another has a higher priority for the job in question (and this employee has not been assigned to this job in the previous period), are arguably justified. A dynamically stable matching eliminates any occurrence of such justified envy. Therefore, in the event some employees were to express dissatisfaction/objection regarding a proposed job matching that is dynamically stable, all such objections are guaranteed to be objectively ${ }^{2}$ unjustified.

Remark 3.2.1. Note that dynamic stability does not imply that an agent cannot be assigned to the same job in consecutive periods. This is permitted so long as every other agent is happy with their own assignment.

Next, we define Pareto efficiency, a very standard notion in economics.
Definition 3.2.3. Consider a preference profile $R \in \mathscr{P}^{|I|}$. A matching $\bar{\mu} \in \mathscr{M}$ Pareto dominates another matching $\mu \in \mathscr{M}$ at $R$ if,

$$
\bar{\mu}(i) \bar{R}_{i} \mu(i) \text { for all } i \in I \text { and } \bar{\mu}(j) \bar{P}_{j} \mu(j) \text { for some } j \in I
$$

A matching $\mu \in \mathscr{M}$ is Pareto efficient at preference profile $R$ if it is not Pareto dominated by any other matching at $R$.

It is easy to come up with examples (with two jobs, and two employees) to show that: (i) a dynamically stable matching may be inefficient; (ii) an efficient matching need not be dynamically stable.

Since job rotation is the primary concern for the employer, we seek to first ensure that the matching is dynamically stable. Having met this primary goal, we would like the matching to be as efficient as possible. This motivates the following definition.

Definition 3.2.4. Given a preference profile $R \in \mathscr{R}^{|I|}$ and a priority list $\succ \in \mathscr{P}^{|O|}$, a matching $\mu \in \mathscr{M}$ is constrained efficient at $(R, \succ)$ if it is dynamically stable at $(R, \succ)$ and is not Pareto dominated by any other dynamically stable matching.

[^18]
### 3.2.5 Mechanisms

At the outset, the employer collects preference reports from the employees and possesses a list of job priorities. Based on these reports and the priority list, a matching needs to be selected. A mechanism provides a systematic way to select a matching at all possible contingencies, i.e., at every preference and priority profile.

Recall, the set of all possible matchings is denoted by $\mathscr{M}$.
A mechanism is a function $\Psi: \mathscr{R}^{|I|} \times \mathscr{P}^{|O|} \longrightarrow \mathscr{M}$ that chooses a matching $\Psi(R, \succ) \in \mathscr{M}$ for every $R \in \mathscr{R}^{|I|}$, and any given $\succ \in \mathscr{P}^{|O|}$. For every $i \in I$, let $\Psi_{i}(R, \succ) \in O \times O$ denote the allocation plan of agent $i$ at $(R, \succ)$.

The employer commits to a mechanism at the start of the job rotation process. Therefore, once the employees report their preferences, the job matching to take effect over the two periods becomes known to everybody. The pertinent question then is: which mechanism should be chosen? We pursue two appealing properties that the employer would like the mechanism to satisfy.

An agent $i$ manipulates a mechanism $\Psi$ at $(R, \succ)$ by reporting $R_{i}^{\prime} \in \mathscr{R}$ if,

$$
\Psi_{i}\left(\left(R_{i}^{\prime}, R_{-i}\right), \succ\right) \bar{P}_{i} \Psi_{i}(R, \succ)
$$

A mechanism $\Psi$ is strategy-proof if it is never manipulated by any agent. A strategy-proof mechanism induces truth-telling: as long as an employee has no information about what the other employees' reports are, she fares best or at least not worse by being truthful in her own report. A mechanism $\Psi$ is Pareto efficient if it always outputs a Pareto efficient matching at every profile. A mechanism $\Psi$ is constrained efficient if, for all $R \in \mathscr{R}^{|I|}$ and for all $\succ \in \mathscr{P}^{|O|}$, the matching $\Psi(R, \succ)$ is constrained efficient at $(R, \succ)$.

### 3.3 The impossibility result

Theorem 3.3.1. Consider any job rotation problem $\left\langle I, O, \mathscr{P}^{|O|}, \mathscr{R}^{|I|}\right\rangle$ with $|I| \geq 5$.
Then, there does not exist a constrained efficient and strategy-proof mechanism.
Proof. Consider a problem where there are five agents and five jobs as below:
$I=\{1,2,3,4,5\}$ and $O=\{a, b, c, d, e\}$.
Next, consider two preference profiles $R=\left(R_{1}, R_{2}, R_{3}, R_{4}, R_{5}\right)$ and $R^{\prime}=\left(R_{1}^{\prime}\right.$, $R_{2}, R_{3}, R_{4}, R_{5}$ ), and a priority list $\succ$ as presented in Table 3.1.

| $R_{1}$ | $R_{2}$ | $R_{3}$ | $R_{4}$ | $R_{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| c | a | b | d | d |
| e | b | a | a | e |
|  | e | c |  | c |
|  |  |  |  |  |
|  |  |  |  |  |

(a) $R$

| $R_{1}^{\prime}$ | $R_{2}$ | $R_{3}$ | $R_{4}$ | $R_{5}$ |
| :---: | :---: | :---: | :---: | :---: |
| a | a | b | d | d |
| c | b | a | a | e |
| e | e | c |  | c |
|  |  |  |  |  |
|  |  |  |  |  |

(b) $R^{\prime}$

| $\succ_{a}$ | $\succ_{b}$ | $\succ_{c}$ | $\succ_{d}$ | $\succ_{e}$ |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 2 | 1 | 4 | 5 |
| 3 | 3 |  | 5 | 2 |
| 1 | 1 |  |  |  |
| 2 |  |  |  |  |
| 5 |  |  |  |  |

(c) $\succ$

Table 3.1: Preference profiles and priority structure for the proof of Theorem 3.3.1.

We first show that there is a unique constrained efficient matching $\mu$ at $R$ given by:

$$
\left.\mu\right|_{R=\left(R_{1}, R_{2}, R_{3}, R_{4}, R_{5}\right)}=\left(\begin{array}{ccc}
1 & : & c e \\
2 & : & a b \\
3 & : & b c \\
4 & : & d a \\
5 & : & e d
\end{array}\right)
$$

where, the notation $1: c e$ is read as "agent 1 is matched to job $c$ and $e$ in the first and second period respectively", and so on.
To see this, note that given any period-2 matching $\mu^{2}$ :

- stability requires that 4 gets $d$ in the first period as it is the best job for 4 and also has the highest priority for it.
- Similarly, by stability 1 must get $c$.
- Given 4 gets $d$, stability then requires 5 gets job $e$ since 5 has the highest priority for $e$.
- Now, agents 2 and 3 are yet to be assigned. The remaining jobs are $a$ and $b$. Note that, both the possible matchings involving 2 and 3 are stable. However, the matching where 2 gets $a$ and 3 gets $b$ Pareto dominates the other matching.

Therefore, irrespective of the second-period matching produced, any constrained efficient mechanism must have the following first period matching $\mu^{1}$ at preference profile $R=\left(R_{1}, R_{2}, R_{3}, R_{4}, R_{5}\right)$

$$
\mu^{1}(1,2,3,4,5)=(c, a, b, d, e)
$$

Next, we show that any constrained efficient mechanism must produce the matching $\mu^{2}(1,2,3,4,5)=(e, b, c, a, d)$ in the second period.

To see this, note that given period-1 matching $\mu^{1}$ :

- Agent 4 now has the least priority for job $d$ while agent 5 now has the highest. Since $d$ is the best job for 5 , stability implies that 5 gets $d$.
- Given that, stability implies 4 gets $a$ as she has the highest priority for $a$.
- If 4 gets $a$, then stability implies 2 must get $b$ since agent 2 has the highest priority for $b$ in the second period.
- After $a$ and $b$ have been allocated, job $c$ is the best available job for agent 3 . Since agent 1 has the least priority for $c$ in the second period, agent 3 must get $c$.
- Lastly, agent 1 therefore gets $e$.

In the same spirit, we can show that there is a unique stable, and thereby constrained efficient matching $\mu$ also at $R^{\prime}$

$$
\left.\mu\right|_{R^{\prime}=\left(R_{1}^{\prime}, R_{2}, R_{3}, R_{4}, R_{5}\right)}=\left(\begin{array}{ccc}
1 & : & c c \\
2 & : & b e \\
3 & : & a b \\
4 & : & d a \\
5 & : & e d
\end{array}\right)
$$

Therefore, any constrained efficient mechanism must produce the above matchings at profiles $R$ and $R^{\prime}$ for the given priority structure. But this means, agent 1 at $R_{1}$ can manipulate by reporting $R_{1}^{\prime}$ and do strictly better. Consequently, the mechanism fails to be strategy-proof.

Since dynamic-stability and Pareto efficiency implies constrained efficiency, we have the corollary below.

A mechanism $\Psi$ is said to be dynamically stable if, for all $R \in \mathscr{R}^{|I|}$ and for all $\succ \in \mathscr{P}^{|O|}$, the matching $\Psi(R, \succ)$ is dynamically stable at $(R, \succ)$.

Corollary 3.3.1. Consider any job rotation problem $\left\langle I, O, \mathscr{P}^{|O|}, \mathscr{R}^{|I|}\right\rangle$ with $|I| \geq$ 5. Then, there does not exist a dynamically stable, Pareto efficient, and strategyproof mechanism.

The main driving force behind the impossibility result is discussed next. It is well known for the static problem that the DA mechanism is strategy-proof for the proposing side (Dubins and Freedman, 1981). Therefore, if one were to run DA for allocating jobs in the first period, no agents could improve their first-period assignment. However, the counterexample in the above proof shows that it is possible for an agent to change the first-period assignment of another agent without changing her own. But, since first-period assignments influence the job priority structure (specifically, the job priorities next period), there are situations (as highlighted by the example), where this manipulation may be profitable in improving her second-period allocation.

### 3.4 Conclusion and further direction

In this chapter, we have studied the organization of job rotation in the most natural dynamic matching framework. In a very simple two-period setup, we have shown that it is not possible to find a mechanism that is strategy-proof and constrained efficient: the two most important and well-studied properties in the context of priority-based assignment of indivisible objects.

The preference domain used to model employees' time-invariant preferences is incomplete. Since we prove a negative result, our result remains true for any arbitrary resolution of this incompleteness. To elaborate, consider an agent $i$ and job allocation plans $(a, b)$ and $(b, a)$. Suppose agent $i$ strictly prefers $a$ to $b$. In our preference domain, the plans $(a, b)$ and $(b, a)$ are incomparable. But irrespective of how this is resolved, the impossibility holds. Furthermore, the result remains true in two other preference domains ${ }^{3}$ :

1. Domain where agents evaluate two job allocation plans by comparing the worse job in one plan against that of the other.
2. Domain where agents evaluate two job allocation plans by comparing the total utility obtained from each plan, where the total utility from any given plan is derived as follows. Consider an agent $i$, and fix any time-invariant strict preference $R_{i}$ over jobs. Assign a score of $|O|$ to the best-ranked job according to $R_{i}$, a score of $|O|-1$ to the second-best ranked job, and so on ${ }^{4}$. Then, the utility from a job allocation plan ( $a, b$ ) is simply the sum of scores of $a$ and $b$ according to $R_{i}$.

These two preference domains along with ours, we believe, are the most natural ways to think about extending preferences over jobs to preferences over job allocation plans. The properties of mechanisms that we have studied are the most desirable ones as well. Given this, the message of this chapter then is that the

[^19]"first best" solution to the dynamic rotation problem is not possible. It is therefore worthwhile for future work to investigate ways of escaping this impossibility: one direction where we conjecture a positive result is by relaxing the assumption of strict job priorities, and allowing instead that all employees not already matched to a given job in a previous period, have equal access to that job. Such an assumption is reasonable when (i) the jobs in question don't require a high level of skill and prior experience; or (ii) the pool of employees is homogeneous with respect to skill-set and experience. One other way to escape the impossibility might perhaps be to weaken the strategy-proofness notion in a clever way. We leave these directions for further research.
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## Part II

## Contest Theory

## Chapter 4

## Effort dynamics in a competitive league


#### Abstract

In this chapter, we study the problem of a team manager in a competitive league, where the manager is required to make decisions about the overall effort (energy) level that the team exerts in each game, across the whole season. In particular, we focus on effort dynamics "late" in the game and the impact of score-difference up to that point in the game, on the effort choice. Central to the analysis is the tension between "saving energy for future games" and "winning the current game" in a long season. We model decisions as a Markov Decision Process, and solve the model computationally to find that, indeed, saving energy is optimal for the team manager throughout most of the season. This conclusion is robust to several variations of the base model we consider, including against a field of teams whose coaches employ similar strategies.


### 4.1 Introduction

The final minutes of a basketball game are when legends are made or hearts are broken. It is what Michael Jordan passionately deemed "Winning Time". Coaching decisions made during this period are critical to a team's chances of success. It is also the most heated topic of discussion among fans. In the course of sports leagues, usually lasting several months, it is expected that the abilities of teams taking part in the season (or, tournament) will change over time. Therefore, it is not hard to fathom why a coach would be inclined to hold back or rest his play-
ers in a particular game in consideration of a farsighted objective - maximizing the success rate of the team in the whole season. Several considerations may play at the back of his mind - take for example: the current fatigue level of the team, strength of opponent, current score in the game, energy level of star players, schedule of upcoming games, etc. Economics research on relative performance evaluation has mainly focused on the comparison of final performances between competitors. In this article, we instead look at effort dynamics "late" in a game and the impact of information feedback (score-difference) up to that point in the game, on the effort choice thereafter. We ask: when is it optimal, if at all, for the coach to save energy for late in the current game in consideration of long-term team success?

To this end, we consider the problem of a coach (or, team manager; or, even the players) in a competitive league, where they are required to make decisions about the overall effort level that the team exerts in each game, across the whole season. The sports we have in mind are ones such as basketball, volleyball, handball, etc., where the score-difference between competing teams can change by large margins very rapidly and frequently. We will use the basketball terminology in the remainder of the article. The sequence of opponents that the team manager (or, coach) faces over the season, is collectively called the field, as is common, e.g., in evolutionary game theory.

During a game, players are exposed to frequent high-intensity movements like sprinting, jumping, acceleration, deceleration, and abrupt changes of direction; which can lead to acute and accumulated fatigue. Fatigue may affect the ability of the players to perform over the course of a lengthy season. Oftentimes, several games are played on consecutive days. These factors render the need for not only monitoring fatigue level (see, for example, Thorpe et al. (2017), Stojanović et al. (2018)); but more generally warrants an effective management of the team energy level. This is particularly more relevant for the case of star players. Resting or limiting minutes of star players is indeed something coaches frequently consider.

Therefore, it is no surprise that the coach may want to hold back the intensity of the team (or limit the minutes of his star players) early in the game, and make an informed scientific decision based on the scores at a later point in the game. However, not exerting sufficient effort may prove to be costly when it comes to winning the game. Our model explores this "saving energy for future games" versus "winning the current game" dilemma in a long season.

The model is formally presented in Section 4.2. The setting, in a nutshell, is as follows: at the start of each game, effort (energy) reserves are realized for both the team and the field. Score-difference at the end of the third quarter (advantage) is probabilistically determined as a function of effort exerted by both teams during those quarters. At the beginning of the fourth quarter (Q4), the coach has to decide between how much more effort (energy) to have their players exert in the current game; and how much to save for future games; as a function of the advantage at the beginning of Q 4 . Effort reserves for the team and the field are replenished (stochastically) before the start of the next game. The coach's goal is to maximize the expected sum of winning in the whole season.

We solve the above model (henceforth, base model) computationally making specific choices for the probability distributions governing the process. In the base model, the field is assumed to split its energy equally in all quarters of every game, i.e., it does not act as a strategic agent, therefore making the base model a single-player decision problem. As one would expect, we show that initial conditions are inconsequential in a long season (Proposition 4.2.2). The Expected Win Rate $(E W R)$, which is defined as "the average expected value (winning probability) in games remaining", and the optimal strategies are presented in Section 4.3. The $E W R$ at different stages of the season is consistent with the predictions from Proposition 4.2.2 (Figure 4.1). The results also show that, indeed, the manager finds it optimal to save energy throughout most of the season (Figure 4.2). This conclusion from the base model is robust to several extensions that we consider which are outlined below.

As a first extension, we consider the case where the managers of the field of teams employ similar strategies (see, Section 4.4.1). Very similar conclusions hold here. Furthermore, we show in Section 4.4.1 that the optimal strategy (evaluated when the field plays strategically), if played by both the team and the field, constitutes an approximate equilibrium of the game.

The second extension challenges the assumption made in the base model that an exogenously given constant fraction $\alpha$ of the effort reserve is used up by the team, throughout the first three quarters combined. In Section 4.4.2, we relax this assumption and allow the manager to act strategically during the first three quarters (Q1 through to $Q 3$ combined) as well. We find interestingly that the energy used in the first three quarters peaks at about $75 \%$. This is not obvious to begin with one might think perhaps to put in a greater effort in the first three quarters to get a large lead. However, this is not the case as we see from the optimal strategies (Figure 4.10b). Allowing the coach to have greater control can indeed be helpful (we see the $E W R$ is higher than in the base model; see, Section 4.4.4) because it allows the manager to decide when facing a team that has high energy, if it may wish to "not bother" and save its energy instead.

The final extension in Section 4.4.3 is motivated by the observation that participating teams can usually be broadly classified into two types: strong and weak; and that the schedule of upcoming games is usually known to coaches in advance. The above classification may be based on factors such as the overall team strength; or team ranking as published by a recognized sporting association or governing authority (e.g., FIBA for basketball, World Rugby for rugby union); or record of recent team performances, etc. The coach, therefore, has finer information regarding what type of opponent to expect in the upcoming game, however, the exact energy reserve that the opponent comes with on match day is still unknown to the coach today, i.e., at the time they are contemplating the crucial saving decision that must be made in the ongoing game.

Finally, in Section 4.4.4 we summarize and present a detailed comparison of $E W R$ and optimal strategies in each of the extensions with respect to the base
model.

### 4.1.1 Related literature

Individuals, groups, and teams who are behind their opponents in competition tend to be more likely to lose. Berger and Pope (2011) in contrast show that through increasing motivation, being slightly behind can actually increase success. They study whether a team losing at halftime is more likely to win than expected using a logit model. They find that usually the higher the score difference the more likely the team is to win. But if the halftime score difference is small they observe a discontinuity - being behind with a small difference (e.g. down by 1 point) can lead to, an increase in effort, and a win in the game. Thus they provide evidence that being behind might lead to winning.

Several papers study situational variables (such as location, opposition strength, or game status ) that might influence performance (Gómez et al. (2013), Sampaio et al. (2010) , O'Donoghue (2009)). The quality of opponents is particularly important and is usually addressed by categorizing teams as "strong" or "weak" (Sampaio et al. (2013), Lago (2009), Taylor et al. (2008)). Several applied statistics papers have considered dynamic developments of abilities (see, for example, Cattelan et al. (2013), Rue and Salvesen (2000), Crowder et al. (2002)).

Other observations in competitive leagues have been made in the literature: Arkes and Martinez (2011) develop an econometric model to determine if there is a momentum effect (an effect of success in the past few games, over and above the effect of team quality) in the NBA by examining how success over the past few games leads to a higher probability of winning the next game. They find strong evidence for a positive momentum effect. Neiman and Loewenstein (2011) study reinforcement learning in professional basketball. They show that players substantially change their behaviour, manifested as their rate of 3pt shots, in response to the outcome of a single 3pt. Moreover, this change is associated with decreased performance, as measured by 3 pt percentage and 3 pt return. Their results indicate that despite years of experience and high motivation, professional players over-
generalize from the outcomes of their most recent shots, which leads to decreased performance.

The trade-off between "saving energy" and "winning current game" is central in our model. Thus it is related to the literature on the optimal consumptioninvestment problem facing a utility-maximizing agent (an individual or a household) that is subject to bankruptcy, the utility being associated with consumption and with bankruptcy (classical models include: Samuelson (1969), Merton (1971); other extensions and applications: Kraft and Munk (2011), Geyer et al. (2009), Zariphopoulou (1994)).

Dynamic contest models with budget constraints bear resemblance to the stage game in our model. In particular, models of dynamic Colonel Blotto games. Players start with some resource budget which must be split into a series of contests. At each stage (contest), they must decide how much of their remaining budgets to invest in trying to win the current battle ("quarter" in our model), and how much to save for possible later battles. Different winning objectives like "winning majority of the contests" or "maximizing number of wins" have been studied in the literature (see, for instance, Friedman (1958), Sela and Erez (2013), Klumpp et al. (2019)).

### 4.1.2 Outline of the chapter

The rest of the article is organized as follows: Section 4.2 introduces the formal base model (the single-agent decision problem). Section 4.3 presents the optimal strategies and expected payoffs for the base model. Section 4.4 discusses the extensions to the base model along with their corresponding results. Section 4.4.4 presents a detailed comparison of $E W R$ and optimal strategies in each of the extensions with respect to the base model. A conclusion follows.

### 4.2 Base model

Recall that we are interested in the problem of a coach in a competitive basketball league, who is required to make decisions about the overall effort level that the team exerts in each game, across the whole season. Let $T$ denote the number of games that the team is scheduled to play in the season. The sequence of opponents that the coach faces over the entire season is collectively modelled as the field. At the start of each game, effort-reserves are realized for both the team and the field, denoted respectively by $e^{P}$ and $e^{F}$. Score-difference at the end of the third quarter (henceforth advantage, denoted by $A$ ) is probabilistically determined as a function of effort exerted by the teams throughout the first three quarters combined.

What happens "late" in the game is salient in our model, and we assume that an exogenously given constant fraction $\alpha$ of the effort reserve is used up by the team throughout the first three quarters combined. In a similar way, the field is assumed to expend $\beta$ fraction of its energy reserve throughout the first three quarters combined. Moreover, the field does not behave strategically in Q4 and therefore uses the remaining $(1-\beta)$ fraction in Q4. We relax this assumption in Section 4.4.1.

At the beginning of the fourth quarter (Q4), the coach has to decide between how much more effort to have his players exert in the current game; and how much to save for future games; as a function of the advantage at the beginning of Q4 and the effort reserve of the field. Effort reserves are replenished (stochastically) before the start of the next game. If there are no savings made in the current game, effort-reserve in the next game is continuously distributed with density $g$. If a saving of $r$ is made in the current game, the effort reserve in the next game is drawn from a distribution with density $\mu(. \mid r)$, with more savings leading to the effort reserve in the next game being drawn from a better distribution, in a first order stochastic dominance sense. The coach's goal is to maximize the sum of stage rewards (winning probabilities in every game) across the whole season.

We model decisions as a discrete-time finite-horizon Markov Decision Process consisting of the following components. $T$ denotes the number of games to be
played by the team in the season and is indexed by $t$. Throughout the article, we will use the terms $\operatorname{game}(s)$ and $\operatorname{period}(s)$ to mean the same thing. Also, note that period is often used to refer to a quarter in basketball, but we always use it in the context of dynamic programming. The state variable in every game $t$ is a triple $s_{t}=\left(e_{t}^{F}, e_{t}^{P}, A_{t}\right)$ where effort reserves $e_{t}^{F}, e_{t}^{P} \in[0,1] ;$ advantage at the start of $\mathrm{Q} 4, A_{t} \in\{-3 p, \ldots, 0, \ldots, 3 p\}$ where, $p>0$ denotes the maximum possible point (score) difference between teams in a quarter. The assumption of maximum score difference $p$ is made for simplicity - while there is no such score difference, in practice there would be - it is rare for an NBA team to outscore the other by more than 20 more points in a quarter. Positive value of $A_{t}$ means the team is ahead at the start of Q4. The set of all possible states is denoted by $S=[0,1] \times$ $[0,1] \times\{-3 p, \cdots, 3 p\}$. The effort spent by the team throughout the first three quarters combined is $\alpha e^{P}$, where $\alpha$ is an exogenous parameter. We relax this assumption in Section 4.4.2 and let the team act strategically also during the first three quarters. The control variable $x_{t} \leq(1-\alpha) e_{t}^{P}$ denotes the effort exerted by the team in the fourth quarter $(\mathrm{Q} 4)$ in game $t$. Finally, $r_{t}\left(x_{t}\right)=(1-\alpha) e_{t}^{P}-x_{t}$ denotes the effort saved in game $t$. The season starts with energy reserves $e_{1}^{P}$ and $e_{1}^{F}$, and an advantage $A_{1}$ (distributed on $\{-3 p, \ldots, 0, \ldots, 3 p\}$ with mass function $\left.\eta\left(. \mid \beta e_{1}^{F}, \alpha e_{1}^{P}\right)\right)$ which is realized before the coach takes an action. We impose assumptions on the mass function which are discussed below (see Assumption 4.2.3).

## Stage Reward

The team wins game $t$ if the cumulative score difference after Q 4 is positive. The score difference in Q4 is stochastically determined as a function of effort choices by the team and the field in Q4. Formally, the stage reward for the team is simply the probability of winning the game as a function of the state and the control:
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| Notation | Definition |
| :---: | :--- |
| $e^{P}$ | The total number of games in the season. <br> $e^{F}$ <br> $A$ |
| Effort reserve of the team. <br> Effort reserve of the field. <br> Advantage (score-difference) at the start of $Q 4$. Positive <br> value indicates that the team is ahead. <br> A feasible maximum possible point (score) difference be- <br> tween the teams in a quarter. <br> A triple denoting the state, $s=\left(e^{F}, e^{P}, A\right)$. <br> $S$ <br> State space, $S=[0,1] \times[0,1] \times\{-3 p, \cdots, 3 p\}$. <br> $\alpha$ | Fraction of effort reserve spent by the team throughout the <br> first three quarters combined. <br> Fraction of effort reserve spent by the field throughout the <br> first three quarters combined. <br> Mass with which advantage (A) at the start of $Q 4$ dis- <br> tributes, if effort reserves at the start of the game for the |
| field and the team are $e^{F}$ and $e^{P}$ respectively. |  |
| $r$ | Effort exerted by the team in $Q 4$. <br> Effort saved by the team in $Q 4$. |
| $g(\cdot)$ | Density with which effort reserve in the next game dis- <br> tributes, if no saving is made in current game. <br> Density with which effort reserve in the next game dis- <br> tributes, if a saving of $r$ is made in current game. <br> Mass with which score-difference $\left(X_{4}\right)$ in $Q 4$ is distributed. |
| $\mu(\cdot \mid r)$ |  |

Table 4.1: Summary of notations.

$$
R\left(s_{t}, x_{t}\right)= \begin{cases}P\left[\mathbf{X}_{4}+A_{t}>0\right]+\frac{1}{2} P\left[\mathbf{X}_{4}+A_{t}=0\right] & , A_{t} \in\{-p,-p+1, \ldots, p\}  \tag{4.1}\\ 1 & , A_{t} \in\{p+1, p+2, \ldots, 3 p\} \\ 0 & , A_{t} \in\{-3 p,-3 p+1, \ldots,-(p+1)\}\end{cases}
$$

where, $\mathbf{X}_{4}$ denotes the score difference in Q4 and is discretely distributed on $\{-p, \ldots, 0, \ldots, p\}$ having probability mass function $\rho\left(. \mid x_{t},(1-\beta) e_{t}^{F}\right)$.

Note, the way the field uses its remaining energy in Q4 is embedded in $\rho$. Also note that, if the cumulative scores are tied at the end of $Q 4$, there is a probability of half for the team to win. The tie-breaker can be a result of, for instance, the game going into overtime, with the teams evenly matched. We summarize the notations described thus far in Table 4.1.

The state of the system at period $t+1$ depends on action $x_{t}$ and a random shock unknown at period $t$ as under:

- $e_{t+1}^{F}$ is continuously distributed on $[0,1]$ with density $g$
- $e_{t+1}^{P}$ is continuously distributed on $[0,1]$ with density $\mu\left(. \mid r_{t}\left(x_{t}\right)\right)$
- $A_{t+1}$ is distributed on $\{-3 p, \ldots, 0, \ldots, 3 p\}$ with mass $\eta\left(. \mid \beta e_{t+1}^{F}, \alpha e_{t+1}^{P}\right)$

Note that, the field's action is embedded in $\eta$. Recall that $\alpha$ and $\beta$ are exogenously given. Next, we make the following assumptions on $\rho, \mu$ and $\eta$ :

Assumption 4.2.1. For $r>r^{\prime} \geq 0, \mu(. \mid r)$ first-order stochastically dominates (F.O.S.D) $\mu\left(. \mid r^{\prime}\right)$.

Assumption 4.2.2. For $x>\tilde{x}, \rho\left(. \mid x,(1-\beta) e^{F}\right)$ F.O.S.D $\rho\left(. \mid \tilde{x},(1-\beta) e^{F}\right)$ for any fixed $e^{F} \in[0,1]$. For $e^{F}<\tilde{e}^{F}, \rho\left(. \mid x,(1-\beta) e^{F}\right)$ F.O.S.D $\rho(. \mid x,(1-$ $\beta) \tilde{e}^{F}$ ) when $x$ is held fixed.

Assumption 4.2.3. For $e^{P}>\tilde{e}^{P}, \eta\left(. \mid \alpha e^{P}, \beta e^{F}\right)$ F.O.S.D $\eta\left(. \mid \alpha \tilde{e}^{P}, \beta e^{F}\right)$ for any fixed $e^{F} \in[0,1]$. For $e^{F}<\tilde{e}^{F}, \eta\left(. \mid \alpha e^{P}, \beta e^{F}\right)$ F.O.S.D $\eta\left(. \mid \alpha e^{P}, \beta \tilde{e}^{F}\right)$ for any fixed $e^{P} \in[0,1]$.

The first assumption captures the idea that higher energy saved in the current game leads to the effort reserve of the team in the next game being drawn from a better distribution, in a first order stochastic dominance sense. The second assumption guarantees that, when the effort of the field (resp., team) is held fixed, greater effort exertion by the team (resp., field) leads to better a score-difference (in $Q 4$ ) in its favour, again in a first order stochastic dominance sense. The third assumption captures the same idea as the second, except that the score-difference in question is for the first three quarters combined.

Let $V_{t}(s)$ denote the value function capturing the maximum attainable sum of current and expected future rewards given that the system is in state $s=\left(e^{F}, e^{P}, A\right)$
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in game $t$. Recall that, $S=[0,1] \times[0,1] \times\{-3 p, \cdots, 3 p\}$ denotes the state space. Then, the principle of optimality implies that the value functions $V_{t}: S \rightarrow \mathbb{R}$ must satisfy the Bellman equations :
$V_{t}(s)=\max _{x}\left[R(s, x)+\iint\left\{\sum_{a} V_{t+1}\left(e^{P}, e^{F}, a\right) \eta\left(a \mid \alpha e^{P}, \beta e^{F}\right)\right\} g\left(d e^{F}\right) \mu\left(d e^{P} \mid r(x)\right)\right]$
for all $s \in S$ and $t=1,2, \ldots, T$.
The tournament ends after game $T$, therefore we have:

$$
V_{T+1}(s)=0 \quad \forall s \in S
$$

The next proposition states that indeed higher effort levels are more valuable for the team for every fixed effort level of the field, advantage, and time in the season. Thus, the model is consistent with our most basic intuition.

Proposition 4.2.1. Fix any $\alpha, \beta \in[0,1]$. Then, $V_{t}\left(e^{P}, e^{F}, a\right)$ is increasing in $e^{P}$ for all t, $e^{F}$, and $a$.

Proposition 4.2.1 is proved in Appendix C.

Next we prove a proposition for a more general Markov Decision Process than the one used in our model.

Proposition 4.2.2. Consider a Markov Decision Process with $T$ periods, state space $\bar{S}$ and a stage reward function $f$ such that $|f| \leq 1$.
If for initial states $s^{\prime}, s^{\prime \prime} \in \bar{S}$, and for any strategy $\sigma_{1}$, there exists strategy $\sigma_{2}$ such that in the processes beginning with $s_{0}^{\prime}=s^{\prime}$ and $s_{0}^{\prime \prime}=s^{\prime \prime}$ there is $N, \varepsilon>0$ such that $P_{\sigma_{1}, \sigma_{2}}\left[\exists k \leq N \mid V\left(s_{k}^{\prime \prime}\right) \geq V\left(s_{k}^{\prime}\right)\right]>1-\varepsilon \quad$ then,

$$
\frac{V\left(s_{0}^{\prime \prime}\right)}{T} \geq \frac{V\left(s_{0}^{\prime}\right)}{T}-\operatorname{error}(\varepsilon, T, N)
$$

where, $\operatorname{error}(\varepsilon, T, N)=[T+3 N+4] \cdot \frac{\varepsilon}{T}+\frac{4 N}{T}$

Proposition 4.2.2 is proved in Appendix C. The intuition is as follow: no matter which strategy $\sigma_{1}$, the decision-maker can follow $\sigma_{2}$ to drive the game to a state which is very likely close to the value of states the strategy $\sigma_{1}$ reaches.

Corollary 4.2.1. The error term above, $\operatorname{error}(\varepsilon, T, N) \rightarrow 0$ as $\varepsilon \rightarrow 0, T \rightarrow \infty$ Therefore, for any two states $s_{0}^{\prime}$ and $s_{0}^{\prime \prime}$,

$$
\left|\frac{V\left(s_{0}^{\prime}\right)}{T}-\frac{V\left(s_{0}^{\prime \prime}\right)}{T}\right| \rightarrow 0
$$

Next, we show that the conditions of Proposition 4.2.2 are satisfied in our setup. In our model, the stage reward is just the probability of winning the current game and therefore cannot exceed one. Recall that the state variable $s_{k}$ in game $k$ is a triple $\left(e_{k}^{F}, e_{k}^{P}, A_{k}\right)$. Also note that, the choice of strategy only affects the evolution of the process $\left\{e_{k}^{P}\right\}$ and consequently the process $\left\{A_{k}\right\}$, but not the process $\left\{e_{k}^{F}\right\}$. To simplify notation, for the remainder of this section, we drop the superscript $P$ and denote the process $\left\{e_{k}^{P}\right\}$ more simply as $\left\{e_{k}\right\}$. In the base model, since the team necessarily uses up fraction $\alpha$ of its energy reserves in the first three quarters combined, the maximum energy savings possible at $Q 4$ in any game is $1-\alpha$, i.e., $r_{k} \leq 1-\alpha \forall k$. Therefore, in any game $k$, and for strategies $\sigma_{1}$ and $\sigma_{2}$, even if one strategy saves nothing while the other saves as much as possible, denoting $P$ instead of $P_{\sigma_{1}, \sigma_{2}}$ we have for any $s_{k-1}^{\prime}, s_{k-1}^{\prime \prime}$,

$$
\begin{equation*}
P\left[e_{k}^{\prime}>e_{k}^{\prime \prime} \mid s_{k-1}^{\prime}, s_{k-1}^{\prime \prime}\right] \leq \int_{0}^{1} \int_{0}^{e^{\prime}} \mu\left(d e^{\prime \prime} \mid r=0\right) \mu\left(d e^{\prime} \mid r=1-\alpha\right)=: q<1 \tag{4.2}
\end{equation*}
$$

Let us define strategy $\sigma_{2}$ to be such that the coach saves all remaining energy at Q4. Now, given $s_{k-1}^{\prime}, s_{k-1}^{\prime \prime}$, if team energy level in process ${ }^{\prime \prime}$ is higher as one enters $Q 4$ of game $k$, then to begin game $k+1$, the following holds:

* $\sigma_{2}$ has more energy than $\sigma_{1}$ with probability $\geq \frac{1}{2}$, by Assumption 4.2.1.
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* with probability $\frac{1}{2}, \sigma_{2}$ faces a lower energy rival than $\sigma_{1}$, as field's energy in each process is chosen independently according to density $g$.
* conditional on the above, with probability $\geq \frac{1}{2}, Q 4$ of game $k+1$ starts with $\sigma_{2}$ 's score-difference better than that of $\sigma_{1}$, by Assumption 4.2.3.

From the above three points, we have:

$$
\begin{equation*}
P\left[V\left(s_{k+1}^{\prime \prime}\right) \geq V\left(s_{k+1}^{\prime}\right) \mid e_{k}^{\prime \prime} \geq e_{k}^{\prime}, s_{k-1}^{\prime}, s_{k-1}^{\prime \prime}\right] \geq \frac{1}{8} \tag{4.3}
\end{equation*}
$$

Using (4.2) and the above we get,

$$
\begin{align*}
P\left[V\left(s_{k+1}^{\prime \prime}\right) \geq V\left(s_{k+1}^{\prime}\right) \mid s_{k-1}^{\prime}, s_{k-1}^{\prime \prime}\right] & \geq P\left[e_{k}^{\prime \prime} \geq e_{k}^{\prime}, V\left(s_{k+1}^{\prime \prime}\right) \geq V\left(s_{k+1}^{\prime}\right) \mid s_{k-1}^{\prime}, s_{k-1}^{\prime \prime}\right] \\
& \geq \frac{1}{8}(1-q) \\
& =: \hat{q}>0 \tag{4.4}
\end{align*}
$$

Therefore we have,

$$
\begin{aligned}
P\left[\exists k \leq N \mid V\left(s_{k+1}^{\prime \prime}\right) \geq V\left(s_{k+1}^{\prime}\right)\right] & =1-P\left[\forall k \leq N \mid V\left(s_{k+1}^{\prime}\right)>V\left(s_{k+1}^{\prime \prime}\right)\right] \\
& \geq 1-(1-\hat{q})^{N} \quad(\text { follows inductively using }(4.4))
\end{aligned}
$$

Thus, since $\hat{q}>0$, for any $\varepsilon>0$, choosing $N$ large enough such that $(1-\hat{q})^{N}<$ $\varepsilon$ we have, $P\left[\exists k \leq N \mid V\left(s_{k}^{\prime \prime}\right) \geq V\left(s_{k}^{\prime}\right)\right]>1-\varepsilon$.

Thus, the above-stated Corollary 4.2.1 highlights the insensitivity of initial conditions in a long season. Towards the beginning of a long season, for any two states, the difference between the average value in remaining games (i.e. the expected win rate in games remaining), becomes negligible.

### 4.3 Analysis and Results

We solve the optimization problem computationally. We make specific choices for the previously described probability distributions governing the process. These,
along with the particular choice of all parameters of the model are presented below:

## Distributions and Parameters

- Total number of games, $\mathrm{T}=80$
- Effort of Field, $e^{F} \sim \operatorname{Uniform}(0,1)$
- Effort of Team, $e^{P} \sim \operatorname{Uniform}(r, 1)$ when saving in previous game is $r$
- Maximum absolute score difference in each quarter, $p=10$.
- Fraction of total effort that the team uses in the first three quarters, $\alpha=0.7$
- Field divides available effort reserve equally across all four quarters in every game. Therefore, $\beta=0.75$.
- Advantage ( $A$, with support $\{-30,-29, \cdots, 0, \cdots, 29,30\}$ ) to team at the start of Q4,
$A \sim \operatorname{Binomial}\left(60, \frac{\alpha e^{P}}{\alpha e^{P}+\beta e^{F}}\right)-30$
- Score difference in the fourth quarter ( $X_{4}$, with support $\{-10, \cdots, 0, \cdots, 10\}$ ), given the effort exerted by the team in Q4 is $x$, $X_{4} \sim \operatorname{Binomial}\left(20, \frac{x}{x+(1-\beta) e^{F}}\right)-10$

The maximization problem in (Section 4.2) is solved by backward recursion. In order to facilitate computation, we discretize the state space. The domain of effort reserves $[0,1]$ for both the team and the field is discretized to 100 equispaced points. The third state component advantage is already discrete to begin with, ranging between $(3 \times 2 p)+1=61$ distinct values. Together this makes up the required $100 \times 100 \times 61$ grid points.

The recursion algorithm is structured as a series of three nested loops. The outer loop involves the backward recursion over games; the middle loop involves visits
to each state (grid point); and the inner loop involves visits to each possible action (effort saved in the current game) to eventually evaluate the best action.

### 4.3.1 Expected Win Rate

For every state $s \in S$, the Expected Win Rate $(E W R)$ in games remaining at period $t$ is given by the expression $\frac{V_{t}(s)}{T-t+1}$. Figure 4.1 below shows the $E W R$ during different stages of the season, under three scenarios of advantage ("ahead", "even", or "behind") that the team might face at the start of Q4.


Figure 4.1: Expected Win Rate at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=10,40,50,60,70$

## Remarks:

- The range of $E W R$ shrinks as we go earlier in the season. This is consistent with Proposition 4.2.2, which highlights the insensitivity of initial conditions in a long season.
- When the team is well ahead or behind at the start of $Q 4, E W R$ does not change significantly with respect to the strength difference between the teams; except in the case when, either the team or the field starts with a very low reserve (close to zero). It is rather the time in the season that matters more. The value of being ahead (resp., behind) at the start of Q4, increases (resp., decreases) when there are fewer games remaining (see, Figure 4.1a \& 4.1c ).
- If scores are even at the start of $Q 4$, the strength difference between the teams plays a role in determining $E W R$. Starting the game as the relatively stronger
team is more valuable when there are fewer games remaining. On the other hand, the value of starting as the relatively weaker team gets increasingly worse as one proceeds through the season (Figure 4.1b).


### 4.3.2 Optimal Strategy

Figure 4.2 below shows the optimal strategy for the team as a function of its own effort level and the field's effort level, at different stages of the season, for three advantage scenarios that the team might face at the start of $Q 4$. Note that the range of the $z$-axis is up to 0.30 . This is because the team has spent $\alpha e^{P}(\alpha=0.70)$ in the first three quarters.


Figure 4.2: Optimal Strategy at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=10,40,50,60,70$

## Remarks:

- Firstly, one can observe from Figure 4.2 that the optimal strategy is highly insensitive to the stage in the season.
- If the advantage at the start of $Q 4$ is well in favour of the team, but the team starts with a very low initial energy reserve, it is optimal to use up the remaining energy against a relatively stronger opponent. However, starting the game with moderate energy reserves, good advantage always calls for saving energy in $Q 4$ (Figure 4.2a).
- When the relative strength is strongly in favour of the team, and the scores are level at the start of $Q 4$, we can see from Figure 4.2 b that it is indeed optimal to
save energy for the future. If the team starts the game very low on energy, it is again optimal to save when scores are level after $Q 3$.
- If the score-difference is largely in favour of the field after Q3, unless it is the case that the opponent is very weak compared to the team, Figure 4.2c shows that it is optimal to save energy in $Q 4$ (there is a sharp drop to zero).


### 4.3.3 End Season

In this subsection, we focus attention to the last five games in the season in which, future games must be taken into consideration $(t=75,76,77,78,79)$. Recall that the game ends when $t=T=80$, and thus the team does not need to save for future games and uses up all the remaining energy $(1-\alpha) e_{80}^{P}$ in $Q 4$ of game 80 . By last five games, we will henceforth refer to the following games $(t)-75,76,77,78$ and 79 .

## Expected Win Rate

- There is a very large variation in the values of $E W R$ across states when compared to games earlier in the season (Figure 4.3).
- If the team is well ahead or behind at the start of $Q 4$, the strength difference between the teams does not lead to a significant change in $E W R$; except in the case when, either the team or the field starts with a very low reserve (close to zero). The value of being ahead (resp., behind) at the start of $Q 4$ is quite high (resp., low); and increases (resp., decreases) further as one proceeds to the very end of the season (see, Figure 4.3a \& 4.3c ).
- If scores are even at the start of $Q 4$, the strength difference between the teams plays a key role in determining $E W R$. Starting the game as the relatively stronger team is more valuable when there are fewer games remaining. On the other hand, the value of starting as the relatively weaker team is increasingly worse, as one heads to the very end of the season (Figure 4.3b).


Figure 4.3: Expected Win Rate in the last five games $(t)$. Colour codes: $t=75,76,77,78,79$

## Optimal Strategy

- The optimal strategy is quite insensitive to which game we consider even towards the very end of the season (Figure 4.4).
- Saving energy in $Q 4$ is indeed optimal in a variety of situations, similar to what we observed for games earlier in the season as shown in Figure 4.2.


Figure 4.4: Optimal Strategy at the end of the season. Colour codes: $t=75,76,77,78,79$

### 4.4 Extensions

### 4.4.1 Extension I : Field plays strategically

In this section, we analyze the case where the field plays the optimal strategy evaluated in the base model (see, Section 4.3.2). This optimal strategy used by the field in every game, is appropriately embedded in $\eta$ and $\rho$, which dictates the
outcome of random variables $A$ (advantage) and $X_{4}$ (score difference in the last quarter). Given this use of field's strategy, we re-evaluate the team's best response. The maximization problem in (Section 4.2) is again solved by backward induction over a discretized state space as before. Next, we discuss its implications on the Expected Win Rate and the Optimal Strategies.

## Expected Win Rate

- The range of $E W R$ shrinks as we go earlier in the season, highlighting the insensitivity of initial conditions in a long season (Figure 4.5).
- If the team is well ahead or behind at the start of Q4, the strength difference between the teams does not lead to a drastic change in $E W R$; except in the case when, either the team or the field starts with a very low reserve (close to zero). It is rather the time in the season that matters more. The value of being ahead (resp., behind) at the start of $Q 4$, increases (resp., decreases) when there are fewer games remaining (see, Figure 4.5a \& 4.5c ).
- If scores are even at the start of $Q 4$, the strength difference between the teams plays a role in determining $E W R$. Starting the game as the relatively stronger team is more valuable when there are fewer games remaining. On the other hand, the value of starting as the relatively weaker team gets increasingly worse as one proceeds through the season (Figure 4.5b).


Figure 4.5: Expected Win Rate at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=10,40,50,60,70$

## Optimal Strategy

- Firstly, one can observe from Figure 4.6 that the optimal strategy is highly insensitive to the stage in the season.
- When the advantage at the start of $Q 4$ is well in favour of the team, but the team starts with a very low initial energy reserve, it optimal to use up the remaining energy against a relatively very strong opponent. However, for all other starting energy scenarios, good advantage always calls for saving energy in $Q 4$ (there is a sharp drop to zero, see Figure 4.6a).
- If the scores are level at the start of $Q 4$ and the relative strength is strongly in favour of the team (i.e., field starts with energy reserve close to zero); we see from Figure 4.6b that it is indeed then optimal to save energy for future games. If the team starts the game very low on energy, there are occasional spikes of energy utilization in $Q 4$, even when the team faces a relatively strong opponent (see, Figure 4.6b).
- If the score-difference is largely in favour of the opponent after $Q 3$, unless the opponent starts the game very weak (energy close to zero) compared to the team, it is always optimal to save all remaining energy in $Q 4$ (there is a sharp drop to zero, see Figure 4.6c).


Figure 4.6: Optimal Strategy at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=10,40,50,60,70$

## End Season

## Expected Win Rate

- There is a very large variation in the values of $E W R$ when compared to games earlier in the season (Figure 4.7).
- If the team is well ahead or well behind at the start of $Q 4$, the strength difference between the teams does not affect $E W R$; except when, either the team or the field starts with a very low reserve (close to zero). The value of being ahead (resp., behind) at the start of $Q 4$ is quite high (resp., low); and increases (resp., decreases) further as one proceeds to the very end of the season (see, Figure 4.7a $\& 4.7 \mathrm{c}$ ).
- If scores are even at the start of $Q 4$, the strength difference between the teams plays a key role in determining $E W R$. Starting the game as the relatively stronger team is more valuable when there are fewer games remaining. However, the value of starting as the relatively weaker team gets increasingly worse as we head to the very end of the season (Figure 4.7b).


Figure 4.7: Expected Win Rate at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=75,76,77,78,79$

## Optimal Strategy

- The optimal strategy is quite insensitive to which game we consider even towards the very end of the season (Figure 4.8).
- Saving energy in $Q 4$ is indeed optimal in a variety of situations, similar to what we observed for games earlier in the season as shown in Figure 4.6.


Figure 4.8: Optimal Strategy at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=75,76,77,78,79$

## Iterated evaluation of Optimal Strategies

In this subsection, we show that the optimal strategies when the field plays strategically (as presented in the Section 4.4.1); if played by both the team and the field, in fact, constitutes an approximate equilibrium of the game. In order to show this, we iteratively solve the maximization problem of the team by letting the field play the optimal strategy calculated in the previous iteration. That is to say, at every iteration, the optimal strategy in the previous iteration is plugged into the maximization problem as the field's strategy, and a new optimal strategy is then evaluated. We show that there is no significant change in the optimal strategies across three iterations ( Iteration 2, Iteration 3 \& Iteration 4 ), suggesting that we have indeed reached an approximate equilibrium. Figure 4.9 shows the comparison of optimal strategies across the different iterations, for three advantage scenarios: ahead, even, behind. Note that, Iteration 2 constitutes the simulation in which the optimal strategy presented previously in Figure 4.6 is employed by the field (for further
details, see Section 4.4.1). This is presented alongside the optimal strategies from the next two consecutive iterations to make the comparison easier to visualize. Indeed, as can be seen in Figure 4.9, when the team is ahead or behind at the start of Q4 there is almost no variation in optimal action across the three iterations whatsoever. When scores are even, there is a slight discrepancy in the optimal actions, however, they seem to still be fairly close to each other overall.


Figure 4.9: Optimal strategies in three iterations. Going from left to right, optimal strategies in Iteration 2 appears in the left most column, followed by Iteration 3, and finally Iteration 4.

### 4.4.2 Extension II : Strategic play by the team in all quarters

In this section, we relax the assumption on $\alpha$, which recall was the fraction of energy used by the team during the first three quarters and was taken to be exogenously given. We instead allow for the coach to act strategically during the first three quarters (considered together) as well. Recall that $T$ denotes the total number of games to be played by the team in the season and is indexed by $t$. Effort (energy) reserves of the team and the field, are denoted respectively by $e^{P}$ and $e^{F}$. Score-difference (advantage) at the end of the third quarter (denoted by $A$ ) is probabilistically determined as a function of effort exerted by the teams throughout the first three quarters combined.

The field is assumed to split energy equally over all quarters. At the start of each game, energy reserves are realized. For each game $t$, there are now two decision making points - (1) at the beginning of the game, when the coach decides how much energy (denoted by $x$ ) to have his team spend in the first three quarters ( $Q 1$ to $Q 3$ combined), as a function of $e^{F}$ and $e^{P}$ and; (2) at the start of $Q 4$ after observing the advantage, the coach decides, out of the remaining energy $e^{P}-x$ in the game, how much to save (denoted by $r$ ) in consideration of future games versus how much to use in $Q 4$ to win the current game. Let $Q^{<4}$ and $Q^{4}$ denote the above two decision making points (henceforth, rounds) in every game.

The above-described problem can again be modelled as a Markov Decision Process, but this time with $2 \times T$ rounds, two rounds (one each for $Q^{<4}$ and $Q^{4}$ ) for every game $t \in T$. The state variable at the start of round $Q^{<4}$ of game $t$ is a pair $s_{t}^{Q^{<4}}=\left(e_{t}^{F}, e_{t}^{P}\right)$ where, energy reserves $e_{t}^{P}, e_{t}^{F} \in[0,1]$. The action variable in round $Q^{<4}$ of game $t$ is $x_{t} \leq e_{t}^{P}$, which denotes the energy used in quarter $Q 1$ to Q3. Given action $x_{t}$, the state (available energy and advantage) at the start of round $Q^{4}$ of game $t$ then transitions to $s_{t}^{Q^{4}}=\left(\frac{e_{t}^{F}}{4}, e_{t}^{P}-x_{t}, A_{t}\right)$ where, advantage $A_{t}$ is distributed on $\{-3 p, \ldots, 0, \ldots, 3 p\}^{1}$ with mass function $\eta\left(. \mid 0.75 e_{t}^{F}, x_{t}\right)$

[^20]2. Let $S^{Q^{<4}}=[0,1] \times[0,1]$ and $S Q^{4}=\left[0, \frac{1}{4}\right] \times[0,1] \times\{-3 p, \cdots, 3 p\}$ respectively denote, the set of all possible $Q^{<4}$ and $Q^{4}$ states. $S=S^{Q^{<4}} \times S^{Q^{4}}$ denotes the state space. The assumption on the mass function $\eta$ remains the same as earlier (see Assumption 4.2.3). The action variable $r_{t} \leq e_{t}^{P}-x_{t}$ in round $Q^{4}$ of game $t$, denotes the energy saved in $Q 4$ of game $t$. The reward function at $Q 4$ of game $t$ is as below:

## Reward function

The team wins game $t$, if the cumulative score difference at the end of $Q 4$ is positive. The score difference in $Q 4$ is stochastically determined as a function of effort choices by the team and the field in $Q 4$. Formally, the stage reward for the team is simply the probability of winning the game as a function of the state and the control

$$
R\left(\frac{e_{t}^{F}}{4}, e_{t}^{P}-x_{t}, A_{t}, r_{t}\right)= \begin{cases}P\left[\mathbf{X}_{4}+A_{t}>0\right]+\frac{1}{2} P\left[\mathbf{X}_{4}+A_{t}=0\right] & , A_{t} \in\{-p,-p+1, \ldots, p\}  \tag{4.5}\\ 1 & , A_{t} \in\{p+1, p+2, \ldots, 3 p\} \\ 0 & , A_{t} \in\{-3 p,-3 p+1, \ldots,-(p+1)\}\end{cases}
$$

where, $\mathbf{X}_{4}$ denotes the score difference in Q4 and is discretely distributed on $\{-p, \ldots, 0, \ldots, p\}$ having probability mass function $\rho\left(. \mid e_{t}^{P}-x_{t}-r_{t}, \frac{e_{t}^{F}}{4}\right)$.

Note, the way the field uses its remaining energy in Q4 is embedded in $\rho$. Also note that, if the cumulative scores are tied at the end of $Q 4$, there is a probability half of the team winning. The tie-breaker can be a result of, for instance, the game going into overtime, with the teams evenly matched.

Energy reserves in game $t+1$ depend on action $r_{t}$ in $Q 4$ and a random shock unknown at period $t$ as below:

- $e_{t+1}^{F}$ is continuously distributed on $[0,1]$ with density $g$
- $e_{t+1}^{P}$ is continuously distributed on $[0,1]$ with density $\mu\left(. \mid r_{t}\right)$

[^21]Let $V_{t}^{Q^{4}}(s)$ denote the value function capturing the maximum attainable sum of current and expected future rewards given that the system is in state $s$ in round $Q^{4}$ of game $t$.

Similarly, $V_{t}^{Q^{<4}}(s)$ denotes the value function in state $s$ at the start of round $Q^{<4}$ of game $t$. Then the principle of optimality implies that the value functions must satisfy the Bellman equations :
$V_{t}^{Q^{4}}\left(\frac{e_{t}^{F}}{4}, e_{t}^{P}-x_{t}, A_{t}\right)=\max _{r \leq e_{t}^{P}-x_{t}}\left[R\left(\frac{e_{t}^{F}}{4}, e_{t}^{P}-x_{t}-r, A_{t}\right)+E\left(V_{t+1}^{Q^{<4}}\left(e_{t+1}^{F}, e_{t+1}^{P}\right) \mid r\right)\right]$

$$
V_{t}^{Q^{<4}}\left(e_{t}^{F}, e_{t}^{P}\right)=\max _{x \leq e_{t}^{P}} \sum_{a} V_{t}^{Q^{4}}\left(\frac{e_{t}^{F}}{4}, e_{t}^{P}-x, a\right) \eta\left(a \mid x, \frac{3 e_{t}^{F}}{4}\right)
$$

for all $e_{t}^{F}, e_{t}^{P}, A_{t}$ and $t=1,2, \ldots, T$

The tournament ends after game $T$, therefore we have:

$$
V_{T+1}^{q}(s)=0 \quad \forall s \in S^{q} \forall q \in\left\{Q^{<4}, Q^{4}\right\}
$$

We once again solve the above optimization problem computationally by backward induction. We make specific choices for the previously described probability distributions governing the process. Assumptions about these distributions remain same as in earlier sections (for details see, Distributions and Parameters in Section 4.3). Next we present the results.

## Expected Win Rate at the start of the game

- The range of $E W R$ shrinks as we go earlier in the season (Figure 4.10a), similar to what was observed in the base model.
- Relative strengths between the teams play a role in determining $E W R$. Starting the game as the relatively stronger team is more valuable when there are fewer games remaining. However, the value of starting as the relatively weaker team gets increasingly worse as one proceeds through the season (Figure 4.10a).


Figure 4.10: Expected Win Rate and Optimal Action in Q1-Q3 at different stages of the season. Different shades denote different game $(t)$, with colour codes: $t=10,20,40,60,70$.

## Optimal Action in Q1-Q3

- The optimal action (energy used in Q1-Q3) is highly insensitive to the stage in the season (Figure 4.10b).
- If the relative strength between the teams is tilted in favour of the coach, the optimal action weakly increases with field's starting strength. Also it is interesting to note, the optimal energy used in the first three quarters never exceeds 0.75 no matter how strong the team starts the game (see, Figure 4.10b). This is not an obvious deduction at the beginning as one might think that it could perhaps
be optimal to exert higher effort during the first three quarters and gain a strong lead. However, we see that it is not the case.
- If the opponent is relatively stronger, it is optimal to save up entirely for the last quarter (there is a sharp drop to zero, see Figure 4.10b). Note that, an interpretation of "effort" in our model is from the point of view of resting or limiting minutes of star players, which is indeed something coaches consider frequently. So "putting zero effort" need not really mean the players on the field do not try, but rather that the coach decides to rest his stars.


## Expected Win Rate at the start of Q4

- Figure 4.11 show $E W R$ at different advantage scenarios that the team might face at the start of $Q 4$. Note the asymmetry in the possible remaining energy levels of the teams.
- If the team is well ahead at the start of $Q 4$, the difference between the teams in terms of energy available at $Q 4$ do not affect $E W R$; except when, the team starts $Q 4$ with very low energy (close to zero). As long as the team does not start Q4 with energy close to zero, the value of being ahead at the start of $Q 4$ increases as one proceeds through the season (see, Figure 4.11a).
- If the team is well behind at the start of $Q 4$, the available-energy difference between the teams does not affect $E W R$; except if the field starts $Q 4$ with a very low reserve (close to zero). If field's energy level at $Q 4$ is not very low, the $E W R$ decreases as one proceeds through the season. If field's energy level at $Q 4$ is very low, $E W R$ of starting $Q 4$ very high in energy reserve increases as we progress into the season (see, Figure 4.11c ).
- If scores are even at the start of $Q 4$, available-energy difference between the teams plays a role in determining $E W R$. The $E W R$ of starting $Q 4$ as the relatively weaker team is increasingly worse, as one heads to the end of the season. The $E W R$ of starting $Q 4$ as the relatively stronger team increases as we proceed
through the season. Once the team's available energy at $Q 4$ exceeds 0.25 (the highest energy level that the field can start $Q 4$ with); the energy-difference does affect $E W R$ any longer, only the time in the season matters (Figure 4.11b).


Figure 4.11: Expected Win Rate at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=10,40,50,60,70$

## Optimal Action in Q4

- We can observe from Figure 4.12 that the optimal strategy is highly insensitive to the stage in the season.
- If the advantage at the start of $Q 4$ is well in favour of the team, but the team starts with low energy in $Q 4$, it optimal to use up the energy against a relatively strong opponent. However, for every fixed energy of the field, starting $Q 4$ with energy approximately about 0.20 and higher, the optimal action levels out and saving energy becomes optimal (see, Figure 4.12a).
- If the advantage is even at the start of $Q 4$, and the team starts $Q 4$ low on energy, it is optimal to save all of it. If the team starts $Q 4$ with moderate energy and higher, for every fixed energy of the field, the optimal action weakly increases with available energy at $Q 4$ and eventually levels out beyond a threshold (depending on the field's energy, see 4.12b).
- If the advantage is behind at the start of $Q 4$, it is optimal to still use up energy in $Q 4$ if the relative strength between the teams at $Q 4$ is very very strongly in
favour of the team. Otherwise, it is optimal to save all the available energy (there is a sharp drop to zero see, Figure 4.12c).


Figure 4.12: Optimal Energy usage in Q4 at different stages of the season. Colour codes: $t=10$, 40, 50, 60, 70

## End Season

Next, we focus attention to the last five games in the season in which, future games must be taken into consideration $(t=75,76,77,78,79)$.

## Expected Win Rate at the start of the game

- Figure 4.13a shows $E W R$ at the start of the game, for games towards the end of the season. The variation of $E W R$ across states is much larger compared to games earlier in the season.
- Starting the game as the relatively stronger team is more valuable as we head to the very end the season. On the other hand, the $E W R$ of starting as the relatively weaker team also gets increasingly worse towards the very end (Figure 4.13a).


## Optimal Action in Q1-Q3

- The optimal action (energy used in Q1-Q3) remains very similar across games towards the end of the season (Figure 4.13b).
- So long as the relative strength between the teams is tilted in favour of the coach, the optimal action weakly increases with field's starting strength, similar to earlier games in the season.


Figure 4.13: Expected Win Rate and Optimal Action in Q1-Q3 towards the end of the season. Different shades denote different game $(t)$, with colour codes: $t=75,76,77,78,79$.

- If the opponent is relatively stronger, it is then optimal to save up entirely for the last quarter (there is a sharp drop to zero, see Figure 4.13b). Again note, interpreting "effort" from the point of view of resting or limiting minutes of star players, "putting zero effort" need not really mean the players on the field do not try, but rather that the coach decides to rest his stars.


## Expected Win Rate at the start of Q4

- There is a larger variation in the values of $E W R$ across states compared to games earlier in the season (Figure 4.14).
- The $E W R$ varies with advantage, number of games remaining in the season, and the relative strength between the teams at the start of $Q 4$; in the same way as in earlier games in the season. The effect (rise or fall of $E W R$ ) is however amplified compared to earlier games.


Figure 4.14: Expected Win Rate in the last five games $(t)$. Colour codes: $t=75,76,77,78,79$

## Optimal Action in Q4

- We can observe from Figure 4.15 that the optimal action is highly insensitive to which game we consider even towards the end of the season.
- Moreover, the optimal action resembles closely with the optimal action at $Q 4$ for earlier games in the season.


Figure 4.15: Optimal Strategy at the end of the season. Colour codes: $t=75,76,77,78,79$

## Optimal Strategies: Few specific scenarios

In this section, we dive deeper into the optimal strategies for three different initial energy levels of the team: strong, average and weak ( $e^{P}=0.8,0.5$ and 0.2 respectively). We fix the game $(t=40)$ for the rest of this subsection. ${ }^{3}$

[^22]
## Team starts strong

Figure 4.16 shows the optimal energy usage by the team during Q1-Q3. The optimal action initially increases linearly with starting strength of the opponent, and then flattens out before sharply dropping to zero, against a very strong opponent ( $e^{F} \approx 0.9$ and higher). Surprisingly, against a very strong opponent, strategically saving up big for


Figure 4.16: Optimal energy usage in the first three quarters combined when the team starts strong. the end is profitable even if the team starts the game quite strong ( $e^{P}=0.8$ ). Allowing the team to be strategic about how much effort to use in the first three quarters can be helpful (indeed, the EWR is higher than in the base model (see, Section 4.4.4)).

Figure 4.17 shows the optimal action in Q4, for different advantage scenarios that the team might face; against a strong, average and weak opponent. If the score-difference is not terribly bad, the coach can then try to overpower the strong opponent in the last quarter Figure (4.17a).


Figure 4.17: Optimal Action in $Q 4$ when the team starts strong ( $e^{P}=0.8$ ).

Note, since the maximum possible score difference in a quarter was assumed to be 10 , advantage below -10 and above 10 always calls for saving energy and is
omitted from the presentation in Figure 4.17 and similar figures later. We observe that it is indeed optimal to save for future games in a range of scenarios.

## Team starts average

Figure 4.18 shows the optimal energy usage by the team during Q1-Q3 when the team starts the game with average strength ( $e^{P}=$ $0.5)$. The optimal action initially increases linearly with strength of the opponent, and then flattens out before discontinuously dropping to zero, against a stronger opponent ( $e^{F} \approx 0.6$ and above). Again we see, it is optimal for the coach when fac-


Figure 4.18: Optimal energy usage in the first three quarters combined when the team starts with average energy. ing a team that has high energy to simply "not bother" and save its energy in the first three quarters. Depending on the score difference at the start of $Q 4$, the coach then decides where it is worth investing or save for later games.

Figure 4.19 shows the optimal action in Q4, for different advantage scenarios that the team might face, at the start of the last quarter, against a strong, average and weak opponent.


Figure 4.19: Optimal Action in $Q 4$ when the team starts average ( $e^{P}=0.5$ ).

## Team starts weak

Figure 4.20 shows the optimal energy usage by the team during Q1Q3 when the team starts the game with average strength ( $e^{P}=0.2$ ). Like in the previous case, the optimal action again initially increases linearly with strength of the opponent, and then flattens out before discontinuously dropping to zero, against a stronger opponent ( $e^{F} \approx$ 0.3 and above).


Figure 4.20: Optimal energy usage in the first three quarters combined when the team starts with average energy.

Figure 4.21 shows the optimal action in Q4, for different advantage scenarios that the team might face, at the start of the last quarter; against a strong, average and weak opponent.


Figure 4.21: Optimal Action in $Q 4$ when the team starts weak ( $e^{P}=0.2$ ).

### 4.4.3 Extension III: Strong and weak opponents

Fixtures in competitions are usually known in advance. In this section therefore, we consider the case, where all opponents in the league are categorized into two types ("strong" and "weak") based on strength. The sequence of opponent strength is known to the team manager. We assume that the team faces roughly an equal
number of strong and weak opponents in the season. The departure from the base model in Section 4.3 involves new assumptions about the domain of the field's energy reserves. Energy reserves $\left(e^{F}\right)$ for "strong" opponents are assumed to be distributed uniformly with support $[0.5,1]$ while reserves for "weak" types also distributes uniformly, but with support $[0,0.5]$. The assumptions about other distributions and parameters remain unchanged (for details see, Distributions and Parameters in Section 4.3). The expected value at $t+1$ in the maximization problem in (Section 4.2) is now evaluated over one of the truncated support, depending on the strength of the opponent at $t+1$ which is known to the team. We analyse $E W R$ and optimal strategy of the team, during different stages of the season ( $t=5,15,40,65,75$ ), under three advantage scenarios as before. The sequence of opponent strength satisfying the conditions stated earlier is fixed. Table 4.2 presents the number of strong opponents remaining at different stages that we analyze. One can note that, at each stage, roughly an equal number of each type of opponent remain. Among the games presented, only at game $(t) 15$ there are fewer "strong" compared to "weak" opponents, that the team has yet to face.

| Current Game | \# Games Remaining | \# Strong Opponents Remaining |
| :---: | :---: | :---: |
| 5 | 75 | 38 |
| 15 | 65 | 31 |
| 40 | 40 | 21 |
| 65 | 15 | 9 |
| 75 | 5 | 3 |

Table 4.2: Number of Strong Opponents remaining at different stages of the season.

## Expected Win Rate

- During the first half of the season, $E W R$ remains fairly constant across states, the exception being when either the team or the field starts with a very low reserve (close to zero); even in that case the change is not drastic (Figure 4.22).
- In the later half of the season, if the advantage at the start of $Q 4$ is well ahead or behind, the strength difference between the teams does not affect $E W R$; except
when, either the team or the field starts with a very low reserve (close to zero). The combined effect of: (1) time in the season and (2) the number of strong opponents remaining is less obvious. (see, Figure 4.22a \& 4.22c ).
- If scores are even at the start of $Q 4$, the strength difference between the teams plays a role in determining $E W R$. There is a large variation in the values of $E W R$ depending on whether the team is relatively stronger or weaker than the field when there are fewer games remaining. Relative differences between $E W R$ at different times of the season based on the current state is again less obvious (Figure 4.22b).

(a) Ahead

(b) Even

(c) Behind

Figure 4.22: Expected Win Rate at different stages of the season. Different shades denote different game $(t)$, with the following colour codes: $t=5,15,40,60,75$.

## Optimal Strategy

- Firstly, one can observe from Figure 4.23 that the optimal strategy is highly insensitive to the stage in the season.
- If the advantage at the start of $Q 4$ is well in favour of the team, but the team starts with a very low initial energy reserve, it optimal to use up the remaining energy against a relatively stronger opponent. However, starting the game with moderate energy reserves, good advantage always calls for saving energy in $Q 4$ (Figure 4.23a).
- When the relative strength is strongly in favour of the team, and the scores are level at the start of $Q 4$, we can see from Figure 4.23 b that it is indeed optimal to
save energy for future. If the team starts the game very low on energy, it is again optimal to save when scores are level after $Q 3$.
- If the score-difference is largely in favour of the field after Q3, unless it is the case that the opponent is very weak compared to the team, it is optimal to save energy in $Q 4$ (there is a sharp drop to zero, see Figure 4.23c).


Figure 4.23: Optimal strategy at different stages of the season. Colour codes: $t=5,15,40,60$, 75.

## End Season

Similar to the base model, we once again focus attention to the last five games in the season in which, future games must be taken into consideration. Table 4.3 presents the number of strong opponents the team has yet to face, at the start of games in the last stages of the season.

| Current Game | \# Strong Opponents Remaining |
| :---: | :---: |
| 75 | 3 |
| 76 | 3 |
| 77 | 2 |
| 78 | 1 |
| 79 | 0 |

Table 4.3: Number of Strong Opponents to face in remaining games

## Expected Win Rate

- Figure 4.24 shows $E W R$ at the start of the game, for games towards the end of the season. The variation of $E W R$ across states is much larger compared to games earlier in the season.
- The combined effect of: (1) time in the season and (2) the number of strong opponents remaining is less obvious.


Figure 4.24: Expected Win Rate. Colour codes: $t=75,76,77,78,79$

## Optimal Action in Q4

- We can observe from Figure 4.25 that the optimal action is highly insensitive to which game we consider even towards the end of the season.
- Moreover, the optimal strategy resembles closely with the optimal action at $Q 4$ for earlier games in the season.


### 4.4.4 Comparison with Base Model

In this section, we discuss the similarities and differences in $E W R$ and optimal strategies in each extension with respect to the base model. We adopt the following shorthand to refer to the different models: BM for "Base Model", FS for "Field Plays Optimal Strategy", WS for "Weak and Strong types of opponent" and finally AQ for "Team plays strategically in All Quarters".


Figure 4.25: Optimal Strategy at the end of the season. Different shades denote different game $(t)$, with the following colour codes: $t=75,76,77,78,79$

## Expected Win Rate (EWR)

- In all cases, variability in $E W R$ across states shrinks for games at the beginning of the season: initial conditions are inconsequential in a long season.
- Table 4.4 presents a detailed comparison of descriptive statistics for $E W R$ at different stages of the season, across the four different models.

| Model | min | max | mean | variance | min | max | mean | variance |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{B M}$ | 0.4950 | 0.6007 | 0.5494 | 0.0003 | 0.2486 | 0.8224 | 0.5408 | 0.0229 |
| FS | 0.5086 | 0.6147 | 0.5649 | 0.0003 | 0.2500 | 0.8242 | 0.5470 | 0.0235 |
| AQ | 0.5558 | 0.6910 | 0.6215 | 0.0003 | 0.2499 | 0.9588 | 0.5836 | 0.0218 |
| WS | 0.4473 | 0.6128 | 0.5559 | 0.0006 | 0.1263 | 0.6804 | 0.4570 | 0.0275 |

$\begin{array}{ll}\text { (a) Games } 10 \text { to } 70 & \text { (b) Games } 75 \text { to } 79\end{array}$
Table 4.4: Comparison of $E W R$ across the different models.

- The additional flexibility that the coach enjoys under AQ in terms of being able to act strategically during the first three quarters, allows the coach, when facing a team that has high energy, to decide to simply save all the energy. This flexibility translates into better $E W R$, as can be seen from the above table.
- The interplay between advantage and relative strength plays a key role in determining $E W R$ in a similar fashion across the models. The effect (degree of rise or fall in $E W R$ ) is however different in each case.


## Optimal Strategies

- The optimal strategies in $Q 4$ remain highly insensitive to the time in the season, for all the different models.
- Table 4.5 compares the optimal strategies in different extensions with respect to the base model (BM), for the three advantage scenarios that the team might face at the start of Q4. Note that, the state space when the team plays strategically in all quarters (AQ) is higher-dimensional when compared to the other models.

| Model | Advantage: Ahead | Advantage: Even | Advantage: Behind |
| :---: | :---: | :---: | :---: |
| BM | If the team starts with a very low initial energy reserve, it is optimal to use up the remaining energy against a relatively stronger opponent. However, if starting with moderate reserves, it is always always optimal save energy in Q4. | If the relative strength is strongly in favour of the team, it is optimal to save energy at Q4. However, if the team starts very low on energy, it is optimal to save in Q4. | Unless it is the case that the opponent starts with very low energy level compared to the team it is optimal to save en ergy in Q4 (there is sharp drop to zero). |
| FS | No noticeable difference compared to BM. | If the relative strength is highly in favour of the field, the optimal action in BM is to just save energy, while in FS there are occasional spikes of energy usage. | No noticeable differ ence compared to BM. |
| AQ | Restriction to states representing final quarter decisions display no noticeable difference compared to BM. | Restriction to states representing final quarter decisions display no noticeable difference compared to BM. | Restriction to states representing final quar ter decisions display no noticeable difference compared to BM. |
| WS | No noticeable difference compared to BM. | No noticeable difference compared to BM. | No noticeable difference compared to BM. |

Table 4.5: Comparison of optimal strategies across the different models.

### 4.5 Concluding remarks

In this chapter, we have examined an interesting decision problem of a coach, who wishes to optimally manage the energy level of a pool of players in a competitive league. Given how players are exposed to frequent high-intensity movements during a game which can lead to acute and accumulated fatigue, coaches often consider holding back the intensity of play at the beginning of games and make an informed decision at a later stage based on the score-difference. In particular, something that coaches are known to frequently consider is how much to rest or limit minutes of star players in the team. However, not having the players put sufficient effort in a game could also prove to be costly. We have explored this trade-off between "saving energy for future games" and "winning current game" and the optimal energy dynamics late in the game, in a long season. We have shown that, indeed, saving energy is optimal throughout most of the season. The conclusion is checked for robustness under different extensions of the base model. Indeed, when a field of teams whose coaches employ similar strategies, it remains optimal to save energy in games throughout most of the season.

Since our focus was on effort dynamics late in the game, we resorted to allowing the coach to take a strategic decision once during every game. In future work, it would be interesting to study the problem where there are multiple decision making points in every game; and the coach needs to make a decision at every such point as a function of the score-difference at that point, the likelihood of winning the current game, and consideration for future games. Another interesting direction to explore is when every round of play of the game is a battle, making every individual game a multi-battle contest; and the winner of any given game is the one who wins (lets say) the majority of the battles. Since all the battles need not take place in every round (for example, if we consider a best of three battles contest, if a team wins the first two battles, it is declared the winner and the third battle is not fought at all), it might be interesting to study the energy dynamics in competitions with a series of such multi-battle contests.
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### 4.6 Appendix C

### 4.6.1 Proofs

## Proof of Proposition 4.2.1

Since, $V_{T+1}(s)=0 \forall s \in S$, we have for all $e^{F}, e^{P}$ and $a$ :

$$
V_{T}\left(e^{P}, e^{F}, a\right)=\max _{x} R\left(e^{P}, e^{F}, a, x\right)
$$

Since, there is no value of saving in game $T$ :

$$
x_{T}=\underset{x}{\operatorname{argmax}} R\left(e^{P}, e^{F}, a, x\right)=(1-\alpha) e^{P}
$$

This implies, for all $e^{F}, a$ and for all $e^{P}>\hat{e}^{P}$ :

$$
\begin{equation*}
V_{T}\left(e^{P}, e^{F}, a\right) \geq V_{T}\left(\hat{e}^{P}, e^{F}, a\right) \quad \text { (By Assumption 4.2.2) } \tag{4.6}
\end{equation*}
$$

Now, applying backward induction, suppose it is true that for some $t \leq T$; for all $e^{F}, a$ and for all $e^{P}>\hat{e}^{P}$,

$$
\begin{equation*}
V_{t}\left(e^{P}, e^{F}, a\right) \geq V_{t}\left(\hat{e}^{P}, e^{F}, a\right) \tag{4.7}
\end{equation*}
$$

Next note that, $R\left(e^{P}, e^{F}, a, x\right)$ is increasing in $a$ by definition when all other arguments are held fixed. This implies $V_{t}\left(e^{P}, e^{F}, a\right)$ is weakly increasing in $a$ for fixed $e^{F}$ and $e^{P}$. Then, by Assumption 4.2.3 we get,

$$
\begin{equation*}
\sum_{a} V_{t}\left(e^{P}, e^{F}, a\right) \eta\left(a \mid \alpha e^{P}, \beta e^{F}\right) \geq \sum_{a} V_{t}\left(\hat{e}^{P}, e^{F}, a\right) \eta\left(a \mid \alpha \hat{e}^{P}, \beta e^{F}\right) \tag{4.8}
\end{equation*}
$$

Integrating out $e^{F}$ yields,

$$
\begin{equation*}
\int\left\{\sum_{a} V_{t}\left(e^{P}, e^{F}, a\right) \eta\left(a \mid \alpha e^{P}, \beta e^{F}\right)\right\} g\left(d e^{F}\right) \geq \int\left\{\sum_{a} V_{t}\left(\hat{e}^{P}, e^{F}, a\right) \eta\left(a \mid \alpha \hat{e}^{P}, \beta e^{F}\right)\right\} g\left(d e^{F}\right) \tag{4.9}
\end{equation*}
$$

Inequality (4.9) together with Assumption 4.2.1 then implies that for $r>r^{\prime}$,

$$
\begin{align*}
& \iint\left\{\sum_{a} V_{t}\left(e^{P}, e^{F}, a\right) \eta\left(a \mid \alpha e^{P}, \beta e^{F}\right)\right\} g\left(d e^{F}\right) \mu\left(d e^{P} \mid r\right) \\
& \geq  \tag{4.10}\\
& \iint\left\{\sum_{a} V_{t}\left(e^{P}, e^{F}, a\right) \eta\left(a \mid \alpha e^{P}, \beta e^{F}\right)\right\} g\left(d e^{F}\right) \mu\left(d e^{P} \mid r^{\prime}\right)
\end{align*}
$$

Recall that $s=\left(e^{p}, e^{F}, a\right)$. The value function at period $t-1$ is:

$$
\begin{equation*}
V_{t-1}(s)=\max _{x \leq(1-\alpha) e^{P}}\left[R(s, x)+\iint\left\{\sum_{a} V_{t}\left(e^{P}, e^{F}, a\right) \eta\left(a \mid \alpha e^{P}, \beta e^{F}\right)\right\} g\left(d e^{F}\right) \mu\left(d e^{P} \mid r(x)\right)\right] \tag{4.11}
\end{equation*}
$$

Recall that for any given $e^{P}$, any maximiser $\left(x^{*}\right)$ of the expression inside the max operator in (4.11) must satisfy: $x^{*}+r\left(x^{*}\right)=(1-\alpha) e^{P}$. For any fixed $s$, we know that $R(s, x)$ is (weakly) increasing in $x$. Since for fixed $e^{F}, a$ and $e^{P}>\hat{e}^{P}$, the argument that maximises the expression in (4.11) when the state is $\hat{e}^{P}$, is also available at state $e^{P}$, we have for fixed $e^{F}, a$ :

$$
\begin{equation*}
V_{t-1}\left(e^{P}, e^{F}, a\right) \geq V_{t-1}\left(\hat{e}^{P}, e^{F}, a\right) \quad \text { if, } e^{P}>\hat{e}^{P} \tag{4.12}
\end{equation*}
$$

Thus by the Principle of Induction the proof follows.

## Proof of Proposition 4.2.2

For initial states $s^{\prime}, s^{\prime \prime} \in \bar{S}$ and any strategy $\sigma_{1}$, consider a strategy $\sigma_{2}$ to be as guaranteed by the statement in the proposition. Let us now define $X_{k}:=V\left(s_{k}^{\prime \prime}\right)-$ $V\left(s_{k}^{\prime}\right)-4 k$. Since the reward accumulated at each period is at most 1 , the following inequalities are satisfied for strategies $\sigma_{1}$ and $\sigma_{2}$ :

$$
\begin{aligned}
& \left|E_{\sigma_{1}}\left[V\left(s_{k+1}^{\prime} \mid s_{k}^{\prime}\right)\right]-V\left(s_{k}^{\prime}\right)\right| \leq 2 \\
& \left|E_{\sigma_{2}}\left[V\left(s_{k+1}^{\prime \prime} \mid s_{k}^{\prime \prime}\right)\right]-V\left(s_{k}^{\prime \prime}\right)\right| \leq 2
\end{aligned}
$$

which implies $E_{\sigma_{1}, \sigma_{2}}\left[X_{k+1} \mid s_{k}^{\prime}, s_{k}^{\prime \prime}\right] \leq X_{k}$.
Next, let $\tau$ be a random variable denoting the earliest $k \leq N$ such that $V\left(s_{k}^{\prime \prime}\right) \geq$ $V\left(s_{k}^{\prime}\right)$, if there is no such $k$, then let $\tau=N+1$. Invoking the optimal stopping
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theorem, we have:

$$
\begin{equation*}
E_{\sigma_{1}, \sigma_{2}}\left[X_{\tau}\right] \leq E_{\sigma_{1}, \sigma_{2}}\left[X_{o}\right]=V\left(s_{0}^{\prime \prime}\right)-V\left(s_{0}^{\prime}\right) \tag{4.13}
\end{equation*}
$$

Now,

$$
\begin{aligned}
E_{\sigma_{1}, \sigma_{2}} & {\left[X_{\tau}\right]=} \\
& \sum_{k=1}^{N} E_{\sigma_{1}, \sigma_{2}}\left[V\left(s_{k}^{\prime \prime}\right)-V\left(s_{k}^{\prime}\right)-4 k \mid \tau=k\right] \cdot P[\tau=k]+ \\
& E_{\sigma_{1}, \sigma_{2}}\left[V\left(s_{N+1}^{\prime \prime}\right)-V\left(s_{N+1}^{\prime}\right)-4(N+1) \mid \tau=N+1\right] \cdot P[\tau=N+1]
\end{aligned}
$$

or,

$$
\begin{align*}
E_{\sigma_{1}, \sigma_{2}}\left[X_{\tau}\right] & \geq \sum_{k=1}^{N}(0-4 N) \cdot P[\tau=k]+[-(T-(N+1-1))-4(N+1)] \cdot \varepsilon \\
& =-4 N+[-(T-N)-4 N-4] \cdot \varepsilon \\
& =-[T+3 N+4] \cdot \varepsilon-4 N \tag{4.14}
\end{align*}
$$

Using (4.14) in (4.13) and dividing both sides of the inequality by $T$ the result follows.

### 4.6.2 Code used for Python simulations

```
#======= Python Packages used ========#
import numpy as np
from scipy.stats import binom
import math
import matplotlib.pyplot as plt
import time
#========================================##
#======== Preliminary HELPER FUNCTIONS that will be used in the Bellman optimization ===========#
## Define G = A + 30 where 'A' is advantage at the start of Q4
## A ranges from -30 to 30 => G ranges from 0 to 60.
## Since I am going to use 'binom' from scipy.stats, this
## transformation will be useful. One could alternatively make
## the necessary transformation directly at appropriate places
## without defing this new variable. I had begun coding it
## this way and therefore stuck to it.
```

```
#============================#
```

\#============================\#
\#============================\#
\#============================\#
def reward(G, y, x):
def reward(G, y, x):
N = 20
N = 20
if x == 0.0 and y == 0.0:
if x == 0.0 and y == 0.0:
x = 1.0
x = 1.0
y = 1.0
y = 1.0
if G == -10:
if G == -10:
return binom.pmf(20, N, x/(x+y))/2.0
return binom.pmf(20, N, x/(x+y))/2.0
elif G == 10:
elif G == 10:
\#\#\# P(X_4 > 0) + 1/2*P[X_4 = 0]
\#\#\# P(X_4 > 0) + 1/2*P[X_4 = 0]
return (1.0 - binom.pmf(0, N, x/(x+y))/2.0
return (1.0 - binom.pmf(0, N, x/(x+y))/2.0
elif np.isin(G, np.linspace(-9, 9,19)):
elif np.isin(G, np.linspace(-9, 9,19)):
return (1.0 - binom.cdf(10-G,N, x/(x+y)) + binom.pmf(10-G,N, x/(x+y))/2.0)
return (1.0 - binom.cdf(10-G,N, x/(x+y)) + binom.pmf(10-G,N, x/(x+y))/2.0)
elif np.isin(G, np.linspace(-30, -11, 20)):
elif np.isin(G, np.linspace(-30, -11, 20)):
return 0.0
return 0.0
else:
else:
return 1.0
return 1.0
\#=====================================================================================================\#
def expected_value_given_Ef_and_Ep(x,p):
(g,e_f, e_p) = x.shape
output = np.zeros((e_f,e_p))
for i in range(0,e_p):
for j in range(0,e_f):
output[j,i] = sum(x[:,j,i]*p[:,j,i])
return(output)

```
    return (alpha*x)
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```

def field(x, beta):
return(beta*x)
def effort(x,y):
if y == 0:
return(0)
else:
return(x/y)

```
\begin{tabular}{|c|c|}
\hline \# & Value Matrix and other array Initialization \\
\hline
\end{tabular}
\(\mathrm{T}=80\)
\(\mathrm{G}=61\)
num_of_states_E_f \(=100 \quad \# \#\) number of effort_grid_points for the field
num_of_states_E_p \(=100\) \#\# number of effort_grid_points for the team
\#\# V \(=n p \cdot z \cos \left(\left(T, G, E \_f, E \_p\right)\right)\)
\(\mathrm{V}=\mathrm{np} . \operatorname{zeros}\left(\left(\mathrm{T}+2, \mathrm{G}, \mathrm{num} \mathrm{m}_{-}\right.\right.\)of_states_E_f,num_of_states_E_p))
V_new \(=\) np. zeros \(\left(\left(T+2, G, n u m \_o f \_s t a t e s \_E \_f, n u m_{-} o f \_s t a t e s \_E \_p\right)\right)\) \#\# will be used in Extension-I
strategy \(=n p \cdot z \cos \left(\left(T+2, G, n u m_{-} o f_{-}\right.\right.\)states_E_f, num_of_states_E_p) \()\)
strategy_prop \(=n p . \operatorname{zeros}\left(\left(T+2, G, n u m_{-} o f \_\right.\right.\)states_E_f, num_of_states_E_p \(\left.)\right)\)
strategy_new \(=n p \cdot z \cos \left(\left(T+2, G, n u m_{-} o f \_s t a t e s \_E \_f, n u m \_o f \_s t a t e s \_E \_p\right)\right)\)
strategy_new_prop \(=n p \cdot z \operatorname{cros}\left(\left(T+2, G, n u m_{-} o f \_\right.\right.\)states_E_f, num_of_states_E_p))
opt_strategy_effort_index = np.zeros ((T+2,G, num_of_states_E_f, num_of_states_E_p))
opt_strategy_effort_index_new \(=n p . \operatorname{zeros}((T+2, G\), num_of_states_E_f, num_of_states_E_p))
```

\# Distribution of $G$ as a function of (E_f, E_p) : G follows Bin (60, f(E_p)/f(E_p)+g(E_f)) - 30 \#

```

```

\# effort lies between $[0,1]$
$\mathrm{s} \_0=0.0$
s_n = 1.0
alpha $=0.7 / 3.0 \quad \# \#$ team spends $0.7 *$ E_p in the first 3 quarters
beta $=1 / 4.0 \quad \# \#$ field spends $0.25 *$ E_f every quarter
beta_new $=0.7 / 3.0 \quad \# \#$ will be used when field plays strategically
\#\#\# Effort level initialization
E_f = np.linspace(s_0, s_n, num = num_of_states_E_f)
$\mathrm{E}_{-} \mathrm{p}=\mathrm{np}$. linspace (s_0, $\mathrm{s}_{-} \mathrm{n}$, num $=$ num_of_states_E_p)

```

```

$P=n p . z e r o s\left(\left(G, \quad n u m_{-} o f_{-}\right.\right.$states_E_f, num_of_states_E_p))
for $i$ in range(len(E_p)):
i_used $=$ int (np.around (3.0*alpha*i))
for $j$ in range(len(E_f)):
if $\mathrm{i}=0$
if $\mathrm{j}=0$ :
$\mathrm{p}=0.5$
else :
$\mathrm{p}=0.0$
else:
$p=E \_p\left[i \_u s e d\right] /\left(E \_p\left[i \_u s e d\right]+\right.$ field (E_f[j], $3.0 *$ beta $)$
for $g$ in range (0, 61):
$\mathrm{P}[\mathrm{g}, \mathrm{j}, \mathrm{i}]=$ binom.pmf(g, 60, p)

```

```

for i in range(len(E_p)):
for j in range(len(E_f)):
for g in range(0,61):
V[T,g,j,i] = reward ((g-30),(beta)*E_f[j], (1.0 - 3.0*alpha)*E_p[i])

```
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#================================== BASEMODEL \(\quad================================================1\)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#

\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#========================== Extension I Pield Plays Optimal Strategy \(==================================\) \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#\#\# Base Model Helper Functions Required. The Base Model must be solved before running this codes for \#\#\# this extension, as the optimal strategies evaluated there will be used here

```

P_new = np.zeros((G, num_of_states_E_f, num_of_states_E_p)) \#\# P = np.zeros((G, E_f, E_p))
for i in range(0,len(E_p)):
i_used = int(np.around(3.0*alpha*i))
for j in range(0, len(E_f)):
j_used = int(np.around (3.0*beta_new *j))
if i == 0 :
if j == 0:
p}=0.
else :
p = 0.0
else:
p = float(E_p[i_used]/(E_p[i_used]+E_f[j_used]))
for g in range(0, 61):

```
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P_new \([\mathrm{g}, \mathrm{j}, \mathrm{i}]=\) binom.pmf(g, 60, p)

\#\#\#\#\# Field spends \(0.7 *\) E_f in first three quarters and \(0.3 *\) E_f in the Q4. (since field plays the optimal strategy) \#\#\#\#\# Team spends everything in the last quarter since \(\mathrm{V} \_\mathrm{T}+1=0\).
\begin{tabular}{|c|c|c|}
\hline \# & Backward Induction & (Bellman) \\
\hline
\end{tabular}
for \(t\) in range \((T-1,0,-1)\) :
    print (time.ctime (), " t = ", t)
    \#\# Expectation over \(G\) : the function returns a 2 D array. cell (j, i) denotes expected value given E_f[j], E_p[i]
    expected_value_over_G = expected_value_given_Ef_and_Ep( V_new[t+1,:,:,:], P_new )
    for \(i\) in range ( 0 , len (E_p)):
    \#\#\#\# E_p [loc_Q4] = effort available in Q4 (to use now VS save for later periods)
        loc_available_Q4 \(=\) int \((\mathrm{i}-\mathrm{np} . \operatorname{around}(3.0 * \operatorname{alpha*i}))\)
        for \(j\) in range ( 0 , len (E_f))
            loc_available_Q4_field \(=\) int \((j-n p . a r o u n d(3.0 *\) beta_new \(* \mathrm{j})\) )
            for \(g\) in range (0, 61)
                \#\#\#\# opt_strategy_effort_index comes from earlier optimization problem.
                field_strategy_effort_index \(=\) int (opt_strategy_effort_index \([t, 60-\mathrm{g}, \mathrm{i}, \mathrm{j}])\)
                    \(\mathrm{Y}=\mathrm{np} \cdot\) zeros (loc_available_Q4 + 1)
                    for i_hat in range ( \(0, l_{\text {loc_available_Q4 }+1): \quad \# \text { i_hat loops over available effort grid }}\)
                    \(Y\left[i_{-} h a t\right]=\) reward \(\left(g-30, E_{-} f\left[f i e l d \_s t r a t e g y_{-} e f f o r t \_i n d e x\right], E_{-} p\left[i_{-} h a t\right]\right)+\)
                        [~ code contd.] (expected_value_over_G[:, (loc_available_Q4 - i_hat):].sum())*
                            [~ code contd.] (1/len(E_f))*(1/len(E_p[(loc_available_Q4 - i_hat):]))
                    V_new \([t, g, j, i]=n p . \max (Y)\)
                    opt_strategy_effort_index_new [t, g, j, i] = np.argmax \((\mathrm{Y})\)
                    strategy_new \([t, g, j, i]=E \_p[n p . \operatorname{argmax}(Y)]\)
                    strategy_new_prop \([t, g, j, i]=\operatorname{effort}\left(E_{-} p[n p . \operatorname{argmax}(Y)], E_{-} p\left[l o c \_a v a i l a b l e \_Q 4\right]\right)\)
print ('\n Voila!')
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#========================== Extension II: Strategic All Quarters \(==================================1\)
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
```

\#======== Additional HELPER FUNCTIONS that will be used in the Bellman optimization ===========\#

# j : field effort index (1/4th of it used in Q4, embedded in the reward function)

# i : team effort index (effort available in Q4 (state variable))

# a : advantage (state variable)

# energy : E_f and E_p already defined earlier in the code which is being used here.

# value_Q3 : input giving value at Q3 (numbers come from calculations done in t+1 )

def max_bellman_Q4(j, i, adv, value_Q3):
val = np.zeros(i + 1)
for r in range(0, i+1):
val[r] = reward(adv , (1/4.0)*E_f[j], E_p[i - r]) + (value_Q3[:,r:].sum())*(1/len(E_f)*(1/len(E_p[r:])))
(value, opt_saving_index) = (np.max(val), np.argmax(val))
return((value,opt_saving_index))

```
```

def max_bellman_Q3(j, i, value_Q4):
val = np.zeros(i + 1)
for }x\mathrm{ in range(0, i+1):
val[x] = sum(value_Q4[i-x,:]*P[:, j, x])
(value_Q3, opt_effort_index) = (np.max(val),np.argmax(val))
return((value_Q3,opt_effort_index ))

```

\(T=80\)
\(\mathrm{G}=61\)
num_of_states_E_f \(=100\) \#\#\# number of effort_grid_points
num_of_states_E_p \(=100\) \#\#\# number of effort_grid_points
V_Q3 = np.zeros ((T+2, num_of_states_E_f, num_of_states_E_p))
Opt_Q3 = np. zeros \(((T+2\), num_of_states_E_f, num_of_states_E_p \())\)
V_Q4_interim = np.zeros ((T+2, num_of_states_E_f, num_of_states_E_p, G))
Opt_Q4_interim = np.zeros \(((T+2\), num_of_states_E_f, num_of_states_E_p, G))
\#\# Initializing Effort variables
\(\mathrm{s}_{-} 0=0.0\)
s_n = 1.0
beta \(=3 / 4.0\) \#\#\#\# field spends beta*E_f in first three quarters
\(E_{-} f=n p . \operatorname{linspace}\left(s_{-} 0, s_{-} n, ~ n u m=n u m \_o f_{-} s t a t e s_{-} E_{-} f\right)\)
\(\mathrm{E}_{-} \mathrm{p}=\mathrm{np} . \operatorname{linspace}\left(\mathrm{s} \_0, \mathrm{~s}_{-} \mathrm{n}\right.\), num \(=\) num_of_states_E_p)
\begin{tabular}{|c|c|}
\hline \# & State (ADVA \\
\hline \# & P[:, j, i ] give \\
\hline \# & where, \\
\hline
\end{tabular}
\(P=n p \cdot z e r o s\left(\left(G, \quad n u m \_o f \_s t a t e s \_E \_f, \quad n u m_{-} o f \_\right.\right.\)states_E_p)) \#\# \(P=n p \cdot z e r o s\left(\left(G, E_{-} f, \quad E_{-} p\right)\right)\)
for i in range (0, len(E_p)):
    for \(j\) in range ( 0 , len(E_f)):
    if \(\mathrm{i}=0\)
            if \(\mathrm{j}=0\) :
                \(\mathrm{p}=0.5\)
            else
            \(\mathrm{p}=0.0\)
            else:
            \(p=E_{-} p[i] /\left(E \_p[i]+\left(b e t a * E_{-} f[j]\right)\right)\) \#\#\#\#\#\#\#\# FIELD uses \(3 / 4\) th of it's effort in first three quarters \#\#\#\#
            for \(g\) in range ( 0,61 ):
            \(\mathrm{P}[\mathrm{g}, \mathrm{j}, \mathrm{i}]=\) binom.pmf(g, 60, p)

\section*{4. Effort dynamics in a competitive league}

```

for $t$ in range (T, $0,-1$ ):
print (time.ctime (), " t = ", t)
\#\#\# Loop over FIELD effort levels
for j in range ( 0 , len(E_f)):
\#\#\# next two loops - visits to ALL possible Q4 states
for $k$ in range ( 0 , len(E_p)):
for a in range $(0,61)$ :
\#\#\# Maximisation at $Q 4$ for each possible state (e_P,a) for fixed e_F (j)
(val_Q4_interim , opt_saving_Q4_index) = max_bellman_Q4(j, k, a-30, V_Q3[t+1,:,:])
V_Q4_interim [t, j, k, a] = val_Q4_interim
Opt_Q4_interim[t,j,k,a] = E_p[opt_saving_Q4_index] \#\#\# remember it is optimal SAVING (not energy used in Q4)
\#\#\# Loop over TEAM effort levels
for $i$ in range ( 0 , len (E_p)):
(val_Q3 , opt_used_Q3_index) = max_bellman_Q3(j, i, V_Q4_interim[t,j,:(i+1),:])
V _Q3[t,j,i] $=$ val_Q3
Opt_Q3[t,j, i] = E_p[opt_used_Q3_index]
print('\n Voila!')

```

\section*{}
\#============================ Extension III: Strong and Weak opponents \(===============================1\) \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
\#\#\# Base Model Helper Functions Required.
\(\mathrm{T}=80\)
\(\mathrm{G}=61\)
num_of_states_E_f = \(100 \quad \# \# \# \# \#\) number of effort_grid_points num_of_states_E_p \(=100\) \#\#\#\#\#\# number of effort_grid_points random.seed (1234)
opponent_strength_in_game = np.random.randint(2, size=T+2) \#\#\# 0: LOW and 1: HIGH
\(\mathrm{V}=\mathrm{np} \cdot \mathrm{zeros}((\mathrm{T}+2, \mathrm{G}\), num_of_states_E_f,num_of_states_E_p))
V_new \(=n p \cdot z e r o s\left(\left(T+2, G, n u m_{-} o f \_\right.\right.\)states_E_f, num_of_states_E_p \(\left.)\right)\)
strategy \(=n p . z e r o s\left(\left(T+2, G, n u m_{-} o f_{-}\right.\right.\)states_E_f, num_of_states_E_p))
strategy_prop \(=n p . \operatorname{zeros}\left(\left(T+2, G, n u m_{-} o f \_\right.\right.\)states_E_f, num_of_states_E_p \(\left.)\right)\) strategy_new \(=n p \cdot z \cos \left(\left(T+2, G, n u m_{-} o f \_\right.\right.\)states_E_f, num_of_states_E_p)) strategy_new_prop \(=n p \cdot z \operatorname{cros}\left(\left(T+2, G, n u m_{-} o f_{-} s t a t e s \_E \_f, n u m_{-} o f\right.\right.\) _states_E_p \(\left.)\right)\)
opt_strategy_effort_index = np.zeros ((T+2,G, num_of_states_E_f, num_of_states_E_p))
opt_strategy_effort_index_new \(=\) np. \(\operatorname{zeros}\left(\left(T+2, G, n u m_{-}\right.\right.\)of_states_E_f,num_of_states_E_p))
\(P=n p \cdot z e r o s\left(\left(G, \quad n u m_{-} o f\right.\right.\) states_E_f, num_of_states_E_p)) \#\# P = np. zeros ((G, E_f, E_p))
for \(i\) in range (0,len(E_p)):
for \(j\) in range ( 0 , len (E_f)):
if \(\mathrm{i}=0\) :
if \(\mathrm{j}=0\) :
\(\mathrm{p}=0.5\)
else :
\(\mathrm{p}=0.0\)
else:
\(p=\) float (team (E_p[i], alpha) \(/(\) team(E_p[i],alpha)+field(E_f[j],beta)))
for \(g\) in range (0, 61):
\(\mathrm{P}[\mathrm{g}, \mathrm{j}, \mathrm{i}]=\) binom.pmf \((\mathrm{g}, 60, \mathrm{p})\)
for \(i\) in range \(\left(0, \operatorname{len}\left(E \_p\right)\right)\) :
for \(j\) in range ( 0 , len (E_f)):
for \(g\) in range (0, 61):
\(\mathrm{V}[\mathrm{T}, \mathrm{g}, \mathrm{j}, \mathrm{i}]=\operatorname{reward}\left((\mathrm{g}-30),(\operatorname{beta}) * \mathrm{E}_{-} \mathrm{f}[\mathrm{j}],(1.0-3.0 * \operatorname{alpha}) * \mathrm{E}_{-} \mathrm{p}[\mathrm{i}]\right)\)

```

print('\n Voila!')

```
\begin{tabular}{ll} 
\#\#================================================== \#\# \\
\#\# & Example Code For The Graph \\
\#\#==================================================\#\#
\end{tabular}
```


## following imports necessary

from numpy import *
%matplotlib notebook
import matplotlib.pyplot as plt
from mpl_toolkits.mplot3d import Axes3D

## The same code structure works for generating all graphs

## simply by replacing the Value array as well as other parameters appropriately.

## I therefore do not include it here.

t1 = 10
t2 = 40
t3 = 50
t4=60
t5 = 70
g_high = 37
g_mid = 30
g_low = 23
x,y = mgrid[0:len(E_p), 0:len(E_p)]
f_mid_tl = V[t1,g_mid,x,y]/(T - t1 +1)
f_mid_t2 = V[t2,g_mid, x,y]/(T - t2 +1)
f_mid_t3 = V[t3,g_mid,x,y]/(T - t3 +1)
f_mid_t4 = V[t4,g_mid, x,y]/(T - t4 +1)
f_mid_t5 = V[t5,g_mid,x,y]/(T - t5 +1)
fig = plt.figure()
ax_mid = fig.add_subplot(111,projection = '3d')

```

\section*{4. Effort dynamics in a competitive league}
```

ax_mid.plot_surface(E_f[x],E_p[y],f_mid_t1, rstride=1, cstride=1)
ax_mid.plot_surface(E_f[x],E_p[y],f_mid_t2, rstride=1, cstride=1)
ax_mid.plot_surface(E_f[x],E_p[y],f_mid_t3,rstride=1, cstride=1)
ax_mid.plot_surface(E_f[x],E_p[y],f_mid_t4, rstride=1, cstride=1)
ax_mid.plot_surface(E_f[x],E_p[y],f_mid_t5, rstride=1, cstride=1)
ax_mid.set xlabel('\nField Effort')
ax_mid.set_ylabel('\nTeam Effort')

```
\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#
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[^0]:    ${ }^{1}$ A mechanism is incentive compatible if participants can achieve the best outcome for themselves just by acting according to their true preferences.

[^1]:    ${ }^{2}$ Typically in the form of stability or strategy-proofness.

[^2]:    ${ }^{3}$ A profile of efforts is a list consisting of the effort choices of all participants in the contest.

[^3]:    ${ }^{1}$ For general introduction to the axiom, see Moulin (2014) and Barbera (2001). For various applications of the axiom, see Abdulkadiroğlu and Sönmez (1999), Moulin (1980), Sönmez (1999), Jackson and Nicolo (2004), Klaus et al. (1998), Moulin (2017), Maniquet and Sprumont (1999).
    ${ }^{2}$ See Moulin (2014) for a discussion of manipulation via swapping objects ex post in the context of the housing market model.

[^4]:    ${ }^{3}$ A weaker version of envy-proofness called top-envy-proofness has been studied in the context of allocation of indivisible objects in Mandal and Roy (2021).

[^5]:    ${ }^{4}$ A weaker version of envy-proofness called top-envy-proofness has been studied in the context of allocation of indivisible objects in Mandal and Roy (2021).

[^6]:    ${ }^{5}$ In their paper, they use the terminology: $\alpha$ adapts to $\gg$ to mean $\alpha$ is justified envy-free at $\gg$ given a profile $t_{N}$.

[^7]:    ${ }^{6} B\left(t_{i}, Y\right)=\min \left\{s^{\prime} \in Y \mid s^{\prime} \geq t_{i}\right\}$, denotes the best slot among a set of slots $Y \subseteq S$ given a target slot $t_{i}$.

[^8]:    ${ }^{7} i^{0}=\emptyset$

[^9]:    ${ }^{1}$ This notion is called weak stability in the literature, but we refer to it simply as stability. Irving (1994) proposes two other natural definitions of stability in the presence of indifferences: strong stability and super stability. These are stronger notions, but contrary to weak stability, they are not guaranteed to exist.

[^10]:    ${ }^{2}$ As opposed to eliminating only one firm from the set of available firms.

[^11]:    ${ }^{3}$ The theorem illustrates that the set of unmatched agents does not depend on the choice of stable matching.

[^12]:    ${ }^{4}$ Note that, there are two master lists, one for each side of the market.
    ${ }^{5}$ We assume that each project prefers any firm over remaining unmatched.

[^13]:    ${ }^{6}$ Since all projects have the same rank, the decreasing priority order plays no role.
    ${ }^{7}$ The existence of a strongly stable matching is however a rare event. For a detailed discussion, see Section 2.4.
    ${ }^{8}$ Hosts prefer refugee families of greater size subject to the condition that the host has sufficient number of beds.

[^14]:    ${ }^{9}$ Recall that, $J_{<k}$ is a shorthand to denote $J_{x}$ for some $x<k$.

[^15]:    ${ }^{10}$ See discussion preceding Definition 2.3.2.
    ${ }^{11}$ Refer to the section following Example 2.3.1 for an elaborate discussion.

[^16]:    ${ }^{12}$ If there are multiple such projects, any order between them works.

[^17]:    ${ }^{1}$ This is because the employer commits to a mechanism at the start of the rotation process. For further details see the discussion on mechanisms in the next sub-section.

[^18]:    ${ }^{2}$ See the discussion on job rotation priority structure in the previous sub-section for the basis of this objectivity.

[^19]:    ${ }^{3}$ The same example used in the proof of the impossibility theorem work for these two domains.
    ${ }^{4}$ Recall that $O$ denotes the set of jobs.

[^20]:    ${ }^{1} p>0$ denotes the maximum possible point (score) difference between teams in a quarter. Positive advantage denotes the team is ahead at the start of $Q 4$.

[^21]:    ${ }^{2}$ Recall that the field divides energy equally across all quarters, and hence $75 \%$ in first three quarters

[^22]:    ${ }^{3}$ Since the optimal action in $Q 1-Q 3$ is highly insensitive to which game in the season the team is in (see Figure 4.10b); the optimal action in $Q 4$ therefore also remains highly insensitive to the game number.

