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Abstract

Taking into account the rapid increase of renewable energy power generation in the UK, the
electrified heating represents an attractive solution for decarbonisation of heat in the long term.
However, this will significantly increase the peak power demand in winter and bring further chal-
lenges to the grid. Therefore, this work aims to model and optimise a district-level multi-vector
integrated energy system for both heating and power through technical and market analysis of
using a variety of local renewable energy resources for electricity and heat.

In this thesis, the integrated urban energy system is modelled and optimised in multi pro-
cesses. As a target system, the heating and electricity demand of the University of Glasgow
is used as a case study. In order to model the heating and electricity demand under different
weather profiles, the heat demand of the buildings is modelled in an engineering model and a
statistical model respectively to predict the hourly heat demand according to weather conditions;
while the electricity demand is modelled considering both the building baseload and occupancy
rate.

In heat demand modelling, in order to distinguish the heat demand of each building from
the data of whole campus provided by the Energy Center when the detailed building parameters
are unknown, this work uses a bottom-up building energy model, which uses physical process
of heat transfer to simulate the space heating of buildings, and proposes a Bayesian-based cal-
ibration method to calibrate the building parameters in the model. The results show that the
Bayesian approach-based emulator performs better with fewer calibration times to find the op-
timal point, which is relable and efficient to calibrate the thermal parameters in building energy
models.

Due to the complexity of building a bottom-up building energy model, it is not easy to ex-
pand the model to larger areas or add more building samples in the model. Therefore, this work
also builds a more general statistical model that can predict the heat demand of different types of
buildings simply by giving weather conditions and building characteristics. This work uses arti-
ficial neural networks (ANN) technology to simulate the nonlinear relationship between weather
conditions, building characteristics and heat demand. In order to improve the training efficiency
of ANN, a new sensitivity analysis method is proposed to analyse the correlation between input
variables and detect and remove the variables with low importance and the variables that have
high importance but contain duplicated features. The result shows the proposed method can re-
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duce training time by around 20% while achieving the same training and prediction performance
compared with the traditional sensitivity analysis method.

In the electricity demand modelling, the impact of randomness of occupants’ activity on
power demand forecasting for buildings has been a difficult problem. In order to solve this
problem, this work proposes two approaches for fitting and predicting the electricity demand of
office buildings by splitting the time horizon for different occupancy rates. The first proposed
approach splits the electricity demand data into fixed time periods and using linear regression
approach to fit the building baseload and occupancy rate. The second proposed approach uses
the ANN and fuzzy logic techniques to fit the building baseload, peak load, and occupancy rate
with multi-variables of weather variables. The result shows that the proposed methods reduce
the prediction error of electricity demand by 30% and 55% compared with the conventional
ANN approach.

To study the impact of electrified heating on buildings and the grid, an Integrated Energy
Network (IEN) is established that includes the heat and electric demands of buildings, as well as
the generation of local renewable resources and energy storage techniques. In order to rationally
plan this new type of IEN based on electric heat pump (HP), this work studies and develops
a particle swarm optimisation (PSO) algorithm-based optimisation size method to maximize
the decarbonisation on building heating under limited investment cost. According to different
source of electric driven, the IEN can be designed as a grid powered HP based heating system
and a grid independent renewable heating system (RHS). For the grid powered IEN, this work
formulates an operating scheme based on different electricity tariffs to reduce the operational
cost of grid power. For the grid independent RHS, this work uses the PSO algorithm to optimise
the size of local renewable resources, heat pumps and storage equipment based on the annual
investment cost to minimise the total CO2 emission and reduce the operational cost of natural
gas. This work provides a feasible solution for how to invest in RHS to replace the existing gas
boiler/CHP based heating system.

In summary, the significance of this study is to use of local renewable energy sources in
electric heating taking into account the local weather conditions and the demand of heat and
electricity to reduce carbon emissions in heating and electricity supply.
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Chapter 1

Introduction

1.1 Background

In current decades, the huge consumption of fossil fuels makes the reserved resource greatly
been reduced. Meanwhile, the global climate changes became extreme abnormal. Mitigation of
climate change has become an increasingly important topic. According to the United Nations
(UN) forecast, the global population will increase to 9.8 billion by 2050 and reach 11.2 bil-
lion by 2100 [1]. The increasing population and the continuous use of non-renewable resources
will have a serious impact on the climate and the environment [2, 3]. The World Health Or-
ganization (WHO) reports that air pollution causes approximately 7 million deaths worldwide
every year [4]. In the 2015 Paris Agreement, 197 countries, including the world’s three major
emitters (China, United States, and European Union), agreed to limit the global average tem-
perature rise to a range below 2◦C compared with the pre-industrial level, and worked hard to
limit the temperature rise below 1.5◦C [5], and climate actions aimed at Carbon Neutral were
issued. Carbon Neutral is defined as the reduction of net CO2 emissions from energy and in-
dustrial processes to zero after considering carbon capture and storage (CCS). Net Zero is a
similar concept to Carbon Neutral but goes beyound just carbon but all greenhouse gases being
emitted into the atmosphere. It indicates that human activities no longer cause global warm-
ing. According to forecasts, on a global scale, net zero CO2 emissions are earlier than net zero
greenhouse gas (GHG) emissions, that is, 2◦C will be from 2065 to 2080 and 1.5◦C will be from
2045 to 2060 [6]. In most cost-optimal scenarios that limit global warming to 2◦C compared to
pre-industrial levels, there is at least a 66% probability that net greenhouse gas emissions will
occur soon after 2085 [6]. The United States and the European Union promise to achieve carbon
neutrality by 2050, and China promises to achieve carbon neutrality by 2060. However, the
European Climate Foundation stated that although the decarbonisation of European buildings is
imminent, the industry is currently not on track to achieve zero greenhouse gas emissions by
2050 and emphasized that current policies are not sufficient to achieve the goal [4].

In 2018, heat demand accounted for half of the world’s final energy consumption, 90% of

1
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which came from fossil fuels, which accounted for 40% of global CO2 emissions [7, 8]. Al-
though industrial heating is the largest consumer, space heating and water heating in buildings
account for 46% of the demand [7]. Heating and hot water in buildings account for nearly a
quarter of global energy consumption. Heating of residential space is one of the main contribu-
tors to GHG emissions, and approximately 90% of the heat comes directly from the combustion
of fossil fuels (mainly natural gas). Globally, the type of heating technology installed in the past
decade has hardly changed. Fossil fuel equipment and traditional electric resistance heaters ac-
counted for nearly 80% in 2019 [9]. In Europe, 57% of building heating needs are met by natural
gas, and another 23% is provided by oil or coal [8]. In many temperate countries, space heating
and water heating in buildings account for more than two-thirds of the total heat demand. For
example, in the UK, this proportion accounts for 71% [8].

The UK’s 2008 Climate Change Act was amended in 2019, stipulating that carbon emissions
should be reduced to net zero by 2050 [10]. However, electricity only accounts for 18% of the
UK’s total energy usage [11]. The space heating and water heating of residential and commercial
buildings use 57% more energy than the total electricity generation in the UK each year, and
more than 84% of the heat comes from natural gas or oil [8, 12]. In 2017, the UK’s annual
CO2 emissions have fallen by 38% since 1990. Emissions from the power sector accounted for
60% of this decline, while the residential sector stagnated. According to the estimates of the
Domestic Energy and Carbon Model in the UK, space heating emits about three times as much
carbon dioxide as the second source of emissions (lighting and appliances) [13]. Therefore,
reducing GHG emissions in the residential sector, especially those related to space heating, is
necessary to achieve this net-zero goal.

Since the 1960s, the number of households has almost doubled, but for most of the 1990s
and early 2000s, improved heating systems and household thermal efficiency kept annual emis-
sions between 80 and 90 MtCO2/a [14]. In the UK, district heating (DH) accounts for only 0.8%
of domestic heating [15]. Nevertheless, between 2013 and 2018, the total number of heat net-
work customers more than doubled, from 211,000 to nearly 500,000 [14]. With the phasing out
of inefficient indoor heaters, gas-boiler central heating has become the main method of space
heating in the UK. The proportion of residential heating with gas boilers increased from 80%
in 1996 to 92% in 2017 [16]. Although the efficiency of gas boilers reduces the use of fossil
fuels, they are still the main heating technology in the UK [8]. It is estimated that the com-
bustion of gases in residential and commercial buildings contributes to 18% of the UK’s GHG
emission [8]. With the high penetration of natural gas in a large number of inefficient buildings,
a study showed that without major policy intervention, any move away from natural gas will not
happen [17]. Therefore, until the cost of carbon emissions is high enough, natural gas will still
be a cost-effective way of heating, and the cost of providing infrastructure for new technologies
(such as the large-scale electrification of heat pumps) will be prohibitive. For the UK to achieve
net zero emissions, significant changes must be made to the way heat is generated.
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At present, natural gas is still the main feature of existing and new housing in the UK, with
strong historical, technological, and social barriers to change. With the tightening of system-
wide decarbonisation targets in 2050, heating in the residential sector is playing an increasingly
important role in reducing emissions. In Scotland, the gas demand is more than three times than
that of electricity demand [18], as shown in the yearly pattern of energy consumption in Figure
1.1. Moving away from natural gas has become inevitable, and the long-term development
trajectory combines end-use electrification at the household or collective level with supply-side
decarbonisation. The UK government issued a heat supply strategy framework in 2012, and
extensively proposed long-term electrification [14].

Figure 1.1: Yearly Pattern of Energy Consumption [18].

The full use of electric heat pumps under current conditions in the UK will result in a 25%
increase in electricity demand, but a 65% increase in peak demand [19]. One possibility to in-
tegrate electricity and heat networks is to use Combined Heat and Power (CHP) units that can
produce heat and electricity simultaneously [20]. The CHP units and heat pumps act as the link-
age of electricity and heat networks for the district heating systems. Furthermore, heat demand
highly depends on seasons and weather condition. The CHP units have strong interdependence
between electricity and thermal generation. However, the heat loads are much higher than the
electricity demands in winter, especially at off-peak hours. To meet the heating demands, CHP
units have to generate large amount of power including both the heat and electricity. The usage
of renewable energy is therefore limited as only electricity been generated [21–23]. This occu-
pies the fraction of wind energy generation and causes large curtailment on wind energy [24].

In the past, heating and power sectors were normally tackled separately. The future energy
network will include multi-type energy vectors, including renewable energy sources, such as
solar, wind, and geothermal, and non-renewable energy sources, such as natural gas. It is much
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benefit to consider the multi-vectors in an integrated energy system. The integrated energy
systems have been developed rapidly in recent years, and have achieved good performance in
energy efficiency improvement, CO2 emission reduction and renewable energy integration [20,
25–28]. The coupling of heat and electricity represents a typical integrated energy system. The
increasing penetration of these kinds of coupling components makes the interaction between
the electricity and heat networks more significant. The tight connection of the two networks
results in more flexible utilisation of the coupling components (CHP units, electric boilers, heat
pumps, circulation pumps, etc.), distributed renewable resources and energy storage systems.
Flexible conversion between electrical and thermal energy could reduce the use of traditional
heating schemes that burn natural gas for heat, allowing policymakers to see the possibility of
carbon-reduced heating. Therefore, a policy called the Renewable Heat Incentive (RHI) has been
risen to encourage and promote the technologies of renewable heat sources, such as biomass
boilers, solar thermal systems, geothermal systems, etc. [29]. Considering the rapid increase of
renewable power generation in the UK, electrifying heating represents an attractive solution for
the decarbonising heating sector in the longer term. However, this will bring uncertainties and
further challenges to the national grid, in terms of creating extra power generation capacity and
balancing the generation and demand. The current energy infrastructure cannot address these
challenges.

1.2 Major Contributions

This thesis aims to model and optimise district-level multi-stakeholder, multi-vector integrated
energy systems for both heating and power through a technical and market analysis, which
utilises multiple sources of local electricity and heat generation from renewables and involves
multiple energy users and stakeholders of infrastructure. The first major scientific question that
needs to be solved is how to model the heat and electricity demand of buildings, which has
nonlinear dependency with weather profile and uncertain occupants’ behaviour. The second
major scientific question that needs to be solved is how to optimise such integrated urban energy
systems and also provide an insight in the opportunity of utilising electricity and heat storage
systems to aid the balancing and effectiveness of matching supply and demand with the multiple
characteristics on the system.

In order to solve the above two major questions, this work aims to develop modelling ap-
proach to estimate the heat and electricity demand of buildings by using the data of University of
Glasgow as a case study, and to design a feasible plan to gradually phase out existing gas-fired
boilers for building decarbonisation based on the heat demand of the university campus and the
distribution of local renewable energy, and to contribute to the realization of the UK’s goal of
net zero by 2050.

The major objectives of this thesis and main contributions of each chapter has been shown
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in Figure 1.2. In order to model the heat and power demands of buildings and find out the
most relevant weather variables, the thermal parameter calibration is studied in Chapter 3, the
weather dependency is studied in Chapter 4, and the uncertain occupancy rate is studied in
Chapter 5. In order to incorporate local renewable resources according to weather conditions in
such integrated urban energy systems and optimise the size of each component, the integrated
energy system and local renewable resources are modelled in Chapter 6.1 & 6.2, the optimal
sizing approach is studied in Chapter 6.3, and the case studies are shown in Chapter 6.4 & 6.5
to consider the reduction of CO2 emission.

Figure 1.2: Major objectives of each chapter.

The thesis reports the research work undertaken based on modelling and optimisation of
integrated urban energy systems for both heating and power. The major contributions of this
work can be summarized as follows:

• Detailed thermal parameters are essential for predicting the demand of district heating
network using physics-based energy models. But the parameters are not always available
or sufficiently accurate. To reduce the simulation time in calibration and the dependency
of accurate data of buildings, this work develops a prediction approach using a building
energy model whose parameters are calibrated by Bayesian-based calibration method to
match the recorded data of monthly heat demand. In the proposed calibration approach,
an emulator is established to evaluate the untested values of thermal parameters using
Bayesian method, and then use the evaluation results to search for the most suitable pa-
rameters value. The designed approach greatly accelerates the calibration speed. The
method is used to calibrate a single parameter and multiple parameters of the building
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thermal energy models for a district heating network. After it has been verified with mea-
sured data, the developed calibration method is used to calibrate parameters of building
energy models. The output of the calibrated model can predict the hourly building heat
demand in district heating networks.

• Artificial neural network (ANN) has become an important method to model the nonlinear
relationships between weather conditions, building characteristics and its heat demand.
Due to the large amount of training data required for ANN training, data reduction and
feature selection are important to simplify the training. However, in building heat demand
prediction, many weather-related input variables contain duplicated features. This work
develops a sensitivity analysis approach to analyse the correlation between input variables
and to detect the variables that have high importance but contain duplicated features. The
proposed approach is validated in a case study that predicts the heat demand of a dis-
trict heating network containing tens of buildings at a university campus. The proposed
approach can detect and remove several unnecessary input variables and helps the ANN
model to reduce its training time while maintaining the prediction accuracy. It indicates
that the approach can be applied for analysing large number of input variables to help
improving the training efficiency of ANN in district heat demand prediction and other
applications.

• Due to the impact of occupants’ activities in buildings, the relationship between elec-
tricity demand and ambient temperature will show different trends in the long-term and
short-term, which show seasonal variation and hourly variation, respectively. This makes
it difficult for conventional data fitting methods to accurately predict the long-term and
short-term power demand of buildings at the same time. In order to solve this problem,
this work proposes two approaches for fitting and predicting the electricity demand of of-
fice buildings. The first proposed approach splits the electricity demand data into fixed
time periods, containing working hours and non-working hours, to reduce the impact of
occupants’ activities. After finding the most sensitive weather variable to non-working
hour electricity demand, the building baseload and occupant activities can be predicted
separately. The second proposed approach uses the ANN and fuzzy logic techniques to
fit the building baseload, peak load, and occupancy rate with multi-variables of weather
variables. In this approach, the power demand data is split into a narrower time range
as no-occupancy hours, full-occupancy hours, and fuzzy hours between them, in which
the occupancy rate is varying depending on the time and weather variables. The pro-
posed approaches are verified by the real data from the University of Glasgow as a case
study. Compared with the traditional ANN method, both proposed approaches have less
root-mean-square-error (RMSE) in predicting electricity demand. In addition, the sec-
ond proposed approach can provide more information for building energy management,
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including the predicted baseload, peak load, and occupancy rate, without requiring addi-
tional building parameters.

• Due to the distributed and seasonal heating demand, the decarbonisation of heating is
more challenging, especially for countries that are cold in winters. Electrically powered
heat pumps are considered as an attractive solution for decarbonising heating sector. Since
grid-powered heat pumps may significantly increase the power demand of the grid, this
work considers using local renewable energy to provide power for heat pumps, which is
known as the grid independent renewable heating system including photovoltaic, wind
turbine, battery storage system and thermal energy storage. This work investigates a com-
plete renewable heating system (RHS) framework and sizing the components to decar-
bonise building heating. The relationship between the reduction of gas consumption and
the requirement of battery storage system under the corresponding installation capacity
of renewable components is analysed with their technical requirements. Then, according
to different investment plans, this work uses the particle swarm optimisation algorithm
for optimal sizing of each component in the RHS to find a solution to minimise CO2

emissions. The RHS with optimal sizing can minimise CO2 emissions and reduce the
operational cost of natural gas. This work provides a feasible solution of how to invest the
RHS to replace the existing heating system based on gas boilers and CHPs.

1.3 Thesis Outline

The thesis is organised as follows.
Chapter 2: Literature Review
This chapter introduce the commonly used approaches in engineering modelling of building

heat demand, statistic modelling of heat demand, statistic modelling of electricity demand and
integrated heat and power network in literatures. After the review of commonly used approaches,
the problems of current approaches and motivation of this research work have been discussed.

Chapter 3: Model Calibration of Building Space Heating
This chapter describes the process of modelling the heating network using a bottom-up build-

ing energy model and develops a parameter calibration approach by Bayesian-based calibration
method. This aims to solve the problem that the detailed thermal parameters are essential but
not always available to be obtained or sufficiently accurate. Section 3.1 describes the modelling
of building heat demand in a district considering the physical process of heat transfer. Section
3.2 presents the development process of Bayesian-based model calibration approach. Section
3.3 demonstrates the simulation results of thermal parameter calibration and heat demand pre-
diction of University of Glasgow as a case study. And the chapter is concluded in Section 3.4.

Chapter 4: Statistical Modelling of Heat Demand
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This chapter investigates the artificial neural network (ANN) based statistical method to
model the nonlinear relationships between weather conditions, building characteristics and its
heat demand, and then develops a sensitivity analysis approach to analyse the correlation be-
tween input variables and to detect the variables that have high importance but contain dupli-
cated features. Section 4.1 describes the ANN model for building heat demand prediction and
data collection for training. Section 4.2 presents the development of feature selection based
sensitivity analysis approach. Section 4.3 demonstrates the simulation results of the proposed
sensitivity analysis approach and training performance compared with using the traditional ap-
proach. And finally the chapter is concluded in Section 4.4.

Chapter 5: Statistical Modelling of Electricity Demand
This chapter investigates the modelling of electricity demand and proposes two approaches

for fitting and predicting the electricity demand of office buildings by splitting the time horizon
for different occupancy rates. The first proposed approach splits the electricity demand data
into fixed time periods and using linear regression approach to fit the building baseload and oc-
cupancy rate. The second proposed approach uses the ANN and fuzzy logic techniques to fit
the building baseload, peak load, and occupancy rate with multi-variables of weather variables.
Section 5.1 describes the data processing and modelling process for electricity demand predic-
tion. Section 5.2 presents the development of two electricity demand prediction approaches.
Section 5.3 demonstrates the simulation results of electricity demand prediction using the two
proposed approach comparing with the traditional ANN based approach. And finally the chapter
is concluded in Section 5.4.

Chapter 6: Integrated Heat and Power Network
This chapter investigates the integration of heat and power network and a heat pump based

renewable heating system (RHS), and then develops a PSO algorithm based optimal sizing ap-
proach for grid independent RHS for building decarbonisation. This work provides a feasible
solution of how to invest the RHS to replace the existing heating system based on gas boilers
and CHPs. Section 6.1 describes the traditional gas boiler/CHP based integrated heat and power
network in University of Glasgow. Section 6.2 describes the modelling of each components in
the renewable heating system. Section 6.3 presents the PSO algorithm based optimal sizing ap-
proach for the RHS to reduce the CO2 emission. Section 6.4 demonstrates the simulation results
of operational cost reduction in grid powered heat pump based integrated energy network under
different electricity tariffs. Section 6.5 demonstrates the simulation results of minimisation of
CO2 emission and reduction of operational cost of nature gas in the grid independent RHS. And
finally the chapter is concluded in Section 6.6.

Chapter 7: Conclusion and Future Works
The thesis has concluded with a summary of the results and several suggestions for future

work. The suggestions for future work will highlight the unsolved problems that remained.
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Chapter 2

Literature Review

2.1 Engineering Modelling of Building Heat Demand

2.1.1 Building energy simulation approaches

The increasing of energy consumption of using fossil fuel has been causing global warming
problems. In recent decades, a lot of efforts have been made to reduce greenhouse gas emissions
and the consumption of fossil fuel to mitigate the global environmental degradation and warming
[30]. Many countries have deployment targets for low carbon technologies such as photovoltaic
panels, electric vehicles and heat pumps with the aim to cut CO2 emissions [31]. In terms of
global energy consumption, buildings are becoming an important sector in current and future
energy landscapes [32–34]. In cold regions, the demand of heat is much higher than that of
electricity [35, 36]. In the building sector, heat demand is much higher than in other sectors
and constitutes 40% of the household energy consumption [37, 38]. Accurate prediction of the
heat demand of buildings is needed for the optimisation of heating networks, thermal comfort
maintenance, and smart control of intelligent HVAC system [39]. The energy performance of
a building depends on a great amount of information regarding weather condition, building
materials, number of occupants, usage of equipment inside the building, human social activity
influences, etc. In order to reduce energy consumption and GHG emissions in every sector of
the economy, building energy consumption estimation has become a key approach to achieve
the goals. Thermal performance of buildings is related to three main categories: micro-climate
of the environment of the building, building physics, and required thermal comfort inside the
building [40]. Energy performance of building is complicated since it depends on multiple
variables associated to the building characteristics, equipment and systems, weather, occupants,
and sociological influences [41]. Since energy consumption is a function of a great amount of
information regarding (a) building characteristics, (b) energy systems characteristics, control and
maintenance, (c) weather parameters, and (d) occupants’ behaviour, among other sociological
parameters, forecasting buildings energy consumption is not an easy task [41].

10
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The building energy models used to predict the heat dynamics of buildings can be categorised
into engineering approaches, data-driven approaches, and their hybrids [42, 43], as shown in
Figure 2.1 [41, 44].

Figure 2.1: Classification of energy modelling approaches [41, 44].

• Statistical methods: These methods aim to use statistic approaches to analyse the histori-
cal data of energy consumption by users. Both regression methods and intelligent methods
can be used to analyse the historical data. The regression methods can be either linear or
multivariate regression to generate the internal relationship from a large amount of mea-
sured data. The intelligent methods, which include neural networks, machine learning,
and other artificial intelligence approaches, to solve the nonlinear internal relationship
even with small quantities of data for training.

• Engineering methods: These methods are developed with building energy simulators,
which use bottom-up models to simulate the energy behaviour of a building. Based on
the physical principles of heat transfer and engineering expertise, the bottom-up mod-
els can simulate the real thermal behaviour of a building according to the given ambient
weather conditions, user behaviour and related building parameters including the heating
area, thermal coefficients of walls, roof and windows, and solar heat gain coefficient. The
thermal performance parameters depend on the thermal properties of various building ma-
terial and the configurations of the building envelope [45]. Therefore, the building energy
model is reliable to predict the heat demand only when the building thermal parameters of
the model is well calibrated [46].

• Hybrid models or “grey box”: These methods are the combination of the statistical and
engineering models to overcome the limitation of physical approaches that need to know
detailed building and weather information, and the limitation of statistical approaches that
need to be trained using a large amount of measurement data with uncertainties. The
hybrid models are developed for the cases of partially known building information and
lack of recorded historical data for statistical analysis and training [41].
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2.1.2 Model calibration methodologies

Many calibration methodologies have been proposed depending on different analytical methods
and strategies [47–50]. Analytical calibration methods are widely used to adjust input parame-
ters until simulation outputs match actual measurements [51]. In these studies, most calibration
techniques are manual while only a few are automated. When the complexity of the building
model increases, the reliability of the calibration method decreases [52]. In addition, these ana-
lytical calibration methods also require significant amounts of data from sensors, such as internal
temperature or consumed energy in the target building [53]. On the other side, the input param-
eters have complicated internal interaction between each other since there are a large number of
input parameters [52]. As a result, the analytical calibration method is unable to get available
evidence to determine each parameter. Due to this issue, some sensitivity analysis approaches
have been introduced to reduce the number of parameters to be adjusted in analytical calibration
methods [54, 55]. Alternatively, some studies have investigated simplified models with lumped
parameters to reduce computational cost [56, 57]. In many areas, such as in large parts of Scot-
land, a large number of historical buildings have been maintained and modified several times
since they were built. It is a big challenge to measure the exact parameters of these historical
buildings or to install sensors to obtain detailed data [58, 59]. Besides, district heating networks
(DHNs) usually contain tens to hundreds of different buildings, which increases the difficulty of
collecting detailed data of each building for calibration.

2.1.3 Scientific questions

If the measured data is not accurate or the data is affected by uncertain factors, the traditional
method could cause overfitting issue to the recorded data. The uncertainty analysis attracts
particular research interests as the building energy models represent a simplification of reality.
Mustafaraj et al. proposed a calibration method to ensure accuracy and to reduce the likelihood
of errors for building energy efficiency simulation [60]. Heo et al. proposed a general theoret-
ical approach to the uncertainty analysis in calibrating building energy simulation models [30].
Yang et al. devised a mesh generation strategy to calibrate the model parameters under high
uncertainty by comparing the simulated indoor air temperatures to the experimental measure-
ments [61]. Another possible approach is Bayesian calibration, which performs well in finding
the posterior distribution of uncertain building parameters with noisy sensor data sets [43]. Yuan
et al. used a Bayesian calibration approach to quantify the uncertainties associated with model
parameter for representation improvement [62], and they also proposed a Gaussian Process (GP)
based Bayesian method to simultaneously calibrate and rank input parameters of building en-
ergy simulation models to enable the efficient use of limited data sources [63]. However, the
analysis of uncertainty aims to find the total distribution of the uncertainty statistically. The un-
certainties still affect recorded data in time-series. Also, the traditional calibration method runs
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the simulation model many times until it matches the accurately recorded data of heat consump-
tion. However, in calibrating the model of a DHN, the simulation time is extremely long as the
network includes dozens of building models.

2.2 Statistic Modelling of Heat Demand

2.2.1 Building heat demand

In Europe, the energy consumption of buildings has steadily increased and accounts for nearly
40% of total energy usage [64]. The data shows that heating, ventilation and air-conditioning
(HVAC) systems consume the most electrical energy to provide comfort to the working spaces
of the building [65]. In most cold areas, such as Scotland, heating accounts for the highest
proportion of total building energy consumption and is much higher than other sectors [37] and
nature gas is another significant source of heating. Some local communities, such as universities,
have their own combined heat and power (CHP) plants and boilers in the district heat supply for
dozens of buildings. The building heat demand can be supplied by either the district heat sup-
ply, nature gas, or electricity. Load forecasting is essential for energy consumption management
and anomaly detection of energy usage in buildings as well as for the integration of variable
renewable sources [66]. But at present, forecasting the building electricity power consumption
is difficult due to the complexity of the system inside the building and varieties of loads, espe-
cially the electric appliances [65]. Therefore, the accurate prediction of building’s heat demand,
regardless of the supplies of heat demand, becomes the target [67].

The modelling of building heat demand can be classified into three main categories: engi-
neering modelling methods, data-driven methods, and their hybrids [41,68]. Engineering meth-
ods develop bottom-up building models and simulate the heat transfer process based on physical
principles [45]. Most building energy simulators use bottom-up building models and heat trans-
fer principles to simulate the energy consumption, e.g. TRNSYS, EnergyPlus and Integrated
Environmental Solutions Virtual Environment (IES-VE) [69, 70]. However, building energy
simulators require a detailed description of the building to account for the end-use heat demand
and have long simulation times, especially for large energy networks. The required number and
accuracy of parameters and computational cost are the main drawbacks of these methods. For
these reasons, data-driven methods have become popular as an alternative modelling approach
to predict the heat demand of buildings.

The data-driven models are developed using statistical methods to fit the input parameters
to outputs without any knowledge of their physical relationship, a so called “black-box” model.
The input parameters for building energy consumption include both the environmental parame-
ters, such as temperature, solar radiation, humidity, and atmospheric pressure, as well as build-
ing design parameters, such as percentage area of windows, thermal properties of walls, and
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building orientation and also the occupant behaviour [71]. Apart from these, recent research
indicates that the time series data, such as time of day and days of the week, is also impor-
tant as input variable of data-driven models [33]. That is because the heating time is normally
correlated to both the indoor temperature and heating mode, which can be known as a kind of
occupant behaviour. Comparing with the conventional regression modelling technique, artificial
intelligent (AI) techniques are known to perform more reliable and efficient in many modelling
tasks [72–74].

2.2.2 Artificial intelligent methodologies and sensitivity analysis

The commonly used AI techniques include genetic algorithms, support vector machine and ar-
tificial neural networks (ANN) [75, 76]. ANN has become one of the most important methods
in empirical nonlinear modelling and is widely used to model complex functional relationships
between weather conditions and building characteristics as inputs and its heat demand as out-
puts [71, 77]. The commonly used measurement methods for validating the result of ANN
models include mean absolute error (MAE), mean square error (MSE), correlation (R), and co-
efficient of determination (R2) [78]. The major advantages of ANN are its very low model con-
struction cost and ability of flexible input-output mapping for complex systems [79]. Whatever
complexity of the target system, the ANN is able to use the simplest construction to model its be-
haviour. This feature of ANN make it widely used to forecast irregular variables, which includes
geography information such as wind speed [80] and global solar radiation [81], random building
energy usage such as electricity usage [66], cooling load [82] and energy consumption [72, 77],
and power generation systems such as photovoltaic [83, 84] and PV/thermal system [78].

Although the construction of ANN has these advantages, its shortcomings are the large
amounts of data required for the training, long training time, high risk of overfitting and dif-
ficulty of interpreting the knowledge gained by “black-box” models [85]. A common way
to reduce these shortcomings is to delete unimportant data components in the training sets to
obtain smaller networks, reduced-size data vectors and minimised redundancy in the training
data [86, 87]. This can be achieved by analysing the total disturbance of network outputs due to
perturbed inputs [87]. Reducing the number of inputs to an ANN model and to select key vari-
ables is known as feature selection, which aims at identifying the most relevant input features
within a dataset [88–90]. Researchers have analysed different methods of feature selection for
ranking and identifying important inputs, such as sensitivity analysis, fuzzy curves, and change
of MSE [86].

Sensitivity analysis identifies which input parameters are important for the prediction of the
output variable and also quantifies how the changes in the values of the input variables alter the
value of the output variable [85, 91]. Several methods have been proposed to explain the contri-
bution of variables in ANN models, including the adaptation of their connection weights [92], a
fictitious input matrix considering a successive variation of one input variable while the others
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are kept constant [93], the connection weights selected by a randomization approach [94], a per-
turbation of the input variables [95], the partial derivatives of the output according to the input
variables using the connection weights of the ANNs [96,97]. Typical model sensitivity analyses
are “one-at-a-time” simulations that evaluate the impact of each input in turn and ignores the
interactions with other input variables [97, 98].

2.2.3 Scientific questions

In predicting the district heat demand with given weather information, it is found that most
input variables contain duplicated feature even if they show a high importance in the sensitivity
analysis indicating that the training data can be further simplified to reduce the training cost
and the risk of overfitting. Therefore, the correlations among inputs also need to be analysed to
simplify the training data and remove the duplicated features.

2.3 Statistic Modelling of Electricity Demand

2.3.1 Building electricity demand

The energy consumption of a building is affected by many factors, including weather variables,
especially the dry-bulb temperature, the structure of the building and the thermal properties of
physical materials used, occupancy and human behaviour, and secondary components, such as
lighting system [64]. In the literature, many studies have used engineering methods [32, 99] or
statistical methods [33, 100] to model and predict the weather-related thermal energy require-
ments of buildings. However, due to the influence of occupants’ activities, predicting the elec-
tricity demand is more complicated than predicting the heat demand. In the literature, different
prediction methods are used for the thermal load and electrical load of various buildings. The
heat load model is usually based on regression analysis, and the power load model is usually
based on the probability distribution of hourly daytime analysis [101]. Statistical models can
be used to study the effects of temperature, and time series models can be used to predict daily
power demand [102].

The data of building energy consumption shows that the basic electricity consumption of
buildings includes emergency lighting, service and safety electricity, which are basically con-
stant throughout the day [103]; the variable electricity consumption of buildings includes heat-
ing/cooling loads, household air-conditioning equipment, hot water, and other power consump-
tion [64], which are obviously affected by weather variables [102]. In most buildings, the HVAC
(heating, ventilation, and air conditioning) systems consume the most electric energy, which can
provide a sense of comfort for the working space of the building [65]. However, the simple un-
derstanding of occupancy in current research has led to a huge performance discrepancy between
estimated energy consumption and measured energy consumption [67, 104]. Due to the overall
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increase in per capita building area, power consumption indicators based on building area are
no longer suitable for predicting the energy demand of buildings [103]. In [105], Newsham and
Birt especially emphasized the influence of occupancy rate, which obviously can improve the
accuracy of the model. In the modelling of occupancy rate, it is difficult to collect information
about equipment occupancy and operation and, thus, time indicators are usually selected as input
related to the timetable to indicate occupancy and equipment usage [106]. In order to solve the
influence of seasonal changes and human activities on the power demand forecast of buildings,
some studies have established separate models for different seasons or months to predict the
power demand including human activities [107, 108].

2.3.2 Methods in occupancy rate prediction

As building energy behaviour is affected by many factors, this complex situation makes it dif-
ficult to accurately predict building energy consumption [64]. In the literature, researchers use
data mining techniques to discover and summarise electricity consumption patterns hidden in
data [109]. Reference [75] reviews the research on the development of data-driven building
energy consumption prediction models, and outlines the data-driven building energy predic-
tion research using machine learning algorithms, including support vector machines (SVM),
ANN, decision trees and other statistical algorithms have identified existing research gaps and
highlighted future research directions in the field of data-driven building energy consumption
prediction [75]. Literature [110] demonstrates a comparative study of four data-driven methods
used in online building energy consumption forecasting. These methods involve large-scale data
extracted from several types of buildings, compared with other methods with less calculations.
ANN has higher accuracy. Literature [109] proposed an effective classification model using
SVM as the basic optimisation framework, and verified its feasibility. In the literature [111],
the researcher proposed an SVM model that only uses the temperature and occupancy rate
of the building as attributes to predict the power load in non-residential buildings, which can
achieve accuracy and calculation cost in various situations The best balance [111]. Nizami and
Al-Garni [112] tried a simple feedforward neural network that correlated electrical energy con-
sumption with the number of residents and weather data. Literature [113] proposed a framework
based on deep learning to predict electricity demand by taking care of long-term historical de-
pendence. Literature [114] proposed and evaluated a novel RNN technology that can predict the
energy use of non-residential large buildings consisting of 562 rooms. Literature [106] proposed
a deep feedforward neural network architecture determined by genetic algorithm, which is used
for the daily hourly and daily power consumption of campus buildings in the real world in the
UK. Literature [115] proposed a recurrent neural network model, which can predict the elec-
tricity consumption of commercial and residential buildings in the medium and long term (more
than one year) at a resolution of one hour [115]. Literature [67] proposed an occupancy estima-
tion method based on blind system identification, and estimated the number of occupants based
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on artificial neural network and using BSI, and developed and reported a power consumption
forecast model for air conditioning systems [67].

Currently, a shallow understanding of occupancy rates has led to a huge performance gap
between estimated and measured energy consumption [67]. Due to the overall increase in per
capita building area, electricity consumption indicators based on building area are no longer
suitable for predicting energy demand occupied by buildings [103]. In [105], Newsham and
Birt particularly emphasized the influence of occupancy rate, which obviously can improve
the accuracy of the model. Residential activities will greatly affect building performance, so
dynamic modelling should be used to faithfully represent reality [104]. There is no existing
method that can simulate the time dependence of random activities based on physical quanti-
ties [104]. The most important factors are occupied time and free time, which will greatly affect
the use of energy, because the occupants will use heating, electric plugs, office equipment and
air-conditioning equipment [110]. As it is difficult to collect information on the occupancy and
operation of equipment, time indicators (such as hour of the day, day of the week, month of the
year) are usually selected as timetable-related inputs to represent the situation of occupancy and
operation of equipment [106]. Time dependence is crucial for the use of dynamic building sim-
ulation, because the probability of performing an activity changes significantly with time [104].
Statistical models can be used to study the effects of temperature and time series models can be
used to predict the daily load of electricity demand [102]. According to the time-related prob-
ability of starting an activity and its corresponding duration distribution, a modelling method
based on residential activities is proposed [104]. To cope with this challenge, some studies have
divided building electricity consumption into two forms, ’basic’ and ’variable’, and established
a building electricity consumption prediction model based on human behavior, which is divided
into two parts [103]. Basic electricity consumption is related to building area, while variable
electricity consumption is related to building occupancy rate [103]. Research in [116] aims to
study a short-term, real-time energy demand forecasting method to cope with changing loads
to effectively operate and manage buildings. In some buildings where complex functions are
applied, such as hotels and shopping centers, the randomness of personnel activities is higher,
which has a greater impact on the reliability of data and the prediction of building energy use,
so it will greatly reduce the prediction model [117]. In order to solve the influence of seasonal
changes and man-made activities on the power demand forecast of buildings, some studies have
established separate models for different seasons or months to predict the power demand includ-
ing man-made activities [107–109]. However, using seasonal models to build models separately
will increase the complexity of the model and reduce the continuity of the model. Therefore,
using seasonal models to predict electricity demand is not the best solution.
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2.3.3 Scientific questions

These methods are suitable for long-term forecasting of average daily electricity demand to
reduce the impact of personnel activities on forecast accuracy, or for short-term forecasting of
electricity demand to reduce seasonal effects. However, these methods cannot help to solve
some typical cases in specific area, such as office/education buildings heated by electricity in
cold areas. In this type of buildings, the heating load is much higher than the cooling load,
and the long-term and short-term correlation between electricity demand and temperature are
in opposite direction. That is, in the trend of seasonal power consumption, temperature and
power demand are in negative correlation, while in the trend of hourly power consumption,
temperature and power demand are in positive correlation. This causes difficulties in data fitting
between power demand and weather variables. At present, no method can solve this problem
effectively. Therefore, this work aims to seek a simple and reliable method to accurately predict
the electricity demand of buildings in seasonal and hourly simultaneously by considering the
impact of occupancy rates.

2.4 Integrated Heat and Power Network

2.4.1 Integrated energy network

The rapid consumption of fossil fuels has greatly reduced global resource reserves and has led to
global climate abnormalities [118–120]. In order to reduce the risk of climate change caused by
global warming, it is very important to reduce energy consumption and greenhouse gas (GHG)
emissions [121]. As part of the European Green Agreement, the European Union (EU) has set
a goal to reduce its GHG emissions by 55% by 2030 and become the world’s first fully climate-
neutral continent by 2050 [122]. Therefore, the EU has supported many energy projects in the
past few years to enhance the role of renewable energy in the European energy plan [123].To
achieve these challenging goals, the energy structure of most countries needs to undergo major
changes to reduce dependence on fossil fuels and the associated GHG emissions [124].

In recent years, the integrated energy network (IEN) has developed rapidly in terms of energy
efficiency improvement, carbon dioxide emission reduction, and renewable energy integration.
Considering the natural gas and electricity power system together, the power flow-based analy-
sis of integrated gas-electricity networks has been developed in [125–129]. An extended energy
hub approach has been presented as a general and flexible framework of highly integrated elec-
tricity and heating networks [130]. The steady state flow and a case study have been discussed
in [131]. The decomposed and integrated analysis methods have been developed in [132] to
investigate the performance of combined electricity and heat networks. In addition, to combine
the electricity, heat and gas systems together in an integrated distribution network, a simulation
model is presented in [133] to perform an integrated analysis of electricity, heat, and gas distri-
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bution networks. With the growth of renewable energy sources (RES) and CHP units integrated
into the power system, the interaction between the electricity networks and other energy net-
works, such as gas and heat, become tighter [36, 132]. On the other hand, the usage of RES is
significantly curtailed in some urban region that has high heat load and low power load. The
flexibility of RES integration can be increased with providing electrical boilers and heat storage
tanks in a centralised dispatch model [134, 135] and using pipeline energy storage in a district
heating network with CHP dispatch [136, 137].

2.4.2 Electric heating with renewable energies

In countries with cold winters, heating accounts for a large part of energy consumption and is
usually heavily dependent on the burning of fossil fuels such as natural gas and coal [138]. The
current energy demand in the building sector, such as space heating and domestic hot water,
accounts for 40% of the total energy demand in the EU [139, 140]. Nearly half of the total
energy consumption in the United Kingdom is used for heating, and this proportion is even
higher in Scotland [141]. While it is crucial to decarbonise heating, it is challenging due to the
distributed demand and large seasonal variations. In 2017, the GHG emission of UK equals to
460 million tons of CO2, of which nearly 40% came from natural gas used for heating [142]. In
order to reduce GHG to net zero by 2050 as part of the government’s carbon plan, the UK has
pledged to establish more district heating networks and develop large-scale electrifying heating
[143]. Nearly 90% of the overall heat demand in the UK is provided by natural gas boilers and
combined heat and power (CHP) [143]. Since renewable energy can only generate electricity
while CHP units have a strong interdependence between power generation and thermal power
generation, CHPs are widely used to provide domestic hot water and space heating in district
heating systems [140]. However, CHP technology is entirely focused on efficiency improvement
and cost optimisation and rarely considers carbon minimisation. In the past, the natural gas CHP
was a good alternative to coal as it could significantly reduce carbon emissions. However, with
the electricity grid carbon intensity dropping below 300 kg CO2/MWh, natural gas CHP can
only reduce carbon emissions in a few edge cases.

Increased use of renewable energy sources will make important contributions, such as wind
energy, solar energy, hydropower, tides, waves, geothermal energy, environmental thermal en-
ergy, biofuels and municipal waste [144]. Due to the non-dispatchable nature of many renew-
ables, energy storage is also required. In the UK, as the installation of renewable energy in-
creases, the feasibility of fossil fuel cogeneration has gradually declined. It is estimated that
by 2035, the carbon intensity of electricity will be lower than that of natural gas [143]. This
will encourage thermoelectricity, shifting from natural gas boilers to direct electric heating and
electric heat pumps.

Heat pumps (HPs) are considered to be the key technology for decarbonisation in the heating
industry [145, 146]. The HP uses a small amount of work energy to convert a low-grade heat
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source into a higher-grade heat source. The technical details of HP will not be discussed in
this article since a lot of literature has previously discussed it [147–153]. If the heat source
is outside air, the system is called an air source heat pump. If the heat source is underground
soil or groundwater, it is called a geothermal heat pump. Geothermal heat pump is one of the
fastest growing renewable energy sources in the world [154]. In the long-term, electrifying
heating based on HPs is an attractive solution for the decarbonised heating sector. However, this
will significantly increase the peak power demand in winter and will bring further challenges
to the national grid in terms of creating additional power generation capacity and balancing
power generation and demand. In addition, if electric power is generated from fossil fuels,
the decarbonisation effect will not be fully realised. Therefore, this work considers using local
renewable energy, which is grid-independent, to power the heat pump for building heating and
reduce the usage of traditional gas boiler for decarbonisation.

The development of IEN is to integrate electricity, heat and gas systems into an integrated
power distribution network. However, the further integration of heating and power networks
has also expanded the opportunities for demand-side management to integrate more variable
renewable energy generation into the energy system. Due to the rapid growth, the renewable
power generation has been extensively studied in the past decades [155,156]. In particular, solar
energy and wind energy are used as sources to supply power to the grid [157–159]. However, the
main disadvantage of most renewable energy sources is their intermittent nature, as they fluctuate
on a daily, weekly, and seasonal basis. In order to filter these changes, battery energy storage
systems have been widely accepted as one of the potential solutions to shift the electrical load
from peak hours to off-peak hours [160, 161]. The idea of combining power generation cycle
and HP cycle has been extensively studied, such as solar collector - HP [148], PV - HP [162], HP
- thermal energy storage (TES) [141], organic Rankine cycle (ORC) - HP water heaters [138].In
the research on the optimal sizing of renewable energy systems, many papers have considered
WT, PV, ESS and fuel cells [163, 164].

2.4.3 Optimisation of multi-sector energy network

After the heat demand can be predicted accurately in advance, the building energy consump-
tion can be optimised for a higher energy efficiency to achieve better energy performance. The
operational planning and optimisation of the integrated electricity and gas networks have been
presented in [129, 165, 166]. To investigate the integrated electricity and heat networks, the op-
timal power flow model of heat and electricity networks has been introduced in [167–169,169].
Based on an integrated dispatch model of electricity and heat networks, a generalised approach
has been presented for network capacity and sitting of CHP-based Distributed generations (DGs)
in [170], and an optimal allocation has been analysed in [171]. To optimise benefits for the daily
operation of electricity and gas networks considering the impact of RES, a coordinated schedul-
ing strategy has been presented in [172] to extend the synergies of the two networks, and a
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two-stage optimisation algorithm has been proposed in [173] to solve the corresponding mixed
integer nonlinear programming problem. In addition, due to the response time constant of the
heating system is normally much longer than that of the electricity system, the thermal inertia
can be used as a buffer to optimise the operation of heat and electricity dispatch. The thermal
inertia of a building has been considered in a new district heating system model for integrated
heat and electricity dispatch [174, 175] and the integrated model with embedded thermal inertia
has been used to maximise the usage of RES [23]. A network flow optimisation model is devel-
oped for addressing the economic and physical integrity of the national electric power system
focusing on transmission level [166].

From the literature in the past years, four main optimisation approaches have been con-
sidered including the direct search, calculus-based optimisation, genetic algorithm (GA), and
particle swarm optimisation (PSO).

• Direct Search Direct search is a straightforward optimisation method that does not con-
sider time delay and derivatives. Thus, the direct search method can be applied in optimis-
ing many nonlinear functions that have less dependence on its derivatives [176]. Because
of which, the direct search method can be used in minimising the thermal discomfort as
well as heating loads of buildings.

• Calculus-Based Optimisation The most commonly used calculus-based optimisation method
is to set the gradient of the objective function to zero [40]. Another calculus-based op-
timisation method is Newton’s method, which is similar to the Steepest Descent Method
that uses an iterative process from an initial guessed starting point to finally converge to
the optimum point.

• Genetic Algorithm (GA) The genetic algorithm is a population-based algorithm to search
for the global-optimum solution. The iterative process of GA will converge to better solu-
tions based on the breeding of the parents with higher performance [40,177]. However, the
GA has shortages that it requires a large amount of non-optimal data as the requirement
of global search [40].

• Particle Swarm Optimisation (PSO) PSO method is a widely used optimisation method
developed from social life behaviours, such as bird flocking and fish schooling [40]. The
PSO method uses a large number of the swarm to search the optimum point globally and
share the information among all swarm for the next search step.

2.4.4 Scientific questions

Due to the large differences in local weather conditions, occupancy, energy prices, government
subsidies and building types, this optimisation must be done for each component. When different
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energy vectors are intertwined in future smart energy systems, optimal sizing of each compo-
nent is especially important. The previous published papers only considered the perspective of
electrical power use, and do not consider both heat demand and electricity generation together
as well as the impact of heating demand that increases the electrical energy use under the trend
of electrified heating in the future. In addition, most of the literature considers sizing from the
aspect of technical requirements and does not incorporate future technology and price trends.
Therefore, within the author’s knowledge, the past research has not done feasibility analysis and
optimisation for different power generation, thermal systems and the investment allocation of
each system.



Chapter 3

Model Calibration of Building Space
Heating

3.1 Building Heat Demand Model

3.1.1 Building heat loss

Heat transfer in a building is the transport of thermal energy, due to the spatial temperature differ-
ence. Building envelope exposed to the external environmental conditions such as temperature
(due to solar radiation and air temperature), air velocity (due to convection) and moisture content
in air (humidity). Heat and mass transfer would occur through the envelope, generally from the
outside environment to the inside environment [178]. Materials porosity plays a significant role
in heat transfer [179]. Actual heat loss depends on countless variables including wall surface
area, aging (normally oxidation or weathering), composition, condition, and construction tech-
nology [46]. Heat loss or gain in a building is down to conduction, convection, and radiation, in
building conduction occurs through envelope assemblies, radiant heat transfer is primarily from
the sun and convection is usually the result of wind or pressure-driven air movement. There is
a widespread perception of the reduced thermal performance of historic structures compared to
more recent buildings although researchers have shown this to be untrue [58, 180].

Buildings external elements (walls and roofs) are continuously exposed to the atmosphere.
Therefore, the radiative heat flux (qrad) is significant and it can be described by the equation
[180]:

qrad = Aεσ
(
T 4

s −T 4
air
)

(3.1)

where A is the area of the external element, ε is the surface emissivity, σ is the Stefan-Boltzmann
constant, Ts is the wall surface temperature and Tsky is the fictitious sky temperature. Tsky rep-
resents the temperature of an equivalent atmosphere, considering that the atmosphere is not
characterised by uniform temperature and it emits only at particular wavelengths. Here, the

23
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Dreyfus assumption is provided Tsky = Tair [180]. Rewrite the radiative heat flux as

qrad = Ahrad (Ts−Tair) (3.2)

where hrad is the radiative heat transfer coefficient, which can be obtained from (3.1) and (3.2)
as [180]

hrad = εσ (Ts +Tair)
(
T 2

s +T 2
air
)

(3.3)

Heat flow can be measured as a U-value and is defined as the heat flow through one square
meter of a structure when the temperature on either side of the structure differs by one degree
Celsius.

Heat loss from a unit surface area of external wall or ceiling given by the following equation:

q =U∆T (3.4)

where U is the total heat transfer coefficient (or the wall conductance).
The following equation gives the wall conductance U for a typical wall:

U =
1

Ri +Rw +Ro
(3.5)

where Ri and Ro are the inside and outside air film thermal resistance; Rw is thermal resistance
of the wall. Rw takes values according to the structural components of the wall [37].

The higher the U-value, the worse the thermal performance of a building. Besides, the actual
U-value of a wall is dependent on several parameters that are difficult to accurately measure
including moisture content, physical properties of the brick such as density and composition,
mortar proportion, thickness and presence of air cavities [59]. Heat loss occurs through the
building fabric envelope in different quantities; generally, the roof is 25 percent, windows 10
percent, 15 percent ground, 15 percent draughts, and 35 percent walls.

3.1.2 Modelling of district heat demand

The district heating network (DHN) at the main campus of the University of Glasgow is used
as a case study, which has thirty-four buildings. It is modelled in a building energy simulator to
predict its heat demand over the year. For this purpose, the campus map is used to determine the
floor area and shape of each building. The buildings whose heat are supplied by the DHN are
simulated in the model.

There are several commonly used simulators for this purpose. This chapter chose Integrated
Environmental Solutions Virtual Environment (IES-VE) to develop bottom-up models of build-
ings for thermal design and analysis as well as heating and cooling load simulation. IES-VE is
an integrated system to simulate the building thermal behaviour using a proprietary engine called
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Apache. Compared with other building energy simulators, the strength of IES-VE is to correctly
express the relationship between thermal zones and spaces defined in the building information
bottom-up models [181].

The first step is to draw the building envelope either in the inbuilt toolbox or in an exter-
nal building bottom-up modelling software. We established a building model of all buildings
in SketchUp based on the campus map [182], as shown in Figure 3.1, and then imported the
bottom-up models into IES-VE for simulation of heating energy consumption. Apart from the
floor area information given from the 2D campus map, the 3D information, such as the height
of each building, shape of the roof, windows area, are measured from the 3D satellite image of
Google global. The comparison between the satellite image and the completed building model
of 34 buildings is shown in Figure 3.2(a) and 3.2(b). Then the completed model of buildings is
imported into IES-VE, which can automatically detect the external walls, roofs, internal walls,
and windows of each building from the bottom-up model.

Figure 3.1: Campus map of University of Glasgow [182].

There are many free parameters to be set in the IESVE simulation software. The most ef-
fective parameters are the building material and property parameters, which include the heat
transfer coefficient (also called U-value) of external wall, windows, ground floor, roof, internal
ceiling/carpeted floor and internal partitions. The building envelope of the bottom-up model
separates the environment inside the building from the outside of the building and provides heat
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(a)

(b)

Figure 3.2: (a) The 3D satellite image obtained from Google global; (b) bottom-up model of
buildings in a heating network built in SketchUp.

transfer resistance. The U-value is calculated in the software based on the basic building param-
eters, such as the thickness and materials. The external walls and roofs are the main surfaces
for heat transfer between inside and outside environment, and there are many different types of
materials in the structure [178, 183]. The most common applied materials in construction are
brick and blockwork, concretes, insulating materials, and plasters, as shown in Figure 3.3. In the
exampled construction of the external wall, the better thermal resistance of the material causes
faster temperature decreasing across layers.

In contrast to the walls that have a low heat transfer coefficient, the windows are transpar-
ent and have a higher heat transfer coefficient. Therefore, the size of windows is a significant
parameter affecting the average U-values of the building envelope as well as the solar radiative
coefficient in building heat demand estimation [180]. The window area can be easily measured
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Figure 3.3: Temperature and condensation estimation for external building wall in IES.

for each building and is normally not a parameter that will be changed over time. For example,
after hundreds of years, the thermal resistances of historical buildings could have significantly
changed due to retrofitting, but their basic building information, such as floor area, building
height and windows area, normally remains unchanged. The window area is a significant pa-
rameter affecting the building’s thermal behaviour, but it does not need to be calibrated like
other parameters, such as the U-value of the ground floor, roof, internal ceiling/carpeted floor
and internal partitions.

In the University of Glasgow, some buildings have more than hundreds of years of age. It
is difficult to find out the accurate measurement of its material and thickness at each part of
its external wall. Thus, the initial parameter setting is based on the approximate material and
thickness of the external wall of the main buildings. It must be pointed out that each building in
the university campus has different building material and using age. However, it is not available
to record the heat demand of each building. Thus, to predict the district level building energy
model of the whole campus, the lumped parameters considering all the buildings are used in the
model.

In addition to the building envelope parameters, the thermal gain also affects the building
heat demand, including the thermal template of the HVAC system, the internal gain based on the
number of people per unit area, the domestic hot water usage and the heating equipment operat-
ing hours. However, they are normally unpredictable and are also challenging to be accurately
measured, especially in old buildings. In the IES-VE simulations, the parameters of these un-
certain thermal gains were set as a constant ratio of the total heat demand of each building. The
building management department provides the setting value from the documentation of plan.
There are extra thermal gains inside the building as heat generated from people, computers, and
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other heating equipment. In addition, the building operating time also affects the total heat de-
mand. For example, libraries are heated 24 h every day while office buildings usually are heated
from 8 am to 6 pm. These parameters are variable depending on human activities and thus are
difficult to predict accurately. The values set in IES-VE are chosen from the average usage of
building template.

After defining the parameters, IES-VE will calculate the heat transfer coefficient of each part
of the buildings from the above information and calculate the heat demand of every building
with the imported weather profile and operating mode. The outdoor environment, especially
the temperature, is the main factor that affects the building energy demand, as shown in Figure
3.4. In IES-VE model, the impact of weather is calculated together with the building heat
transfer coefficient to get the heat demand as an output. The weather profile is obtained from the
recorded database from the nearest weather station in Glasgow International Airport, including
solar position, hourly temperature, humidity, and wind speed and direction. Since the campus
is just around 7 miles away from the airport, the difference between the real weather condition
around the heating network and the recorded weather profile from the airport is negligible. But
in practice, the differences for wind speed and direction between airport and campus can be
significant due to the altitude, topography, occlusion by surrounding buildings and trees, etc.
The wind speed can affect the ventilation of target buildings and thus the final estimated heat
demand. This is a limitation of using this method and is difficult to address due to the lack of
more detailed weather data. Thus, the difference in weather profiles between the airport and the
campus are neglacted in this thesis.

Figure 3.4: Import weather profile and suncast in the building model.

In the IES-VE simulation, the variation of the building envelope parameters, such as wall
and glass thickness as well as their material and structure, will significantly affect the thermal
behaviour of the building model and subsequently the heat demand. Therefore, the heat trans-
fers related building parameters need to be carefully calibrated to force the model to match the
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thermal behaviour of the real buildings.
The ideal approach is to calibrate the thermal parameters of each building according to

recorded data. However, this will require a large number of sensors to be installed in each
building. It is not efficient for calibrating the models of multi-buildings due to extremely high
costs. An alternative method is to use lumped parameters for all buildings, and only one sensor
is required to record the heat demand of the whole heating network. While the usage of lumped
parameters could reduce the accuracy of the heat demand of a single building, in a DHN with
tens to hundreds of buildings, the accuracy of a single building will not have a significant impact
on the overall heat demand of the network. What is more, the complexity and computational
load in model calibration will be significantly reduced in calibrating the lumped parameters for
all the buildings. Also, the average relative heat loss of district heating network is variable
within the range of 9% to 30% [184–186] depending on its insulation, pipe dimension, supply
and return temperature, and geographical distribution [187]. Comparing with the heat demand
of the whole network, heat loss on pipes is relatively low. Therefore, the heat loss in pipes is
regarded as an uncertain disturbance and not considered in detail in the thesis.

3.2 Development of Model Calibration Approach

3.2.1 Bayesian methodology

The model calibration aims to find reliable values of a set of model parameters from historical
data to adjust the model to match the real data. Consider the case that the computer model is fast
to run with a known function ym as model output. The modelling assumptions are formalised
with the statement of ’reality = model +bias’ [188]:

yr (x) = ym (x,u)+b(x) (3.6)

where x is the input; u is a tuning parameter; yr(x) is the value of the real process at input; b(x)

is the unknown bias function. Then the field data y f (x) is represented as:

y f (x) = yr(x)+ ε f = ym(x,u)+b(x)+ ε f (3.7)

where ε f is independent normal random error. In the Bayesian approach, all unknown variables
are presented by random values. The independent error can be presented as a normal distribution
with mean zero and variance σ2

f as:

ε f ∼N
(
0,σ2

f
)

(3.8)

A multivariate normal density has been produced for collecting all field data, y f . The field
data can be denoted by f (y f |u,σ f ,b), while the elements u, σ f , b are unknown from the model,
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and their prior distribution will be presented by p(u,σ f ,b). The Bayesian theorem yields the
posterior density p(u,σ f ,b|y f ) of the unknowns with the given field data as shown below [188]:

p
(
u,σ f ,b| y f

)
∝ f

(
y f | u,σ f ,b

)
p
(
u,σ f ,b

)
(3.9)

To compute their posterior density, the normalizing constant needs to be determined by in-
tegrating the right-hand side in the previous equation. However, in practice, it is challenging
to calculate all the parameters to get the posterior distribution [189]. The posterior density is
typically worked out by Markov chain Monte Carlo (MCMC) analysis [190]. Thus, the result
will be N draws from the posterior distribution to describe u, σ f , and b, the unknowns. These
unknowns can then be sampled using ui, σ f i, and bi (i = 1, . . . ,n), then the posterior distribution
can be estimated from these samples.

3.2.2 Emulator design in general Gaussian process model

An emulator represents the belief about the behaviour of an unknown function [186]. The em-
ulator is designed using Bayesian approach, which is used to evaluate the untested points for
providing evidence in searching for the most probable point. In the calibration process of build-
ing heat demand prediction model, the emulator is designed to represent the belief of estimation
error with plenty of parameters to determine the characteristics of its expected distribution. The
main function of the emulator is to calculate the conditional mean and conditional variance of
simulators output at an untested input point [191]. The emulator could also be called surrogate
model or metamodel in literature.

Assuming g(x) is a general Gaussian process (GP) written as:

g(x)∼N
(
β ,σ2c

(
x,x′
))

(3.10)

where β is the parameter for moving the mean; σ2 is the parameter for the scaling the variance; x

and x′ are the dimensional vectors of different inputs written as [x1,x2, . . . ,xp], where p indicates
the number of dimension of the inputs; c(x,x′) is the correlation function of x and x′ to describe
how they are related, which plays a fundamental role in GPs [192]. It determines the relativity of
g(x) and g(x′) depending on the distance between x and x′. The common correlation functions
are known as Linear, Exponential, Gaussian, and Matern functions. The Gaussian correlation
function can be represented as:

c(x,x′) = exp
(
−W 2) (3.11)

where W denotes the weighted distance between x and x′ and defined as:

W = sqrt

[
p

∑
i=1

(
xi− x′i

δi

)2
]

(3.12)
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where δi are the correlation parameters to weigh the distance between x and x′ in different
dimensions. Assuming g(D) is the observation of n(n > 2) tested points to train the emulator,
its likelihood of a Gaussian distribution [191]:

p
(
g(D) |β ,σ2,δ

)
= N

(
Hβ ,σ2A

)
=
|A|−1/2

(2πσ2)
n/2 exp

[
− 1

2σ2 (g(D)−Hβ )T A−1 (g(D)−Hβ )

]
(3.13)

where H is a n×1 column vector with n unit values; A is the covariance matrix of g(D) defined
as:

A =


1 c(x1,x2) · · · c(x1,xn)

c(x2,x1) 1 · · · c(x2,xn)
...

... . . . ...
c(xn,x1) c(xn,x2) · · · 1

 (3.14)

Assuming a prior distribution p
(
β ,σ2) ∝ σ2 to marginalise of σ2 and β , and then (3.13)

can be approximated to:

p(g(D)|δ ) ∝
|A|−1/2 ∣∣HT A−1H

∣∣−1/2

(σ2)
n/2 (3.15)

The correlation parameters can be determined by maximising the equation of p(g(D) |δ ) as:

δ̂ = argmax
δ

[p(g(D) |δ )] (3.16)

Finally, the posterior distribution for the emulator can be obtained as:

p
(

g(x)
∣∣∣ g(D) , δ̂

)
= N (E∗ [g(x)] ,Var∗ [g(x)]) (3.17)

with its mean and variance as:

E∗ [g(x)] = β̂ − cT (x)A−1
(

g(D)−Hβ̂

)
(3.18)

Var∗ [g(x)] =
σ̂2

n−2
c1
(
x,x′
)

(3.19)

where
β̂ =

(
HT A−1H

)−1
HT A−1g(D) (3.20)

σ̂
2 = g(D)T

[
A−1−A−1H

(
HT A−1H

)−1
HT A−1

]
g(D) (3.21)

c(x) = [c(x,x1) ,c(x,x2) , . . . ,c(x,xn)]
T (3.22)

c1(x,x′) = 1− cT (x)A−1c(x)+
(
1− cT (x)A−1H

)(
HT A−1H

)−1 (1− cT (x)A−1H
)T (3.23)
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The function of the emulator is to estimate the expected result at untested points without
simulating them, which can rapidly provide evidence via searching for the most expected value
of parameters. The building simulator is used to calculate the energy consumption of build-
ings with given ambient information depending on the physical behaviour of heat transfer. The
emulator aims to use the data at tested points to generate a data map and then estimate the ex-
pected value at untested points. So, the real energy consumption is normally different from the
theoretical result. This also leads to difficulties in a building model and parameter calibration.

3.2.3 Model calibration process

The external wall thickness is one of the most significant factors of building envelops to resist
heat transfer. The structure and material of the external building wall are chosen from the build-
ing information of the University of Glasgow. With different wall thickness, the IES simulated
results of the heat demand of the whole year according to the ambient temperature in Figure
3.5(a). In the calibration approach, the initial tests are chosen with different wall thickness at
20 mm, 720 mm, and 1160 mm, respectively. It shows that different wall thickness and glass
thickness cause the variation in heat demand. A wall thickness of 20mm is usually not possi-
ble in practice, but for the initial reference points of the surrogate model, we aim to provide
as wide an initial range as possible to avoid it missing any possible parameter values. Figure
3.5(b) shows that different wall thickness causes the variation in heat demand. Comparing with
the recorded heat consumption, the calibrated building wall and glass thickness, which finally
affects the building thermal insulation, can be obtained to match the historical data. The result
of 20 mm is obviously higher than that of the recorded data while the result of 1160 mm is
lower than the recorded data. Then its best suitable parameter value can be detected from the
calibration approach. Therefore, the objective of this work is to calibrate the building envelope
parameters to detect the most suitable parameters to get the minimum estimation error from the
IES simulation comparing with the recorded heat demand.

Window area will affect the overall heat transfer coefficient of the building and gain in solar
heat transfer. It is easy to measure accurate window area values from each building. Therefore,
the window area is an important parameter but does not require calibration. In addition to wall
thickness, four other key parameters of the building envelope also have a significant impact on
building heating demand, including glass thickness, roof thickness, floor thickness and internal
partition thickness. In addition to building envelope parameters related to thermal performance,
human activities also have a huge impact on building thermal demand, such as building man-
agers turning on/off heating systems, people opening/closing doors and windows, and domestic
hot water usage. But these are extremely random, making it difficult to use a model to track
accurately.

The building model in the IES-VE simulator contains detailed information about each build-
ing, such as floor area, building height, the material of wall and roof, wall thickness, windows
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Figure 3.5: Temperature and estimated building heat demand of 24-hour moving average.

area, as well as solar angle and period. Besides, the weather condition for building energy sim-
ulation includes the temperature of dry and wet air, relative humidity, wind speed and direction,
solar radiation, cloud cover, and atmospheric pressure. Thus, to simulate the building energy
consumption with one set of parameters will take at least several minutes. The traditional cal-
ibration methods that require thousands of iterations will take too much computational time.
The model calibration iteration process of the developed Bayesian-based calibration approach is
shown in Figure 3.6.

In the model calibration process, the first step is to choose the initial values of parameters
from their likely range and test them in IES-VE for the detailed building energy simulation.
Then compare the simulated monthly heat demand with the recorded data to get the accumulated
difference for a whole year with the tested parameters. Based on the result of difference using
tested parameters, the conditional mean and variance of the difference at untested parameters are
calculated from the designed emulator. After that, the emulated result of untested parameters can
be analysed to calculate the reduced likely range of parameters. Then choose the parameter with
the maximum likelihood from the reduced range as the suggested parameters to be evaluated in
IES-VE simulation model in the next iteration. Repeat the model calibration process until the
stopping criteria are met.

In the developed approach, the emulator is used to analyse the current simulation results to
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Figure 3.6: Flow chart of history matching calibration approach.

guess the parameters with the maximum likelihood as a suggested output. When the new sim-
ulation result is received, the emulator calculates the new conditional expectation and variance,
and updates the suggested point of parameters. Therefore, even with fewer simulation results,
the developed calibration approach can also provide a set of suggested parameters depending on
current results.

3.3 Simulation Result and Discussion

In this section, a case study has been conducted to validate the proposed method in calibrating
the thermal parameters of the building envelope. To verify the performance of the developed
calibration approach, the case study is separated into three cases. The first case is to calibrate the
single parameter, in which the wall U-value is chosen to be calibrated. The detailed explanation
and result of each iteration are provided. Then the case is followed by two other cases to verify
the approach in calibrating the two-parameters and multi-parameters simultaneously.



CHAPTER 3. MODEL CALIBRATION OF BUILDING SPACE HEATING 35

In the test, the calibration aims to find the most suitable parameter values of building model
from historical data, including heat energy consumption and weather profile. However, if we use
the model to predict the future heat demand of buildings, the prediction of long-term weather
profile from historical data is difficult due to the uncertainty of unpredictable weather condition.
In addition, human activities are also randomly happened events that cause the uncertainties in
recorded real-time heat demand. Thus, the monthly heat demand contains the lead contribution
of heat demand, and the impact of uncertainties can be significantly reduced in the monthly
data. The other parameter settings in the IES-VE model for simulation is shown in Table 3.1.
The values of the parameters are either from the building management office or estimated from
the average daily usage.

Table 3.1: Settings of other parameters in IES-VE model.

Parameters Value & Unit
Room heating set-point 21.8 ◦C

Occupant density of people 2 m2/people
Internal gains of people 90 W/people

Lighting and equipment power density 45 W/m2

3.3.1 Wall heat resistance coefficient calibration

The thermal behaviour of external wall is one of the most significant factors of building enve-
lope, which affects the heat demand for a given input weather profile. Thus, in the first case,
the thermal transmittance coefficient, or U-value, of the external wall is chosen as the only ther-
mal parameter to be calibrated. The error criteria for calibration are the relative RMS error of
monthly heat demand, based on hourly estimation results and the recorded heat demand data
(derived from the gas consumption). However, the hourly recorded heat consumption includes
the uncertainty of human activities, which is known as disturbance to the heat demand affected
by weather conditions. In order to reduce their impact, the calibration uses the data of monthly
heat demand to calculate the estimation error. Then their relative RMS error can be obtained as
ration of the RMS error (i.e., the difference between the simulated results with the recorded data)
and the recorded monthly heat demand. The estimation error is finally known as the percentage
error of predicted monthly heat demand to the real value.

In the building consumed energy calibration, the conditional mean and variance are calcu-
lated from the emulator based on the training from the tested points, as shown in Figure 3.7(a).
The black circles indicate the difference of heat demand between recorded data and simulated
result at the tested U-value of the external wall in IES-VE simulation. Based on the initial tests,
the point that causes the minimum heat demand difference needs to be obtained.

In the Gaussian distribution, its probability value at different variance is given as an explana-
tion of the emulator’s process. In Figure 3.7(b), the σ indicates the standard deviation, which is
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Figure 3.7: The process of emulator for model parameter calibration. (a) Emulator’s process
with Gaussian distribution; (b) the probability density function and expectation of improvement.

the square root of the variance. As the ‘three-sigma rule’ described, the points beyond the ±3σ

limit are assumed as a small probability event and can be neglected, as seen in the Gaussian dis-
tribution. The yellow region is the 3σ region at the untested points to cover all the probability
of the event. As the case is to find the point with the lowest energy difference, only the bot-
tom differences are considered in the calculation. The black line shows the curve of conditional
mean at untested points and indicates the expectation with the highest probability. The dashed
blue line shows the lower probable curve of ±1σ away from the conditional mean line, while
the dashed red line shows that of ±2σ . The star points show the min value of each line at ±1σ ,
±2σ , and ±3σ . These can be used to emulate the expected global minimum point.

The probability density function (PDF) of the event that the minimum points match the
real history data is shown as the blue dash line in Figure 3.7(b). The wall U-value below the
lowest value and above the highest value of the curve is deemed to the implausible points, whose
expectation improvement is negative, or its probability of available improvement is too small. If
only the highest probability is considered, it is too conservative in choosing the suggested point
for the next iteration, and that will cause many more iteration steps. Therefore, in consideration
of the benefit of energy difference reduction. The probability and expectation curves are shown
in the red line in Figure 3.7(b). The probability curve is calculated from its variance in Gaussian
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distribution, while the expectation curve is the product of probability and improvements. Use
expectation to represent the next suggested point taking into account not only the likelihood but
also the degree of possible improvement. Thus, it provides a better guess to narrow down the
parameters range for the next iteration. The suggested point shown as the red pentagram is not
the highest probability point but is expected to get the best benefit.

Figure 3.8: Results of one parameter calibration after each iteration. (a) Emulator’s result in the
1st iteration; (b) expected input space and suggested result in the 1st iteration; (c) emulator’s
result in the 2nd iteration; (d) expected input space and suggested result in the 2nd iteration; (e)
emulator’s result in the 3rd iteration; (f) expected input space and suggested result in the 3rd
iteration.

Depending on the output of the emulator, the x value of the suggested point can be used as
the next input for simulator testing. Figure 3.8 shows the calibration process in three iterations.
The green area at the bottom on the right side indicates the expected input space of the wall
U-value. The initial parameter range of wall U-value is chosen from 0.5 W/m2K to 2.5 W/m2K,
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which covers most building types. The three initial tested points are randomly chosen from
the original parameter ranges and tested in the simulator to get the result of energy difference to
recorded data. In the figure, when the U value of external wall is 2.32 W/m2K the simulated heat
demand is 32% different from that of the recorded data, which means the wall heat resistance
coefficient is too high. In the same way, when the wall U-value is 0.52 and 1.78 W/m2K, the
heat demand differences are 20% and 16%, respectively. In the first iteration, the potential input
space is within the range of 1.1 W/m2K to 1.7 W/m2K as presented with the green line in Figure
3.8(b), around 30% its initial input space. The first suggested parameter is at the wall U-value
of 1.2 W/m2K with about 5% improvement in expectation. Then, IES-VE is used to simulate
the building heat demand with the wall U-value at the suggested value.

The result is shown in the second iteration, with the new point of heat demand difference
being less than 10% as in Figure 3.8(c). Based on the information of the new tested point, the
suggested parameter is updated to the wall U-value of 1.15 W/m2K, which is close to the last
suggested point. The figure indicates that the emulator estimates the minimum point has higher
probability within the range from 1.1 W/m2K to 1.28 W/m2K, approximate 9% of its initial input
space. The suggested parameter at 1.15 W/m2K has the expectation of 20% improvement. The
new suggested wall U-value is tested in the simulator for the next iteration. After the simulation
test, it shows that the suggested U-value at 1.15 W/m2K was a bad guess with an even higher
heat demand difference than the previous point. However, the new result updates the range
of valid wall U-value from 1.21 W/m2K to 1.25 W/m2K, approximate 2% of its initial input
space. The final suggested value of the wall U-value is 1.24 W/m2K. Thus, when the most
expected improvement of the suggested point is less than the threshold, for example, 0.02% in
this case, it is assumed that no more iteration is required. After the stopping criteria are met,
the calibration gives the final range of the wall U-value to the building model. The calibration
results of parameter range and simulation results of the suggested parameter in each iteration
have been given in Table 3.2. The parameter range is reduced to 2%. With the calibrated
parameter value, the estimation error of hourly heat demand is reduced from 16.1% to 8.11%,
and the final suggested value of wall U-value is 1.24 W/m2K. The calibrated wall U-value
is higher than in modern domestic buildings. The latest Scottish building regulations standards
require a maximum U-value of 0.27 W/m2K for walls of new buildings as discribed in "Building
Standards Technical Handbook, 2019" by Scottish goverment. Most buildings in the campus
were constructed before the 1950s, before such regulations were introduced. The cavity of
building external wall was left un-insulated and historical buildings were constructed with solid
walls, which have even worse thermal resistance coefficient.

There are many optimisation methods for searching for the global minimum. However,
most of the methods require the information of gradient or even second-order derivatives at
tested point, such as the Gradient Descent and Newton’s method. In the present case study, the
gradient at tested point is not available from the physics-based energy model. Thus, to make
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Table 3.2: Calibration results of each iteration in single parameter calibration.

Parameters Iteration
Calibrated Range

(W/m2K)
Range to Its
Initial (%)

Suggested
Value (W/m2K)

Estimation
Error (%)

External wall
U-value
(W/m2K

0th 0.5-2.5 100 1.75 16.24
1st 1.1-1.7 28.2 1.2 8.16
2nd 1.1-1.28 9.1 1.15 8.27
3rd 1.21-1.25 1.9 1.24 8.11

a meaningful comparison, the proposed calibration method is compared with the golden search
algorithm that does not require gradient information. The comparison is shown in Figure 3.9(a),
the BHM method only needs four iteration times to reduce the initial parameter ranges into less
than 2% while the golden search method needs ten iteration times to reduce the parameter ranges,
showing that the proposed method only needs much fewer iteration times to run the simulation
in calibrating a model parameter. The comparison of modelling error between golden search and
BHM method after each iteration is given in Figure 3.9(b). Although both methods find the point
of least modelling error before the final iteration, the wide range of possible parameter space
also needs to be reduced to provide enough evidence. The BHM not only obtains a much faster
speed in finding the optimised point, but also solves the issue that the Golden search method
will reduce the search speed when it gets close to the target point. The improved efficiency of
the approach increases the calibration speed and reduces the computational cost to run the large
simulation model of a district-level heating network with multiple buildings.

Figure 3.9: Comparison of BHM calibration method with traditional golden search method. (a)
The reduction of value range; (b) the reduction of modelling error.

3.3.2 Dual-parameters calibration

Apart from the external wall, the thermal transmittance coefficient of windows is also a signif-
icant parameter in the building heat transfer. The windows’ U-value depends on its thickness,
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cavity and types, such as single or double-glazed window. The parameters of windows’ thermal
behaviour should also consider the average human activities to windows, such as opening a win-
dow that reduces the total thermal resistance of the building envelope. If the U-value of external
wall and windows are calibrated individually using the single parameter calibration approach,
it could not calculate their internal interaction between the parameters, and the calibration pro-
cesses have to be operated many times. Therefore, an approach of calibrating dual parameters
using BHM approach can be implemented. The results of calibrating both the wall U-value and
windows U-value together are shown in Figure 3.10.

(a)

(b)

(c)

Figure 3.10: Two parameters calibration result after (a) the first iteration, (b) the second itera-
tions and (c) the third iterations.

The left figure in Figure 3.10a shows the surface of the simulated error to the recorded
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data regarding the variation of the two calibration parameters. The figures on the right show
the likelihood density function that indicates the expectation of improvement at each point.
From the colour bar, the lighter area shows higher likelihood while darker area shows the lower
probability. The density map indicates the expected parameter input area to be calibrated in the
two-parameter map. In the first iteration, the parameter input space has been reduced to 19%
of its initial range; while in the second and third iterations, the input space has been reduced to
10% and 4%, respectively, as seen in Figures 3.10b,c. After several iterations, the final range
of both parameters can be detected from the calibration. The wall U-value is calibrated to the
range between 1.05 W/m2K and 1.2 W/m2K, and the windows U-value is calibrated to the range
between 3.7 W/m2K to 4.8 W/m2K. The final simulated error is reduced to about 6.2% compared
with the recorded heat demand.

3.3.3 Multi-parameters calibration

In addition to external wall U-value and windows U-value, several more parameters affect the
total energy consumption in building models. In the next case, three additional parameters, the
U-value of roof, ground, and internal partition/floor/ceiling, will be calibrated simultaneously
for the building model. These five parameters describe the building fabrication and thermal be-
haviour of all buildings, and they are calibrated together with random values as initially tested
points to feed the emulator for the expected value at the untested points. The number of untested
points grows exponentially with the number of calibration parameters. To reduce the computa-
tional burden of the emulator to calculate the conditional expectation and variance at untested
points, the sampling method is used to randomly choose the points from the prior distribution
range as untested points.

Based on the calculated value from the emulator, the points with expectation higher than
the threshold are retained in the result while the points with lower expectation are reduced from
the initial range. Only the points from the remaining range will be considered as the untested
points. The points beyond the remaining range are considered as implausible. Due to the high-
dimension results of five parameters, the scatter matrix plot is given to compare the parameters
in pairs, as seen in Figure 3.11.

In the figure, each row and column show the remaining points of the corresponding parame-
ter regarding the other four parameters. For example, the second plot in the first column indicates
the remaining points whose parameters are chosen with the corresponding external wall U-value
and windows U-value. The same points with corresponding external wall U-value and roof U-
value are given in the third plot in the first column, and so were other plots. The bar charts on
the diagonal line show the statistical distribution of each parameter. The first figure in the first
column indicates the statistic result of all the remaining points distributed along with the param-
eters of the external wall. After several iterations in the multi-parameter calibration process, the
maximum likelihood distribution of external wall U-value is from 1.05 W/m2K to W/m2K after
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Figure 3.11: The remaining sample points projected to the corresponding parameters of external
wall, windows, roof, ground, and internal partition.

the final iteration of multi-parameter calibration. Based on the statistical distribution result of
each parameter, the best parameter values can be chosen from the highest expected range from
the calibration results. The remaining space of each parameter is the maximum likelihood range
to make the model output fit the recorded heat demand. The simulation results show that the
monthly and hourly estimation error has been reduced to 4.3% and 12.63%, respectively, com-
pared with the recorded data. The calibrated parameters and their suggested results are shown
in Table 3.3.

Table 3.3: Calibrated parameters with initial range and calibrated value.

Parameters Unit
Initial
Range

Calibrated
Range

Range to Its
Initial (%)

Suggested
Value

Wall U-value W/m2K 0.5-2.5 1.05-1.25 10 1.16
Windows U-value W/m2K 2-6 3.2-4.2 25 3.8

Roof U-value W/m2K 0.2-2.2 0.6-1.1 25 0.95
Ground U-value W/m2K 0.2-0.9 0.4-0.7 43 0.55
Internal U-value W/m2K 1.5-3.6 2.4-3 29 2.77

To validate the effect of model parameters, the sensitivity analysis has been made to provide
the elementary effect of each parameter. The Morris method, which is the most commonly used
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global sensitivity analysis method, has been used to test the elementary effect in the case [193].
The basic idea of Morris method is to evaluate the response of model output on the basis of
a small change in a single parameter. The mean elementary effect of a single parameter is
presented as:

µ
∗
k =

1
U

U

∑
k=1

∣∣∣∣ f (x1, · · · ,xk +∆k, · · · ,xn)− f (x1, · · · ,xn)

∆k

∣∣∣∣ (3.24)

where µ∗i is the mean elementary effect of the ith parameter out of n parameters in total, j is the
number of tested data out of U tested data in total; ∆ is a small change in parameter and f (·)
indicates the model output with related parameters.

The results of the sensitivity analysis are shown in Figure 3.12. The x-axis shows five pa-
rameters of the walls, windows, roof, ground and internal partition. The y-axis indicates the
elementary effect with the unit of kW per change of U value in every 0.1 W/m2K. From the
result, the wall U value has the highest elementary effect with about 70 kW increase of heat
demand in every increment of 0.1 W/m2K in its U-value. The second most significant parameter
for the building thermal resistance is the roof U-value followed by that of windows and internal
partitions. The ground U-value is the least significant parameter that affects the building thermal
resistance and heat demand.

Figure 3.12: Elementary effect sensitivity analysis of each calibrated parameter.

The calibrated result of the IES-VE model is compared with the recorded data and default
result before calibration as given in Figure 3.13. The results show that the calibrated monthly
estimation error of heat demand has reduced from 16.3% to 4.3% as the best calibration result.

After the most probable parameters chosen after the calibration from the monthly result, the
hourly heat demand of each building can be predicted from the model. The result comparison
among one parameter calibration, two parameters calibration, and multi parameters calibration is
given in Table 3.4. In the one parameter calibration, only the wall thickness has been calibrated
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Figure 3.13: Estimation result using IES-VE comparing with recorded monthly heat demand.

and results in the smallest range. The result of that in the two-parameter calibration covers the
same range. Because the second parameter has been calibrated together, the final range of the
wall thickness is wider than that of the single parameter calibration. The same situation has been
found in the multi-parameter calibration as well. The final range of each parameter is wider than
that of the single parameter calibration, but the estimation error of model simulation is less in
multi-parameter calibrations.

Table 3.4: Estimation result comparison among different number of parameters to be calibrated.

Parameters Monthly Estimation Error Hourly Estimation Error
Before calibration 16.3% 18.5%

One parameter calibration 8.02% 15.4%
Two parameter calibration 6.1% 13.2%
Multi parameter calibration 4.3% 12.6%

The average estimation error of hourly heat demand after multi-parameter calibration is
around 12.6%. That means the estimation accuracy of using the proposed approach is more than
87% in predicting the hourly heat demand without known the detailed building information. The
overall waveform of the predicted heat demand matches the recorded data and can be used for
estimation of the whole heating network. In practical, the real building energy consumption not
only depends on these parameters and weather conditions but also the human activities and other
uncertainties, such as the observation error from the sensor, model uncertainty in simulating the
thermal behaviour. In fact, the uncertainties, such as the domestic hot water usage and internal
gains, are also contributors of heat demand, but they are hard to predict as it highly depends on
the activities of occupants. In the IES-VE simulation, the domestic hot water usage and internal
gains have been set as a constant ratio of the total heat demand of each building. The model only
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Figure 3.14: Comparison between record and predicted hourly heat demand.
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predicts heat demand affected by the weather conditions (which is the dominant factor) in this
work. The variation of heat demand caused by those secondary factors such as human activities
is beyond the scope of this work, and it can be addressed by building control system.

The hourly heat demand estimation is shown in Figure 3.14. The recorded data of hourly heat
demand is shown by the blue line. The red line represents the estmation on the basis of weather
profile only, of which the actual human activities within the buildings have not been properly
considered in the model. The grey line shows the absolute difference between these two sets
of data, namely the estimation error of the model basis on weather profile. In comparison with
Figure 3.13, one can find that the hourly estimation has much higher error than the monthly
prediction.

There are two points should be highlighted here: (1) The IES-VE model has some default
settings of human activities when the type of building is selected. However, such settings are
just a constant value (i.e., an extra percentage of heat demand), which are very different from
actual user’s behaviour that however are dynamic and have not been recorded by the University’s
energy centre. Hence, the estimation error can be largely attributed to the unknown human
activities within the buildings. (2) The model itself does not forecast weather, but uses the
hourly weather profile of a whole year embedded in the IES-VE software, which are historical
weather data recorded by the weather centre at Glasgow Airport. For this reason, the uncertainty
introduced by the weather profile is considered negligible, and thus neglected in this chapter.
Furthermore, the hourly weather profile is used, the estimation is can be considered as one hour
ahead of time.

Comparing Figure 3.13 with Figure 3.14, with reference to Table 3.4, one can find that
the hourly estimation result has much higher error than the monthly estimation result, showing
that the accuracy of the model is strongly affected by human activities, especially at short time
scale. In general, the more factors being considered, the more accurately the model can predict
the heating demand. Since not all input parameters can be accurately measured (e.g., user’s
behaviour), the calibration methods developed in this chatper becomes necessary and useful.

In summary, the proposed approach uses IES-VE to build the bottom-up model of a district-
level heating network, and some unknown parameters are calibrated using the Bayesian-based
approach to improve the model’s accuracy. The model can predict the hourly heating demand
of each building with the error less than 13% for a case study, of which a number of building
parameters are unknown.

3.4 Conclusion

This chapter developed an approach to predict the hourly heat demand of a district-level heat-
ing network, using a model calibrated by the proposed Bayesian-based calibration method and
monthly recorded data. The IES-VE building energy software is used to build the bottom-up
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model of buildings in a DHN. Due to the lack of detailed building parameters and heavy com-
putational load of simulating such a large model, a Bayesian history matching based calibration
method was proposed to calibrate the model over a shorter time span without the requirement
of gradient calculation. In the approach, a statistical method-based emulator has been designed
to estimate the conditional expectation and variance of model mismatch at untested points for
the calibration iterations. The designed emulator-based calibration method has been compared
with a traditional golden search algorithm, and the results show that the Bayesian approach-
based emulator performs better with fewer calibration times to find the optimal point. Another
case study has been designed to validate the proposed method in calibrating the single param-
eter, two-parameters, and multi-parameters of building envelope. The results indicate that the
method is reliable and efficient to calibrate thermal parameters in building energy models. The
multi-parameters calibration gives better performance by calibrating all parameters simultane-
ously. Finally, it is verified that the proposed approach can predict the hourly heat demand of a
DHN without the requirements of detailed building information and accurate recorded data.



Chapter 4

Statistical Modelling of Heat Demand

4.1 Artificial Neural Network Used in Building Heat Predic-
tion

In predicting the energy consumption of a district heating network, using engineering simulation
to build a bottom-up model of each building is not efficient because it would require a very large
number of hard to get building and occupant activity data, and the simulation would be com-
putationally expensive and time consuming. The motivation of this chapter is to build an ANN
model that is able to predict the heat demand of different types of buildings. If the model is only
trained with the weather profile without giving the building characteristics, it will only be able
to predict the heat demand of a particular building and cannot be transferred to other buildings
of the same type. Therefore, the building characteristics is added as the inputs additional to the
weather conditions in the ANN training. After the model is well trained, it will be used to predict
the heat demand of other buildings by changing the inputs to characteristics of new buildings.
For example, if a model is trained to predict the heat demand of an office building, the model
should autonomously select its relevant features and train. Then the model can forecast the heat
demand of other office buildings by just providing building characteristics, instead of requiring
their historical data of heat demand and trained the model for each building.

Thus, the ANN model is expected to predict the heat demand of a district containing dozens
of buildings after trained by the data of environment profile as well as building characteristics
and heat demand of some sample buildings, as shown in Figure 4.1.

4.1.1 Artificial neural network model

Neural network is a computational model for nonlinear data fitting that typically includes the
input layer, hidden layers, and the output layer [75]. There can be one or more hidden layers
depending on the complexity of the model and training data. Each layer has several neurons
and every neuron is connected to the output of all the neurons in the previous layer through

48
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Figure 4.1: Structure of neural network to predict the heat demand of a district.

adaptable synaptic weights [194]. The training of ANN uses a group of input patterns in a
data mapping process to produce the dependent variables for the corresponding inputs [195]. In
the ANN data mapping process, the neurons in the input layer are multiplied by the weight of
corresponding neurons in the hidden layer and then summed up with bias to the neurons in the
output layers [77]. The predicted results are compared with the historical data, and their errors
are used to update the neuron’s weights by suitable adaptation [75].

The process of ANN can be described in mathematical formulas. Define xk(k = 1,2, . . . ,n)
as the k-th input attribute value which is passed along the links to the other layers. The weighted
sum of signals, ∑, arriving at the input of the next neuron is subjected to a transfer function,
which is most commonly the sigmoid function [196] with the following formula

f
(
∑
)
=

1
1+ e−∑

(4.1)

The j-th hidden neuron h j( j = 1,2, . . . , p) receives the sum of neuron value multiplied by the
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weights w(2)
k j and bias b(2)k j associated with the link as

h j = f

(
n

∑
k=1

w(2)
k j xk +b(2)k j

)
(4.2)

The output neurons are defined as yi(i = 1,2, . . . ,m), which are summed up with their input
signals and activation transfer function as

yi = f

(
p

∑
j=1

w(1)
ji f

(
n

∑
k=1

w(2)
k j xk +b(2)k j

)
+b(1)ji

)
(4.3)

where f is the activation function, the sigmoid function used in the chapter; w(1)
ji , b(1)ji , w(2)

k j and

b(2)k j are the weights and bias linked to the output layer (1) and hidden layer (2), respectively.
This is a typical two-layer ANN model with an output layer and one hidden layer.

The error between target vector and predicted outputs from ANN model are used to validate
the training performance. The appropriate error function is the mean square error (MSE) defined
using the differences between the output vector yi and the target vector ti as

MSE =
1
m

m

∑
i=1

(ti− yi)
2 (4.4)

The training error is used to update the ANN parameters of weights and bias of each neurons
in the hidden and output layers. The training approaches of ANN include general regression,
backpropagation (BP), radial basis function and fuzzy inference system. In this chapter, the
BP learning algorithm is adopted to a typical two-layer ANN model. The BP algorithm is a
supervised iterative training method based on searching the global minimum in the difference
between ANN output and target [197]. The errors in the output are propagated back by calculat-
ing the derivatives that indicate the amount of ‘responsibility’ of each neuron using the gradient
descent method [196]

δ
(1)
i = yi (1− yi)(ti− yi) (4.5)

δ
(2)
j = h j

(
1−h j

)
∑

i
δ
(1)
i w ji (4.6)

where δ
(1)
i and δ

(2)
j indicate the responsibilities of output-layer neurons and hidden-layer neu-

rons, respectively. Then the weights and bias of links can be updated based on the responsibili-
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ties [198, 199] as

w(1)
ji = w(1)

ji +ηδ
(1)
i h j (4.7)

w(2)
k j = w(2)

k j +ηδ
(1)
j xk (4.8)

b(1)ji = b(1)ji +ηδ
(1)
i (4.9)

b(2)k j = b(2)k j +ηδ
(2)
j (4.10)

where η is the learning rate of the BP neural network.
Apart from the methods and algorithms of machine learning in data-driven models, the data

selection with different features and sizes used for training is also a vital factor of the model
performance [75].

4.1.2 Data collection from building energy simulator

The development of a data-driven model will normally consist of data collection and processing
as well as model training and testing. The training process of ANN requires a group of datasets
from historical data records, which is used as benchmarks to train and test the model’s perfor-
mance. The number of inputs neurons depends on the number of input variables for training
the ANN. In the original data, the input data has 26 different variables include both the weather
conditions and building characteristics as shown in Table 4.1. The number of hidden neurons
is chosen based on the complexity of the target model. The more hidden neurons used, the
more complex the model can be achieved, but the longer training time will take. In this chapter,
the number of hidden neurons is manually chosen considering both the model complexity and
training time. The ANN model is structured with 26 input neurons for ANN training corre-
sponding to the input variables and 20 hidden neurons for internal relation of the ANN model.
The data of input variables used for training includes the corresponding hour of the day and
months of the year, selected environmental variables, building characteristics and heat demand
of all target buildings. The data of building heat demand is used to calculate the training error
of the ANN model output. Where the number of people affects the average domestic hot water
(DHW) usage, which increases the heat demand. And the heating setpoints indicates the average
room temperature to calculate the required heat demand for heating up the room to the setpoint
temperature.

Ideally, the most direct way is to measure the end-user heat demand of each building. How-
ever, there are many difficulties in measuring the real heat demand of the buildings. Firstly, it is
required to install great number of sensors in every parts of the buildings. However, as the case
study in University of Glasgow (UofG), many buildings have hundreds of years of age. These
buildings do not have building management system (BMS) as modern buildings and it is difficult
to reconstruct them. In addition, the collection of the required historical data will take at least
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Table 4.1: Variables and units of input variables for ANN training

Types Variables Units

Times series
Time of a day hr

Days in a week hr
Weeks in a year week
Month in a year month

Environment
variables

Dry-bulb temperature ◦C
Wet-bulb temperature ◦C

Dew-point temperature ◦C
Daily mean temperature ◦C

Max. adaptive temp. ◦C
Wind speed m/s

Wind direction deg
Direct radiation W/m2

Diffuse radiation W/m2

Global radiation W/m2

Solar altitude deg
Solar azimuth deg
Cloud cover oktas

Atmospheric pressure Pa
External relative humidity %
External moisture content kg/kg

Building
characteristics

Floor area m2

Volume of plant m3

Windows area %
Plant radiant fraction 0.0∼0.1

Time of heating hrs/day
Room heating setpoint ◦C

Number of people pers
DHW consumption I/(h· pers)

several months but ideally several years in recording data from sensors.
Another way is to measure the heat demand from the supplier. In UofG, the buildings are

heated via district heating network supplied by the energy centre. But the energy centre can only
record the real heat demand of the whole campus but not each building. It makes difficulties in
calculating the heat demand of each building from the sum of heat demand of the whole campus.
Therefore, the bottom-up building models are built in the IES-VE software referring to all real
buildings in campus. The building parameters are then calibrated to allow the sum of heat
demand of all building models matching the real heat demand data of whole campus recorded
by the energy centre.

IES-VE is an integrated system to build bottom-up models of buildings for thermal analysis
and heating load simulation using the Apache engine. After setting the latitude and longitude of
the target buildings, the weather profile for the building energy simulation is obtained from the
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weather station at the nearest airport then the building thermal behaviour is simulated depending
on the variation of environmental parameters, such as change of temperature and solar radiation
process as shown in Figure 4.2. For this study it is Glasgow airport which is 9 km from the
University of Glasgow. The settings are to make sure the simulated result is as close as possible
to the measured heat demand. After the model is well calibrated by the data of whole campus,
the simulated heat demand of each building can be obtained. The calibration work and validation
result against measured data have been published in previous publications [99, 200]. Then the
heat demand of each building simulated from this model is trusted to be close to their real
heat demand. In this chapter, to simplify the data collection process, the training data is taken
from simulated results generated in the building energy simulation software IES-VE. The data
includes the weather profile, building characteristics and simulated heat demand is used for ANN
training.

Figure 4.2: Weather profile for building thermal behaviour in IES.

In addition to the weather profile, different building characteristics will also affect the ther-
mal behaviour of the building. The floor area, building volume, windows area and type, and wall
thickness and material are the key characteristics of a building. Apart from these, the building
heat demand also depends on its type of operational function. For example, the normal working
hours of an office building are from 8:00 to 18:00, and its heat demand is different from that of a
restaurant opening from 12:00 to 22:00 or a library open for 24 hours. The building fabrication
data of every single building is collected from IES as shown in Figure 4.3. The data is collected
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Figure 4.3: Building fabrication information of a sample building.

from the sample building models built in IES-VE which were calibrated to fit the recorded data
of real heat energy consumption. The collected data is normalised before it is used to train the
ANN model for the prediction of heat demand of the district heating network.

4.2 Development of Feature Selection Approach

4.2.1 Sensitivity analysis of heat demand to input variables

The collected data of weather information and building characteristics are defined as input vari-
ables to the ANN model. To validate the effect of model variables, the sensitivity analysis has
been designed to provide the elementary effect of each variable. The increase or decrease of
each variable will then provide a clear effect on the output. The input and output data used in
sensitivity analysis should be exactly the same with that used for ANN training. In the original
data, the inputs of sensitivity analysis are the 26 variables including both the environmental con-
dition and building characteristics, while the outputs are the heat demand of sample buildings
randomly chosen from the campus.

The commonly used global sensitivity analysis method is the Morris method, which has been
used to test the elementary effect in the case. The basic idea of the Morris method is to evaluate
the response of the model output on the basis of a small change in a single input variable. The
mean elementary effect of a single variable from the complete set of data points of size U is
presented as

µ
∗
k =

1
U ∑

∣∣∣∣ f (x1, · · · ,xk +∆k, · · · ,xn)− f (x1, · · · ,xn)

∆k

∣∣∣∣ (4.11)
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However, in real engineering applications, the input variables are normally varied simulta-
neously with time and it is difficult to find the effect of a small change of only a single variable
on the target variable. Some research in analysing ecology data has realised the potential weak-
ness of perturbing a single factor at a time [85]. The input xk with n input variables and output
y = f (x1, · · · ,xn) at time step (q) comparing with that at time step (q−1) can be presented as

x(q)k − x(q−1)
k = ∆

(q)
k (4.12)

y(q)− y(q−1) = f
(

x(q−1)
k +∆

(q)
k

)
− f

(
x(q−1)

k

)
(4.13)

Combined with Equation (4.11) with U = 1, the output of Equation (4.13) can be represented
by the elementary effect µk as

y(q)− y(q−1) = ∆
(q)
1 µ1 +∆

(q)
2 µ2 + · · ·+∆

(q)
n µn

=
[
∆
(q)
1 , · · · ,∆(q)

n

]
×


µ1
...

µn

 (4.14)

In the standard Morris method, the mean value is calculated to average the elementary effect
of a single variable in fitting the data. To calculate the elementary effect of multiple variables,
the problem is changed to finding a pair of µk to fit the relationship between changes on each
variable to outputs as

∆
(2)
1 · · · ∆

(2)
n

... ∆
(q)
k

...

∆
(U)
1 · · · ∆

(U)
n

×


µ∗1
...

µ∗n

=


y(2)− y(1)

...
y(U)− y(U−1)

 (4.15)

Normally, the simplest way is to calculate the inverse matrix of ∆
(q)
k and its product with the

output. However, the inverse matrix can only be calculated if the original matrix is square and
non-singular. This is difficult and not always satisfied in data regression problems. The common
approach for the linear equation is to find the least-square solution to minimise the unfitted error
referring to all used data points for sensitivity analysis. Then the most suitable µ∗k can be worked
out to solve (4.15).

4.2.2 Determine the correlation of input variables

To find the correlation between input variables and outputs, the most common method is regres-
sion. Linear regression is a powerful tool that uses mathematical manipulations to transform
the relationship between dependent and independent variables into a linear form. Based on this,
many procedures were developed to derive the equation of a straight line using the least-squares
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criterion for calibration. However, most engineering data is poorly represented by a straight line.
An alternative calibration is to fit polynomials to the data using polynomial regression, where

the simplest is quadratic regression [201]. The quadratic regression ensures that the first-order
derivative is continuous. The least-squares procedure can easily be extended to fit the data to a
2nd-order polynomial as the quadratic least square regression (QLSR) approach. The QLSR has
the advantage to integrate both the convergence property of least squares and the probabilistic
property of fuzzy regression to fit a non-linear mapping [202–204].

Define the quadratic polynomial equation presented by the input variables as

z = a0 +a1si +a2s2
i (4.16)

Assume the fitted value of the kth inputs as xk can be presented as the sum of polynomial
equations of the other n−1 input variables

xk =
n−1

∑
c=1

zc + ε (4.17)

where ε is the unique information that is independent with any other input variables. Then, the
error between the real and fitted value of each input variable can be represented by

eq = x(q)k − z(q)c (4.18)

To calibrate the value of each parameter in the polynomial equation, the estimated value can
be obtained by fitting one variable at a time. The effect of other variables can be added to the
error. The accumulated square error of U data points can be presented as

Ek =
U

∑
q=1

e2
q (4.19)

To minimise the accumulated square error by adjusting the parameters, the partial derivative
of the accumulated square error with respect to each parameter can be presented as

∂Ek

∂a0
=−2

U

∑
q=1

(
x(q)k −a0−a1s(q)k −a2s(q)k

2
)

∂Ek

∂a1
=−2

U

∑
q=1

[(
x(q)k −a0−a1s(q)k −a2s(q)k

2
)

s(q)k

]
∂Ek

∂a2
=−2

U

∑
q=1

[(
x(q)k −a0−a1s(q)k −a2s(q)k

2
)

s(q)k

2
] (4.20)

After defining the partial derivative as zero, the most suitable parameters a∗0, a∗1, and a∗2 can
be obtained for the quadratic least square regression. After that, the coefficient of determination,
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R2 shows the quality of the fit of each variable to the target input as

R2 ≡ 1− ∑(xk− zc)
2

∑(xk− x̄k)
2 (4.21)

where

x̄k =
1
U

U

∑
q=1

x(q)k (4.22)

Based on the coefficient of determination, the variable with the highest R2 value can be
chosen to fit the target variable. Thus, one key variable with its optimised parameters can be
chosen in each iteration to fit the target input variable. The remaining difference between the
target input variable and its fitted value is used in the next iteration. The fitting process using the
QLSR is repeated until the R2 value is lower than the threshold. The low R2 value indicates that
there has not been enough evidence to show that the remainder is determined by other variables.
Then the assumed situation in (4.17) has been achieved and the process can be stopped. The
lower threshold will cause more iterations in fitting the target variable. However, as the error
reduced, the excessive iteration times does not give obvious difference in finding the most related
features. Thus, considering both the performance and computational load, the threshold is set at
50% in the following case study to have acceptable fitting result. It validates that the correlation
among input variables has been found as the target feature can be presented by other input
variables. The result can then be used to remove the duplicated features from input variables to
reduce the training data.

4.3 Simulation Case Study

4.3.1 Training with partial environmental parameters

Empirically, the temperature is the main drive of the heat demand of buildings. However, the
heat demand is not linear related to the ambient temperature. Due to this, the relationship from
temperature to the heat demand can be found using nonlinear fitting methods. ANN is theo-
retically able to fit any type of function with enough training data. Thus, the ANN is trained
with a large amount of simulation data to get the relationship between ambient temperature and
building heat demand.

The heat demand to ambient temperature, as the only input parameter, is predicted by ANN
as in Figure 4.4 (a). The blue points indicate the training data while the black circles indicate the
predicted result points. The result verifies that the heat demand is monotonically related to the
ambient temperature, the lower temperature causes higher heat demand. However, there are still
lots of points distributed around the black line. This presents that heat demand depends on not
only the ambient temperature but also much other weather information and human activities.
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Figure 4.4: Heat demand prediction result of ANN after trained by different input factors.

Apart from the temperature, the heat demand is probably affected by other factors as well,
including other environmental factors and time series. Other environmental factors include all
weather profiles that can affect heat demand, such as humidity, wind speed, solar radiation.
The time series indicates specific behaviour of customer heating as a routine of time, which
can include the time of a day and month of a year. In addition, the heat demand in university
buildings can depend on the months, such as the summer holiday and examination month. The
month in a year indicates the part impact of human activities. The fitting results of temperature
as well as other input factors, such as months in a year, time in a day, humidity. Figure 4.4
(b) show the training results of temperature and month in a year to heat demand, Figure 4.4 (c)
shows the that of the above variables plus the time of a day, and Figure 4.4 (d) shows that of the
above variables plus the humidity. The difference of heat demand predicted by the ANN based
statistical model comparing with the engineering model of building energy simulator is shown
in Figure 4.5. The bar chart shows the results from the single input variable to the multi-input
variable. From the results, the more input variables used to train the ANN, the better fitting
results in finding the relationship between inputs and the heat demand and less prediction error
achieved.
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Figure 4.5: Error of ANN heat demand prediction with different training inputs. Case 1 - Input:
temperature; Case 2 - Input: temperature & month; Case 3 - Input: temperature, month & time;
Case 4 - Input: temperature, month, time & humidity.

4.3.2 Input variables and sensitivity analysis

The data used for ANN training is collected from IES-VE software database containing build-
ing characteristics, energy consumption including heat demand, and weather profile, which is
recorded by the nearest weather station in an airport after setting the location. In total, the
weather profiles include 16 different hourly recorded variables, as given in Table 4.1. A number
of input variables are shown in Figure 4.6 for a period of 30 days.

Figure 4.6 (a) shows the five types of temperature information: dry-bulb, wet-bulb, dew-
point, daily mean and maximum adaptive temperature. The figures shows that the five tempera-
ture variables have similar tendency, i.e. the different temperatures depend on the same weather
information. Similar results can also be found in direct radiation, global radiation and diffuse
radiation in Figure 4.6 (b). They have similar tendency under most circumstance. Figure 4.6
(c) shows other useful input weather variables including solar altitude, relative humidity and
external moisture content for every hour. They have no obvious dependency on other variables
but possibly have hidden and non-linear relationships, which will be discussed later. The ANN
training aims to use these weather-based variables along with building characteristics as inputs
and corresponding hourly heat demand as outputs.

Due to the multiplicity of the input variables, ANN training could take an extremely long
time, furthermore, it reduces the efficiency in finding an effective input-output relationship in
the ANN model. The sensitivity analysis (SA) introduced in Section 4.2.2 aims at analysing the
sensitivity of each input variable to the output. The result of SA of input variables is shown in
Figure 4.7. From the result, the wet-bulb temperature has the highest sensitivity to the building
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(a)

(b)

(c)

(d)

Figure 4.6: A sample of input variables used in ANN training: (a) dry-bulb, wet-bulb, external
dew-point, daily mean and max adaptive temperatures, (b) direct, global and diffuse radiations,
(c) solar altitude, external relative humidity, and moisture content, (d) recorded heat demand.
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heat demand. The input variables include both the weather-based variables and the building
characteristics. From the SA result, the top 5 highly sensitive variables are all temperature
related. And the building characteristics with the highest sensitivity for heat demand prediction
is the building volume. The wind direction is the variable with the lowest sensitivity to heat
demand. With the result of sensitivity analysis, the number of weather input variables can be
reduced via choosing the inputs with the highest sensitivity for training.

4.3.3 Analysis of correlation among input variables

In the sensitivity analysis, the five input variables with the highest influence on the output heat
demand are wet-bulb, dry-bulb, dew-point, daily mean and maximum adaptive temperatures.
Even though the five variables represent different types of temperature, they contain key infor-
mation that affects all temperature-based variables. Thus, if the internal relationship between
different input variables can be found, the number of input variables can be further reduced.

As the wet-bulb temperature has the highest influence in the sensitivity analysis to the output
heat demand, it is tested and used as an example to show the fitting result. The QLSR method
proposed in Section 4.2.1 is used to find the duplicated features in the target input variable.
The fitting result in Figure 4.8 show the wet-bulb temperature on the y-axis and the value of
the correlated variables on the x-axis. Figure 4.8 shows the fitting result in the first iteration.
From which, it shows the relationship between the wet-bulb temperature with the other fifteen
weather-based variables. To make it clearer in comparison, the coefficient of determination,
which is also called R-squared (R2), is used to determine the dependency between variables, as
shown in Figure 4.9 (a).

The variable with the highest R2 value is the dry-bulb temperature which has around 97%
determination with wet-bulb temperature. After subtracting the determined part of dry-bulb
temperature from the wet-bulb temperature, the remaining part is used as the next target to
run the second iteration in QLSR. As shown in Figure 4.9 (b) to (d), the next determination
variables are the relative humidity and dew-point temperature. In the 4th iteration, the R2 value
has dropped below 35% and the error is less than 0.1% of the nominal temperature range. Then
the iteration stops.

The fitting result from QLSR shows that the wet-bulb temperature depends on three other
features, the dry-bulb temperature, relative humidity and dew-point temperature, whose param-
eters of weights also provided from the QLSR fitting. After that, the wet-bulb temperature can
be fitted by other three and the fitting weights based on equation (4.16). The fitted wet-bulb
temperature is compared with its real value as demostrated in Figure 4.10. In the figure, the
solid black line indicates the real wet-bulb temperature and the read dots indicate the fitted one
that is calculated by other features. The result shows that the average fitting error, which is
given in the bottom figure with the blue dots, is less than 0.5%. It also means thta the three fitted
variables have more than 99.5% information of wet-bulb temperature. Therefore, it verifies that
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the wet-bulb temperature can be fully described by the other three features.

Figure 4.7: Sensitivity analysis result of all input variables
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Figure 4.8: Quadratic least square regression fitting curve of the wet-bulb temperature using
other weather-based input variables (1st iteration).
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Figure 4.9: Coefficient of determination of other weather-based input variables to Wet-bulb
temperature in each iteration: (a) 1st iteration, (b) 2nd iteration, (c) 3rd iteration and (d) 4th
iteration.
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If the wet-bulb temperature and other three features are all chosen as the input variables for
the ANN training, the output heat demand will be found related to both the wet-bulb temperature
and the other three feature. It causes the repeated training to the duplicated features. Thus, in
order to improve the effectiveness of ANN training, the duplicated feature of wet-bulb tempera-
ture can be removed from the training inputs and the number of variables are then reduced for a
faster training speed.

Similar with the QLSR approach used on the wet-bulb temperature fitting, other variables
are also tested for duplicated features before they are used as inputs of ANN training. In the
traditional sensitivity analysis result given in Figure 4.7, the cut-off criteria is set as 0.02 to
allow 15 variables out of 26 used for the ANN training. After running the same approach on
the 15 variables, the result indicates that 3 features out of the 15 can be further removed to
reduce the training load of ANN. They are the wet-bulb temperature, the maximum adaptive
temperature and the moisture content. Using the QLSR approach, they are found containing
duplicated features with other variables and thus can be removed from the training inputs. All
other 12 variables, which are known as the result of sensitivity analysis with reduced features,
are chosen for the ANN training.

However, it has to say that the number of variables with duplicated features depends on
collected data and different case studies. In other cases that using different data sources, the
removed variables could be found no longer containing duplicated feature with others. Thus,
it is necessary to run the proposed sensitivity analysis with reduced features approach for each
data source and case study.
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Figure 4.10: Fitting result of real wet-bulb temperature using searched input variables: (a) com-
parison between real and fitted wet-bulb temperature, (b) difference between real and fitted
temperature.
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4.3.4 ANN training and prediction performance comparison

To verify the effectiveness of the proposed approach, this section gives the comparison among
the ANN training result of using all 26 input variables (All), the top 15 input variables from sen-
sitivity analysis (SA), and 12 input variables chosen from the sensitivity analysis with reduced
features (SARF).

The ANN is built and trained in Matlab with the built-in neural network toolbox. The pa-
rameter of ANN models is set using 1 hidden layer with 20 hidden nodes. The models are from
the building models from the University of Glasgow, which has 36 different buildings with dif-
ferent heating types, and the total recorded data of 12 months’ weather profile. The training of
ANN uses part of the recorded data includes weather profile of 4 months from January to April,
building characteristics of 10 randomly chosen sample buildings and their heat demand. As the
weather profile and heat demand of the first 4 months and 10 sample buildings are used to train
the ANN, the remained 8 months weather profile is used to test the training performance by
predicting the heat demand of the remained 26 buildings.

Furthermore, the ANN training is using random initial weights and bias value. In the ANN
training, the stopping criteria is that the gradient reduction of training error using the initial
parameters is low enough, which means the training error is difficult to be further reduced.
The training performance is mostly dependent on the initial parameters of weights and bias.
Therefore, only one set of training result is not enough to show and compare the performance
for randomly chosen initial weights. The simulation test uses the MATLAB neural network
toolbox for ANN model training. In order to make a fair comparison and to give a convincing
conclusion, the ANN training and heat demand prediction should be repeated many times so
that the statistic results can be compared to show the average training performance. In the case
study, each method for ANN training has been repeated one thousand times and the statistical
results of all methods are compared. The probability density functions of statistical prediction
error of heat demand and training time of ANN model for the one thousand repeated tests are
shown in Figure 4.11.
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Figure 4.11: Statistic ANN training performance and result comparison: (a) probability of train-
ing error based on statistics, (b) probability of training time based on statistics.
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Due to the randomness of the ANN training process, the results show some variability and,
thus, the medians of the statistical results are given and compared. In the result of Figure 4.11 (a),
the median of prediction error using the original method is about approximate 60% prediction
error while that of SA and SARF are around 38% prediction error. And in Figure 4.11 (b), it
is clear that the median of ANN training time with all variables is about 43s, the median of
training time of SA is 26s and that of SARF is 21s, around 20% less training time than SA and
50% less than original all inputs. In addition to the median of prediction error and training time,
the variance of SARF is obviously smaller than the variance of the case with all input variables
and similar to the variance of SA. This verifies that SARF will reduce the uncertainty in ANN
training and training time while achieving better performance.

In addition, the result in Figure 4.11 shows that the ANN training performance using the
Levenberg-Marquardt (LM) training function, which is the most widely used training algorithm.
However, there are many other training algorithms, including BFGS Quasi-Newton (BFG), re-
silient backpropagation (RP), scaled conjugate gradient (SCG), conjugate gradient with Pow-
ell/Beale restarts (CGB), Fletcher-Powell conjugate gradient (CGF), Polak-Ribiére conjugate
gradient (CGP), one step secant (OSS), and variable learning rate backpropagation (GDX). The
next step is to verify the performance of the developed SARP method in other training algo-
rithms. Table 4.2, 4.3 and 4.4 show the prediction error of all training functions using the
original 26 input variables, 15 input variables from SA, and 12 input variables from SARF. The
indices for performance comparison are chosen as the mean, min and max prediction error its
standard deviation (STD) as well as the mean, min and max prediction time and its STD.

To make the comparison clearer, the mean prediction error, error STD, mean training time,
and time STD are drawn in bar charts as shown in Figure 4.12. The results show the prediction
error and time of different training functions in ANN model training. In comparison among
different training functions, the BFG, SCG, CGB, CGG, and CGP have the relatively better
prediction result while the RP and GDX require the least training time. For all the training
function used in the above ANN training, the SARF uses the least training time to perform a
relatively better performance with the least prediction error. It verifies that the proposed SARF
method can improve the ANN training efficiency and reduce the training time to obtain the same
or even better performance in the heat demand prediction.
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Figure 4.12: Comparison of using SARF with traditional SA method in different training func-
tions. (a) Mean prediction error, (b) mean training time, (c) standard deviation of prediction
error, (d) standard deviation of training time.
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Table 4.2: ANN test result in heat demand prediction using original 26 input variables

Algorithm
Mean

Error (%)
Min.

Error (%)
Max.

Error (%) Std. (%)
Mean

Time (s)
Min.

Time (s)
Max.

Time (s) Std. (s)
LM 88.81 24.56 199.96 52.99 42.47 33.46 58.63 5.93
BFG 29.90 20.56 121.61 8.38 16.77 13.47 23.38 1.54
RP 33.66 21.58 112.60 10.94 4.05 3.10 5.81 0.43

SCG 29.41 21.34 93.62 7.81 7.06 5.23 8.90 0.69
CGB 29.52 20.25 83.62 8.07 14.61 7.57 21.86 1.58
CGF 29.53 21.43 112.18 7.29 14.23 10.84 18.27 1.55
CGP 29.59 19.99 86.54 7.06 14.37 0.69 19.29 1.59
OSS 30.39 21.93 89.76 6.31 13.12 9.70 16.36 1.36
GDX 63.18 38.80 171.49 13.58 4.06 3.21 5.77 0.43

Table 4.3: ANN test result in heat demand prediction using 15 input variables from SA

Algorithm
Mean

Error (%)
Min.

Error (%)
Max.

Error (%) Std. (%)
Mean

Time (s)
Min.

Time (s)
Max.

Time (s) Std. (s)
LM 42.02 20.21 195.74 27.84 24.81 27.17 57.70 5.09
BFG 25.46 18.06 46.96 3.88 15.53 12.05 19.80 1.78
RP 29.09 20.84 58.42 4.89 4.05 2.99 5.74 0.52

SCG 25.72 19.29 55.29 3.64 6.96 5.50 11.67 0.89
CGB 25.29 18.98 54.58 3.84 14.67 0.51 22.86 2.24
CGF 25.40 18.98 43.80 3.42 14.44 10.83 21.45 1.87
CGP 25.66 19.18 49.98 3.96 14.55 11.25 22.73 2.12
OSS 27.74 20.66 55.91 3.88 13.15 10.42 19.23 1.64
GDX 59.32 33.85 153.99 15.28 4.12 3.08 8.18 0.65

Table 4.4: ANN test result in heat demand prediction using 12 input variables from SARF

Algorithm
Mean

Error (%)
Min.

Error (%)
Max.

Error (%) Std. (%)
Mean

Time (s)
Min.

Time (s)
Max.

Time (s) Std. (s)
LM 38.31 20.84 209.48 21.53 20.80 3.95 38.34 7.71
BFG 25.72 17.48 38.74 3.08 12.65 9.15 19.87 1.75
RP 29.60 22.08 54.95 4.86 3.35 2.69 4.83 0.44

SCG 26.02 18.72 35.00 3.07 6.29 4.98 9.70 0.84
CGB 25.43 19.03 41.73 3.16 12.24 7.86 17.68 1.66
CGF 26.13 19.06 38.25 3.12 11.97 9.69 17.53 1.48
CGP 26.37 19.87 48.80 3.62 12.02 9.22 18.94 1.84
OSS 28.27 20.96 43.46 3.68 10.95 8.92 17.13 1.45
GDX 60.31 39.64 119.06 14.07 3.34 1.37 5.23 0.53

4.4 Conclusion

With the development of ANN technology, the sensitivity analysis is necessary to rank the im-
portance of input variables due to a large amount of training data. In predicting the district
heat demand using weather information, it is found that most input variables contain duplicated
features which is not required to train the ANN model. This chapter proposed a method with
the ability to remove both the variables with low importance and the variables that have high
importance but contain duplicated features. The proposed approach analysed the correlation
among input variables via detecting the coefficient of determination of each variable with others
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referring to the fitting error of quadratic least square regression. The approach is validated in a
case study of predicting heat demand in a district using an ANN model that is trained by historic
data from several sample buildings. The traditional sensitivity analysis method ranked the input
variables based on their influence on the heat demand. It was shown that the 15 most important
features can be used to predict the district heat demand with the same or even better performance
than the complete set of features. The proposed method further removed 3 important variables
that are determined by other variables via analysing the determination of each variable. The
results show that the proposed method can reduce training time by around 20% while achieving
the same training and prediction performance compared with the traditional sensitivity analysis
method. With the developed sensitivity and correlation analysis approach, the training data is
simplified and the efficiency of training an ANN model can then be improved.



Chapter 5

Statistical Modelling of Electricity Demand

5.1 Data Processing and Modelling of Electricity Demand

5.1.1 Electricity demand data processing

In University of Glasgow, the electricity power is supplied by both the power grid and CHP from
energy centre, as shown in Figure 5.1. The CHP consumes gas and generates heat and electricity
for the buildings in campus.

Figure 5.1: Schematic diagram of campus electricity from CHP and grid.

When the electricity demand of campus is less than the peak power output of CHP, all the
power is supplied by the CHP and no power is from grid. If the electricity demand is higher
than the peak power output of CHP, or in the summer, no heat demand is required from the CHP,
the power is supplied from grid. The actual power consumption of main campus is the sum of

73
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power from grid and power from CHP, as shown in Figure 5.2. The blue line shows the power
from CHP, red line shows the power from grid.

Figure 5.2: Campus electricity power demand from CHP and grid in a week.

However, in the data of power consumption, the CHP power output is recorded in every
minute, while the grid power flow is recorded in every half-hour. That could cause the mismatch
between data from CHP and data from grid. Figure 5.3 shows the example of one day. The
blue line shows the power from grid, the red line shows the power from CHP and the green
line shows the total power. In some period, the result shows obvious oscillation, which makes
the result not reliable. In order to avoid the power oscillation and make the power demand more
reliable, the data processing by moving the time series of CHP to compensate the time difference
and match that of the power from grid. Before processing, the original data of grid and CHP
has some mismatch on time points. After moving the data forward or backward to match their
time points, the final result of the total power consumption has less oscillation, which is more
reliable.

5.1.2 Problems in electricity demand data fitting

In matching the electric power to weather conditions, a problem is found that the relationship of
power consumption and temperature are in different sign of proportional in short-term (hourly
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Figure 5.3: Data processing of electricity power consumption from grid and CHP

variation) and long-term (seasonal variation) time horizons. As in the example of the Maths &
Statisc School building, the comparison between ambient temperature and electricity demand is
given at the top of Figure 5.4. The total data of 1.5 years on the left shows that the relationship
between ambient temperature and electricity demand is in obvious inverse proportional (nega-
tive correlation). If enlarge the comparison in days, their relationship is in direct proportional
(positive correlation), as shown in the figure on the right. The lower air temperature (blue curve),
the higher electricity demand (red curve). But if the comparison is enlarged into single days, as
shown in the figure on the right, their relationship is positive correlation. The electricity demand
is increasing and decreasing following the temperature.

The main reason of this situation can be explained as the impact of human activities of oc-
cupants in the building. For example, during working time, occupants are using electric devices
with the demand in an approximate Gaussian distribution. Thus, the power demand at noon is
the highest while the power demand at night is the lowest. This tendency of power demand in a
day matches the tendency of temperature, but it cannot say that the power demand is determined
by the temperature.

In a long-term period or seasonal variation, the HVAC (heating, ventilation, and air condi-
tioning) system is managed to heat the building continuously. Thus, the power demand is in
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Figure 5.4: Half-hourly power demand of different campuses comparing with temperature.

inverse correlation with the temperature, or the lower temperature causes the higher power con-
sumption for space heating. It shows obvious inverse correlation between electricity demand
and temperature.

This is a typical issue in office/education buildings heated by electricity. It is more obvious
in cold areas, such as in Scotland, that the heating load is much higher than the cooling load. In
the opposite condition where the cooling load is much higher, the inverse correlation between
electricity demand and temperature in the long term is not as obvious as the issue shown above.
This chapter focuses only on fitting the data of electricity demand of buildings where the heating
demand is much higher than cooling. Therefore, in a longer time period, the temperature and
electricity demand are in inverse correlation, while in a shorter time period, the temperature
and electricity demand are in positive correlation. That causes difficulties in data fitting using
traditional statistical methods of fitting the power demand with temperature directly.

The main reason of this situation can be explained as the impact of human activity of occu-
pants in the building. For example, during working time, occupants are using the electric devices
with the demand in an approximate Gaussian distribution. Thus, the power demand at noon is
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Figure 5.5: Comparison between daily mean power demand and half-hourly demand.
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the highest while the power demand at night is the lowest. This tendency of power demand in a
day matches the tendency of temperature. But it cannot say that the power demand is determined
by the tempertaure in a direct proportion.

In a long-term time horizon, the building management system leads a higher ratio in power
consumption of electricity, such as the HVAC (heating, ventilation, and air conditioning) system.
Thus, the power demand is inversely proportional with the temperature, or the lower temperature
causes the higher power consumption for space heating. It shows obvious inverse porportional
relationship between electricity demand and temperature. So in a longer time horizon, the tem-
perature and electricity demand are in negative relationship, while in shorter time horizon, the
temperature and electricity demand are in positive relationship. That causes difficulties in data
fitting using statistical method.

To see the relationship between temperature and electricity demand, the daily mean data can
be found with a more obvious inverse proportional relationship. The daily mean power demand
can be fitted easily with linear regression. But the hourly power demand can be found with a
relatively direct porportional relationship, as shown in Figure 5.5. This difference causes the
difficulty in data fitting between power consumption of electricity and weather conditions, such
as temperature.

5.2 Development of Electricity Demand Prediction Approach

5.2.1 Working hour splitting based regression approach (Approach 1)

The approach is designed to split the building baseload power consumption and occupants’ ac-
tivities by time series. In order to achieve this, it is assumed that the occupants only consume
power at particular period of time while building baseload power is consumed 24 hours con-
tinuously. In the time period when the occupancy rate is low or zero, the power demand is
mainly the baseload of the building; and in the time period when the occupancy rate is high, the
power demand data includes both the building baseload and occupants’ activities. It is difficult
to separate them from the recorded data. Therefore, the approach uses the power demand data of
the low occupancy time period to find the dependence on environmental conditions to adapt to
the building baseload, which is independent with occupants’ activities. After that, the building
baseload in the remaining time period can be predicted by the weather variables of the same
period and the fitted dependence above. It is assumed that the difference between the actual
power demand and the building baseload during this period is caused by the influence of the
occupants’ activities.

In the case study, the target buildings at university campus are used for teaching and officing.
Thus, the normal working hours are between 9:00 and 17:00, depending on the work schedule.
However, the actual working hours are flexible for employees, depending on their preference
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Figure 5.6: Spliting the time into working hours and off-work hours of every 24 hours.

on working time. After comparing between the electricity demand data of normal working
days and public holidays, it is found that the impact period of occupant’s power consumption
is several hours wider than the normal working hours. Therefore, in order to further reduce the
uncertainty of occupants’ activities, a three hours redundancy period has been added before and
after the normal working hours to eliminate possible occupants’ activities during non-working
hours. The data between 20:00 every day and 6:00 the next day is defined as the non-working
hours and used to fit weather variables to electricity consumption without occupants’ activities,
as shown in Figure 5.6.

In the approach, the non-working hours power demand data is used to fit the most signifi-
cant weather variables as the building baseload power demand. To choose the most significant
weather variable for fitting the non-working hours power demand, the sensitivity analysis tech-
nique is used to find which weather variable has the highest sensitivity to the power demand.
The sensitivity analysis uses the coefficient of determination, R2

k , of the kth model input variable
as the index of showing the quality of each weather variable to the electricity demand as

R2
K = 1− ∑i

(
yi− xk,i

)2

∑i
(
xk,i− x̄k

)2 (5.1)

where xk,i and yi indicate the ith sample points data of the kth model input and model output,
respectively; x̄k indicates the mean of model input.

After the weather variable with highest sensitive to power demand is found, their relationship
is found using the simplest statistical method (i.e., the linear regression method) to predict the
building baseload power demand. The difference between the recorded real power demand and
fitted baseload power is then known as the power demand determined by occupants’ activities.
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Figure 5.7: Flow chart of electricity power demand fitting approach.

It is assumed that the power demand of occupants’ activities in each hour satisfies a normal
distribution. Therefore, at the same hour on different dates, the mean value of the difference
between the recorded power demand and the fitted building baseload is used to predict the most
possible power demand caused by occupants’ activities. After getting the average of human
activities power demand caused by building occupants, the sum of power demand caused by
fitted building baseload and occupant activities are known as the fitted building power demand.
The whole process is produced as the flowchart in Figure 5.7.

5.2.2 ANN with fuzzy hours splitting approach (Approach 2)

The design above is the basic method to verify the approach of splitting the data by time of
working hours. However, the linear regression method to fit the electricity demand and ambient
temperature cannot fully capture the nonlinear dynamics of multi weather variables. In addition,
the average occupant power demand ignored a lot of information that causes the power variation
of different human activities. In order to improve the power demand prediction approach, an
approach is developed with artificial intelligent technologies.

In the original design, the splitting method is based on a fixed time from normal work-
ing hours. However, this splitting approach is too arbitrary and does not consider the possible
changes of different conditions. In the new approach, the full-occupancy hours are defined from
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Figure 5.8: Spliting the time into working hours and off-work hours by fuzzy logic.

t2 to t3 while the no-occupancy hours are defined from t4 to t1. The area between full-occupancy
hours and no-occupancy hours are defined as the fuzzy area that is not quite clear to belong to
the full-occupancy or no-occupancy, as shown in 5.8.

The power demand can be split into three sections by time as

Pbuilding(t) =


Pno t4 ≤ t < t1
Pf uzzy t1 ≤ t < t2&t3 ≤ t < t4
Pf ull t2 ≤ t < t3

(5.2)

Assume the membership function of the fuzzy area is f (t), which indicates the occupancy
rate. The power demand of the fuzzy hours Pf uzzy (t) can be obtained from the power demand of
no-occupancy power, the full-occupancy power and the membership function as

Pfuzzy(t) = Pno(t) · (1− f (t))+Pfull(t) · f (t) (5.3)

where Pno (t) is the power demand of time during no-occupancy hours, which also indicates
the building baseload power demand without the impact of the occupants. Pfull (t) is the power
demand of time during full-occupancy hours, which includes the power demand at peak load
caused by full-occupancy activities.

The membership functions of fuzzy area can be designed in different shapes. The general
classification of membership functions can be piecewise linear function, Gaussian function, bell-
shaped function, sigmoid function, and polynominal based function [205].

The piecewise linear function constitute the simplest type of membership functions by two
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parameters c1 and c2 with changing of variable x as

f (x;c1,c2) =


0, x≤ c1
x− c1

c2− c1
, c1 < x < c2

1, x≥ c2

(5.4)

where the parameters c1 and c2 locate at the bottom and top of the curve, respectively.
The Gaussian membership function is given by the expression as

f (x;σ ,c2) =

 e
−(x−c2)

2

2σ2 , x < c2

1, x≥ c2

(5.5)

where the σ indicates the width of the membership function curve.
The bell shaped membership function is given by the expression as

f (x;a,b,c2) =


1

1+
∣∣x−c2

a

∣∣2b , x < c2

1, x≥ c2

(5.6)

where parameter a indicates the width of the membership function, b is a positive that indicates
the orders of the curve.

The sigmoidal function is generally expressed as

f (x;a,c1,c2) =
1

1+ e−a(x− c1+c2
2 )

(5.7)

where parameter a indicates the speed and shape of the curve depending on its value and sign.
The curves of linear, Gaussian, Bell-shaped and Sigmoidal membership functions from Eq.

(5.4) to (5.7) are shown in Figure 5.9.
In the fitting approach between weather variables and power demand, the working hour

splitting based regression approach uses linear regression to find the relationship between non-
working hours power demand and the most sensitive weather variable. That approach assumes
that the demand of building baseload is in linear relation to a single weather variable. The im-
pact of other less sensitive weather variables and other less dominate nonlinear relationships
are ignored. Therefore, in the new approach, the artificial neural network (ANN) method is
used to find the nonlinear relationship from multiple weather variables to power demand of
no-occupancy hours and full-occupancy hours, respectively. Similar with the regression ap-
proach, the sensitivity analysis referring to the coefficient of determination is required to rank
the weather variables based on their sensitivity. But different with the regression approach above
that only choose one most significant variable, the ANN based approach chooses more weather
variables for fitting their nonlinear relationships with power demand. Based on the result of sen-
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Figure 5.9: Commonly used membership functions of fuzzy logic.

sitivity analysis, the number of input neurons in ANN can be defined according to the number
of weather variables with high sensitivity to the power demand.

The process of ANN can be described in mathematical formulas. Define xk (k = 1,2, · · · ,n)
as the k-th input attribute value, which is passed along the links to the other layers. The weighted
sum of signals, ∑, arriving at the input of the next neuron is subjected to a transfer function,
which is the most commonly used ‘sigmoid’ function as

f (∑) =
1

1+ e−∑
(5.8)

The jth hidden neuron h j ( j = 1,2, · · · , p) receives the sum of neuron value multiplied by
the weights w(2)

k j and bias b(2)k j associated with the link as

h j = f

(
n

∑
k=1

w(2)
k j xk +b(2)k j

)
(5.9)

The output neurons are defined as yi (i = 1,2, · · · ,m), which are summed up with their input
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signals and activation transfer function as

yi = f

(
p

∑
j=1

w(1)
ji f

(
n

∑
k=1

w(2)
k j xk +b(2)k j

)
+b(1)ji

)
(5.10)

where f (·) is the activation function, the sigmoid function used in the chapter; w(1)
ji , b(1)ji , w(2)

k j

and b(2)k j are the weights and bias linked to the output layer (1) and hidden layer (2), respectively.
This is a typical two-layer ANN model with an output layer and one hidden layer.

The training error is used to update the ANN parameters of weights and bias of each neurons
in the hidden and output layers. The training based on backpropagation (BP) learning algorithm
is adopted to a typical two-layer ANN model to search for the global optimum as

w(1)
ji = w(1)

ji +ηδ
(1)
i h j (5.11)

w(2)
k j = w(2)

k j +ηδ
(2)
j xk (5.12)

b(1)ji = b(1)ji +ηδ
(1)
i (5.13)

b(2)k j = b(2)k j +ηδ
(2)
j (5.14)

where η is the learning rate of the BP based ANN.
The original design assumes that the power demand of occupants’ activities only related with

the working time and calculates the average occupants’ power consumption by subtracting the
fitted building baseload from the recorded full power demand. However, the occupant activities
can somehow be affected by different weather variables. The new approach uses the ANN to
find the occupancy rate in fuzzy hours, in which the number of occupants is varying from no
occupants to full occupants. Thus, the occupancy rate of fuzzy hours is described by membership
function between no-occupancy and full-occupancy and is fitted with the weather variables in
ANN. Assuming the fuzzy hours are between t1 and t2, the fitted fuzzy area membership function
can be obtained by

f (t)
∣∣t2
t1
= min

(
max

(
Pfuzzy(t)−Pno(t)
Pfull(t)−Pno(t)

,0
)
,1
)

(5.15)

where Pfuzzy (t) is the real power demand of fuzzy hours for training, Pno (t) indicates the
predicted baseload power demand in fuzzy hours using the ANN trained by no-occupancy hours
data. Pfull (t) indicates the predicted full occupants power demand in fuzzy hours. The power
demand data of no-occupancy hours and full-occupancy hours is used to train the ANN model.
After it is well trained, the model can be used to calculate the no-occupancy power demand and
full-occupancy power demand. Therefore, in the fuzzy hours, its no-occupancy power demand
and full-occupancy power demand can be predicted and used as the upper and lower limit. Its
real value can be obtained using both the predicted limits and the fitted membership function
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of occupancy rate, f (t)
∣∣t2
t1

, in fuzzy hours between t1 and t2. The fitted membership function
shows the occupancy rate between 0 and 1. If the membership value is 0, no occupant activity
affects the power demand, and the building power demand only includes the baseload power
demand. If the membership value is 1, the power demand is impacted by full occupants. The
membership value between 0 and 1 indicates the ratio of current occupants to the full occupants.
Different with Approach 1 that assumes the occupancy rate is the same in all weekdays or
weekends, the fitted occupancy rate in Approach 2 depends on both the weather variables and
time horizon. Thus, Approach 2 covers the uncertainties of occupancy rate caused by weather
and better predicts the real occupancy rate of target buildings.

In the ANN design, it combines three ANN together. The baseload power demand is fitted
using m nodes and trained with the data of no-occupancy hours. The full-occupancy power
demand is fitted using additional n2 nodes and trained with the data of working hours as the full-
occupancy power demand is calculated by both the n1 nodes for baseload and n2 nodes for occu-
pants. The membership function of occupancy rate in fuzzy hours for training is calculated using
Eq. (5.15) with the real power demand in fuzzy hours and the fitted full-occupancy power de-
mand from n1+n2 nodes. The membership function is fitted to time series and weather variables
using another n3 nodes. In summary, the ANN is developed to use the weather variables and
time series as inputs and the power demand data split into no-occupancy hours, full-occupancy
hours and fuzzy hours, as shown in Figure 5.10.

The power demand of the fuzzy area (t1∼ t2 and t3∼ t4) is calculated according to the trained
membership function of occupancy rate. Then the predicted power demand from 00:00 to 24:00
is compared with the recorded result to validate the approach.

The final artificial intelligent based approach is developed as the flowchart shown in Figure
5.11. The real power demand data is split the full-occupancy hours (t2 ∼ t3) and no-occupancy
hours (t4 ∼ t1) to fit with weather variables, respectively. The power demand data of fuzzy hours
(t1 ∼ t2 and t3 ∼ t4) is then used to calculate the occupancy rate using Eq. (5.15) and fitted
with weather variables as well. At last, the fitted building power demand is calculated from the
predicted no-occupancy power, full-occupancy power and predicted occupancy rate from 00:00
to 24:00 from the ANN for validation.

5.3 Simulation Result of Electricity Demand Prediction

In the case study of electricity consumption of the University of Glasgow, most buildings do
not have individual power meters to record their electricity usage. The buildings with individual
power meter to record their electricity demand are the Maths & Stats school, the St Andrews
building, and the Wolfson medical school. Other buildings are included in the two campuses,
the North campus and Main campus, as shown in Figure 5.12. The Maths & Stats school building
is used as the target building to develop the approach for electricity demand prediction.
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Figure 5.10: Artificial neural network for fitting the weather conditions and off-work hours and
working hours power demand.
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Figure 5.11: Embed the developed electricity power demand fitting approach with artificial
intelligent techniques.
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Figure 5.12: Campuses of the University of Glasgow with individual electricity demand data.
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5.3.1 Fitting of electricity demand

The data used in the case study included 13 weather variables recorded by the local weather sta-
tion and the electricity consumption of whole campus recorded by the university energy centre.
The weather variables used for fitting the whole hours power demand include the dry-bulb or air
temperature, the wet-bulb temperature, the dew-point temperature, the daily mean temperature,
the derived sunshine, the WMO sunshine (measured by World Meteorological Organization), the
wind speed, the wind direction, the relative humidity, the station pressure, the mean sea-level
pressure, the visibility, and the cloud base height.

The weather conditions used for fitting the whole hours power demand include the dry-bulb
temperature, the wet-bulb temperature, the dew-point temperature, the daily mean temperature,
the maximum adaptive temperature, the global radiation, the direct radiation, the solar altitude,
the moisture content and relative humidity. The comparison of each weather condition with the
building total power demand in a week is shwon in Figure 5.13. In the figure, the blue curve
shows the power demand of electricity while the red curve shows the corresponding weather
condition. In the comparison, one can find that the weather condition with the highest sensitivity
to the power demand is the maximum adaptive temperature and daily mean temperature. These
two weather conditions are both the constant index for a single day. That means the short-
term data and long-term data are in opposite proportional relationships and it makes the hourly
weather information useless in the whole time range fitting method.

In the sensitivity analysis, each weather variable is analysed with the electricity demand
with R2. The data is recorded in every hour for a total of 549 days from 1st May 2017 to 31st
October 2018. Therefore, the full hours power demand including the total of 13176 hours data
points and the non-working hours power demand including just 4941 hours data point are used
in the sensitivity analysis. The comparison between analysing full hours power demand and
non-working hours power demand is shown in Figure 5.14. In the result, the blue bar indicates
the sensitivity of each weather variable to non-working hours power demand, where the air
temperature is higher than other weather variables. The red bar indicates the sensitivity of each
weather variable to 24 hours power demand, where the daily mean temperature is obviously
higher than other weather variables and the sensitivity of all weather variables is less than 0.5
in R2. This verifies that the effectiveness of the proposed approach that the non-working hours
power demand has higher sensitivity to the electricity demand and the impact of occupant’s
activities in working hours can reduce the sensitivity and causes more uncertainties.

The relationship between weather condition and off-work hours power demand is fitted in
linear regression. As in the sensitivity analysis, the wet-bulb temperature has the highest sensi-
tivity to the off-work hours power demand. Thus, the linear regression method is used to find
the linear proportion between wet-bulb temperature and off-work hours power demand.

In the results of sensitivity analysis, the air temperature has the highest sensitivity to the
non-working hours power demand. Thus, the linear regression method is used to find the linear
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Figure 5.13: Example of electricity consumption to weather conditions in one week.
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Figure 5.14: Sensitivity analysis of each weather condition to off-work hour power demand.
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proportion between air temperature and non-working hours power demand. The fitted power
demand with linear regression is defined as the building baseload power demand. The differ-
ence between real power and fitted baseload power is known as the occupant’s activities and
its average power demand can be obtained from the boxplot shown in Figure 5.15. The occu-
pant’s activities are different between workdays and weekends/holidays. Therefore, the fitting
of power difference is separated by workdays and weekends/holidays and getting their mean
hourly power demand of occupants, respectively.

In the result of mean value, the peak power demand caused by occupants’ activities in week-
days is about 15kW while that on weekends is only approximate 6kW. In this test, the power
demand caused by human activities of occupants are assuming to be the same every workday
or weekends. In the box plot, the red central segment indicates the median, the top and bottom
edges of each box indicate the 1/4 and 3/4 percentiles, and the ‘+’ symbol indicates the outliers.
The uncertainties are obtained as the range between upper and lower limits to the median by
ignoring the outliers. In the result, the average power demand caused by human activities of oc-
cupants has the uncertainties of up to ±10 kW in both working days and non-working days. For
example, at the time of 12:00, the occupants’ power demand in weekdays is 15±10 kW while
that in weekends is 5±10 kW. The negative power demand just presents the difference between
the average fitted power demand and real value. This regression approach mainly considers the
varying of occupancy with time, and its relation to weather variables is not considered in the
regression for keeping the simplification of this approach. The varying of occupancy behaviour
caused by weather variables is considered as uncertainties in this approach. But this approach
has a limitation that the relationship between occupancy behaviour and weather variables is not
considered and fitted.

After the fitting of both building baseload power demand and occupants power demand,
their sum is known as the total power demand of the target building and it is then compared with
the real power demand. Figure 5.16 shows the results of the comparison between real power
demand (blue solid line) and fitted power demand (red dashed line). Their difference is known
as the fitting error as shown below. In the fitting results, the fitted power demand matches well
with the recorded real power demand. The average fitting error is around 18%.

The fitted power demand is the sum of weather dependent baseline power and the power
caused by the occupants’ activities. The example of fitted power demand in one week is shown
on the right of Figure 5.16. The blue dashed line shows the temperature. The blue shadow shows
the fitted baseload power, which is in negative correlation to temperature. The yellow shadow
shows the fitted power caused by occupants’ activities. The red line shows the final fitted power
demand while the black pointed line shows the real power demand for comparison.

However, due to the power of the occupants’ activities is fitted using the mean value, it
causes more fitting error of the unpredictable human activities. Therefore, using ANN to find
the relationship between the power demand caused by occupants and the weather variable in the



CHAPTER 5. STATISTICAL MODELLING OF ELECTRICITY DEMAND 93

(a)

(b)

Figure 5.15: Statistical mean value of working hours power demand caused by occupant activi-
ties in working days and weekends/holidays.
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Figure 5.16: Prediction result of fitted power demand comparing with real power demand.
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Figure 5.17: Ratio of human activity impact to total power demand and fitting error of each
campus.

new design is theoretically one solution to improve the prediction accuracy.
In the University of Glasgow campus, the data of electricity power consumption is recorded

with 5 different campuses, including the Maths & Statistics school (1 building), the St. Andrews
campus (1 building), the Wolfson Medical School (1 building), the North campus (15 buildings),
and the Main campus (13 buildings). Each campus has different capacity of rated powe demand
and occupant behaviour.

The campus power data shows different relationship with temperature. In order to compare
these information, a bar chart is shown in Figure 5.17 that indicates the ratio of human activity
impact to total power demand and fitting error of each campus. The human activity ratio is cal-
culated with the fitted power demand caused by occupants to the total power demand including
both the building baseload power and occupants power demand.

The ratio of weather dependent power to the total power consumption in building are dif-
ferent. The blue circle in the bar chart shows their mean power, which indicates the size of
the buildings. The mean power demand of each campus is ranking with an increasing order.
The green bar shows the ratio of fitted power demand caused by occupants to its total power
consumption including both the fitted building baseload power and occupants power of each
campus. The purple bar shows the average fitting error. From the result, it can approximately
find that, the larger campus normally has less impact of human activity, and the less ratio of
human activity in power consumption results in less fitting error occurred.
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5.3.2 Fitting result of AI based approach

In this section, the artificial intelligent based fitting approach is tested in fitting the power de-
mand of target building/campus. As in the design, the ANN method is used to find the re-
lationship between weather variables and power demand of no-occupancy and full-occupancy
activities. In the previous case, the statistical results of power demand caused by occupancy
show that the probability density function of occupancy within a day is approximately a bell-
shaped curve. Therefore, in order to minimise the impact of the occupancy rate varying, an
interval where the occupancy rate is as stable as possible should be selected near the peak and
valley values of the occupancy rate. This will result in a narrower time interval. However, if
the time interval is selected as narrow as possible, it will result in less data available for ANN
training, which will reduce the prediction accuracy. Therefore, it is necessary to consider the
trade-off between narrower time intervals and more data for ANN training in defining the full-
occupancy and no-occupancy time period. In the ANN training, the full-occupancy hours are
set as from t2=11:00 to t3=15:00. The no-occupancy hours are set as from t4=00:00 to t1=04:00.
The switching between no-occupancy hours and full-occupancy hours is using the predicted
occupancy rate from the ANN model.

The fitted membership function of occupancy rate is related to the weather variables and
time horizon using the trained ANN. Figure 5.18(a) shows fitted membership function for one
week as an example. The result shows that the occupant’s membership is the highest at noon and
is the lowest at night when it is normally close to zero. The result of predicted power fitted by
ANN is shown in Figure 5.18(b). The blue shadow on the bottom shows the fitted no-occupancy
power demand, which indicates the building baseload. The green dashed line shows the fitted
full-occupancy power demand, which indicates the peak load. The yellow shadow in the middle
shows the fitted power demand caused by occupants’ activities from the predicted occupancy
rate in Figure 5.18(a). Combining the baseload power demand, the occupants’ activities related
power demand and occupancy membership function fitted from ANN, the final fitted power
demand is shown as the solid red line shown in Figure 5.18(b). Comparing it with the real
power demand shown as the dotted black line, the fitted power demand tracks the real power
demand and is able to predict the future electricity demand.

In order to validate the effectiveness of the proposed approaches, the comparison among the
linear regression-based approach (Approach 1), the ANN based approach (Approach 2) and the
conventional ANN fitting approach in one week is shown in Figure 5.19. The result of conven-
tional ANN is shown with the dashed green line. Due to the issues mentioned in Section 5.1.2,
the conventional ANN cannot fit the data because the long-term and short-term time horizons are
negative and positive correlation with weather variables. Thus, the conventional ANN cannot
find the best relationship between weather variables and target power demand. With splitting the
data by different time periods of no-occupancy hours and full-occupancy hours, the proposed
approaches can have better prediction performance and less absolute prediction error.
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Figure 5.18: Prediction result of proposed ANN based approach (approach 2) in one week as an
example. (a) Fitted membership function of occupancy rate, (b) fitted power demand.
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Figure 5.19: Fitting result comparison among the ANN to full power, the baseload & human
activity approach, and the ANN and fuzzy based approach.
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Using Approach 1, the non-working hour power demand is fitted with the linear regression of
air temperature and working hour occupancy power demand is obtained from its average value.
This test validates the effectiveness of splitting the data by working and non-working hour time
periods. However, the linear regression cannot fully use the information of weather variable.
In the ANN with fuzzy hours splitting approach (Approach 2), the no-occupancy hours power
demand, the full-occupancy hours power demand and occupancy rate is fitted with weather
variables by the ANN approach. The result shows that Approach 2 has less absolute prediction
error than the linear regression-based approach and the conventional ANN.

In neural network technology, data is usually classified into training set and test set, usually
in the ratio of 70:30, to guarantee the model accuracy. This case study contains the electricity
demand data of 18 months in total, from May 2017 to October 2018. Therefore, the data of the
first 12 months is used to train the ANN, and the data of the next 6 months is used for testing.
In addition, the power demand data from December to February has the highest power demand
in a year. As the training data includes this period, the power demand of other months can be
guaranteed to be within the boundary of the model.

The power demand of the target building of Maths & Stat School for training and the pre-
dicted power demand is shown in Figure 5.20(a). In addition to the Maths & Stat School, other
university campuses have different dependency of power demand to weather variables and each
campus has different capacity of rated power demand and occupant behaviour.

As described in Section 5.1.2, the Maths & Stat School, St Andrews Campus and Wolfson
Medical School have their own individual power meter to record the electricity consumption.
The north campus and main campus only recorded the total power consumption of tens of build-
ings. In addition, the university has its own district heating system for most old buildings. As
the Maths & Statistic School is newly built, it is not included into the district heating system. Its
space heating is fully supplied by the electrifying heating and, therefore, its electricity demand
shows more relating to the weather conditions. Other buildings have different percentage of
electrifying heating depending on occupants’ behaviour. The weather conditions have less in-
fluence on these buildings comparing with the Maths & Statistic School. Therefore, to validate
the universality of the ANN based approach and its robustness to different data, the prediction
results of other buildings or campuses using the same prediction approach are given in Figure
5.20(b)-(e).

In order to compare their prediction performance of all methods numerically, the perfor-
mance index is choosing the root-mean-square error (RMSE) between predicted power demand
and real power demand of the last 6 months. The RMSE of all five campuses predicted by the
conventional ANN approach and two proposed approaches are compared in a bar chart as shown
in Figure 5.21.
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Figure 5.20: Prediction of power demand of different campuses using the proposed approach.
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Figure 5.21: Prediction error of different fitting approaches to each campus.

From the result, the proposed approach that uses the ANN to fit the power demand data
of working and non-working hours separately can get the best prediction performance with less
RMSE. The proposed Approach 2 can reduce RMSE by 5% to 30% compared with the proposed
Approach 1, and it reduces RMSE by 30% to 55% compared with the conventional ANN. In
average, the proposed working hour splitting based regression approach and ANN with fuzzy
hours splitting approach can reduce the RMSE prediction error by 35% and 42%, respectively.

The author reviewed publications on the same research topic in recent years, and the average
prediction error of office building energy consumption prediction was between 5% and 15%
[67, 108, 117, 206, 207]. For a more accurate prediction model, the model can be improved
by installing a large number of meters and sensors to obtain more measurement data, and the
prediction error can be less than 5% [103]. In our work, due to the lack of detailed data and
uncertain occupancy rate in the model, the estimation results are reasonable between 5% and
20%, and the accuracy is acceptable.

Thus, the proposed approaches can be used to predict the power demand, whose long-term
and short-term data are in negative and positive correlation, respectively. In addition, the pro-
posed approach with ANN and fuzzy technologies can be used as a ‘grey-box’ to include the
knowledge of physical process to explain the effect of occupancy activities.

5.4 Conclusion

The electricity demand of office buildings seems to be in negative and positive correlation with
weather variables in long-term and short-term time horizon, respectively, as a result the conven-
tional ANN approach cannot accurately capture the relationships between them. In this chapter,
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two electricity demand prediction approaches have been proposed to solve this issue. The initial
proposed approach splits the power demand data by working hours and non-working hours to
avoid the impact of occupants’ activities to building power demand. Using this method, the
linear regression approach is used to fit the building baseload power to a weather variable using
the non-working hours data and find the average occupants power demand using the data of
working hours. To fit the power demand with more weather variables, the proposed approach
is further developed to use ANN to fit the non-working hours data and working hours data and
the membership function of fuzzy hours between them. With the second proposed approach,
more weather variables can be considered in the model to predict the power demand more ac-
curately. In the simulation results, both approaches have been validated to show less RMSE
value than the conventional ANN approach in predicting the power demand. In addition, the
ANN with fuzzy hours splitting approach has the best performance among the three approaches
and reduces RMSE by 5% to 30% compared with the working hour splitting based regression
approach and reduces RMSE by 30% to 55% compared with the conventional ANN. Therefore,
both approaches are able to solve the issue that the input and output fitting data are in negative
and positive correlation in long-term and short-term time horizon, respectively. The proposed
approaches can achieve good performance with RMS prediction error as low as 6% in build-
ing power demand prediction. In future works, the working hour splitting approach and fuzzy
hour approach will be applied to other models, such as deep learning and stochastic models, to
validate the result.



Chapter 6

Integrated Heat and Power Network

6.1 Integrated Energy Network in University Campus

In the previous chapters, the heat demand and the electricity demand are analysed independently.
But in practice, heat demand and electricity demand can potentially be combined and analysed at
the same time to achieve better performance in improving energy efficiency and decarbonisation.
In recent years, the integrated energy network (IEN) has developed rapidly in terms of energy
efficiency improvement, carbon dioxide emission reduction, and renewable energy integration.

In the University of Glasgow, the electricity and heat is supplied by the energy center, which
includes a 3.4MW combined heat and power (CHP) gas engine, whose model is GE Jenbacher
620, and five gas boilers with a total heat production capacity of 42.4MW. Both the CHP and
boiler consume gas from the gas network, as shown in Figure 6.1.

Figure 6.1: Integrated heat and power network of the University of Glasgow including renew-
ables power generation.
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The heat generated from both boiler and CHP is supplied to buildings across the whole cam-
pus while the electricity generated from the CHP is only supplied to buildings in main campus,
as defined in Figure 5.12. The CHP generates both heat and electricity, but its operational con-
trol method is electricically lead rather than heat lead. This means that CHP gives priority to
electricity demand. When the electricity generated by CHP is lower than the electricity demand
of the campus, the remained electricity demand is supplied by the grid. When the heat generated
by CHP is lower than the heat demand of the campus, the remained heat demand is supplied by
the gas boiler. In summer, due to the high temperature, the campus does not require a large
amount of heat supply, and the CHP will be shut down for couple of months to save energy and
carry out annual maintenance. And the electricity is mainly supplied by power grid.

The demand of heat and electricity for university campus has been modelled and predicted
in Chapter 3, 4 and 5. The result of hourly heat and electricity demand of University of Glasgow
in a whole year of 2018 comparing with local tempertaure is shown in Figure 6.2. It can be seen
from the results that the power demand has a small correlation with temperature [208], while the
heat demand has an obvious correlation with temperature changes. In summer, heat demand is
less than half of electricity demand, while in winter, heat demand can reach more than twice the
electricity demand.

Figure 6.2: Demand of heat and electricity power of University of Glasgow in a whole year of
2018 in comparison with local temperature.

The operation strategy of the traditional gas boiler/CHP based IEN of the University of Glas-
gow Energy Center will effectively control the monthly cost. The monthly gas and electricity
costs are shown in Figure 6.3. From the result, it can be found that the cost for electricity
is mainly in summer, which takes more than half of the monthly cost. In other seasons, the
main cost is from the gas consumption. The approximate amount of CO2 emissions can also
be estimated from the amount of gas consumption from the result. However, if the current gas
boiler/cogeneration heating system is replaced with an electrified heating system, it will signifi-
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Figure 6.3: Monthly cost of energy demand with both heat and power in traditional energy
network.

cantly increase the monthly electricity demand and cost.
Since grid-powered electrified heating system may significantly increase the power demand

of the grid, an alternative way is using the local renewable resources to generate power to reduce
the load of power grid, as the renewable integrated network shown in Figure 6.1. In addition,
the battery storage can be used to store power when the power demand is low, and discharge
when the power demand is high in order to reduce the peak load to the grid. The renewable
power generation is based on both the installation capacity and local renewable energy resources.
Taking the location of the University of Glasgow as an example, the monthly power generation
of wind turbines and solar PV installed capacity of 1MW is shown in the Figure 6.4. The result
shows that the local wind resources (blue bars) are better in winter and local solar resources (red
bars) are better in summer.

Figure 6.4: Monthly power generation of 1MW wind turbine and solar PV.
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6.2 Renewable Heating System Modelling

Traditional heating systems use combined heat and power (CHP) and gas boilers to consume
gas to generate heat for space heating of buildings. The use of gas can cause a large amount of
CO2 emissions. In order to reduce greenhouse gas emissions, one solution is to use electrically
driven heat pumps to heat buildings. However, this will increase the cost in electricity and have
an impact on the electricity grid, especially in winter when the heat demand is relatively high.
This can lead to extra load to the power grid and affect its stability. To solve this problem, the
usage of local renewable resources is considered as a substitute. Renewable resources mainly
include wind and solar energy that both depend on weather conditions. Thus, the heating sys-
tem requires battery storage systems and thermal energy storage to compensate the imbalance
between generation and demand for electrical energy and thermal energy, respectively.

6.2.1 Wind turbine

The role of wind turbines (WT) is to convert wind energy, an environmentally friendly energy
source, into a form of electrical energy. It is one of the most promising renewable energy sources
and its global installed capacity is increasing year by year [209]. According to the direction of
their rotation axis, WTs can be classified into horizontal axis wind turbines (HAWT) and vertical
axis wind turbines (VAWT). HAWT extracts wind energy on the horizontal axis and the blades
rotate due to the lift provided by the aerodynamic force from wind. Because of it has higher
efficiency than VAWT, the HAWT is more popular in research. However, HAWT needs to always
point to the wind direction to work effectively. For unpredictable wind directions, the HAWT
needs additional mechanisms to ensure that the blades are always facing the wind direction.
The VAWT has its blades perpendicular to the ground and rotating around the vertical axis.
VAWT can receive wind power from any direction. Compared with HAWT, VAWT has several
advantages, including no need to face to the wind flow, the ability of generating electricity at
low wind speed, no need for additional control on yaw and pitch, less maintenance costs, and
less noise [210]. However, VAWT has much lower efficiency at high wind speeds than HAWT,
its dynamic stability is relatively poor due to its light weight, and it is vulnerable to backtracking
wind. For the above reasons, VAWT is often installed in slow and turbulent wind environments,
such as roof top, for low-power generation [211], while HAWT is often used for high-power
generation in isolated and remote areas, such as on-shore or off-shore wind farms [212]. In
recent years, some researchers have combined the two types of WT together to improve its
operational capabilities [213].

Although HAWT and VAWT have lots of difference in structure, control strategy and power
efficiency, the methods they use to capture power from wind energy are the same, and thus can be
expressed by the same equation. The available power output of a WT is proportional to the cube
of the wind speed. If the wind speed is too low, the output power of the WT can be ignored.
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When the wind speed increases, the output power of the WT increases rapidly. Therefore, in
order to ensure the normal operation of a WT, three threshold wind speeds usually need to be
considered, including the cut-in speed, the rated speed and the cut-out speed [214]. When the
wind speed is lower than the cut-in speed, the WT stops to avoid unnecessary mechanical wear
and energy consumption; when the wind speed is higher than the cut-in speed and lower than
the rated speed, the WT controls its rotating speed to track the maximum power point referring
to the current wind speed; when the wind speed is higher than the rated speed and lower than the
cut-out speed, the WT adjusts its pitch angle to limit the captured wind power not to exceed the
limit of the generator; when the wind speed exceeds the cut-out speed, the WT shuts down to
protect the rotor and the generator from the damage of strong wind. The example of local wind
speed in a year is shown in Figure 6.5 (a).

Figure 6.5: Power generation from wind turbine depending on wind speed.

The power output of WT captured from wind is presented as

PWT (h) =


0 Vws (h)<Vcut−in or Vws (h)≥ Vcut−out

1
2ρArCpV 3

ws (h) Vcut−in ≤Vws (h)<Vrate

PWT,rate Vrate ≤Vws (h)<Vcut−out

(6.1)

where ρ is the air density, Ar is the swept area of WT that depends on the turbine radius or length
of blades, Vws(h) is the hourly mean wind speed, and Cp is the power conversion coefficient that
is determined by the aerodynamic structure of the WT. Vcut−in, Vrate and Vcut−out denote the cut-in
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wind speed, rated wind speed and cut-out wind speed.
When designing a renewable energy system, it is necessary to determine the suitable capacity

of the WT according to the rated power of the WT and the local wind resources. During the op-
eration, it is necessary to consider whether the current wind speed has reached the cut-in speed,
rated speed and cut-out speed, and calculate the power that the WT can generate according to
the wind speed.

6.2.2 Solar photovoltaic

Solar energy is another well-known clean energy. Since most parts of the world have sufficient
solar irradiance, solar power generation technology has attracted a large number of researchers.
Photovoltaic (PV) is a device that uses the photoelectric effect to directly and conveniently con-
vert solar energy into electricity [156]. In recent years, with the development of PV technology
and the rapid decline of PV costs, large-scale grid-connected solar PV power stations have been
built all over the world [215].

However, PV systems are highly dependent on solar radiation and weather characteristics.
The example of local solar radiation in a year is shown in Figure 6.5 (b). Due to the variability
of solar radiation and ambient temperature, the power output of the PV system is uncertain
and random [215]. The uncertainty is from the alternation of day and night, effect of seasonal
changes, and random cloud movement [216]. Compared with the distributed PV system, the
power output of the relatively concentrated and single format PV power generation system in
a small area can change very quickly. An isolated community can be completely or partially
obscured by fast-moving clouds in the span of a few seconds to a few minutes [217]. The
movement of the cloud will affect the performance of the PV system, so prediction must be
made to avoid undesirable technical problems and cost losses [159]. Predicting the power output
of a PV system is a challenging task.

For a photovoltaic array composed of PV panels, the maximum power output can be ex-
pressed as [218]

PPV (h) = ηpvApvST (h) · [1−0.005(Tair (h)−25)] (6.2)

where ηpv is the photoelectric conversion efficiency of the PV array, Apv is the total area of the
PV array, ST is the solar radiation incident on the panel, and Tair is the air temperature of the
ambient in Celsius degree.

The power output of PV system mainly depends on the amount of solar radiation and the
operating temperature of the installation location. In addition, as the equipment ages, the photo-
electric conversion efficiency and power conversion efficiency will gradually decrease. But their
changes in the system life cycle are very small, so they can be ignored. Therefore, as long as
the solar radiation and panel temperature are known, the power output of the PV system can be
predicted.
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6.2.3 Battery storage system

As the main renewable energy sources (RESs), solar and wind energy are intermittent and fluc-
tuating weather resources. One of the possible solutions is to use a hybrid renewable energy
system to integrate various renewable energy sources in the best combination [160]. A good
example is the complementarity of solar and wind energy [219]. However, this approach still
has large uncertainties. If the distributed resources cannot provide sufficient flexibility in power
generation, network operators will have to limit the penetration rate of renewable energy to a cer-
tain level, which will adversely affect the use of RESs [159]. For example, the power generation
of the PV system usually exceeds the residential electricity load during the day but cannot meet
the demand in the late afternoon and evening when the residential load tends to increase [155].
Therefore, in order to highly integrate variable wind and solar energy and reduce the impact of
weather changes on renewable power generation, energy storage systems have been widely ac-
cepted as one of the potential solutions [220–222]. The main function of energy storage system
(ESS) is to compensate the imbalance between power generation and demand, transfer energy
from periods of high power generation to periods of low power generation, so that the system
can maintain full functionality under various operating conditions [157].

ESS includes a variety of technologies, such as pumped water storage (PWS), compressed air
energy storage (CAES), hydrogen storage, flywheels, supercapacitors, and batteries [124]. The
batteries have higher energy density than supercapacitors, higher charging rate than pumped
water storage and less power loss than flywheels. Therefore, the battery storage system (BSS)
is the most suitable storage system to store the electricity energy for such localised small-scale
applications due to its advantage of higher charging rate, higher energy density and shorter re-
sponse time. The response time of BSS is between milliseconds and seconds, while that of PWS
and CAES are from a few seconds to minutes [223]. Due to their durability, low maintenance
and low social environmental impact, it is expected that the development and use of BSS will
increase significantly in the next decades [124]. Among batteries, the most used are lithium-ion
batteries (LIB) and vanadium redox flow batteries (VRB). The advantages of LIB are its high
energy density, high efficiency, long lifecycle, and more environment friendly characteristics.
However, due to these advantages of LIB, they are also widely used in a variety of other ap-
plications, including small electronic products and electric vehicles. VRB is a good substitute
for LIB because of its safety, long service life, better scalability and high recyclability [124].
However, the disadvantage of VRB is its low energy density [223]. Therefore, a VRB requires
more floor space than a LIB at the same capacity.

In the charging and discharging behaviour of a battery, the state of charge (SOC) is often
used to reflect the ratio of the battery’s remaining capacity to its rated capacity [224]. To protect
battery lifecycle, it is necessary to limit the SOC within a certain range. During battery charging,
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the SOC can be given as [225]

SOCBSS (h) = SOCBSS (h−1) · (1−σ)+
PBSS(h) ·∆h

EBSS,cap
·ηch (6.3)

and during battery discharging, the SOC can be given as

SOCBSS (h) = SOCBSS (h−1) · (1−σ)+
PBSS(h) ·∆h

EBSS,cap
/ηdch (6.4)

where σ denotes the self-discharge rate on an hourly basis, PBSS denotes the power of BSS
generated or absorbed, EBSS,cap denotes the energy capacity of BSS, ηch and ηdch denote the
battery charge and discharge efficiency, respectively. ∆h represents the time step, in this article,
the time step is calculated in hours.

6.2.4 Heat pump

Heat pumps are a group of energy systems that can extract heat energy from lower temperature
sources such as ambient air, soil, water in lakes and rivers, and then upgrade and deliver it at
a higher temperature for heating applications [226]. After the liquid absorbs heat and converts
it into vapor, input external energy to compress it and convert it into hot vapor. The hot vapor
is sent to another heat exchanger, the condenser. Here, the hot steam releases the heat obtained
from the heat source in the evaporator and is condensed into hot liquid in the process [226]. The
heat released by the hot steam is used to heat the indoor space. If the heat source is outside
air, the system is called an air source heat pump (ASHP). If the heat source is the ground, soil
or groundwater, it is called a geothermal heat pump (GHP). GHP is one of the fastest growing
renewable energy sources in the world [153]. Compared with traditional heating fuels, such as
natural gas, heating oil and propane, the effectiveness of operational cost of GHPs is directly
related to the cost of electricity that drives the HP [150]. But the installation costs of GHPs can
be an order of magnitude higher compared to a gas boiler.

Heat energy delivered by the HP normally exceeds its electricity consumption. Coefficient
of performance (COP) defined as the ratio of heat output to input power is used to describe
the energy performance of heat pumps [151]. The COP of heat pumps can reach 3-5 or more
depending on temperature conditions, which means the heat pump can provide 3-5kW of heat by
consuming 1kW of electricity. Furthermore, the smaller temperature difference between the heat
source and the radiator, the greater the COP of the HP system. In cold weather, the COP of an
ASHP is usually about 2 or lower. Therefore, GHP have higher efficiency than ASHP because
the underground temperature is closer to the required indoor conditions than the outdoor air
temperature in winter and the GHP usually use water which reduces the size of the evaporator
heat exchanger due to the higher energy density compared to air. However, as GHP requires
higher installation costs and larger spaces, ASHP is more suitable for heating smaller spaces.
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In HP applications, its COP can be affected by different variables, such as external temper-
ature, water supply temperature, inlet water temperature and load factor. Simplifications can be
made to reduce this complexity. The COP can be calculated as [149]:

COPHP =
Q̇HP

PHP,comp
(6.5)

where Q̇HP is the rate of heat transfer in condenser of HP, PHP,comp is the input power to the
compressor.

The rate of heat transfer from the condenser is obtained as

Q̇HP = ṁref · (THP−Treturn) ·C (6.6)

where ṁref is the mass flow rate and C is the specific heat constant in the unit of kJ/kg ·K.
In this study, the air source heat pump is considered. The COP of the HP is modelled as a

function of temperature lift, or the temperature lift is known as the difference between the supply
water temperature Twat and the external air temperature Ttemp [141].

COPHP = a ·
(
Twat−Ttemp

)
+b (6.7)

where a and b are the parameters from the linear regression fits of manufacturer’s data [141].
However, the linear regression is just an initial fitting for the easy implementation of modelling.
A nonlinear model can be more accurate. Since this chapter aims to provide a feasible solu-
tion for investment of heat pump rather than operational control, the linear regression model is
sufficient for estimating the COP of HP.

As a case study, Figure 6.6 shows the monthly power demand of electricity consumption and
electric-driven heat pump versus ambient temperature. It can be seen from the figure that the
fluctuation of electricity consumption has less dependency with temperature, while the power
required by electric-driven heat pumps is highly dependent on temperature, that is, higher in
winter and lower in summer. In winter, the power demand of the electric-driven heat pump is
equivalent to the total electricity consumption, which means the power demand from grid will
be doubled due to the use of heat pump. This verifies that the usage of electric-driven heat pump
will significantly increase the peak power demand in winter and will bring further challenges to
the national grid in terms of creating additional power generation capacity and balancing power
generation and demand.

6.2.5 Thermal energy storage

The outdoor temperature changes between summer and winter during the year can produce huge
changes of heat demand [227]. In this case, a lot of heat will be wasted in the summer when
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Figure 6.6: Monthly electricity consumption and electricity demand for heat pump.

the heating demand is minimal, and there will be insufficient heat in the winter. In addition,
the mismatch between energy demand and supply is often observed. Among several storage
technologies, thermal energy storage (TES) seems to be one of the most promising technolo-
gies that can compensate for the intermittent heat generation of new energy sources [140]. The
advantages of using TES in energy systems include improved overall efficiency, better reliabil-
ity, bring better economy, reduced investment and operating costs, and less pollution and CO2

emission to the environment [228].
In recent decades, the TES technology has been widely studied. Considering the required

storage time, the TES system can be divided into short-term storage and long-term storage. The
short-term storage TES has a charging and discharging cycle of hours to several days, which
is called diurnal thermal energy storage. The long-term storage TES can store heat for several
months and is called seasonal TES [140, 229, 230]. The principle of seasonal TES is to store
heat energy through heating equipment in summer, and then discharge it for space heating in
winter [231]. The use of TES can significantly increase the flexibility and self-consumption of
renewable energy for end users [232]. Therefore, this concept makes a significant contribution
to the efficient use of renewable energy in district heating systems and the decarbonisation of
the building sector.

The most traditional TES design is provided in the form of a water tank. When there is
excess thermal energy on the supply side, these tanks are charged (heated up), and when the
demand for thermal energy exceeds the supply, these tanks are discharged [233]. In the thermal
system, the charging and discharging process of the storage tank can be carried out by direct
heat exchange. The energy stored in the TES at time h is expressed as [141]

QTES,sto (h) = QTES,sto (h−1)+
[
Q̇TES,ch (h)− Q̇TES,dch (h)− Q̇loss

]
·∆h (6.8)
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where QTES,sto is the energy stored in TES, Q̇TES,ch and Q̇TES,dch denote the charge the discharge
power, Q̇loss denotes the standing losses, which normally can be found from manufacturer’s
datasheet.

Among the performance indicators used to evaluate TES, the most common is TES effi-
ciency, which is the ratio of the total heat energy recovered from the heat accumulator at the
discharge temperature to the total heat input at the charging temperature as [140]

ηTES =
QTES,dch

QTES,ch
(6.9)

6.3 Optimal Sizing of Renewable Heating System

6.3.1 Optimisation problem

The purpose of this study is to find the most effective investment plan to reduce CO2 emissions
in building heating under a given budget. Therefore, the optimisation problem is transferred to
minimising the total CO2 emission in the period between 2020 and 2050. The objective function
is expressed as

min
2050

∑
yi=2020

SCO2 (yi) (6.10)

where SCO2 (yi) denotes the annual CO2 emission in year yi, which is expressed as the product of
specific CO2 emission factor for nature gas, ggas, in the unit of g/kWh, and heat energy produced
by gas boiler, Qgas, in the unit of kWh. The emission factor for nature gas indicates the average
CO2 emission when using gas boiler to consum gas and generate heat. Therefore, it already
considered the efficiency of the conversion technology.

In this work, the RHS uses the electricity from local renewable energy. Thus, it is assumed
that electricity power generation has no CO2 emissions in the RHS, and the CO2 emissions are
entirely generated by using the natural gas in the traditional heating system. This assumption can
intuitively indicate the reduction in the use of traditional heating system and nature gas as well
as the total CO2 emission during operation. The factor of SCO2 (yi) can be used as an indicator
to quantify the decarbonisation performance, which is defined as follows

SCO2 (yi) = ggas ·Qgas (yi) (6.11)

This equation only considers the CO2 generated from gas and assumed that the electricity
generation has no CO2 emission in the RHS. This assumption is simple and directly react the
CO2 in operation. And use this factor as an index to justify the performance of decarbonisation.
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And Qgas can be presented as

Qgas (yi) =
8760

∑
h=1

[
Q̇heat (h)− Q̇HP (h)+ Q̇TES,ch (h)− Q̇TES,dch (h)

]
(6.12)

where Q̇heat (h) is the hourly heat demand of buildings and Q̇HP (h) is the hourly heat produced
by heat pump, h is the time factor of hours in a whole year, which in total 365 days times 24
hours. The Q̇HP (h) is determined by both the electricity generated from PV, WT and BSS and
its COP as

Q̇HP (h) = COPHP (Tair (h)) · (PPV (h)+PWT (h)−PBSS (h)) (6.13)

where PBSS indicates the power storing into the BSS, thus the positive value shows the charging
process whie negative value shows the discharging process.

In practice, the output of power generator and heating equipment cannot exceed its rated
value, and the energy stored by storage equipment cannot exceed its specified capacity. The
constraints on operations of all types of components are given as

0≤ PPV (h)≤ PPV,rate (yi) (6.14)

0≤ PWT (h)≤ PWT,rate (yi) (6.15)

0≤ Q̇HP (h)≤ Q̇HP,rate (yi) (6.16)

SOCmin < SOCBSS (h)< SOCmax (6.17)

0≤ QTES,sto (h)≤ QTES,cap (yi) (6.18)

where h indicates the operational time step in hour, and yi indicates the ith year of investment.
In addition, the service lifetime of devices is not considered in this planning scheme. Thus,

the annual installed capacity only uses positive values, which means that the total capacity of
each component cannot be lower than the previous year. This assumption is not accurate, but
will simplify the optimisation process. The constraints on investment planning of all types of
components are given as

PPV,rate (yi)≥ PPV,rate (yi−1) (6.19)

PWT,rate (yi)≥ PWT,rate (yi−1) (6.20)

Q̇HP,rate (yi)≥ Q̇HP,rate (yi−1) (6.21)

EBSS,cap (yi)≥ EBSS,cap (yi−1) (6.22)

QTES,cap (yi)≥ QTES,cap (yi−1) (6.23)

In addition to the above technical constraints, another constraint is the financial budget. In
this study, it is assumed that the investment plan has an Annual Investment Cost (AIC) limit,
which is only used for investment and not includes the operational cost. The investment cost
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in each year can be used to increase the capacity of any component, but the total cost cannot
exceed AIC as

AIC≥∆PPV,rate (yi) ·UPV (yi)+∆PWT,rate (yi) ·UWT (yi)+∆Q̇HP,rate (yi) ·UHP (yi)

+∆EBSS,cap (yi) ·UBSS (yi)+∆QTES,cap (yi) ·UTES (yi)
(6.24)

where ∆PPV,cap, ∆PWT,cap and ∆Q̇HP,rate denote the increased rated power of PV, WT and HP
and capacity of BSS and TES of each year with the unit of kW . ∆EBSS,cap and ∆QTES,cap denote
the capacity of BSS and TES of each year with the unit of kWh. UPV (yi), UWT (yi), UHP (yi),
UBSS (yi) and UTES (yi) denote the unit cost of each component in year yi with the unit of £/kW

or £/kWh.
The forecasted component unit price in future years is obtained based on different financial

assumptions in recently published papers [234–236]. In this study, the financial forecast for
the unit cost of components for 2020-2050 is in British pounds, as shown in Figure 6.7. The
prediction shows that the unit prices of PV, WT, HP, BSS and TES will continue to fall in the
next few decades, while the unit price of natural gas and CO2 will increase rapidly in the coming
decades.

The price of GHG is based on a probabilistic assumption of GHG for possible future climate
damage, used to balance consumption today against unknown damages in the distant future
[237]. The CO2 price used in this paper is the price path in the literature based on probabilistic
assumptions of climate damage [234].

Figure 6.7: Financial assumptions for components of future years.
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6.3.2 Optimisation approach

From the literature in the past decades, there are four main optimisation approaches that are com-
monly used, including the direct search, calculus-based optimisation, genetic algorithm (GA),
and particle swarm optimisation (PSO). Direct search is a straightforward optimisation method
that does not consider the derivatives of inputs. Thus, the direct search method can be applied
in optimising many nonlinear functions that have less dependence on its derivatives [176]. The
most commonly used Calculus-based Optimisation method is to set the gradient of the objective
function to zero [40]. Another calculus-based optimisation method is Newton’s method, which
is similar to the Steepest Descent Method that uses an iterative process from an initial guessed
starting point to finally converge to the optimum point. The GA is a population-based algorithm
to search for the global-optimum solution. The iterative process of GA will converge to better
solutions based on the breeding of the parents with higher performance [40, 177]. However,
the GA has shortages that it requires a large amount of non-optimal data as the requirement
of global search [40]. The PSO is a population-based metaheuristic algorithm that attempts to
find the global optimal solution of the optimisation problem by simulating the social gathering
behaviour of animals [40,238]. This chapter chooses the PSO method to find the optimal sizing
of RHS due to its strength in finding the global optimal solution and easy to implement.

PSO method uses a large number of the swarm to search the optimum point globally and
share the information among all swarm for the next search step. In the PSO algorithm, each
feasible solution is called a particle, which is specified by a vector containing problem variables
[122]. Particles can remember their previous optimal position and share it with others [239].
The motion of each particle is composed of two randomly weighted influences and an initial
random velocity [239]. The PSO algorithm simulates the sociality of particle, combines the best
position of the entire swarm and the trend of its own movement, effectively avoids the particles
and swarm falling into the local optimal solutions [240].

In the PSO algorithm, the state of each particle is represented by its position x j and velocity
v j. The velocity update equation of the PSO algorithm has three key parameters, including the
inertia constant w, the acceleration constant c1 that controls the direction of the particles toward
its best position in history, and the acceleration constant c2 that attracts the particles to the best
position of the swarm. The formula for updating the velocity and position of each particle in the
space can be expressed as [122, 241].

vk+1
j = wk · vk

j + c1 · rk
1 ·
(

pk
best, j− xk

j

)
+ c2 · rk

2 ·
(

gk
best− xk

j

)
xk+1

j = xk
j + vk+1

j (6.25)

where vk
j and xk

j are the velocity and position of the jth particle in the kth iteration, pk
best, j is the

best position achieved by the jth particle and gk
best is the best position of the swarm, r1 and r2

are the random factors between 0 and 1.



CHAPTER 6. INTEGRATED HEAT AND POWER NETWORK 117

6.4 Case Study of Heat Pump Powered by Grid

Heat demand is the most important input parameter for any heating system optimisation. It is
essential to obtain good performance of the real system. A heat demand model needs to be es-
tablished to predict the required heat through weather conditions such as ambient temperature.
Modelling and simulation of energy systems are usually implemented using engineering mod-
els or data-driven models. The simulation test uses energy data from the Glasgow University
campus as a case study. In previous chapters, both the engineering modelling approach [99]
and data-driven approach [100] have been used to predict the heat demand of campus buildings.
The heat demand of the campus and the corresponding ambient temperature data are shown in
Figure 6.8.

Figure 6.8: Heat demand of university campus versus ambient temperature.

The hourly temperature obtained from the nearest weather station shows that the local an-
nual temperature fluctuates between -10◦C and 25◦C. The heat demand data is recorded at the
University Energy Centre, given as a blue line, varying from 0 kW to 8000 kW. From the data,
the temperature is lower in winter and higher in summer, while the heat demand is the opposite.

6.4.1 Size of heat pump

In the grid driven RHS, the core equipment is the heat pump, which can significantly reduce
the use of natural gas and carbon dioxide emissions in building space heating. In this case, it is
assumed that all the heat demand is provided by HP, and its input electric power is completely
supplied by the grid. The operating costs of HP refer to electricity tariffs of the grid. In this case,
two types of electricity prices are considered: standard and economy. The standard electricity
price gives a constant unit price of 0.144 GBP/kWh throughout the day. The economic electricity
price considers the off-peak hours from 0:00 to 07:00 every day, and the unit price in this period
is 0.0765 GBP/kWh. Other durations are considered as peak hours, whose unit price is 0.1747
GBP/kWh [141]. The electricity tariffs of Standard type and Economy type are shown in Figure
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6.9.

Figure 6.9: The different electricity tariffs, standard and economy with off-peak duration.

Using Economic tariff, BSS can be used to store electricity during off-peak hours and re-
lease the stored electricity during peak hours to assist HP. Under this strategy, the higher the
BSS capacity, the greater the reduction in electric operational cost (EOC). However, if the BSS
capacity is large enough, the stored energy may not be fully utilised. Therefore, in this case, it is
necessary to find the BSS capacity that best suits the heat demand. Figure 6.10 shows the results
of reducing EOC by increasing BSS capacity under Economic tariff. From the results, it can be
found that when the BSS capacity reaches about 50MWh, the lowest power operating cost can
be achieved.

Figure 6.10: Reduce electric operational cost by increasing BSS capacity under Economic tariff

Figure 6.11 shows the monthly EOC of using HP to heat all buildings under the three differ-
ent tariff strategies. It can be found that the EOC under the Economy tariff is slightly lower than
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Figure 6.11: Monthly electric operational cost of heat pump refers to different types of electricity
tariffs.

the Standard tariff, but not obvious. However, after using BSS, the EOC can be significantly
reduced, as shown in Figure 6.11. In quantitative comparison, Economic tariff can reduce the
EOC by 3.4% compared to Standard tariff, while Economical tariff with BSS can reduce the
EOC by about 46.8%.

To show in details how the size of HP affecting the monthly electricity demand and CO2

emission, Figure 6.12 shows the surface of montly required electricity from grid and monthly
CO2 emission under to different size of HP. For example, in the original CHP/Boiler heating
system that has no HP applied, the required electricity from grid is less and mainly in summer,
similar with the result shown in Figure 6.3. But the CO2 emission of the original heating system
with no HP applied is much higher, especially in winter time. This is because in the original
heating system, the electricity demand is mostly supplied by the CHP together with the heat
generation. With the increased size of HP, the required electricity from grid is increased but
the CO2 emission reduced accordingly, especially in winter time that has large amount of heat
demand.

In order to compare them directly, the yearly amount of electric demand from grid and CO2

emission with the increased size of HP are shown in Figure 6.13. When the HP size increased
to about 7 MW, the CO2 emission can be reduced to zero and the electricity demand from grid
will increase to about 40GWh in the whole year.

6.4.2 Operational cost under different electricity tariffs

The electricity tariffs include three types, the Standard tariff, the Economy tariff with 7 hours
off-peak duration (E7), and the Economy tariff with 10 hours off-peak duration (E10). The off-
peak hours for E7 are from 00:00 to 07:00, while the off-peak hours for E10 are between 00:00
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Figure 6.12: Monthly additional electricity demand from grid and CO2 emission under different
size of HP.

Figure 6.13: Total electric demand and CO2 emission with the increased size of HP.
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to 05:00, 13:00 to 16:00 and 20:00 to 22:00. The standard electricity price gives a constant
unit price of 0.144 GBP/kWh throughout the day. In the E7 tariff, the price at off-peak hours is
0.0765 GBP/kWh while the price of on-peak hours is 0.1747 GBP/kWh. In the E10 tariff, the
price at off-peak hours is 0.071 GBP/kWh while the price of on-peak hours is 0.1744 GBP/kWh
[141]. The electricity tariffs of Standard, E7 and E10 are shown in Figure 6.14(a).

The electricity operational cost of power from grid of different tariffs are shown in the bar
chart in Figure 6.14(b). Due to different off-peak hours and price in E7 and E10, the tariff E10
can get cheaper operational cost of electricity from grid. From the result, E7 and E10 can reduce
the operational cost by approximate 1% and 15%, respectively.

In addition to different tariffs, the use of local renewable resources and energy storage can
further reduce the operational cost. The capacity of wind turbine and solar PV are 3.5 MW
of each component and the energy storage is chosen as 7 MWh. Using Economic tariff, BSS
can be used to store electricity during off-peak hours and release the stored electricity during
peak hours to assist HP. The operation strategy of the storage is controlled to be fully charged
during off-peak hours and discharged during on-peak hours. The results of electricity operational
cost from grid under different tariffs are by using renewables and storage are shown in Figure
6.14(c). It can be found that the E7 and E10 tariffs reduced the operational cost by 7% and 30%,
respectively, comparing with the Standard tariff.

The installation of renewable power generation and energy storage devices can bring addi-
tional cost of the whole system. However, due to the unit price of gas and CO2 increase year by
year as the prediction shown in Figure 6.15(a), the total save on operational cost will increase
within future years. Figure 6.15(b) shows the save of operational cost of E7 and E10 tariffs from
2020 to 2050 based on the prediction of unit cost of gas and CO2. It can be found that the E10
can save more than 4.5 million pounds by 2050 due to the increased unit price of gas and CO2.
This could significantly reduce the average investment cost of renewable power generation and
energy storage devices and encourage the installation of heat pump based renewable heating
system in terms of economic benefits.

6.5 Case Study of Grid Independent Renewable Heating Sys-
tem

In the previous simulation case, it can be found that the use of HP will bring additional power
load to the grid. This shows that although the use of HP can greatly reduce CO2 emissions,
there is a potential risk of overloading or even fault occurring in the power grid. Therefore, the
most promising alternative is to use local renewable resources to generate electricity to drive HP
to heat buildings. This will reduce the impact of the large amount of electrical energy required
by HP on the grid. This section considers using local renewable energy to provide power for
heat pumps, which is known as the grid independent renewable heating system (RHS) including
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Figure 6.14: Electricity tariffs and operational cost based on different profile. (a) Electricity
tariffs, (b) operational cost of electricity all from grid, (c) operational cost of electricity with
renewable energy and battery storage system.
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Figure 6.15: Unit price of gas and CO2 in future years till 2050 and predicted financial save of
operational cost by using renewable integrated energy network comparing with the traditional
energy network.
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photovoltaic, wind turbine, battery storage system and thermal energy storage [242]. The district
heating network of the traditional heating system and the proposed RHS is shown in Figure 6.16.

Figure 6.16: Grid independent heating system of university campus.

6.5.1 Gas consumption and required size of storage

In this case, it is assumed that the heating system is independent of the grid, and only uses
renewable energy for power supply to the HP. The heating system combines the RHS based on
local renewable resources and the traditional heating system using gas boiler. When renewable
resources can generate enough power, the heat demand is completely supplied by HP, and the
unconsumed power is stored in the BSS. When renewable resources driven HP cannot provide
enough heat for the building, traditional gas boilers will be used to compensate for the remaining
heat demand by consuming natural gas. The parameters of each component in the RHS are given
in Table 6.1.

Figure 6.17 shows an example of monthly heat production when renewable generation ca-
pacity is 10 MW, where the rated power of PV and WT are both 5MW. Since this case aims to
consider the role of the BSS rather than its actual size, the capacity of the BSS is assumed to be
large enough to store all unused energy from renewable energy sources. The blue part, the green
part, and the yellow part in the bar chart represent the heat generated by the HP driven by power
from PV, WT, and BSS, respectively. It can be seen from the results that, due to the large changes
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Table 6.1: Prediction result comparison among different number of parameters to be calibrated.

Parameters Symbol Value
WT – cut-in wind speed Vcut−in 3.5 m/s
WT – rated wind speed Vrate 14.5 m/s
WT – cut-out wind speed Vcut−out 25 m/s
WT – air density ρ 1.225 kg/m3

WT – swept area Ar 1735 m2

WT – rated power PWT,rate 750 kW
PV – photoelectric conversion efficiency ηpv 0.9
PV – area of unit array Apv 500 m2

PV – rated power PPV,rate 350 W
BSS – self-discharge rate σ 0.00005
BSS – charge efficiency ηch 0.95
BSS – discharge efficiency ηdch 0.95
HP – linear regression parameter of COP a -0.066
HP – linear regression parameter of COP b 5.7
HP – supply water temperature Twat 60 ◦C
TES – efficiency ηTES 0.9
CO2 – natural gas GHG emission ggas 241 g/kWh

in the illumination time and the angle of solar radiation in high latitude areas such as Scotland,
PV power generation is higher in summer and lower in winter. WT has the opposite trend as it
will produce more power in winter and less power in summer. From the results of each month,
the heat demand of the building in July, August and September is less, so the heat demand can
be fully supplied by HP. In addition, due to the low heat demand, the unconsumed power gen-
erated by renewable resources is stored in the BSS. Therefore, in October and November, most
of the electricity is provided by the BSS that has stored electricity in the past few months. From
December to April, the heat demand is high, but the power from renewable energy and BSS are
low, so a large amount of heat is provided by gas boilers for building heating.

It can be seen from the above results that the natural gas consumption of gas boilers is
related to the installed capacity of renewable energy. Therefore, the relationship between natural
gas consumption and renewable energy installed capacity is shown in Figure 6.18(a). Without
the use of BSS, the gas consumption decreases slowly as the installed capacity of PV or WT
increases, as shown by the dashed lines. Under the same installed capacity, WT-driven HP
performs better than PV-driven HP in reduction of gas consumption. The reason is that WT’s
power generation is large in winter and small in summer, which is more in line with building heat
demand. However, PV power generation has a small amount of power generation in winter, so
the power generation of PV in winter is not enough to support HP consumption. However, after
using BSS with installed capacity in Figure 6.18(b), the time distribution of renewable resources
has less impact, and the total power generation is more important. As the installed capacity of
renewable energy increases, the consumption of natural gas decreases faster since unconsumed
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Figure 6.17: Example of monthly heat generation from renewables and gas boiler.

electricity is stored in the BSS and used to assist the renewable energy generation. With the
same installed capacity, PV can generate more electricity than WT, and thus results in less gas
consumption. In this case, HP driven by PV can reduce gas consumption faster than HP driven
by WT. However, due to the time mismatch between heat demand and PV power generation, the
BSS capacity required for PV is much higher than that of WT. The required capacity of BSS
corresponding to different renewable energy installation capacity is shown in Figure 6.18(b).
When the PV installed capacity reaches 15 MW, the gas consumption can be reduced to zero.
The corresponding required BSS is nearly 5 GWh, which is a very high capacity, while the
same installation capacity of WT requires the BSS for just 1 GWh, which is still a massive
capacity. Therefore, this result only considers the technical requirements and does not consider
the financial feasibility.

The unit of gas flow is in m3. The convertion of gas units m3 into kWh can be calculated
by mutiplied by volume correction factor (1.02264) and calorific value (39.39355) and divided
by conversion factor of kilo per hour. The final conversion value of gas unit from m3 to kWh

is 11.19 kWh/m3. The units of measured gas flow is in kNm3, which is ’Kilo Normal Meter
Cubed’. The Normal refers to normal conditions of 0 ◦C and 1 standard atmosphere, which
equals to 101.325 kPa.

The results in Figure 6.18 are for cases with only a single renewable generation technology,
i.e., either PV or WT but not at the same time. The result shows that PV driven HP is better
in terms of total power generation but requires more BSS for energy storage. For this reason,
another method is to install PV and WT at the same time to combine their advantages. The gas
consumption

The gas consumption and the required BSS corresponding to the PV and WT at different
rated powers are shown in the 2D surfaces of Figure 6.19(a) and (b). When the rated power of
PV and WT is greater than 7MW, only 2.5 GWh of BSS can reduce natural gas consumption to
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Figure 6.18: Boiler gas consumption and required BSS capacity according to the installation
capacity of wind energy or solar energy.

zero, which is only half the installed capacity of PV alone.

6.5.2 Optimal sizing considering CO2 emission and financial cost

The previous case only considered the technical requirements for the selection of components in
RHS. This section considers the financial cost in reducing CO2 emissions and optimises the in-
vestment capacity of each component for every year. The financial assumptions for the unit cost
of each component in future years use the predictions given in Figure 6.7. Due to the limited
AIC, more investment on one component means less investment on other components. Thus,
its sizing needs to be optimised to find the optimal scheme to achieve the minimum CO2 emis-
sion. The variables for optimisation include the capacity of PV, WT, BSS, HP, TES considering
their constraints described in Section 6.3.1. For this multi-parameter optimisation problem, the
optimisation method uses the PSO method described in Section 6.3.2 to find the most suitable
component size to minimise the total CO2 emissions. Since the financial assumption for the unit
cost of each component in future years predicted in Figure 6.7 is in every five years, the optimi-
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Figure 6.19: 2D surface of required ESS and boiler gas consumption according to rated PV and
WT.

sation purpose is the total installed amount of each component in every five years. The indicator
for the optimisation is the total amount of CO2 emissions in five years. After that, the optimal
size of each period is based on the installation amount of each component at the previous period
and re-run the optimisation approach according to AIC. Therefore, the optimisation results of
every five years are based on the optimal solution for the current period. It is ensured that the
size of the components in the RHS will increase, and the CO2 emissions will decrease year by
year, and finally achieve the optimal result.
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Figure 6.20: Optimisation result of installing renewable energy, heat pump and BSS, and the
reduction of CO2 emission.

The optimisation result is shown in Figure 6.20, which shows the annual investment capacity
of each component in the RHS based on different investment budgets. For example, if the uni-
versity plans to spend 100,000 pounds per year, as shown by the blue line, the optimal capacity
of PV, WT, HP, BSS, and TES for investment according to the optimisation results are given
in Figure 6.20(a)-(e). Using the optimal scheme, the least CO2 emissions can be obtained, as
shown in Figure 6.20(f). In the blue line, the CO2 emission will still not be reduced to zero
by 2050 but will be reduced from 2.7 tons/year to 0.7 tons/year. If the university plans to use
the grid independent RHS to completely eliminate CO2 emissions by 2050, it will need at least
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400,000 pounds per year. The optimisation results give a preliminary idea of how to construct
the RHS. From the results, in the first 10 years, HP, as the main component of RHS, has the
fastest growth in its investment capacity. At least after 2030, the investment of TES will have
an effective impact on reducing CO2 emissions. The investment capacity of PV, WT and BSS is
increased according to the local renewable energy resources and the unit cost of each component
to achieve the optimal application of renewable energy.

Compared with different AIC, the more investment, the less CO2 emissions are obtained,
as shown in Figure 6.21(a). Numerically, if RHS is not invested, the traditional heating system
will generate at least 8×105 tons of CO2 from 2020 to 2050. The higher the AIC of RHS, the
less total CO2 emissions are obtained. If the AIC reaches £ 300,000 per year, the total CO2

emissions from 2020 to 2050 can be reduced to 1.6×105 tons, which is only 20% of continuous
using the traditional heating system.

Figure 6.21: Total CO2 emission and total operational cost versus different annual investment
cost until 2050.

The estimated CO2 emissions are based on the output of a district heating network model,
which has been calibrated based on data from the past few years. The actual CO2 emissions
of the entire university are much more complicated and include commuting and business travel.
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Therefore, the estimated CO2 emissions in this article are only for preliminary verification of
the feasibility and effectiveness of RHS. In addition, the investment cost shown in this chapter
only considers the predicted unit price of devices. This makes the price and investment amount
of the RHS system look much lower than expected. The actual cost will also include other cost,
such as the installation fee, maintenance fee, ground rent, etc. These will greatly increase the
complexity of prediction and optimisation, so this chapter does not consider these factors.

In addition to the total CO2 emissions, the operating cost of natural gas and CO2 is another
cost of the heating system, as shown in Figure 6.21(b). If a traditional heating system is used,
the total operating cost of natural gas and CO2 is approximately 260 million pounds. And if the
AIC of RHS reaches £ 300k per annum for 30 years from 2020 to 2050, the total operating cost
will be reduced to 36 million pounds, which is just 14% of the operating cost of the traditional
heating system. This shows that the investment of RHS can reduce operating costs as well,
which is a further benefit and profit for this investment.

6.6 Conclusion

This chapter proposed a complete RHS framework, considering PV, WT, BSS, HP and TES.
In the RHS, it is analysed the reduction of gas consumption and the required BSS under the
corresponding installed capacity of renewable components from their technical requirements.
Meanwhile, in the context of British tariffs and government incentives, the size of each com-
ponent in the system is optimised through the PSO algorithm according to different AICs. The
results verify that the optimal size of RHS provided by this approach can minimise CO2 emis-
sions and reduce the operating cost of natural gas. This provides a preliminary feasibility plan
for how to invest in RHS to replace the traditional heating system in the university campus. In
the future work, we will design and analyse the operation scheme and control strategy of the
RHS system as well as more detailed HP models. This aims to increase the efficiency and re-
duce the loss of the RHS system in order to further reduce the carbon emissions and help to
alleviate the global warming issue.



Chapter 7

Conclusion and Future Works

7.1 Conclusion

In this thesis, the integrated urban energy system is modelled and optimised in multi processes.
As a target system, the heat and power demand of University of Glasgow is considered as a
case study. The building heat and power demand prediction is essential for building energy
consumption management and GHG emission estimation, as well as the integration of renewable
energy resources.

In the building heat demand modelling, the engineering approach is demonstrated in Chapter
3 to predict the hourly heat demand of a district-level heating network. The developed model
is calibrated by the proposed Bayesian-based calibration method to fit the monthly recorded
data of heat demand in the university campus. The model development is on a platform of the
IES-VE building energy software, which is used to build the bottom-up model of buildings in
a district heating network. Due to the lack of detailed building parameters and heavy compu-
tational load of simulating such a large model, a Bayesian history matching based calibration
method was proposed to calibrate the model over a shorter time span without the requirement
of gradient calculation. In the approach, a statistical method-based emulator has been designed
to estimate the conditional expectation and variance of model mismatch at untested points for
the calibration iterations. The designed emulator-based calibration method has been compared
with a traditional golden search algorithm, and the results show that the Bayesian approach-
based emulator performs better with fewer calibration times to find the optimal point. Another
case study has been designed to validate the proposed method in calibrating the single param-
eter, two-parameters, and multi-parameters of building envelope. The results indicate that the
method is reliable and efficient to calibrate thermal parameters in building energy models. The
multi-parameters calibration gives better performance by calibrating all parameters simultane-
ously. Finally, it is verified that the proposed approach can predict the hourly heat demand of a
DHN without the requirements of detailed building information and accurate recorded data.

The statistical approach of building heat demand modelling is demonstrated in Chapter 4,

132
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which used the ANN technology to predict the heat demand according to weather conditions.
In predicting the district heat demand using weather information, it is found that most input
variables contain duplicated features which is not required to train the ANN model. In the
developed ANN technology, a new sensitivity analysis approach is proposed to remove both the
variables with low importance and the variables that have high importance but contain duplicated
features. The proposed approach analysed the correlation among input variables via detecting
the coefficient of determination of each variable with others referring to the fitting error of
quadratic least square regression. The approach is validated in a case study of predicting heat
demand in a district using an ANN model that is trained by historic data from several sample
buildings. The traditional sensitivity analysis method ranked the input variables based on their
influence on the heat demand. It was shown that the 15 most important features can be used
to predict the district heat demand with the same or even better performance than the complete
set of features. The proposed method further removed 3 important variables that are determined
by other variables via analysing the determination of each variable. The results show that the
proposed method can reduce training time by around 20% while achieving the same training
and prediction performance compared with the traditional sensitivity analysis method. With the
developed sensitivity and correlation analysis approach, the training data is simplified and the
efficiency of training an ANN model can then be improved.

In the building electricity demand modelling, the statistical approach is demonstrated in
Chapter 5 to predict the electricity demand of each campuses and their hourly occupancy rate.
In this study, it is found that the electricity demand of office buildings is in negative and positive
correlation with weather variables in long-term and short-term time horizon, respectively, as
a result the conventional ANN approach cannot accurately capture the relationships between
them. This can be a typical issue in office/education buildings heated by electricity, especially
for buildings in cold areas, such as in Scotland. In order to solve this issue, two electricity
demand prediction approaches have been developed. The initial proposed approach splits the
power demand data by working hours and non-working hours to avoid the impact of occupants’
activities to building power demand. Using this method, the linear regression approach is used to
fit the building baseload power to a weather variable using the non-working hours data and find
the average occupants power demand using the data of working hours. To fit the power demand
with more weather variables, the proposed approach is further developed to use ANN to fit the
non-working hours data and working hours data and the membership function of fuzzy hours
between them. With the second proposed approach, more weather variables can be considered
in the model to predict the power demand more accurately. In the simulation results, both
approaches have been validated to show less RMSE value than the conventional ANN approach
in predicting the power demand. In addition, the ANN with fuzzy hours splitting approach has
the best performance among the three approaches and reduces RMSE by 5% to 30% compared
with the working hour splitting based regression approach and reduces RMSE by 30% to 55%
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compared with the conventional ANN. Therefore, both approaches are able to solve the issue
that the input and output fitting data are in negative and positive correlation in long-term and
short-term time horizon, respectively. The proposed approaches can achieve good performance
with RMS prediction error as low as 6% in building power demand prediction.

The building space heating and electricity energy consumption are integrated into a virtual
integrated energy network (IEN) in Chapter 6. In the virtual IEN, a renewable heating system
(RHS) framework is proposed, considering the electric heat pump, renewable resources, such
as photovoltaic and wind turbine, as well as the energy storage systems, such as battery storage
system and thermal energy storage. In the RHS, it is analysed the reduction of gas consump-
tion and the required battery storage under the corresponding installed capacity of renewable
components from their technical requirements. Meanwhile, in the context of British tariffs and
government incentives, the size of each component in the system is optimised through the PSO
algorithm according to annual investment costs and total CO2 emissions. The results verify that
the optimal size of RHS provided by this approach can minimise CO2 emissions and reduce the
operating cost of natural gas. This provides a preliminary feasibility plan for how to invest in
RHS to replace the traditional heating system in the university campus.

In summary, the major contributions of this thesis can be summarised as follows:

• Developed a prediction approach using a building energy model whose parameters are cal-
ibrated by Bayesian-based calibration method to match the recorded data of monthly heat
demand. In the proposed calibration approach, an emulator is established to evaluate the
untested values of thermal parameters using Bayesian method, and then use the evaluation
results to search for the most suitable parameters value. The designed approach greatly
accelerates the calibration speed. The method is used to calibrate a single parameter and
multiple parameters of the building thermal energy models for a district heating network.
After it has been verified with measured data, the developed calibration method is used to
calibrate parameters of building energy models. The output of the calibrated model can
predict the hourly building heat demand in district heating networks.

• Developed a sensitivity analysis approach in ANN to analyse the correlation between
input variables and to detect the variables that have high importance but contain duplicated
features. The proposed approach is validated in a case study that predicts the heat demand
of a district heating network containing tens of buildings at a university campus. The
proposed approach can detect and remove several unnecessary input variables and helps
the ANN model to reduce its training time while maintaining the prediction accuracy. It
indicates that the approach can be applied for analysing large number of input variables
to help improving the training efficiency of ANN in district heat demand prediction and
other applications.

• Proposes two occupancy rate estimation based approaches for fitting and predicting the
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electricity demand of office buildings. The first proposed approach splits the electricity
demand data into fixed time periods, containing working hours and non-working hours,
to reduce the impact of occupants’ activities. After finding the most sensitive weather
variable to non-working hour electricity demand, the building baseload and occupant ac-
tivities can be predicted separately. The second proposed approach uses the ANN and
fuzzy logic techniques to fit the building baseload, peak load, and occupancy rate with
multi-variables of weather variables. In this approach, the power demand data is split into
a narrower time range as no-occupancy hours, full-occupancy hours, and fuzzy hours be-
tween them, in which the occupancy rate is varying depending on the time and weather
variables. The proposed approaches can provide more information for building energy
management, including the predicted baseload, peak load, and occupancy rate, without
requiring additional building parameters.

• Investigated a complete renewable heating system framework and sizing the components
to decarbonise building heating in an integrated energy network. Since grid-powered heat
pumps may significantly increase the power demand of the grid, the framework considers
using local renewable energy to provide power for heat pumps, which is known as the
grid independent renewable heating system including photovoltaic, wind turbine, battery
storage system and thermal energy storage. The relationship between the reduction of gas
consumption and the requirement of BSS under the corresponding installation capacity
of renewable components is analysed with their technical requirements. Then, according
to different investment plans, this work uses the particle swarm optimisation algorithm
for optimal sizing of each component in the RHS to find a solution to minimise CO2

emissions. The RHS with optimal sizing can minimise CO2 emissions and reduce the
operational cost of natural gas. This work provides a feasible solution of how to invest the
RHS to replace the existing heating system based on gas boilers and CHPs.

7.2 Future Works

• In the statistical modelling of heat demand and power demand, I used the ANN method
based on the back propagation algorithm, which is the most basic method in artificial
intelligence algorithms, for modelling and data training. In my future works, I will focus
on more advanced artificial intelligence methods and deep learning algorithms applied to
the prediction of heat demand and electricity demand to improve the accuracy of demand
forecasting.

• In the optimal sizing of grid independent RHS, the PSO algorithm is used for the annual in-
stallation capacity of each component to minimise the CO2 emission. In my future works,
different optimisation algorithms, such as genetic algorithm, will be analysed, compared
and evaluated to choose the most suitable optimisation methods for the topic.
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• In the integrated heat and power network, this work provides a preliminary feasibility plan
for how to invest in RHS to replace the traditional heating system. But the plan is basic,
ignoring many detailed information, such as the influence of operation schemes and the
nonlinear behaviour of the HP model. In my future works, I will design and analyse the
operation scheme and control strategy of the RHS system as well as more detailed HP
models. This aims to increase the efficiency and reduce the loss of the RHS system in a
more practical situation to further reduce the carbon emissions and help to alleviate the
global warming issue.

• In terms of model validation, I used the heat and electricity demand of the University of
Glasgow as a case study in my work. However, the analysis and modelling of one system
may have limitations as the types of buildings are all for office use. In my future works,
I will try to extend the demand prediction methods to a wider range of applications, such
as the demand for heat and electricity throughout the UK, in order to include different
building types and profiles of heat and electricity demand.
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