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parameters, 0.2, 0.4, 0.5, 0.7, and 1.0Å2, respectively. . . . . . . . . . 130

5.12 Shows the comparison of the experiment vs. simulation images for

the APB cross structure (the core) of HAADF imaging with respect

to the four regions. In each box, the left image represents the exper-

iment image and the right one represents the simulation image. The

intensity increases from left i.e. in A and C regions) to the right (B

and D regions). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.13 Comparison for the core of the APB cross showing a good match to

atom positions for all cation columns of a) Experimental image, and

b) Simulation image. The colour scale runs from 0.06 I0 – 0.36 I0,

where I0 is the incident beam intensity. The two white boxes refer

to, for example, a good agreement of contrast of atomic columns for

both experimental and simulation images. . . . . . . . . . . . . . . . 132

5.14 Two numerical solutions . . . . . . . . . . . . . . . . . . . . . . . . . 134

5.15 Two . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

xvii



List of Tables

2.1 Aberration coefficients and their corresponding conventional names

[82]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1 Steps for the STEM image simulation of a thick sample using the

multiplies method [126]. . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.1 Shows the parameters that used in simulation for HRTEM imaging. . 92

4.2 Shows the parameters that used to visualise 2×2 BiFeO3 unit cell. . . 93

xviii



Acronyms

AFM Antiferromagnetic.

APBs Antiphase boundaries.

A1 Defocus 2-fold astigmatism.

A-site Bismuth atoms.

B-site Iron atoms.

BFO Bismuth ferrite.

B2 Coma.

C The Curie constant.

CTF Contrast transfer function.

CCD Charge Coupled Device.

D the displacement effects.

DFT Density function theory.

DM Digital micrograph.

EBSD Electron backscatter diffraction.

E Electric field.

ELNES Energy-loss near-edge structure.

EXELFS extended energy-loss fine structure.

EC Coercive (electric) field.

ε The permittivity of the material.

εo The permittivity of vacuum.

xix



ED electron diffraction.

EELS-SI Electron energy loss spectroscopy spectrum imaging.

FM Ferromagnetic.

FT Fourier transform.

H External magnetic field.

HAADF High angle annular dark field.

HC Coercive (magnetic) field.

HRSTEM High resolution scanning transmission electron microscopy.

HRTEM High resolution transmission electron microscopy.

I Integrated intensity.

k Coulomb constant.

LCMO Lanthanum calcium manganite.

LSMO Lanthanum strontium manganite.

M Magnetisation.

ME Magnetoelectric effect.

MPB The morphotropic phase boundary.

MRAMs Magnetic random access memories.

MSA Multivariate Statistical Analysis.

MS Saturation magnetisation.

MTF Modulation transfer function.

NCSI Negative spherical aberration.

O-site Oxygen atoms.

OTF Optical transfer function.

O2, O4 etc.. Octupoles.

P Polarisation.

PCA Principal component analysis.

xx



PE Paraelectric.

PS Saturation polarisation.

qi Born effective charge for the ith ion.

Q1, Q3, etc.. Quadrupoles.

rA The radii of A-site.

rB The radii of B-site.

RE Rare-earth.

rO The radii of O-site.

SDSD The Statistically Determined Spatial Drift.

SI Spectrum imaging.

STEM Scanning transmission electron microscopy.

S3 Star aberration.

t The tolerance factor.

TDS Thermal diffuse scattering.

TC Curie point or temperature.

TEM Transmission electron microscopy.

~ui Ion displacement.

V1.8 Version 1.8.

XRD X-ray powder diffraction.

WPO Weak phase object.

ZLP Zero-loss peak.

ZBi Born effective charge for bismuth.

ZFe Born effective charge for iron.

ZO‖ Born effective charge for oxygen ions parallel respectively to the

electric polarisation.

xxi



ZO⊥ Born effective charge for oxygen ions perpendicular respectively to

the electric polarisation.

χ The susceptibility behavior of a magnetic material.

2D Two dimensional.

3D Three dimensional.

σ Charge density.

σ Charge density.

xxii



Abstract

Since bismuth ferrite-based perovskites display magnetic ordering as well

as ferroelectric behaviour, they have been widely researched due to the possibil-

ity to fabricate multiferroic devices. This thesis is focused on investigating struc-

tures formed in bismuth ferrite (BFO) as a consequence of Ti doping using atomic

resolution transmission electron microscopy (TEM). This is performed both using

the negative spherical aberration (NCSI) imaging technique in TEM and scanning

transmission electron microscopy (STEM) with simultaneous dark and bright field

imaging.

A quantitative study was made of the difference between high resolution

TEM (HRTEM) and high resolution STEM (HRSTEM) for quantitative polarisation

mapping around antiphase boundaries (APBs) is observed and reported. Although

similar trends in the structures are found in the two techniques, quantitative differ-

ences are noted. For HRTEM, using NCSI gives 60% lower polarisation values in

comparison to HRSTEM in the case studied here. It is shown that the sample tilt

has no influence on the polarisation measurements in this case as the direction of the

sample tilt in our case is perpendicular to the direction of polarisation. It is shown

that the ultra-thin sample used in HRTEM had a reduced polarisation due to the ef-

fects of surfaces, but that also the polarisation was underestimated from the images

due to one oxygen column appearing in the images at a position slightly displaced

from its real position due to the effects of electron channeling in the material. For
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the case of HRSTEM, it was found that the polarisation was overestimated due to

a similar effect, where an oxygen atom image is slightly displaced from the column

position in the opposite direction at this specific sample thickness. Thus, it is clear

that the use of simulations is essential to any atomic resolution quantification of

polarisation by either technique.

In addition to this, , the structure and chemistry of the crosses and cor-

ners on APBs were determined using a combination of high angle annular dark

field (HAADF) combined with electron energy loss spectroscopy spectrum imaging

(EELS-SI) in STEM. The 3D structures of the APB cross structure were fully deter-

mined and these were verified by multislice frozen phonon image simulations. It was

suggested on the basis of the structure of some of the edge-sharing octahedral struc-

tural units in this cross that they would support a permanent magnetic ordering,

since their structure was similar to that of maghemite. In analysing this structure,

the advantages of non-rigid registration (alignment of a sequence of short exposure

images as well as removing local distortions in each image prior to summation) for

removing line noise distortions from STEM images are investigated quantitatively.

Two APB corners were also investigated using NCSI HRTEM and HRSTEM. Whilst

some details of each structure were impossible to determine unambiguously, most

parts of these APB corners have structural units similar to those in steps and in the

APB cross. It should also be noted that the two APB corners show some detailed

differences in structure suggesting that there is a range of possible structures on

such antiphase boundaries, but all constructed from a limited number of structural

units.
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Chapter 1

Introduction

A material that displays a combination of, at least, two single ferroic prop-

erties simultaneously is described as a multiferroic substance (see section 1.1). Huge

attention has been paid to these (multiferroics) materials, not only for their signifi-

cant applications such as magnetoelectric devices, which can be displayed both elec-

trically and magnetically [1]. Over the past two decades, the possibility of creating

feasible room temperature multiferroic devices has generated considerable interest

in bismuth ferrite[1, 2]. One of the fascinating aspects of bismuth ferrite (BFO)

is the coexistence between ferroelectric and magnetization orders. This coupling is

known as the magnetoelectric effect (ME), where the ferroelectric behaviour can be

controlled by a magnetic field and vice versa. This could be used for the improve-

ment of new devices in various aspects. BFO, therefore, is a potential candidate for

creating non-volatile information storage devices including magnetic random access

memories (MRAMs), ferroelectric random access memories [3, 4], and spintronic ap-

plications such as spin-valve structures wherein the spins can be manipulated by an

electric field [5, 6]. But not all multiferroics display strong, efficient ME effects that

could be a feasible candidate or fit for these applications. This is because, as some

researchers [7, 8] have shown that most of them could be anti-ferromagnetic or weak
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ferromagnetic materials, where they display enough high and low Néel temperatures

that limit their uses in such applications. Concerning the weak ferromagnet mate-

rials, this could be originated from either anisotropic super exchange interactions

(these materials roughly record high Néel temperature degrees) or from single spin

anisotropy energy (these kinds of materials normally display low Néel temperature

scales) [7]. Concerning the BiFeO3-based perovskite structure, BFO has a Curie

temperature (temperature at which material switches from ferroelectric to paraelec-

tric) of 830◦C and a Néel temperature (temperature at which material switches from

paramagnetic to antiferromagnetic) of 370◦C [1] in which both are within the range

that device designers prefer. Since large numbers of ferroelectric materials have a

structure similar to the mineral perovskite (BaTiO3), they have the general per-

ovskite formula ABO3 and the prototype structure is cubic with space group R3c.

The ideal perovskite structure with a cubic unit cell consists of a cation on cell

corners (the A-site) and a different cation, commonly a transition metal, on body

centres (the B-site cation), which is coordinated by six O atoms (on face centres) in

an octahedron as shown in figure 1.1. The perovskite-structure also can be viewed

as a three dimensional (3D) network of corner shared BO6 octahedra and the A-site

coordinated by 12O atoms as shown in figure 1.2

Regarding the source of the ferroelectricity, it is not quite the same as that

of the antiferromagnetism. The source of the ferroelectricity is due to a structural

distortion caused by the lone pair of (6s) of the A-site (Bi). The lone 6s pair

distorts the charge cloud and sits to one side. So, the nucleus is off centre with

respect to the outer valence electrons, and thus the atomic core will prefer to sit off-

centre in any atomic site. This off-centre ordering is easy to order via electrostatic

effects giving spontaneous polarisation. From this perspective, we may have the

possibility to control the ferroelectricity and magnetism behaviour independently

by substituting A and/or B-site atoms. However, one big issue with this material
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Figure 1.1: The unit cell of a simple cubic perovskite, with the composition ABO3, where red is

used for O atoms, magenta for A-sites, and orange-yellow for B-sites.

Figure 1.2: A 3D corner shared network of FeO6 octahedra, red is used for O atoms, magenta for

A-sites, and orange-yellow for B-sites.
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is its high electrical conductivity due to the O vacancy hopping, which limits their

applications [9]. Recently, however, the aforementioned problem has been solved by

a process of doping, where BFO is co-doped by a certain amount of Nd and Ti [10].

The main aim of this thesis is an intensified analysis of BFO-based ceramic co-doped

with both Nd and Ti. The results will be discussed in more details in chapters 4, and

5. It is organized as follows: The first chapter contains the definition of multiferroics,

ferroelectrics, ferromagnetism, as well as the basic physical knowledge of BFO-based

ceramics and the current stage of BFO are discussed. In chapter 2, a general review

both of transmission electron microscopy (TEM) and scanning transmission electron

microscopy (STEM) are presented. In chapter 3, data analysis is described as used

in chapters 4 and 5. Chapter 4 focuses mainly on the differences between high

resolution transmission electron microscopy (HRTEM) and scanning transmission

electron microscopy (HRSTEM) for the analysis of polar ordering in BFO samples

with different thicknesses. Then, the expected causes behind the results are modeled

and visualized in order to interpret them sensibly. In chapter 5, novel junction of

antiphase boundaries in BFO are investigated at atomic resolution together with

elemental maps. Final chapter (6) contains the summarized conclusions and future

work is recommended.

In the following sections we will begin with the concept of multiferroics.

As both ferroelectricity and ferromagnetism are physical properties of BFO, they

will be discussed. The general properties of BFO are also discussed, as well as the

motivation of the current research on BFO-based ceramic co-doped with Nd and Ti.

1.1 Multiferroics concept

Multiferroics, which is a term defined by H. Schmid [11], refers to ma-

terials in which there is a coupling between the different types of ferroic ordering
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such as ferroelectricity, ferromagnetism, ferroelasticity and ferrotoroidicity. Since

the two orders are simultaneously presented, by changing the direction or even the

magnitude of an applied field, may affect more than one of the ferroic orders presen-

tation. For example, switching the magnetization direction in multiferroic materials

by applying enough magnetic field may change polarisation and vice versa, as shown

in figure 1.3. These coupled effects, which only occur in simultaneously ferromag-

netic and ferroelectric materials, are known as magnetoelectric (ME) effects. They

are, therefore, those specific materials, which exhibit magnetism and ferroelectric-

ity properties simultaneously within one phase, that are planned to be exploited to

generate new multifunctional devices.

Figure 1.3: A schematic diagram showing Multiferroic materials that combine the ferroelectric and

magnetism properties. Ideally, the magnetization of a ferromagnet in a magnetic field displays the

usual hysteresis loop (pink), and ferroelectrics have a similar response to an electric field (blue).

The multiferroics can be created that are simultaneously ferromagnetic and ferroelectric (green),

which is a magnetic response to an electric field, or, vice versa.

[12]
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1.2 Ferroelectric state

1.2.1 Curie-temperature and phase transitions dependent

in ferroelectrics

Ferroelectric materials show a spontaneous electrical polarisation (the atomic

dipole moments) in a particular direction even in the absence of an external field.

This spontaneous direction can be switched by an external electric field. These ma-

terials experience a phase transition at specific temperature called the Curie point

(TC) from a ferroelectric phase to a paraelectric phase, and vice versa. That is, the

ferroelectric state exists when T<TC while T>TC the material is paraelectric. The

behavior of the dielectric constant above the Curie point can be described by the

Curie-Weiss relation as:

ε = εo +
C

T − TC
(1.1)

where ε, εo, C, and TC are the permittivity of the material, the permittivity of vac-

uum, the Curie constant and the Curie temperature, respectively. One well known

structure that undergoes several phase transitions is barium titanate (BaTiO3) as

shown in figure 1.4, which has been adapted from [13]. For decades, BaTiO3, which

is a ferroelectric material, has been widely utilised in device applications [14, 15].

BaTiO3 like PbTiO3 is well known for having strong strain effects reported in tetrag-

onal ferroelectrics [5, 16]. Zhan et al. [17] have reported that the polarization for

BaTiO3 is about 15µC/cm2. It is noteworthy that this value is much lower than the

one for single-crystal BaTiO3 of about 26µC/cm2 [18]. This polarisation manifests

without an applied field and is hence known as spontaneous polarisation. In the

ideal case, the system is ideal perovskite structure with a cubic unit cell. How-

ever, when the system is further cooled down and undergone phase change leads
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to ferroelectric behaviour, the resulting tetragonal structure with an accompanying

movement of the Ti atoms inside the O6 that elongated in c-axis with a6=c. Upon

further cooling, a further phase transition occurs to a ferroelectric orthorhombic

structure with a 6=b6=c. Upon cooling the system further, the result is a ferroelectric

structure with α 6= β 6= γ.

Polarisation in perovskites is usually calculated with the aid of Born-

effective charges (which differ from formal ionic charges that would apply to isolated

ions), where the movement of each atom is considered in terms of its effects on the

whole lattice [19]. Therefore, the polarisation can be calculated from the movements

of the atoms with respect to the ideal atomic position, given as [20]:

~P =
∑

qi ~ui (1.2)

where qi refers to the Born effective charge for the i-th ion and ~ui is its displacement

with respect to the ideal atomic position in an unpolarised structure.

Figure 1.4: A schematic diagram of relative permittivity of BaTiO3 changes with the temperature

displaying various phase transitions. When the ideal cubic system is cooled, the resulting structures

are tetragonal, orthorhombic, and rhombohedral systems, respectively.
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1.2.2 Domain formation in Ferroelectric structures

Spontaneous polarisation in ferroelectrics results in to a state where all

electric dipoles are uniformly aligned in a certain region even without an applied

field. The alignment direction will be a specific crystal direction (for instance [001]

in a tetragonal ferroelectric). These electric polarisations are oriented uniformly

in regions called domains. However, to minimise both stray electric fields at the

sample edges, and anisotropic strain of the sample from the shape change of the

cell on changing from a paraelectric to a ferroelectric state, domains are formed

with different orientations of the polarisation axis [21]. For example, 90◦ domains

are commonly formed in tetragonal ferroelectrics as shown in figure 1.5. The mi-

croscopic electric dipoles in neighboring domains are aligned in different directions.

The interface between two domains is known as a domain wall. If an external field

is applied, the favorably oriented domains grow while others shrink and thus the

domain walls move, allowing polarisation to be reoriented in response to field. This

process also converts some electrical energy into heat. Co-operative domain move-

ment is needed to align the polarisation of the sample to the applied field until it

reaches saturation when all domains are as favourably aligned to the field as possi-

ble. By reversing the applied field, the domain wall can be moved reversibly, but the

polarisation cannot be removed entirely. The field that is needed to diminish the

total polarisation of the entire material to zero is known as the coercive field. With

continual decrease in the external field in the negative direction, the electric dipoles

in the material will again become saturated but in the opposite direction. This in-

teresting characteristic of the ferroelectric materials is known as domain switching,

whereby the polarisation state can be switched by applying enough external field.

As mentioned above, ferroelectrics possess a spontaneous alignment of

atomic dipole moments even with no applied electric field (E=0). The direction of
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Figure 1.5: A schematic diagram of 90◦ domain structures, as seen in simple tetragonal ferro-

electrics like BaTiO3 and Ti-rich Pb(Zr,Ti)O3. Spontaneous polarisation directions of the domains

are shown by arrows.

the permanent atomic dipole moments can be reversed by an applied electric field

(figure 1.5) but the polarisation shows a hysteretic behaviour as shown in figure

1.6. At first, the polarisation increases linearly when the amount of the electric

field is small, where (+) means the positive direction of the polarisation axis. As

the applied field is increased, the dipoles orient towards the same direction of the

applied field. When dipoles align completely to the same direction of the applied

field, they show no further change. This state is referred to as saturated state (PS).

By decreasing the applied field, the polarisation does not hit zero value. However,
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Figure 1.6: A schematic diagram of ferroelectric hysteresis loop (Polarisation (P) vs. Electric field

(E)).[22]

if the applied field records zero value, a noticeable amount of the dipoles keep their

positive direction and display a remnant polarisation. The appropriate field needed

to degrade the polarisation to attain its minimum value (P=0) is called the coercive

field (EC ). If the applied field is decreased more, the direction of the polarisation

will be flipped to the opposite direction and hence the same behaviour can be been

observed.
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1.2.3 Ferroelectricity in perovskite structures

The ferroelectric material system considered in this work is bismuth ferrite

(BFO), which has a perovskite crystal structure. The perovskite structure and

physical properties of BFO will be described in the following section.

1.2.3.1 BiFeO3 basic structure (Perovskite)

It has mentioned in the introduction, at high temperature BFO-based

structure is cubic paraelectric while at low temperature is rhombohedral ferroelec-

tric structure with R3c symmetry. It is the A site, atomic movement relative to

the ideal position, in BiFeO3 system, which brings about all the structural varia-

tions mentioned above [23], as shown in figure 1.7. The polarisation again can be

calculated from equation 1.2 considering A-site atomic positions fixed and hence

calculating any significant shifts of the rest of the atom columns with respect to

the fixed A site columns. This is done by utilising the Born effective charges as

mentioned in section 1.2.1. The Born effective charges covered for ZBi, ZFe, ZO‖,

and ZO⊥. ZO‖ and ZO⊥ refer to the O ions (see section 4.2.2), which are parallel and

perpendicular, respectively to the electric polarisation as shown in figure 4.15 [24].

One of the features of the perovskite structures is to that its precise sym-

metry can be tuned depending on the atoms on the A and B sites. The distortion

from cubic depends on the size of the A and B site atoms in the perovskite through

the Goldschmidt tolerance factor:

t =
rA + rO√
2(rB + rO)

(1.3)

where rA, rB, r0 are the radii of A-site, B-site and O-site, respectively [26]. The

ideal cubic perovskite should have t=1 (which is just a result from simple geometry).
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Figure 1.7: A schematic drawing of the BiFeO3 crystal structure where the direction of the ferro-

electric polarisation by an arrow is shown in the figure [25]. The motion of the A-site is shown by

red arrow. Red is used for O atoms, magenta for A-sites, and orange-yellow for B-sites.

The stability of different variants of the perovskite structure is directly related to

the tolerance factor which lies between t=0.75 and t=1.05 for most perovskites.

For very small tolerance factors the A-site atom is too small or the B-site atom

is too large to allow the perovskite structure to form. Moreover, the perovskite
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structure stability is affected by the ratios between ionic radii rA/rB, and rB/r0 too

[26]. In this case, when the t(BiFeO3)=0.96, the transition has modified from polar

to antipolar behaviour resulting in the stabilisation of a rhombohedral ferroelectric

structure [27]. Substituting something else smaller than Bi onto the A site reduces

the average A-site radius and thus reduces t. This is shown in the following section.

1.2.3.2 Antiferroelectricity and antiferroelectric structures.

In contrast to the description above, not all off-centre atomic displacements

lead to ferroelectricity in the perovskite structures. For example, the lead zirconate

structure (PbZrO3 commonly denoted as PZ) distorts from a centrosymmetric cubic

structure at high temperature to an orthorhombic structure at room temperature,

which is antiferroelectric when PZ is cooled below the Curie temperature this is

shown in figure 1.8. As stated above, similar transition happens for BiFeO3 when

the A-site lattice is substituted with various rare-earth (RE3+) elements [27, 28,

20]. These RE3+ dopants are smaller than Bi3+ but isovalent, which reduces the

tolerance factor, t, and promotes the AFE transition. The transition to an AFE

phase occurs in the range at 15% ≤ RE ≤ 25% for Nd [27, 10], and for Sm at x =

14% [29]. The resulting AFE phase is similar in structure to PbZrO3, but the c-axis

is 4 ap for RE doped BiFeO3 rather than 2 ap in PbZrO3. The reason for this extra

large c-axis is hitherto unclear.
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Figure 1.8: A schematic diagram of the perovskite unit cell of PbZrO3 which displays the behaviour

of the crystal distortion due to the shifting Pb ions, Pb ions are marked in red, Zr ions in yellow,

and O ions in cyan. The unit cell splits into two halves with Pb ions shifted in opposite directions

resulted in formation of the polarisation trends that denoted by arrows up and down in each half

of the cell [30].

1.3 Ferromagnetism

Ferromagnets (ferromagnetic materials) display a well oriented magnetic-

dipole moment even when no external magnetic field (H) is presented. In contrast

antiferromagnets have zero magnetic moment due to an anti-parallel alignment of

their magnetic dipole moments. A ferromagnetic undergos a phase transition at

temperature called Curie temperature TC . Above the Curie Temperature the para-

magnetic phase has no net magnetic moment and as temperature goes below the

former the ferromagnetic phase is incurred with spontaneous magnetic polarisation.

The susceptibility behavior, χ, of a magnetic material is governed by the Curie-Weiss

law:

χ =
C

T − TC
(1.4)

Magnetic materials can display several types of magnetic ordering such as
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Figure 1.9: Ordering possibility of the magnetic dipoles in the magnetic materials:(a) Paramag-

netic; (b) Ferromagnetic; (c) Antiferromagnetic; (d) Ferrimagnetic.[8]

paramagnetic, (anti) ferromagnetic, and ferromagnetic ordering as shown in figure

1.9. Ferromagnetism prevails when all the magnetic dipoles line up in the same di-

rection, while antiferromagnetic appears when the dipoles align anti-parallel. Para-

magnetism corresponds to the fact when there is no net dipole moments due to

random alignment. Ferrimagnetics show the similar tendency as in antiferromag-

netics but with some dipoles moments in one direction being smaller than the others

in opposite direction.

1.3.1 Hysteresis in magnets

Similar to the ferroelectric hysteresis-loop in figure 1.6, ferromagnetic ma-

terial has the spontaneous magnetization without applied magnetic field (H=0).

When the magnetic field is applied, the majority of dipole moments align to the

direction of the applied field, resulting in a net magnetization (M). Keep increasing

the applied field, the magnetization will reach the saturation (Ms) stage where the

saturation value remains unchanged. If the field is then reduced to zero there exists

some dipoles which keep their alignment and therefore material possesses magne-
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tization known as remnant magnetization. The magnetic applied field required to

reduce the magnetization to its minimum value (M=0) is called the coercive field

(HC). Keep reducing the applied field, which is increasing in the negative direction,

the magnetization direction will be reversed and hence the reversible magnetization

occurs as shown previously in ferroelectric hysteresis loop in section 1.2.2.

1.3.2 Magnetic ordering in perovskites

The fundamental thought that crystal structures could simultaneously be

ferromagnetic and ferroelectric was first proposed by Pierre Curie in the nineteenth

century [31]. Curie considered that Ni could be exploited to discover the magneto-

electric properties, but this did not work and has now shown to be impossible. Later,

chromium(III) oxide (Cr2O3) attracted great interest and was found to have para-

electric (PE) and antiferromagnetic (AFM) behaviour, a combination that makes

microelectronics applications impractical [1]. Boracites had also been studied for

quite a number of years but only show magnetoelectricity at low temperatures [32].

The manganese oxides of general formula RE1−xMxMnO3 (RE, and M = Ca, Sr, and

Ba), similar to the cubic perovskite structures, have astounding structural, mag-

netic and transport properties impelled by the interfere valence Mn3+ and Mn4+.

Lanthanum calcium manganite (La, Ca)MnO3 (LCMO) and lanthanum strontium

manganite (La, Sr)MnO3 (LSMO) are some of the most studied ferromagnetic per-

ovskites [33, 34, 35, 36, 37, 38]. LCMO is an antiferromagnetic (AF) insulator at

low and high x values while with x ≈ 1
3

it is a metallic ferromagnetic (FM) [36, 37].

On the other hand, lanthanum strontium manganite (La, Sr)MnO3 displays a fer-

romagnetic (FM) behaviour with a range of different structures such as monoclinic

or orthorhombic/rhombohedral [38].

It was BFO which provided a break through and was considered an aus-

picious candidate for device applications. The magnetic spin configuration in BFO
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was confirmed to be a G-type antiferromagnetic in which each the Fe3+ ions situated

in the [111]pc direction is surrounded by anti-parallel magnetic moments of Fe3+ ions

with the (001)hex plane as shown in figure 1.10. Nevertheless, this magnetic struc-

ture was modified to cover the long-range cycloidal spiral in the [110]hex with a

long wavelength period of 62nm within a (110) spin rotation plane in the hexagonal

setting of the system [39, 40]. Doping to A- and B-site as a solution to the prob-

lem could not become a success but yet BFO is still considered a structure that is

suitable for magnetoelectric devices. This is because pure BFO displays ferroelec-

tric [41] and antiferromagnetic [42]) behaviour simultaneously at room temperature.

Chemical modifications of BFO structure have continuously been exploited to get

fruitful results and this will be discussed in section 1.4.

Figure 1.10: A schematic diagram of G-type AFM structure where the direction of the magnetic

orderings is shown by arrows. The polarisation axis of Fe (B-site) cations is along [111]pc and

[110]hex directions. Red is used for O atoms, magenta for A-sites, and orange-yellow for B-sites.
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1.3.3 Magnetoelectric coupling

Coupling between the two phases (ferroelectricity and ferromagnetism)

however may not always lead to exhibit ME effects [43]. Sometimes the ME cou-

pling is too weak to be exploited for applications [8]. Unluckily, there are few

magnetoelectric multiferroics that exhibit strong ME effects at room temperature.

This happens because ferroelectricity requires unfilled d-shell to permit hopping of

electrons from the oxygen 2p-shell, which is supposed to be filled [44]. In contrast,

ferromagnetism requires a partially filled d-shell in order to display the magnetic

ordering [44]. As a result, the coupling between two the phases ends up being com-

pletely incompatible [45, 46]. Unlike the ferroelectricity source in BFO structure as

mentioned in the introduction [47], the weak-ferromagnetism arises from the asym-

metric super-exchange including spin-orbital coupling between two adjacent (B-site)

cations through the non-magnetic anions such as oxygen (Fe —O —Fe) [7]. There-

fore, much effort has been done in order to enhance the coupling between those

orderings by modifying the (A-site) Bi or (B-site) Fe atoms of BFO. This includes

substitution of A and B- sites with various transition metals [44, 48, 49, 7, 50].

Mathematically, it has been demonstrated that ME effects can be evalu-

ated through expansion of free energy, in a given direction i, in terms of polarisation

(PS
i ) [51].

Pi( ~E, ~H) =
∂F

∂Ei
= P S

i + εoεijEj + αijHj +
1

2
βijkHjHk + γijkHiEj − ... (1.5)

and the spontaneous magnetization (MS
i ) in the direction (i) can be as:

Mi( ~E, ~H) =
∂F

∂Hi

= MS
i + µoµijHj + αijEi + βijkEiHj +

1

2
γijkEjEk − ... (1.6)
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where ~E, and ~H, ε, µ are the electric field, magnetic field, the electric and magnetic

susceptibilities, respectively. The polarisation induction by a magnetic field or the

magnetization by an electric field for the linear ME effect identified by tensor α̂,

while β̂ and γ̂ correspond to the high order ME effects.

1.4 A review of structural studies of BiFeO3 and

its derivatives

BFO has been investigated both for use in ferroelectric compositions as

well as for multiferroic applications. Good reviews of this material are presented by

[1]. One of the unique features of BiFeO3 is the way its structure is so sensitive to

strain and doping. For example, Wang et al. [52] have shown for the first time that

epitaxial thin films can display a large amount of polarisation at room temperature,

approximately 10 times more than the bulk structure. At first, it was thought

that this anomalous polarisation occurrs only in the thin films and it results from a

secondary phase but Lebeugle et al. [53] have reported that such a large polarisation

can also be observed in a single crystal of BFO and is an intrinsic characteristic of

BFO. Compressive strain can also produce such a large polarisation that arises from

transformation of cubic-based perovskite to tetragonal-distorted perovskite with c/a

in the range 1.24 to 1.26 [54]. This is the so-called T-phase, which has been found

in epitaxial thin films grown on LaAlO3 [54, 55]. Rossell et al. [56] found a T-phase

with c/a= 1.27 for a 60nm BFO thin film. For BFO epitaxial thin film grown on

SrRuO3/SrTiO3, H. J. Lee et al. [57] observed changes in the lattice parameters

as well as the displacement Fe atoms associated with the polarization ∼15nm. In

terms of theoretical calculations, this epitaxial-strain effect has been demonstrated

using density function theory (DFT), where compressive strain initially causes slight

tetragonal distortions before an abrupt change to the supertetragonal T-phase at
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strains more than -4% as shown in figure 1.11 [58].

One interesting feature of BFO, strain gradient field can be used to pro-

vides photostriction and photovoltaic effects, and in BFO thin films these can be

significantly enhanced via ultrafast optical excitation by a significant magnitude in

comparison to static strain gradients [59] . It has also been demonstrated exper-

imentally using scanning probe microscopy that specific polarisation switching in

(001) BFO may enable the realisation of magnetoelectric memories [60]. The local-

ized electric field in BFO resulting from photoinduced charge separation has shown

the anisotropic elastic deformation of the unit cell, which may lead to the ultrafast

control of magnetism through the magnetoelectric coupling which may hence open

a new gate to manipulate mechanic/magnetic characteristics with light [61]. It has

also been shown that tuning the depolarizing field can control the BFO domain walls

precisely and this could open interesting pathways for room temperature multiferroic

systems [62].

Figure 1.11: The corresponding evolution of c/a of the pseudocubic cell as a function of biaxial

strain or substrate lattice parameter. [58]

Since ferroelectricity is an intrinsic property of BFO and related to its

structure, huge investigations have been done through the chemical modifications

such as using different RE elements. To do this, RE elements such as Sm, Gd and

Dy have been exploited as dopants on to A site lattice on BFO thin films [20]. Be-
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sides, RE elements such as La, Nd, Sm and Gd have also been used as dopants on to

A site lattice on BFO thin films [27, 28]. As a result of these investigations, a cubic

perovskite-based structure is distorted to either (FE) rhombohedral or antiferro-

electric (AFE) orthorhombic depending on composition with considerably improved

electro-mechanical and magnetic characteristics. In the AFE phase formed by dop-

ing with Nd or Sm, a PbZrO3-like structure is observed [27, 63]. However, Karimi

et al. [27] observed that the PbZrO3-like phase in BFO-based ceramics showed ad-

ditional diffraction spots in electron-diffraction (ED). This cell is elongated “oddly”

along the c axis to twice the parameter of the PbZrO3 structure and hence resulted

in displaying the cells-parameter to be ≈
√

2ap × 2ap

√
2 ap× 4ap, where ap is the

primitive perovskite-like unit cell parameter. Figure 1.12 shows a phase diagram for

Nd3+ substitution to (A-site) Bi3+ and sharing the stable region for the PbZrO3-

type structure at the morphotropic phase boundary (MPB) based on x-ray powder

diffraction (XRD), and electron diffraction (ED) [27]. The term “morphotropic”

refers to a phase transitions which results in a change of symmetry, but no signif-

icant change in atomic arrangement, due to changes in composition [64]. Firstly,

these antiphase boundaries are imaged with both scanning transmission electron

microscopy and transmission electron microscopy to investigate how quantitative it

is possible to be about determining polarisation with atomic resolution microscopy.

Secondly, the structure and chemistry of crosses formed by the intersection of two

APBs is determined. Kalantari et al. [9] showed that using Ti4+ as a donor dopant

on the B-site (Fe) with 15% Nd doped BFO-based ceramic successfully decreased

the leakage current, and eventually resulted in decreasing the conductivity. By in-

creasing the Ti-doping concentration roughly to Ti = 10%, during their works, they

observed that the behavior of the Curie point displays a non-linear dependence on

doping whereas the Néel point varies linearly with doping.

The structures presented in a sample of doped BiFeO3-based perovskite
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Figure 1.12: Phase diagram for Bi1−xNdxFeO3 presented using XRD, DSC, Raman, and TEM

data together [27].

of a composition Bi0.85Nd0.15Fe0.9Ti0.1O3 has been studied in detail in several pub-

lications by MacLaren, Reaney and others. Reaney et al. [9, 65] and MacLaren

et al. [66] have showed that co-doping with Nd and Ti can create novel defects:

Nd-rich nanorods. The Nd-rich nanorods are occurred due to the excess of Ti dop-

ing to the B-site lattice resulting in the creation of Nd vacancies. If the Ti doping

level is very high (Ti-doping > 3%), the Ti-cored APBs are created. Additionally,

Ti-rich antiphase boundaries (APBs) are observed in this material. These APBs

are comprised of two main structural units: Flat terraces and steps [67, 68]. This

thesis examines in further detail structures found on such antiphase boundaries in

this Bi0.85Nd0.15Fe0.9Ti0.1O3 composition. Firstly, these antiphase boundaries are im-

aged with both scanning transmission electron microscopy and transmission electron

microscopy to investigate how quantitative it is possible to be about determining po-

larisation with atomic resolution microscopy. Secondly, the structure and chemistry

of crosses formed by the intersection of two APBs is determined.
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Chapter 2

Instruments and sample

preparation

2.1 Introduction

This thesis is centred on the atomic resolution (scanning) transmission

electron microscopy of doped BiFeO3 multiferroics. It therefore follows that reso-

lution is a highly significant factor in this study. Since the invention of electron

microscopy in the 1930s, resolution has been one of the most important areas of

development. For several decades the resolution was limited to ≈100λ, where λ

stands for the wavelength of the electrons, due to spherical and chromatic aberra-

tions. Much effort has been expended by the scientific community in reducing these

aberrations to enhance the the resolution. Specifically, the development of hard-

ware aberration correctors has enabled major steps forward in atomic resolution

electron microscopy [69], including the ability to image oxygen in oxides [70, 71].

Modifying the aberration corrected scanning TEM/STEM instruments equipped

with electron-energy loss (EELS) spectrometers are now capable of mapping the

elemental composition and chemical bonding with atomic resolution. But of equal
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importance is the use of negative spherical aberration (NCSI) in conventional TEM

to improve the contrast of atomic columns of light elements such as O, at high res-

olution [70, 71]. This chapter describes the apparatus and specimen preparation

procedures that have been used in this project.

In order for the research presented in chapters 4 and 5 to be put into

context, it is first necessary to explain the working principles of the microscopes used

in this research. It is also necessary to explain the principles behind the preparation

of the specimens required for this work. This chapter will begin with the background

theory of TEM and STEM instruments as well as a summary of electron sources.

Following this, background information on electromagnetic lenses and their impact

on principal aberrations are addressed. After that, specimens, specimen holders,

and electron detectors are discussed. Various imaging modes for both TEM and

STEM will be covered. Finally, Electron Energy Loss Spectroscopy (EELS) and

spectra discussed.

2.2 The basic principles of transmission electron

microscopy

In order to illustrate the principal components of a conventional transmis-

sion electron microscopy (CTEM), a schematic diagram in figure 2.1 is provided,

which shows the optical layout of the FEI Tecnai T20 used during the current work

at the University of Glasgow. A TEM is comprised by the following: an illumina-

tion system (the electron source, C1, C2 aperture), a magnification system (objective

lens, diffraction lens, intermediate and projector lenses, objective, and selected area

apertures) and finally an image recording system. These will be described in detail

in turn in sections 2.3. Regarding the electron sources, all electron microscopes

require a source of electrons, which is often located at the top of the microscopy.
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Important properties of electron sources are beam brightness, current, energy spread

and high-voltage stability and these are dependent on the electron gun type. In this

section, only the two main types of electron sources are considered: thermionic and

field-emission sources. These will be discussed in Section 2.2.2 below.

Figure 2.1: Schematic diagram of the FEI Tecnai T20 TEM illustrating the illumination and

magnification system, SIS camera and Gatan Image Filter (GIF), which are utilised to generate

energy filtered images and EELS spectra.
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The illumination system is comprised by two condenser lenses (C1 and

C2) and a set of condenser apertures underneath the C2 lens. The purpose of the

C1 lens is to obtain a demagnified image of the electron source and hence the lens

controls the spot size. The C2 lens controls the illumination mode of the beam and

thus the intensity on viewing screen. Another parameter that affects the intensity

is the type of C2 aperture. A small aperture, yields an electron beam with higher

spatial coherence, however it substantially decreases current density.

The magnification system, which is formed by the objective (imaging),

intermediate and projector lenses (magnifying), of the TEM is also illustrated in

figure 2.1. The objective lens (upper and lower) determines the overall achievable

resolution of the microscopy and is used to control how images are formed by select-

ing a parallel beam or a very fine probe. Objectives with large pole spacings allow a

greater angle of sample tile, but compromise the achievable resolution. In order to

control the image contrast, an objective aperture is set in front of the lower objec-

tive lens as shown in figure 2.1. Finally, the formed image or diffraction pattern is

magnified by the projector lenses and projected onto the viewing screen or camera.

The main characteristic of CTEM is using a wide beam in which the whole

area of interest is illuminated by a parallel beam and an image is formed by the

objective lens. When the sample is exposed to the electron beam, electrons are often

elastically scattered by the sample, and this can be imaged in a diffraction pattern.

Specific diffraction spots can be selected by an objective aperture to form an image.

The imaging system is set so that the scattered electrons are subsequently focused

to form an image or the diffraction pattern on the viewing screen. In CTEM there

are two common imaging techniques, bright field (BF) and dark field (DF) imaging

and this will be discussed later in section 2.3.
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2.2.1 The Basic Principles of Scanning Transmission Elec-

tron Microscopy

The scanning transmission electron microscopy (STEM) has a similar lay-

out to the CTEM, with some additional features. A schematic diagram for the

STEM is shown in figure 2.2. The basic STEM is comprised by an electron source,

condenser lenses, and can include an aberration corrector (see section 2.2.3.3), a sys-

tem of projector lens, some detectors, and other potential features such as a camera

system (see section 2.4) spectrometer or an EDX spectrometer. The electron source

that is used is often a field emission gun in order to reduce both the source size and

more importantly to reduce the energy spread. Depending on the manufacturer, ei-

ther two or three condenser lenses are used in order to control both the illumination

angle and the beam current at the sample. Details on the detectors and imaging,

and spectrometers and spectroscopy in the STEM will be discussed later in this

chapter, in sections 2.3.3 and 2.4.
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Figure 2.2: A schematic diagram of the main components of an aberration-corrected STEM. Start-

ing with an electron gun at the top that ultimately forms a nanoprobe that is focused on the

specimen after a series of aberration correctors. A quadrupole lens module (QLM) is used for

coupling the corrector electron-optically to the objective lenses. A quadrupole-octupole coupling

module (QOCM) is used for optimised coupling of inelastically scattered electrons into the spec-

trometer.

2.2.2 Electron sources

The most common electron sources that are used in electron microscopes

are summarised as follows:

• Thermionic sources most commonly consist of a tungsten or a Lanthanum
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hexaboride (LaB6) filament and provide electrons when heated. An example

of this is shown in figure 2.3. After the electrons leave the source due to the

high applied voltage between the cathode and the anode plates, the trajectory

of the electrons can be controlled and hence modified by the “Wehnelt” system.

The “Wehnelt” converges the electrons into a crossover before they enter the

illumination system, as shown in figure 2.3. However, LaB6 has typically been

chosen as an electron source instead of a tungsten source because of its lower

work function, but the brightness, which is the current density per unit solid

angle of the electron source, is much higher than in the latter. In fact, work

functions, ΦLaB6 , ranging from ΦLaB6=2.4eV to Φtungsten=4.5eV will provide

a brightness in the range 5x1011A/m2sr to 1011A/m2sr at 100kV [72, 73],

respectively. Thus, a smaller source size gives a better spatial coherency. It is

worth pointing out that the better coherency as well as longer life are other

advantages that a LaB6 electron source has over a tungsten source [72]. A

LaB6 filament can be heated to an operating temperature of 1700K which is

enough to generate electrons from the surface of the specimen.

• A field-emission source is crucial for the best performance of STEMs in terms

of analysing structures as the result of an increased brightness by a factor of

103 over a LaB6 electron source. For STEMs, the very small emitting area

of the tungsten tip also makes it possible to focus a super-fine electron probe

onto the surface of the specimen [72]. This high brightness and small focused

probe size ultimately enhances the signal-to-noise ratio, image resolution and

improves or enables more detailed data analysis [74].
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Figure 2.3: A schematic diagram of thermionic (LaB6) gun. Once a high voltage is applied between

the cathode and the anode plates, the Wehnelt converges the electrons into a crossover. The

electrons are then controlled and passed into the TEM illumination system [72].

2.2.3 Electron lenses aberrations and corrections

In this section, the geometry of the lenses utilised in microscopes will be

discussed along with their aberrations and methods used to correct them.

2.2.3.1 Electron lens geometry

As has been mentioned in the above sections, both TEM/STEM micro-

scopes utilize many electron lenses in order to shape the trajectory of the electrons.

Then, the electrons are accelerated down the illumination system using an anode.
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In 1927, electrons were successfully deflected and focused using either electrostatic

or electromagnetic lenses [72]. In modern microscopes, electromagnetic lenses are

chosen and are found to be better for electrons, which can be deflected by an ap-

plied magnetic field. This is due to their low-voltage insulation and also that they

have lower aberrations and better stability than electrostatic lenses [75]. For these

reasons, the electromagnetic lenses will be discussed in more detail.

A magnetic electron lens is usually formed by two major parts: the pole-

pieces and a series of copper coils, which surround the pole-pieces as shown in the

schematic diagram in figure 2.4. Starting with the pole piece, which is a a cylindri-

cally symmetrical material designed from a soft magnetic substance, commonly iron,

that has a gap formed through it called the bore. Since the bore has a hole, it allows

the electron beam to pass smoothly through it. Most electron lenses are composed

of two pole-pieces (the upper and lower sections) isolated by a gap. The strength of

the magnetic field is varied in the pole-pieces which in turn controls the trajectory

of the electrons [72]. The heat produced by the current passing through the coils is

often significant, and therefore a water cooling system is a very important part of

most lenses. When an electron with a charge (-e) passes through a magnetic field

(B) it will experience the Lorentz force (F), which can be formulated as below:

F = −e(v ×B) (2.1)

and its magnitude is:

F = evBsin(α) (2.2)

where v, B and α represent the electron velocity, the magnetic field strength, and

the angle between v and B. The direction of F can be determined from the above

equation (2.1), which is perpendicular to B and v. If α=0◦, the v component is
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Figure 2.4: A schematic diagram of a pole-piece structure as well as the change in the direction of

rays passing through the lens due to the radial component (BR) of the magnetic field.

parallel to B component and therefore no force is experienced by on the electron.

Any perpendicular field components will produce a force on the electrons, which

will produce a circular motion about the magnetic field. The subsequent electron

trajectory will depict a helix. The rotational motion interacting with the magnetic

field will then cause a force towards the axis which will be the cause of focusing the

spiraling beam towards the optic axis. So, the electrons on the optic axis will pass

through the centre and experience no force but electrons off the optic axis will spiral

towards the centre. The reason behind the helical path of the electrons is determined

by both the longitudinal and radial components BL and BR, respectively [72]. The

major effect on the spatial resolution of microscopes is determined by the spherical

aberration of the lenses, which is caused by BR and this will be discussed later in

more detail. Since the strength of the magnetic field is essential for controlling the

trajectory of the electrons and the focal length of the lens, it is crucial to assign

a short focal length in order to diminish the spherical aberration. That is, for

32



high resolution, it is important to keep the focal length short by means of a very

strong lens current. The reasons for this will be discussed further in the following

sections. Moreover, using an aberration-corrected CTEM with a 3rd generation

using multipole lenses such as hexapole or quadrupole-octupole as the Cs-corrector,

the spherical aberrations can also be minimised.

Since the lens is round, as mentioned above, spherical aberration is there-

fore inevitable [76, 77]. Aberrations due to the nature of the lenses are considered

to be pivotal for high spatial resolution of the microscopy and ultimately for high-

resolution images to be interpretable. These aberrations can be classified into two

main categories: geometric, or monochromatic and chromatic aberrations. However,

the STEM data presented in this thesis is unaffected by chromatic aberration effects.

2.2.3.2 Geometric aberrations

Simple types of geometric aberration include spherical aberration “Cs”,

axial astigmatism and coma. These can be described as follows:

• Spherical aberration: These occur when all paraxial rays (smaller angle α) and

off-axis rays (larger angle α) are not focused at the same point along the optic

axis such as F in the Gaussian image plane after passing through the lens,

and this is shown in figure 2.5. Since the off-axis rays are distributed radially

at the Gaussian image plane, a blurred disk will be imaged instead of a point

focus and this is shown in figure 2.5. The influence of spherical aberration on

the radius of the disk in the Gaussian image plane is described by:

rs ≈ Cs α
3 (2.3)

where Cs is the coefficient of the lens spherical aberration. Scherzer (1936)

showed that positive spherical aberration was inevitable in all cylindrically

symmetric electron lenses [76]. Until recently, this could not be avoided, just
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minimised by careful lens design, and compensated for in some imaging tech-

niques (Scherzer 1947) [78].

Figure 2.5: A schematic illustration of spherical aberration, where the off-axis rays are not focused

at the same point in the Gaussian plane.

• Axial astigmatism: The effect of this type of aberration appears for the follow-

ing reasons: 1) inhomogeneities in the soft magnetic materials that are used

for the polepieces of the lens. 2) imperfections in the manufacture of the bore

of the lens, which must be cylindrically symmetric. 3) contamination situated

on the bore of the pole-piece and on apertures in the column. These effects can

make the strength of the magnetic field Bz non-uniform in the bore, with the

result that the focal points for those rays travelling in the x-z and y-z planes

are no longer the same (Fx 6= Fy). Thus, at the Gaussian focal plane the spot

appears elliptical rather than round as shown in figure 2.6. The best that can

be achieved is known as the disk of least confusion, where the smallest image

of an object is formed. However, it is possible to correct the axial astigmatism

using a quadrupole lens or a stigmator.

• Coma aberrations: these occur when all paraxial (rays that travel near the

optic axis) rays and off-axis rays are focused at different points such as Fx and

Fy and give a comet-shaped beam in the Gaussian image plane after passing

through the lens as a result of those rays arising from an object slightly off
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Figure 2.6: A schematic ray diagram illustrating axial astigmatism. Since the effect of the magnetic

field is not the same in the x and y directions, rays may travel in the x-z plane with the long axis

normal to the y-z plane resulting in an ellipse centered around the Fx point or vice versa around

Fy, or into a circle of smallest radius (the disc of least confusion) [75].

the optic axis. These aberrations can be corrected (coma-free alignment) by

correct alignment in which the electron beam in the microscopy is aligned

along the optic axis of the objective lens, as shown in figure 2.7.

Figure 2.7: A schematic diagram of a comet-shaped aberration due to rays that travel near the

optic axis, which results in off-axis rays being focused at different points.

The geometric aberrations of a lens can be defined in terms of the

wave aberration function χ(θx, θy), which is defined as the difference between

the ideal spherical wavefunction and the real wavefront for a given lens. This

includes the simple aberrations described above (spherical aberration, astig-
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matism and coma), as well as many higher order aberrations). Although geo-

metrical aberrations can be presented in several equivalent systems of nomen-

clature such as Hawkes and Kasper in 1989 [79], Saxton in 1995 [80], and

Uhlemann and Haider in 1998 [81], here they will be expressed in notations

used by Krivanek et al. [82]:

χ(θx, θy) = (2π/λ)[C1(θ
2
x + θ2y)/2 + C1,2a(θ

2
x − θ2y)/2

+ C1,2bθxθy + C2,1aθx(θ
2
x + θ2y)/3

+ C2,1bθy(θ
2
x + θ2y)/3 + C2,3aθx(θ

2
x − 3θ2y)/3

+ C2,3bθy(3θ
2
x − θ2y)/3 + C3(θ

2
x + θ2y)

2/4

+ C3,2a(θ
4
x − θ4y)/4 + C3,2bθxθy(θ

2
x + θ2y)/2

+ C3,4a(θ
4
x − 6θ2xθ

2
y + θ2y)/4

+ C3,4b(θ
3
xθy − θxθ3y)]

(2.4)

Where where C denotes an axial aberration, θx = θ cos(φ) and θy = θ sin(φ).

Aberration coef-

ficient

Conventional name Azimuthal Sym-

metry

C0,1 Image shift 1-fold

C1,0 or C1 Defocus Infinite

C1,2 Regular astigmatism 2-fold

C2,1 Axial coma 1-fold

C2,3 3-fold Astigmatism 3-fold

C3,0 or C3 Spherical Aberration (3rd order) (0) Round

C3,2 2-fold Astigmatism of Cs (or 3rd order

2-fold Astigmatism)

2-fold

C3,4 4-fold Astigmatism (a and b) 4-fold

Table 2.1: Aberration coefficients and their corresponding conventional names [82].
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2.2.3.3 Aberration correction

Spherical aberration limits the probe angle in STEM, and the objective

lens aperture size in TEM, so limits the resolution in both cases. Therefore, a neg-

ative spherical aberration is needed to cancel out the positive spherical aberration

in the lens. This can only be created by the use of a diverging lens. For this pur-

pose, the diverging lens can only be created with multipole lenses (e.g quadropoles,

sextupoles, octopoles, etc.). By combining several elements such as three octupoles

(O2, O4 and O6) and four quadrupoles (Q1, Q3, Q5 and Q7), a diverging effect

in all azimuthal directions can be created (at least up to a certain angle). This

kind of corrector was successfully achieved by Zach and Haider [83], and at atomic

resolution in STEM by Krivanek et al. [82], which is shown in figure 2.8. Addi-

tionally, another type of corrector such as a hexapole corrector, was successfully

implemented by Haider et al. [84]. Interestingly, this has become the most widely

utilised corrector in TEM/STEM instruments. At higher angles, higher order aber-

rations become dominant and aberration correction fails. Correctors allow probes to

be created with higher angles of incidence in STEM, whilst still remaining in phase.

This appropriates smaller probe sizes by the Abbe criterion. Ultimately, this allows

larger angles to be used for the objective aperture in TEM, whilst still keeping all

beams in a good phase relationship and the image resolution can be increased.

The corrector consists of three octupoles (O2, O4 and O6) and four quadrupoles

(Q1, Q3, Q5 and Q7). The radial elongation of the beam through the corrector is

indicated along two orthogonal axes x and y (the line traces overlap when the beam

is round). Schematic and ray path diagram of the quadrupole-octupole corrector

are shown in figure 2.8.

37



Figure 2.8: A schematic ray diagram of the quadrupole-octupole corrector. The radial elongation

of the beam through the corrector is indicated along two orthogonal x and y axes [85].

2.2.3.4 Specimen and specimen holder

Electron microscopy instruments make use of transmitted electrons, so

for all TEM and STEM analysis, sample thickness is critical. Samples need to be

prepared from a bulk material and need to be thin enough to be observed by the

transmission of electrons with minimal plural scattering, without compromising the

structure. TEM holders for the sample need to be manufactured for the microscopy

that enable enough movement in the x, y and z directions for multiple reasons.

These include allowing the area of interest to easily be found, allowing sufficient

tilting for a crystal to be oriented along a low symmetry direction. By allowing also

enough stability to allow atomic resolution imaging and spectroscopy. This section

describes the basics of specimen preparation and specimen holders.

For the current work, two specimens were processed since both TEM and

STEM have been exploited. This will be discussed as below.

The specimens were prepared for STEM by a conventional procedure,

which includes the processes of cutting, dimpling and ion beam milling. Once the

samples are thin enough, they are coated with a few nanometers of carbon to pre-
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vent them from charging when exposed to the electron beam [67]. For some samples,

a focused ion beam (FIB) instrument was used. This procedure is summarized as

below:

• Cutting and thinning: Firstly, several disks of 3mm diameter were cut from a

10mm sintered ceramic pellet utilizing a specific ultrasonic disk cutter. Sec-

ondly, all the disks were thinned to about 80-100µm by hand-grinding.

• Dimpling: The thin disks from the previous stage were then put into a Gatan

dimple grinder in order to thin the disk’s center to ≈20µm. The dimpler

instrument uses a rotating brass wheel, which is coated by diamond paste to

gently polish the centre whilst only removing a specified thickness. For final

polishing, a very fine diamond paste was used with a soft felt wheel to remove

debris left behind from the grinding process. Manual rinsing in water is also

essential.

• Ion milling: In order to get the thickness of sample ready for investigation in

the TEM and STEM, the thin disks from the previous step were put into a

Gatan Precision Ion Polishing System (PIPS); the specific model used here,

number 691, has been adapted to include a low voltage supply. There are two

argon ion guns that are used to direct the ions with a desired angle upon the

sample surface. The incident angles on the sample surface are chosen to be

small for two main reasons: Firstly, ion implantation is noticeably minimised

at a glancing angle [72]. Hence if the ion guns are operated at ±4◦ incident

angle, this would allow both sides of the sample to be milled simultaneously.

Secondly, because of the flat surface and minimal preferential milling of softer

areas of the sample. During the work presented here, specimens were milled

with an acceleration voltage of 4kV while being rotated at 2rpm for about ≈

4hours. Then, the acceleration was decreased to 1kV for ≈ 2 - 3hours and

0.5kV for ≈ 30minutes up to the point where light is visible through a small
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hole that forms at or near the center of the specimen. The reason behind

gradually decreasing the acceleration voltage is to remove any damage from

the surface caused by the ion bombardment at higher voltage.

• Carbon coating: After the ion polishing stage, the specimens were carbon

coated on either side in thermal evaporation system in order to prevent them

from charging when exposed to the electron, which might lead to some un-

wanted effects during investigation with TEM and STEM instruments such as

stage drift or even sample damage. However, this charging effect cannot be

eliminated entirely and its effect has been rousted specially for the thin sample

over the thick one. This will be discussed in more detail in chapter 4.

For the special case of the high resolution transmission electron microscopy

(HRTEM), a suitable sample for investigation was made by a different procedure,

since HRTEM analysis requires the specimen to be very thin so that no contrast

inversion takes place. Firstly, electron backscatter diffraction (EBSD) was utilised

to show the crystallographic orientations of grains in the specimen (with a light

carbon coating utilised to minimise charging, as described previously) [86, 87]. This

was achieved using a FEI-Quanta 200F equipped with an EDAX-TSL EBSD system.

A grain was then taken with <100> direction perpendicular to the surface. After

choosing a suitable orientation for the extraction of a thin section, the sample was

placed in a FEI Nova 200 DualBeam FIB and a thin specimen was lifted out from

an adequate location with the correct orientation. The specimen was then attached

to an Omniprobe and final thinning was then completed to a thickness of around

100nm using the FIB. It was then confirmed using CTEM that the chosen grain

was perfectly located in the section in the correct orientation. Final thinning and

removal of surface damage was then performed with a Fischione Nanomill with argon

particles at 500eV accelerating voltage, from both sides, until the thickness of the

area of interest was sufficiently small to be suitable for HRTEM.
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Once a specimen is ready for microscopy, different types of holders are

then available to load the specimen depending on the application. Two categories

of sample holders are top-entry and side-entry holders. The top-entry holder is a

cartridge containing the sample which is mounted inside the microscope. The top-

entry holders should be small enough to fit through the bore of the objective lens

pole-piece, and since they are detached from outside of the microscopy, drift problem

is relatively low. Also, they are easy to manipulate in terms of tilting or rotating,

which is beneficial. As a result, the top-entry holders are regarded to be more stable

than the others, and has been used in the current work at SuperSTEM (see sections

4.2 and 5.2). On the other hand, the side-entry holder makes use of a motor to

tilt or rotate the sample. Although these holders are regarded to be standard, they

connect the sample directly to the outside of the microscopy via a long lever arm,

which is undesirable due to their relative instability. These holders are commonly

used in FEI and JEOL microscopes due to their flexibility for large tilt ranges.

2.2.3.5 Electron detectors

In order to image whole sample in TEM with good resolution, large pixel

count detectors are used. One common detector type is a CCD (Charge Coupled

Device) camera with 2kx2k pixels, which has become almost universally available.

Figure 2.9 shows a schematic diagram of a CCD camera widely utilised in TEMs,

which uses a thin scintillator coupled by an optical fiber plate to a thermoelectri-

cally cooled diode array (Peltier-cooled system). Different (P+ and U+ phosphor)

scintillators can be utilised in order to achieve different performance characteristics.

Some scintillator materials are optimised for speed, whereas others are optimised for

high sensitivity, and the precise choice depends on the application. CCDs consist

of regular arrays of metal oxide semiconductor capacitors that store charge after

conversion with the scintillator. Each capacitor is initially charged to the same
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potential and this charge is then depleted by electrons and holes produced by the

incident light. Thus, the charge carriers become trapped in potential wells they can

accumulate charge in proportion to the incident light intensity.

Figure 2.9: A schematic diagram of a common CCD camera that is used in TEM [72].

In STEM, the detector typically comprises of several large single or seg-

mented semiconductor sensors or more commonly, scintillator-photomultipliers. Two

sorts of detectors are utilised to record STEM images such as BF detector and high

angle annular dark-field (HAADF) detector as shown in figure 2.16. For BF de-

tector, only the direct beam is incident on the detector. In contrast, the HAADF

detector only collects electrons scattered to large angles. A schematic diagram of

these detectors is shown in figure 2.16.

For the HRTEM work in this thesis (see section 2.2), a Gatan UltraScan

1000xp-HS Camera within a new Model 994 was used. This US1000xp CCD is a

2kx2k CCD camera and can read out over 4 ports. For this kind of camera, the

standard 4Mpixel/s read-out mode reliably produces the very highest image quality

possible.
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2.3 Imaging mode

Since the imaging system is the essential tool in microscopy to visualise the

structure of the specimen, understanding the imaging techniques is critical to correct

image interpretation and the main techniques used in this thesis are discussed as

discussed in the following sections.

2.3.1 Diffraction contrast TEM

In conventional TEM, images are commonly formed using diffraction con-

trast in BF and DF modes in order to check samples and selecting areas for use

for the atomic resolution characterisation. When the electron beam is incident on a

specimen, some electrons will be elastically scattered. In a crystal, electrons will be

scattered in certain directions corresponding to Bragg reflection. A diffraction pat-

tern of the specimen is then formed in the back focal plane of the objective lens as

shown in figure 2.10, and there will be a transmitted spot and one or more diffracted

spots. Most of these electrons can then be stopped utilizing the movable objective

aperture to select just one diffracted beam, with which to form the image. If the

selected beam is the transmitted beam, then the image will be a bright field image

(i.e. dark features on a bright background). However, by selecting the electrons

from a Bragg diffraction spot, a dark field image is formed (i.e. bright diffracting

features on a dark background).

As introduced earlier, in order to get the BF image, a small aperture is

selected in the back focal plane of the imaging lens to allow only the direct beam or

undiffracted electron beams that pass through the aperture to form the image. A

DF image can be formed from a diffracted beam in two different ways. Firstly, the

objective aperture can be shifted in order to select the diffraction spot. Secondly,
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tilting the incident beam can be used so that the diffracted beam will be on the

optic axis to form the image which in turn off-axis aberrations are avoided. All

these methods for BF and DF image formation are shown in figure 2.10.

Figure 2.10: A schematic ray diagram showing the formation of BF and DF images after the direct

beam interacts with a specimen. a) A BF imaging mode formation from the direct beam. b) A DF

imaging mode formed from a specific diffracted beam selected by setting the objective aperture.

c) A DF imaging mode formed by tilting the incident electron beam which in turn displays the

scattered beam on axis. On the viewing screen under each ray diagram, the area of interest of a

specimen is selected and displayed by the objective aperture in microscopy.
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2.3.2 Phase contrast HRTEM

Phase contrast arises when more than one scattered electron beam (through

a thin specimen) passes through an objective aperture and then interfere to form

the image. Essentially, the phase-contrast results from interference causing fringe

formation. The diffracted beam has an additional phase shift of π/2. Therefore, a

small diffracted amplitude only results in a slight rotation of the phase angle of the

resultant wave in the image and brings almost no change in amplitude. So, there

is no contrast where diffracted beams are weak (i.e. for a thin specimen where it is

regarded as a weak phase object (WPO)).

As mentioned in section 2.1.3, aberrations also shift phases of electrons

which depends on the angle at which the electrons pass through the objective lens.

This angle is equivalent to a spatial frequency in the specimen resulting in a diffrac-

tion spot. This phase shift can be plotted against spatial frequencies (α) for a lens

with a specific defocus value. This is called the contrast transfer function (CTF).

The CTF is defined as sinπχ (α) with the range of ±1, where (α) is the collection

angle. The contrast records its maximal value when the sinπχ (α) displays the

maximum values (±1), whilst zero contrast when the sinπχ (α) hits zero value.

Following Rayleigh, the resolution of an optical system can be defined as

follows: if the central maximum of the Airy function of one object coincides with

the first subsidiary maximum of the Airy distribution of the other object then the

two objects are well-resolved. Accordingly, the resolution (d) between two adjacent

point-like objects can be determined as below:

dd = 1.22
λ

α
(2.5)

where (λ) is the wave length and (α) represents the collection semi angle. Equation

(2.6) defines the diffraction limited resolution. According to the above equation,
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the image resolution can be enhanced by increasing the acceleration voltage or by

decreasing the aperture size. However, as discussed above in Section 2.2.3.2, the

objective lens will inevitably possess some spherical (and other) aberrations, which

also limit the resolution. Until the advent of aberration correction, the best reso-

lution of HRTEM was achieved by finding a balance between spherical aberration

and defocus. In 1949, Scherzer [77] suggested that the CTF can be optimised by

balancing out the spherical aberration against defocusing the lens. This occurs at a

particular value of defocus known as the “Scherzer defocus” ∆fSch:

∆fSch = −1.2(Csλ)1/2 (2.6)

Within this ∆fSch defocus, all diffracted beams will have a phase shift of constant

sign out to the point of the first cross-over on the spatial frequency axis. This

crossover point is characterised as the point resolution limit. Because of the variation

of the CTF with the spatial frequency, the transfer of information from the sample

to the image will not vary with defocus and hence the image understanding is not

intuitive. So, an aperture is set to select on a specified range of the spatial frequency

to ease the image interpretation, namely to set the aperture at the first crossover

of the CTF at Scherzer defocus. Thus, the maximal value of spatial frequency is

introduced by the CTF in order to present a reliable image interpretation. This

shows that the negative curve increases as the value of the ∆fSch increases and

decreases as the value of the ∆fSch decreases as shown in figure 2.11.
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Figure 2.11: A schematic diagram of sinχ curves calculated for different values of ∆fSch, at values

of -30, -50 and -70, respectively.

A schematic plot of the CTF, which is proportional to sinπχ(α), versus the

collection angle (α) is shown in figure 2.12. In reality, the fluctuations of sinπχ (α)

in the CTF function are suppressed by the lack of spatial coherence of the source Es

and by chromatic aberration Et of the lens acting on the energy spread of the source,

which in turn can be expressed by envelope functions. The result of this envelope
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function is to establish a virtual aperture in the back focal plane of the objective lens

in a microscopy resulting in damping of higher spatial frequencies. Ultimately, this

limitation degrades the microscopy resolution and sets an information limit beyond

which no significant information is transferred (with either a positive or negative

phase shift).

Figure 2.12: A schematic diagram of sin(χ) vs α displaying the CTF as a function of sin(χ) within

an uncorrected TEM. This has been calculated for the CM300 at NCEM (Berkeley, CA, USA),

Cs = 0.6mm and an accelerating voltage of 300keV (λ = 1.97pm) result in Scherzer defocus =

-41.25nm. The maximum allowable spatial frequency, which gives intuitive image understanding,

is determined by the first crossover. Et and Es represent the chromatic aberration and the spatial

coherence envelops, respectively. In fact, the parameters for the CM300 are exactly the same as

those for an uncorrected TITAN 80-300, so this graph illustrates well the performance available

on one microscope used in this research prior to aberration correction.

2.3.2.1 The use of negative spherical aberration (NCSI)

Since spherical aberration Cs limits the resolution in both STEM and TEM

instruments as mentioned in section 2.2.3.2, it is therefore NCSI that is required to
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compensate the Cs of a lens. In the case where Cs is corrected to be “0” and

hence sinπχ(α)=0, no phase contrast is observed for the WPO. Thus, some residual

Cs is needed to give phase shifts and therefore to display contrast. This could be

chosen where Cs is small and positive, but there are advantages in setting Cs small

and negative. Setting Cs small and negative allows a particularly simple way of

producing easy to interpret images using a single image at a single defocus. This

section explains how this works.

The amplitude and phase conditions of NCSI can be explained in the

Gaussian complex-number plane as shown in figure 2.13. The incident wave Vinc

is depicted by a vector parallel to the real axis while the diffracted wave, Vdiff

undergoes a π/2 phase change and, lies along the imaginary axis. Thus, the vector

sum Vres will be a rotated vector at a slight angle to the positive real axis, but with

little difference in the amplitude resulting in almost no contrast. If a +π/2 phase

shift is added to the diffracted wave, the this now lies in the negative direction on

the real axis and Vres is reduced significantly. Therefore, the scattering positions

in the image yields a negative contrast on a bright background. This would be the

contrast seen using negative defocus and positive spherical aberration, as shown in

figure 2.11 above. But, when a −π/2 phase shift is added to the diffracted wave,

the resultant vector, Vres, is increased in length and this gives a bright contrast

on a darker background for strong scatters. This can be achieved using a negative

spherical aberration and a positive defocus (Jia et. al [71]), see figure 2.14. Figure

2.14a shows the contrast transfer function of an uncorrected microscopy where the

phase CTF (PCTF) is close to 1 for a range of α up to αs (the Scherzer point

limit). In contrast to this, figure 2.14b shows the contrast transfer function after

optimisation in the corrected microscopy to give ideal NCSI conditions where the

range of the spatial frequency is taken after the limiting point α1. For an aberration-

corrected conventional TEM the 3rd order spherical aberration is adaptable and can
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include a range of values about ±20µm at 200kV. For the work performed in this

thesis, Cs was tuned to -10µm and a defocus of about 7.2nm was used (see table

4.1 in section 4.2.3). The NCSI HRTEM images that require a Cs corrector or the

objective lens were taken with 300keV along an [001] direction) at Jülich on the

TITAN 80-300 performed by Dr Lei Jin (Ernst-Ruska Centre, Forschungszentrum

Jülich).

Figure 2.13: Amplitudes and phases in the Gaussian image plane illustrating phase contrast in a

(WPO). Vin is pointing along the real axis and that of the scattered wave Vdiff along the imaginary

axis. The basic phase shift of the diffracted wave is +π/2. (a) For positive phase contrast, an

additional +π/2 phase shift is added to the diffracted wave, where the atom positions appear dark

on a bright background. (b) For negative phase contrast, the corresponding additional phase shift

is −π/2, where the atom positions appear bright on dark (negative) background.
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Figure 2.14: Plot of PCTF, which is the phase contrast transfer function and ACTF, which is

the amplitude contrast transfer function vs spatial frequency (α). (a) A schematic plot of PCTF

for an uncorrected microscopy, which is proportional to -sin2πχ (α). (b) Plot of PCTF for NCSI

conditions in the aberration corrected microscopy, which is represented by a solid line. The dashed

line shows the amplitude transfer function (ACTF vs cos2πχ (α)).

2.3.3 STEM Imaging mode

In a STEM instrument, a series of lenses are used to form an atomic-scale

probe incident upon a thin specimen see section 2.2.1. Using such an instrument, it

is possible to sample different signals and plot them as a function of probe position

to form a magnified image. For example, it is possible to use a BF or an annular

dark field (ADF) imaging detector, as shown in figure 2.16.

The contrast in STEM from HAADF is dominated by incoherent nuclear

Rutherford-like scattering. That is, the HAADF image is referred to as a Z-contrast

image because of strong dependence on atomic number ≈ Zn, where n < 2 for iso-

lated atoms, since the angle is low compared with the ideal conditions for Ruther-

ford scattering. For atomic resolution images, HAADF provides positive contrast of

bright atoms on a dark background and can be intuitively interpreted in most cases.

Therefore, the contrast is more strongly mass-thickness dependent than that from

BF or low to mid angle DF imaging. Examples of this are given in sections 4.2 and

5.2.
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2.3.3.1 BF and HAADF imaging

In principle, if the scattering of a beam is elastic, the imaging operations

of TEM and STEM are interchangeable. This is known as the theorem of reciprocity

[88]. Accordingly, if the source of a TEM and detector of a STEM are interchanged,

identical images are acquired. Thus, STEM BF images are similar to those acquired

in CTEM. The contrast of the BF in STEM depends on the collection angle of the

detector. For a very small collection angle, the contrast is approximately similar

to HRTEM by the reciprocity principle as mentioned above. This principle can be

observed in figure 2.15. This means there exists a complex relationship between

contrast, sample thickness and defocus. This allows light elements to be imaged.

However, image interpretation is not always easy and may require simulations.

STEM imaging can offer a unique dark field imaging called high angle

annual dark field (HAADF) imaging, in which images are formed by gathering those

electrons scattered to high angles approximately following Rutherford scattering

[89]. The schematic diagram for detectors in STEM that are used for different

imaging modes can be seen in figure 2.16. The relative positions of the detectors

allow them to collect electrons scattered through different angular ranges. Inelastic

scattering electrons where the concept of the thermal diffuse scattering (TDS) is

introduced. This TDS results from the thermal lattice vibration, which is again

approximately equivalent to the result of Rutherford scattering electrons. These

effects contribute to the background of the images used in this work (see sections

4.2 and 5.5). Therefore, the background intensity of the images were subtracted (see

section 3.5). These high angle scattering electrons are the result of the incoherent

scattering, as proposed by Hall (1965) [90].

Over the last decade, the development of aberration-corrected STEM in-

struments has brought significant improvements in materials characterisation. In
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Figure 2.15: A schematic diagram of the essential elements of the electron-optical system for a)

TEM and b) STEM are shown.

particular, the HAADF imaging mode has become one of the most common imag-

ing method in STEM. This is because the HAADF imaging mode is more direct

for interpreting image features than HRTEM due to the involvement of incoher-

ent imaging, which excludes contrast reversals. In HRTEM images, the contrast

can reverse due to the sample thickness or the objective-lens defocus as discussed

in section 2.3.1 [91]. Image resolution has already achieved sub-angstrom levels in

HAADF STEM [92, 93]. Although the HAADF technique is a very powerful one,

it is only for some well-known cases that HAADF can be utilised to resolve and

identify atom columns [94, 95].
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Figure 2.16: A schematic diagram showing the relative positions of multi-detectors. For BF imag-

ing, semi-angle θ1 is estimated to be < 10mrad, MAADF imaging θ2 is estimated to be 10 mrad

< θ2 < 50mrad.

2.3.3.2 Image resolution and spherical aberration

The image resolution in STEM is limited by the probe size which is formed

using the pre-specimen lenses. Generally, there are three factors that contribute to

the probe formation. These are the effect of source size or the gun, the spheri-

cal aberration (Cs or Cn0) and the diffraction limit. These contributions can be

combined in quadrature to give:
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d = (d2s + d2d + d2sph)
1/2 = [(

4Iprobe
π2Bα2

)2 + (0.61
λ

α
)2 + (AnCn0α

n)2]1/2 (2.7)

where B represents the source brightness, α represents the convergence of the an-

gle, and λ represents the electron wave-length. The An coefficient is a numerical

constant, namely for the 3rd (A3=1/4). The spherical aberration (Cn) coefficient

therefore has the form of Cn0. The size of the source (ds) for a given current Iprobe

is required to be set at a proper value where a super-fine probe size can be obtained

with an optimum probe angle, namely αopt. So, the super-fine size of the probe is

crucially determined by a given value of αopt. The value of αopt is roughly restricted

to the order of 10mrad for an uncorrected microscopy due to unavoidable aberrations

of the round lenses that results in a resolution ≈ 100 times the electron wavelength

(see section 2.2.3). While for the corrected microscopy, αopt is increased to tens of

mrad.

The optical transfer function (OTF) is defined as the Fourier transform

(FT) of the STEM probe function FT[I(~r)] [96]. The OTF is monotonically decaying

with spatial frequencies but with doubled spatial frequency range in comparison to

the CTF for the same lens parameters [97]. Accordingly, the radius of the spatial

resolution of OTF for incoherent imaging is twice the radius of the CTF (see sec-

tion 2.3.2) case and therefore STEM BF images are easier to interpret the images.

A schematic diagram illustrating a comparison of the incoherent object transfer

function and the coherent phase-contrast transfer function for the identical imaging

conditions (accelerating voltage= 300kV, Cs= 1mm, and the specimen thickness=

-40nm) can be seen in figure 2.17.
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Figure 2.17: Plot showing the difference between the OTF and the PCTF for identical imaging

conditions (V = 300kV, CS = 1mm, and z = -40nm). The OTF can be seen to extend to twice

the spatial frequency (1/Å) of that corresponding to the aperture radius in CTEM.

2.4 Electron Energy Loss Spectroscopy (EELS)

When a sample is mounted into a TEM/STEM instrument and exposed

to a beam of high energy electrons, various signals are produced. The electron in-

teractions with the sample can be described as either elastic or inelastic scattering.

The elastic electron passes through the specimen almost without losing a detectable

amount of energy. Whilst the inelastically scattered electrons lose energy in in-

teractions with the sample and is hence called incoherent scattering. Some of the

fundamental interactions can be seen in figure 2.18. Additionally, the two most

essential processes for this work are summarised in the following sections.
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Figure 2.18: A schematic diagram showing the signals produced when a direct beam of electrons

interacts with a specimen.

2.4.1 Elastic scattering

This kind of scattering refers to those electrons that do not loss energy

after they pass through the specimen (i.e. no exchange of energy with the sample

except for a small amount associated with the momentum change of the electron).

This could occur in two ways: first, when electrons pass through the specimen and

scatter with low angle scattering (1 ∼ 2 ◦) leading to coherent diffraction. Second,

whilst electrons are passing through the specimen, they might be attracted to the

positive nucleus and scattered by high angle Rutherford-like interactions leading to

incoherent scattering
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2.4.2 Inelastic scattering

In contrast to elastic scattering, electrons may lose energy after they pass

through the specimen, which is referred to as inelastic scattering. Energy-loss of in-

cident electrons may occur through various mechanisms. Some of these mechanisms

are defined below:

• Emission of X-rays or Auger electrons by means of ionisation of inner-shell

electrons.

• Generation of secondary electrons from the conduction or valence bands of the

atoms in the specimen.

• Excitation of phonons, which are generated via electron beam interaction with

lattice, and plasmons, which are produced by incident beam interaction with

the outer valence electrons.

• Beam damage via exposure to the high incident electron energy may transfer

some energy to the specimen through the displacing of atoms.

It is possible to collect various signals from inelastic interactions, such as

X-rays or the transmitted electrons, and analyse them. These signals are termed

as EDX and electron energy-loss spectroscopy (EELS). In analytical microscopy,

an EEL spectrum can be generated and a variety of specimen information can be

extracted such as the elemental composition, chemical bonding, and the electronic

structure. The details of an EEL spectrum will be discussed in the following section.

2.4.3 Electron energy-loss spectroscopy (EELS)

Electron energy-loss spectroscopy (EELS) includes investigating the en-

ergy distribution of electrons after they have interacted with a specimen. Super-

STEM2, which has been used in the current study, is fitted with a Gatan En-
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fina electron spectrometer to record the entire energy-loss spectrum in parallel at

each pixel using a suitable detector. This spectrometer is attached after the post-

specimen lenses (see section 2.2.1). A simple schematic diagram can be seen in

figure 2.19. The main part of the spectrometer is a sector magnet or sometimes

called a magnetic-sector system. This magnetic-prism presents a uniform magnetic

field (B) perpendicular to the incident electron beam, which travels through a drift

tube connected to the microscopy vacuum system, and are deflected by an angle of

approximately < 90◦ due to the Lorentz force (see section 2.2.3). The precise angle

depends on the electron energy and thus a spectrum is formed. These electrons that

enter the spectrometer can be chosen via an adjustable entrance aperture. Because

the spectrometer contains a sequence of lenses, their focusing is very important to

produce a sharp spectrum on the detector at the end. The lenses within can be

used to vary the magnification on the camera and to correct for aberrations. The

resolution of the recorded EELS spectrum is limited by various factors such as the

energy width of the probe, the point spread function of the CCD, and the optics of

spectrometer. The energy resolution of the spectrometer can be determined from

the full width at half maximum (FWHM) of the zero loss peak in the spectrum.

Finally, the resulting EELS spectrum is displayed in the image (dispersion) plane.

The dispersion can be regarded as the vertical distance in a few micrometers in the

spectrum between electrons of different in energy (eV). The collection angle of the

spectrometer should be at least the same as the probe angle for the low loss spec-

trum and larger for the high loss spectrum. This is to detect electrons that have

been scattered to reasonable angle.

2.4.4 EELS spectra

After exposing a specimen to electrons, the scattered electrons are de-

tected. The way that the electrons scatter depends on the type of atoms present
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Figure 2.19: A schematic diagram of a spectrometer that is attached after the viewing screen in

the microscopy.

in the sample. A typical energy-loss spectrum will be recorded via a spectrometer

displaying peaks referring to electrons with and without energy-loss. The recorded

spectrum can be split into three regions: the zero-loss, low-loss, and high-loss re-

gions. These energy-loss regions are shown in figure 2.20.

Figure 2.20: EELS showing different energy loss regions of the spectrum. A) a spectrum showing

ZLP marked by an orange rectangle. The rest of the peaks are plasmons caused by multiple

excitations; the plasmon peaks are rather high because the sample is very thick. B) a spectrum

showing the core-loss region with the characteristic ionization edges labelled.
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• Zero-loss energy region: The zero-loss peak (ZLP) involves electrons that are

elastically scattered as well as the electrons that lost a negligible amount of

energy. This peak has an intensity distribution determined by a combination

of the spectrometer performance and the source energy width.

• Low-loss region: This low-energy region spans the range up to ∼ 50eV and

involves inelastic interactions with weakly bonded “outer-shell” electrons, and

inter-band transitions in the specimen, among other effects. Thus, scatterings

from outer electrons in the atoms of the specimen dominate this region. The

log of the ratio of the intensity of the whole spectrum to the intensity of the

ZLP peak is proportional to the specimen thickness [98].

• High-loss region: The high- or core-loss region is estimated to be in the range

from > 40 or 50eV to a few thousand eV, and this region contains edges due

to the inelastic excitation of inner shell electrons to empty states over the

Fermi level. A particular ionisation edge energy is characteristic of a partic-

ular chemical element and is well-known for each electron shell. Therefore,

ionisation-edge intensities can identify which elements exist within the sample

[72].

After the edge onset, within about 30-40eV, is characterized as energy-loss

near-edge structure “ELNES”. ELNES depends on the vacant states above the Fermi

level present for electronic transitions from this shell. The density of states depends

on the bonding of the element and ELNES is therefore very useful for studying local

bonding. Beyond the ELNES region, there are weaker oscillations which are known

as an extended energy-loss fine structure (EXELFS), although this is rarely used in

experimental studies, and is not used in this work.

In order to map the chemistry within a specimen, spectrum imaging (SI)

is used. By rastering the STEM probe across the specimen, an energy loss spectrum

is acquired for each pixel within the spectrum image. This method results in the
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creation a four-dimensional data set of electron intensity within a 3D (x, y, E)

data cube [99]. However, in order to gain data with a sufficient signal to noise

ratio, each pixel has to be recorded for a suitable length of time. This results in

image distortion which is caused by the instabilities of the instrument which can

include specimen drift, slow acquisition and electrical instabilities. These issues

are considered to be inevitable but can be improved upon by considering a very

short exposure, however, this is not always ideal when attempting to collect weak

core loss edges. EELS is advantageous as it can provide information at atomic

resolution in an aberration-corrected STEM, however spatial resolution will always

be affected due to delocalisation of the Coulomb interaction between the fast electron

and the initial electronic state of the atom. Additionally, as an electron beam travels

through a sample, it may not follow a single atom column all the way through and

may be scattered by other processes and then produce EELS interactions with other

atoms in the sample (called de-channeling). This will result in the collection of an

atomic resolution signal, which will also have a diffuse background due to these

de-channeling effects. Atomic resolution SI is effective in identifying patterns of

atomic chemical ordering in a qualitative way. It is however, difficult to make fully

quantitative. This thesis concentrates on qualitative mapping at atomic resolution,

and does not attempt to make the atomic resolution mapping fully quantitative.
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Chapter 3

Computational software and data

preparation methods

3.1 Introduction

The aim of this chapter is to introduce the different computational meth-

ods that have been utilised for quantitative analyses of atomic resolution data such as

sample/stage drift correction and quantitative atomic column peak measurements.

It is important to maximise the signal-to-noise (S/N) ratio of TEM and STEM

images for quantitative calculations, which is achieved in STEM by correcting for

stage drift. Image analysis in this context will refer to the extraction of data from

an image for quantitative evaluation. Images analysed here were acquired using

simultaneous bright and high angle annular dark field (BF and HAADF) imaging

for STEM and a CCD camera for high-resolution transmission electron microscopy

(HRTEM) using the negative Cs imaging (NCSI) technique. The material used in

this study is doped Bismuth ferrite (Bi0.85Nd0.15)(Fe0.9Ti0.1)O3, hereafter referred to

as BFO. Two procedures have been used for stage drift correction; earlier work at

Glasgow on SuperSTEM data used a simple rigid shift with summation using the
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Statistically Determined Spatial Drift (SDSD) plug-in for Digital Micrograph [100],

but a newly developed Smart align procedure [101] was also tested. The intensity

peak positions relating to the atomic columns in the individual images were deter-

mined using a Gaussian fitting approach provided by iMtools software [102]. Beside

the aforementioned drift corrections, the imported data was further processed using

excel sheet to correct any remaining distortions from miscalibrations in STEM or

non-orthogonality of the CCD pixel array for HRTEM. This could be due to the de-

tector may not be mounted quite flat in the retract mount in the microscope or the

optical coupling between the scintillator and the CCD may not be sliced quite nor-

mal to the fibre-optic axes. The corrected data was then used to construct the two-

or three- dimensional atomic structure of the APBs. The Dr. Probe package [103]

was subsequently used in collaboration with Dr Juri Barthel (Ernst-Ruska Centre,

Forschungszentrum Jülich) to calculate simulated images for a variety of purposes,

including determination of imaging parameters, validation of models, and investi-

gation of effects that may affect the quantitative interpretation of images. In the

present chapter, brief introductions will be given of the computational procedures

that have been used to interpret the data.

3.2 Alignment of multiple STEM images

As mentioned in section 3.1, in this thesis two computational codes have

been used to extract information from STEM images as well as a comparison between

them in terms of data enhancement. In principle, recording of images in TEM is

a parallel acquisition, where the whole region of interest at once is recorded, while

for STEM the recording is a series of acquisitions, where the probe is scanned over

the sample point by point. Distortions can happen during the image recording

process for STEM due to sample/stage drift due to a deflection of the probe beam
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by external (electromagnetic) field, and due to hysteresis in the scan coils during

“flyback” (this is the intentional return of the beam to the start of the next line of

pixels, but if the time allowed for this is insufficient, there may be distortion at the

left edge of the frame, and if there is hysteresis in the scanning coils, the flyback

may not return the beam to the correct place, causing distortion of the image),

[104] as well as distortions due to differences in the calibration of scan coils in the

two orthogonal scan directions. Sample drift can be overcome by scanning fast and

subsequently cross correlating all images and then aligning them and summing them

[100]. Recently, it has been shown that the local distortions in the image can also be

corrected in a stack of rapidly acquired images using non-rigid registration methods

[101]. The background and theory behind using both rigid and non-rigid registration

for aligning stacks of sequentially acquired STEM images. will be discussed briefly

in the next section.

3.2.1 Simple rigid registration

As mentioned in the section 3.2, several STEM images are recorded pixel

by pixel over the region of interest. In order to do the quantitative evaluation of

these HRSTEM images stacks, images are combined in order to extract accurate

information and increase the S/N. The images can be combined manually if the

number of STEM images is ≤ 3 otherwise it is time consuming and not feasible.

When a number of images are combined containing the same region of interest to

extract the necessary information, artifacts are inevitably introduced due to the

sample drift between the consecutive exposures. STEM images were taken repeat-

edly and rapidly of the same area of interest, and then cross correlated, shifted, and

all the images were then summed via this procedure [105, 30, 106, 66, 67, 107, 68,

108]. Figure 3.1 shows the difference between one slice of a cross-structure image

and one that resulted from the summation of the image stack.
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Figure 3.1: HAADF of the APB Cross structure in BiFeO3. a) One slice of cross structure image

stack b) Combined multi-images after applying spatial drift correction.

As specimen/stage drift is inevitable, the SDSD code [100] in DM soft-

ware was used to apply the corrections and ultimately minimize these artifacts. The

SDSD routine uses the cross-correlation method. In this work, we found the most

robust results were achieved using the phase correlation method [109, 110]. The im-

age registration by cross-correlation involves calculating the cross-correlation of two

images including a fast-Fourier transform operation and then finding its maximum

peak position. For simplicity, in the case of a “pair” of images which are shifted

by an unknown amount with respect to one another, cross-correlation can be used

to identify the necessary shift to correct this mismatch. Given there is a stack of

images in this study, after cross-correlating each pair and statistically calculating

the resulting shift vectors, the effectiveness of the algorithm for drift correction is

increased. In this sense, the redundant data is excluded and this can ultimately

deliver sub-pixel precision [100]. Therefore, the S/N is improved considerably as

shown in figure 3.1.
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3.2.2 Non-rigid image registration

The non-rigid image registration ”Smart align” procedure has been used

for this work on high angle annular dark field (HAADF) images of doped Bismuth

ferrite (Bi0.85Nd0.15)(Fe0.9Ti0.1)O3, (BFO), which were taken on SuperSTEM. At

acquisition time, STEM images suffer not only sample/stage drift issues but also

low-frequency scan distortion or line noise in scans [111]. Low-frequency sources

below 100 Hz could be airflow, hollow ceiling, and even moving vehicles outside the

building, while high frequency instabilities around 2 kHz could be HT tank/electron

gun instabilities, electrical interference from digital systems such as building control

systems and the microscope UPS, and PC fans that excite a mechanical resonance

[105, 111, 112].

The sample/stage slow drifts cause uniform distortions that simply register

sequentially recorded images and these distortions require corrections by so-called

rigid registration (see section 3.2) [111, 113, 114]. However, faster instabilities within

a frame perturb the images locally in which cause shifts of pixel information locally

[111, 112, 115]. These local distortions occur on a single STEM image and it is,

therefore, special image processing techniques have been developed to overcome

these issues on sequences of images [112, 113, 115, 116]. In this thesis, a new

package has been used for the non-rigid registration of serial microscopy dataset

named ”Smart align” (see section 5.2) [112, 117, 118, 119].

3.3 Atom column position measurements

IMtools is a package for the manipulation and quantitative processing of

transmission electron microscopy images written by Dr Lothar Houben [120]. The

package is based on the IDL programming language and is distributed online as
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a binary code collection and graphical interface [121]. The inteface of iMtools is

shown in figure 3.2. Although this code has many feasible features, the code was

only used to accurately determine the atom positions from atomic resolution electron

microscopy images. For this purpose, the code fits two-dimensional (2D) Gaussian

profiles to the peaks in the phase images. Images with minimal drift distortion

were then created by alignment and summation using the SDSD plug-in for Digital

Micrograph. After the phase peak positions were determined with sub-pixel accuracy

[122], the corresponding data was exported to a spreadsheet for further analysis.

Without applying the rigid registration procedure, further distortion incurred by

imperfections in the scanning system may not be corrected. This procedure was

used for comparison between HRTEM and HRSTEM (See section 4.2.2).

By contrast, the HRTEM and HRSTEM images in section 5.4 were quan-

titatively processed using 2D dimensional Gaussian peak fitting routine, which is

part of the Image Analysis plug-in for DM provided by Dr Bernhard Schaffer (Gatan

GmbH, München, Germany). This method was used because further analysis re-

quired that the fit images were subtracted from the experimental images (See section

5.2.1). Further analysis of the list of peak positions was performed using techniques

similar to those in previous work [66, 67, 68] making use of Matlab for enhancing

the calculation efficiency.
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Figure 3.2: The interface of the iMtools program. The “red” crosses indicate which peaks have

been identified. The peak location list is shown in the top-right corner of the interface.

3.4 Image simulation

Utilising high-performance atomic-resolution microscopy for the character-

isation of complex materials is a difficult and multifaceted task. However, of equal

importance is the ability to interpret the images. This can be achieved by comparing

the experimental images with ones simulated from calculated or assumed structures.

Comparison of this sort are particularly important when analysing samples where

dynamic impacts have arisen [123]. The loss of resolution in an image is due to

aberrations of the hardware as a sub-optimal the sample thickness and its tilt. It

is, therefore, believed that image simulation is very important tool to uncover and

understand the common features of an electron micrograph. The exported data

from a material structure simulation forms an image, which can hence be utilised
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as an input for microscopy image simulations. In this work, the data analysis was

done on unique features formed in BFO and the results compared with image simu-

lations using suggested models with experimental HRSTEM and HRSTEM images.

For this purpose, a brief background of the image simulation software used will be

discussed such as Multislice procedure depending on the frozen phonon method for

HRTEM and HRSTEM images.

3.4.1 Multislice method

The multislice technique essentially depends on the electron wave, the

propagation of the electron wave in free space, and the specimen. This is known

as the reciprocal-space formulation. This approach divides the thick specimen into

multi-thin slices with two dimensions which are oriented perpendicular to the elec-

tron propagation direction. With sufficiently thin slices, the effect of dynamical

scattering can be ignored, i.e. where the electrons are scattered more than once.

Accordingly, the thickness of the sliced pieces should be under the range where the

change in the beam wavelength is minor, which is defined as a weak phase object

(WPO) (see section 2.3.2), at the time they pass through the sample. The exit wave

for each slice within a distance a ∆z is considered to be a spherical wave rather than

a plane wave, which is determined as Fresnel diffraction. The incident probe wave

function Ψp(~x) in STEM at a specific position (~xp) is determined by integrating the

aberration wave function exp[−iχ(~k)] over the objective aperture

ψp(~x, ~xp) = A

∫ Kmax

a

exp[−iχ(~k)− 2πi~k · (~x− ~xp)]d
2~k (3.1)

Where λKmax = αmax represents the maximum angle of the objective aperture and

A represents the normalization constant that equal to:
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∫
|ψp(~x, ~xp)|2d2~x = 1 (3.2)

As mentioned above, because the specimen is considered to be thin enough

that is classed as (WPO), the incident beam faces a small deflection when it passes

through the sample and thus the transmitted wave function is a simple transmission

function t(~x) along the optic axis. The resulting electron wave function in free space

after passing through the sample is

ψt(~x, ~xp) = t(~x)ψp(~x, ~xp) = exp[−iσνz(~x)]ψp(~x, ~xp) (3.3)

where νz represents the summation of the projected atomic potential over all the

slices, which could be computed from the electron scattering amplitudes in the

first Born approximation [124], and σ = 2πmeλ/h2 is defined as the interaction

parameter.

The transmitted wave function that passed through the vacuum to the

next slice has a Fourier transform of the form:

FT [P (x, y,∆z)] = P (k,∆z) = exp[−iπλk2∆z] (3.4)

Therefore, defining the transmitted wave function in real space is achieved by taking

the inverse FT of the above equation:

P (x, y,∆z) = FT−1[P (k,∆z)] =
1

iλ∆z
exp[

iπ

λ∆z
(x2 + y2)] (3.5)

So far, for each slice in the Multislice procedure, the wave function can

be regarded as two operations. Firstly, the wave function is transmitted through
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a specific slice. Secondly, the wave function is propagated through free space (af-

ter transmission). Practically, the specimen is sectioned into many slices such as

n=0,1,2,3... with a depth of zn. Thus, this procedure, essentially comprises three

components: the probe wave function ψn(x, y), which is considered to be at the top

of each slice, the propagated wave function in the vacuum Pn(x, y,∆zn), and the

transmitted wave function tn(x, y). This can be formulated as below:

ψn+1(x, y) = tn(x, y)[Pn(x, y,∆zn)]⊗ ψn(x, y) (3.6)

where ⊗ represents a convolution, and ψn+1(x, y) represents the wave function for

(n+1) slice. Moreover, at n=0 identifies the initial probe wave function in STEM

ψ0(x, y) that was introduced by Eq. (1.3).

In order to eradicate artifacts and exclude aberrations from the calcula-

tions, the spatial frequencies in the wave functions (propagation and transmission)

should be limited. It is, therefore, the maximum spatial frequencies of the wave

functions, which are propagation and transmission functions, that are limited to

Kmax=3/2 as well as to be rotationally (cylindrically) symmetric [123, 125]. In or-

der to show how this procedure has been computationally performed, the steps have

been tabulated in table 3.1.

3.4.2 Frozen phonon image simulation

Since image simulation is an intrinsic tool to interpret the high resolu-

tion electron microscopy images, the frozen phonon (FPh) [127, 126] method is used

widely in conventional transmission electron microscopy. This procedure is a modifi-

cation of the multilice method for the inclusion of thermal diffuse scattering (TDS)

effects and hence can be used to simulate and thus to interpret HAADF images

[126]. This method is dubbed frozen phonon because of the interaction time of the
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Step one Segment the sample into multiple-thin slices which can be consid-

ered as WPO.

Step two Determine the total sample potential through summing the pro-

jected atomic potential for each slice under the condition that its

bandwidth is symmetrically limited.

Step three Compute the transmission function tn(~x) = exp[−iσνzn(~x)] for each

slice while limiting the bandwidth to three-quarters of its maxima

to prevent aliasing.

Step four Calculate the probe wave function using Eq. 3.1 at a given position

xp.

Step five Recursively transmit and propagate the wave function through each

slice ψn+1(x, y) = Pn(x, y,∆zn) ⊗ [tn(x, y)ψn(x, y)] using FFT for-

malism. Repeat until the wave function is all the way through the

specimen.

Step six Fourier transform the transmitted wave function to get the wave

function in the far field (diffraction plane).

Step seven Integrate the intensity (square modulus) of the wave function in

the diffraction plane including only those portions that fall on the

detector. This is the signal for one point or pixel in the image.

Step eight Repeat step 4 through step 7 for each position of the incident probe

xp.

Table 3.1: Steps for the STEM image simulation of a thick sample using the multiplies method

[126].

73



electron/atom, which is much less than the atomic vibration time in which the atom

may be regarded as steady. Since there are many atoms, most of them will be dis-

placed randomly around an equilibrium position. As a result, each electron will see

different phonon configurations and then the Multislice procedure is performed to

calculate images for a number (∼ 30) of these configurations, and the resulting in-

tensity distribution that is displayed on the detector is summed over these different

configurations [128]. Finally, for all the probe positions in the addressed image, this

process is repeated to build up a complete simulation of the image [128].

This method was the preferred option due to its inclusion of the effect of re-

scattering effects. These effects are proportional to the thickness of the specimen and

are hence quite significant when the thickness increases. Importantly, by excluding

these effects one cannot expect produce an accurate result.

In reality, the specimens used are always thick enough to consider the

dynamical scattering effects due to multiple electron scattering. Thus, image sim-

ulation for HAADF STEM images such as frozen phonon image simulation has to

consider these effects as well as the contributions of TDS of the atoms. For the cur-

rent study, one of the packages that efficiently include these two effects is considered

in the next section.

3.4.3 Dr. Probe - High-resolution (S)TEM image simula-

tion package

Dr. Probe is a computer code that used in the present work, which is en-

coded by J. Barthel and L. Houben [103], and is available for free at “http://www.er-

c.org/barthel/drprobe/”. This (Dr. Probe) software is a package for multi-slice im-

age simulations, which was mentioned in section 3.4.1, in transmission electron mi-

croscopy (TEM) and/or scanning transmission electron microscopy (STEM). Since
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considering the elastic scattering of the primary electrons is essential for image cal-

culations, Dr. Probe is adapted with thermal diffuse scattering (TDS) using the

frozen phonon concept. The following important and significant features have been

included with Dr. Probe software:

1) Projected potential slicing works not only for consistent samples (perfect crystals

in zone axis) but for arbitrary samples such as periodic and none-periodic samples.

This is due to an inclusion the multislice algorithm into the code. In order to

calculate the potential, the projected potential of the whole (super-cell) proposed

model structure is computed on a fine grid, and hence the 3D potential is sliced and

integrated within each slice.

2) Dr. Probe offers the flexibility of tilting the proposed model by only setting a de-

sirable tilting angle of shifting the slices. This was done according to the parameters

tabulated in table 4.1 (see section 4.2.3).

3) A range of atomic scattering factors is used [129] that should remain accurate

even if the STEM simulation angle is high.

In the present work, the conditions for setting up the Dr. Probe program

to provide a feasible compatibility with the experiment conditions were as follow:

1) The accelerating voltage set at 100kV and 300kV for CTEM and STEM, respec-

tively.

2) The convergence angle of the probe was 30mrad.

3) The spherical aberration was considered to be -1µm with zero focus.

4) The detectors were set to be the same as used in the SuperSTEM experiment,

which are (0-5 mrad) and (100-185 mrad) for the bright field and the high angle

annual dark field detectors, respectively.

5) The specimen was sliced to multiple-thin slices in which each slice was half a
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primitive unit cell with a thickness of 1.98Å, with the atoms centered in each slice.

6) The frozen phonon algorithm was utilised to provide an average of 30 phonon

configurations.

7) The effect of a finite source size was simulated by convolution of the simulated

images with a 0.7Å Gaussian function.

3.5 EELS analysis

In order to acquire artifact-free and noiseless data, and hence to quantify

the results, all datasests were processed using Gatan Digital Micrograph (DM) V2.3.

This will be detailed in the next section.

3.5.1 Quantification

Electron energy loss spectroscopy (EELS) spectrum imaging in the scan-

ning transmission electron microscopy (STEM) was utilised to attain high-resolution

information on the composition of the structure. All EELS data processing were car-

ried out via Digital Micrograph (version 2.3) as below:

In order to get artifact-free and noiseless data from an image, a standard

built-in routine in DM was used to remove the high-energy x-ray or x-ray spikes that

might be induced by external radiation [130]. This was done for the whole dataset

of low and high-loss spectra to achieve low-noise spectra for further processing such

as such as mapping and quantification calculations.

To reduce the scale of the dataset without losing significant information,

a Multivariate Statistical Analysis (MSA) [131] plug-in to DM was used to perform

Principal Component Analysis and hence enhance the resulting spectra.
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In order to study the concentration of an element, the following procedure

is used:

• A background window is defined before the edge, a background is extrapolated,

and this is subtracted from the spectrum. Moreover, the background intensity

subtracted was done using a power law method in the range between 357.8

and 1109.0 eV [75] as shown in figure3.3.

• The counts within a window after the edge are row integrated.

• This integrated intensity is proportional to the elemental areal density N. The

area sampled by the beam via the equation I = I0 N σ, where I is the integrated

intensity, I0 is the intensity in the zero loss peak, and σ is the interaction cross

section, which is the possibility of a specific electron experiencing an energy

loss due to the specific interaction which results in this absorption edge.

• Ratios of elemental concentration between two or more elements can be deter-

mined without needing to know I0 as long as the σ values for each element are

known. Such cross sections are typically calculated using the Hartree-Slater

method. In order to perform the quantitative mapping for high loss data, a

spectrum fitting approach was performed in a similar manner to previous work

[67, 68]. This process was carried out using a new plug-in Digital Micrograph

(Elemental Quantification) routine, which was developed by Dr Paul Thomas

from “Gatan Inc.”. This quantification was done by a calculation of the rela-

tive concentrations of Ti, Fe, Nd and O throughout the whole specimen.

3.5.2 Principal Component Analysis (PCA)

The basic aim of this method is to improve the SNR of a dataset by di-

mensionally reduction. This is done by discarding those components of a orthogonal

factorisation which contain a low portion of variance of the entire dataset. In a sta-
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Figure 3.3: Shows the subtracted backgrounds for the whole elements.

tistical manner, after applying PCA technique, random noise components will be

excluded and hence the resulting spectrum is enhanced [132]. PCA was applied to

the EELS-SI data using an algorithm developed developed by M. Watanabe et al.

[133], through utilising the multivariate Statistical Analysis (MSA) [131] plug-in

DM. Figure 3.4 shows a comparison of spectra before and after applying PCA tech-

nique, where the spiky noise signals have been removed, which are related to the

random background noise, without losing significant information. In this work, the

number of components were generally < 10 components.

The PCA concept has been applied to a 3D EEL-SI spectrum ~D(x,y,E) as

follows:

• The ~D(x,y,E) can be decomposed into 2D spatial data matrix ~D(x,y,E) as well

as a one-dimensional energy data matrix (E). In terms of the PCA algorithm,

the EEL-SI dataset can be formulated as follows [134]:

~D((x,y),E) = ~S((x,y),n) × ~LT(E,n) (3.7)

where ~S((x,y),n) is the score matrix, which covers the spatial data matrix and

put in the columns of the data matrix, and ~L
T

(E,n) the loading matrix, which
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(a)

(b)

Figure 3.4: The raw spectrum a) Before PCA was applied. b) After PCA was applied.

contains the spectral information (E) and stored in the rows; the superscript

(T) refers to a matrix transpose; n represents the number of principal compo-

nents.

• Each row in the loading matrix ~L
T

(E,n), which represents an eigenspectrum of

the data matrix, is independent or disassociated from the other rows.

• Each column in the score matrix ~S((x,y),n) represents the corresponding eigen-

spectrum in the ~L
T

(E,n).

• By multiplying each row of the the ~L
T

(E,n) and its corresponding column of the

~S((x,y),n) individually results in a series of principal components. Mathemat-

ically, the total number of principal components (n) is equal to the smaller
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number of (x·y or E).

• In the decomposed matrix, the resulting principal components and its corre-

sponding eigenvalues or variance are ordered from high to low level.

• Since the number of the actual features or noiseless components (m) that

contain valuable information in the data matrix is less than n, the remains or

last principal components represent the experimental noise and hence the m

components can be computed. Exploiting these m principal components, the

original dataset can be then reconstructed. As a result, the original dataset

is enhanced without losing spatial or energy resolution due to removal of the

experimental noise [132, 135, 136, 137, 138]:

~D((x,y),E) = ~S((x,y),m) × ~LT(E,m) m << n (3.8)

3.6 Conclusion

In the current work, both rigid and non-rigid methods have been used

in order to align HRSTEM images and to remove local distortion. These methods

are used in next two chapters. Additionally, two-dimensional Gaussian peak fitting

though a DM Image Analysis plug-in, and iMtools were used to determine atom

column positions from atomic resolution electron microscope images. In order to

confirm the structures, images were simulated using the Dr. Probe multislice soft-

ware package. The structures were then analysed by STEM using HAADF imaging

combined with EELS-SI. These will be shown in the next chapters, 4 and 5.
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Chapter 4

Imaging polarisation around

charged antiphase boundaries

4.1 Introduction

As already noted in chapter 1, novel APBs were recently discovered in

Nd, Ti codoped BiFeO3, and the structures of the flat terraces and steps on these

structures were determined [67, 68]. The charge at these APBs is originated from

counting up ions in the perovskite [108, 67, 9]. It was also shown [139, 67, 68] that

they result in strong polarisation of the surrounding perovskite due to high level

of negative charges in their cores. Such atomic resolution polarization quantifica-

tions have been utilized as a part of many further investigations of the nanoscale

polarization distribution in a variety of perovskites utilizing both HRTEM [140] and

HRSTEM [141, 142, 143, 144, 139, 67, 68]]. These negative charges are not part

of any other surrounding material consequence in a perpendicular electric field. As

this is in the material, this can be considered as far as a the electric displacement

field (D) including commitments from both electric field and polarisation [108]. Ac-

cording to Gaussian law (∇ ·D = εo ∇ ·E +∇ ·P = ρc, where ρc is the free charge
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density), the D-field reduces and falls to zero as unit cells of perovskite go away from

the APB boundaries. The apparent boundary conditions for solving Gaussian equa-

tion are that E=D=0 away from the boundaries. It is therefore D=0 after several

perovskite unit cells and thus ∇ · D falls to zero at the same region of perovskite

unit cells. The boundary conditions accordingly compel a circumstance where E

and ∇ · E= zero. This enduring drop in ∇ ·D with distance must compare to a ρc

relating to positive charge spreaded in this area. In a material this could be supplied

by the excess of charges and in our case it would be Ti4+, which requires that all the

Ti are fully ionised -3 electrons/atom would be dedicated to bonding in the TiO−36

octahedra. The result of this is that a free electron is donated to the material and

the normal target of these free electrons would be the excess of O atoms in the

APB. This process would address a stabilized structure where APB is negatively

charged and outside APB is positively charged. This could be used as an expla-

nation for the polarisation profile that covered in the current work. In this thesis,

investigations were made on the composition (Bi0.85Nd0.15)(Fe0.9Ti0.1)O0.3 using two

techniques: high resolution scanning transmission electron microscopy (HRSTEM)

with simultaneous dark and bright field imaging, and high resolution transmission

electron microscopy (HRTEM) using the negative Cs imaging (NCSI) technique.

This correlation of HRTEM and HRSTEM based polarisation measurements for the

same object has not previously been undertaken and it is important to understand

if the measurement technique has any effect on the results. These investigations re-

veals quantitative differences although similar trends in structure and polarization

were found and are detailed in section 4.2. Models are proposed to interpret these

discrepancies followed by calculating and visualising the electric field to support the

explanation, which is detailed in section 4.2.4. Also, the effect of thickness on appar-

ent atom positions in HRSTEM imaging is detailed in section 4.2.5. Finally, some

general conclusions are drawn about the applicability of atomic resolution imaging

to quantitative polarisation mapping in materials.
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4.2 Quantification of the differences between HRTEM

and HRSTEM for imaging polarisation around

charged planar APBs

In the current work, two common atomic resolution imaging techniques

HRTEM and HRSTEM (see sections 2.3.2.1 and 2.3.3.1, respectively) used to study

the structures (see section 2.2.3.4). Apparently, in the current study, the same

structures are seen in both HRTEM and HRSTEM imaging techniques and image

patches then were extracted from the same region. However, the raw data for

HRSTEM was previously reported by MacLaren et al. [67] but in the current study

reanalysed and used to conduct the calculations, as detailed in next sections.

4.2.1 Atomic column position determination

Images of a suitable area of sample containing an antiphase boundary were

taken in SuperSTEM using acquisition of several images at short pixel dwell times

of 10µs per pixel in order to minimize the drift effect on the individual images.

High signal to noise images with minimal drift distortion were then carried out by

alignment and summation using the SDSD plug-in for DM (Gatan Inc., Pleasanton,

CA) [100]. On the other hand, images for HRTEM were taken using a Gatan

Ultrascan 1000P camera from a similar antiphase boundary in an ultrathin specimen,

thin enough to avoid contrast reversals.

In both HRSTEM and HRTEM imaging techniques, the atomic column

positions were calculated using 2D Gaussian peak fitting using the iMtools software

(see section 3.3), as in previous publications from the Jülich group, e.g. [145]. In

both cases, the full list of peak positions was analysed quantitatively to correct for
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any distortions through simple affine transformations similar to those done previ-

ously [146, 66, 67, 68]. This is necessary both STEM and TEM: for STEM due to

deviations from calibration while for TEM due to slight defects in the manufacture

and mounting of the camera. Once the images corrected, similar structural units

were identified along the APBs in each image. Following this, the atom positions

were determined for several structural units. These were then used to create a

mean structure with calculated positional uncertainties for both the area analysed

in HRSTEM and that analysed in HRTEM.

4.2.2 Quantitative comparison of HRTEM and HRSTEM

images of the same kind of APB

Figure 4.1 demonstrates a comparison between negative Cs HRTEM imag-

ing and HAADF/BF HRSTEM imaging of one of these antiphase boundaries (APBs)

recorded at 300 kV on a Titan 80-300 TEM operated at 300 kV. Whilst this voltage

is high, no noticeable beam damage was ever seen on the specimen. Figure 4.1a

demonstrates a typical NCSI contrast, where all atoms in a structure are imaged in

positive contrast (bright spots) on a dark background. However, all atoms in the

structure are imaged simultaneously without any chemical information. Luckily, it

was possible to recognize all atoms depending on previous published structures for

the APB flat terraces [67] and APB steps [68].

Figure 4.1b demonstrates an HRSTEM overlay of BF and HAADF images,

which was found in previous work to determine the O and cation peak positions,

respectively [68]. On careful inspection, it is clear that the structure imaged is

reasonably comparable in both cases; however the degree of similarity is examined

in figure 4.2. This shows a quantitative examination of apparent atomic positions

in the planar antiphase boundary (APB) structural unit from both techniques. It is
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Figure 4.1: Atomic resolution images of similar antiphase boundaries in Bi0.85Nd0.15 Fe0.9Ti0.1O3:

a) HRTEM NCSI image, which shows all atom columns simultaneously, and b) HAADF/BF STEM

overlay image, the red shows the HAADF contrast, which mainly shows the cations, whereas the

the cyan shows the BF contrast, which principally shows the oxygen only columns. In both cases,

atomic models of the boundary structure are overlaid to aid the reader, where purple is bismuth,

red is iron, blue is titanium, and yellow is oxygen.
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clear that these APBs structures are extremely alike. In spite of this, there are some

definite discrepancies between the results from the two techniques. In particular,

the oxygen peak positions in the quantitative measurements are consistently closer

to the boundary core for the HRTEM data than for the HRSTEM data. This can

be seen clearly, in particular, for oxygen atoms in the first two unit cells to either

side of the antiphase boundary (APB) core which are marked by orange circles.

Later, these O atoms that shifted significantly toward Bi atoms are labeled by O⊥.

While the O that marked by black rectangles are less shifted and hence labelled

by O‖. Any consistent pattern on cation peak positions is within the experimental

uncertainty estimations and difficult to reliably measure. The O atoms differences

upon the imaging mode will plainly have an effect on the determined polarization

and this is shown clearly in figure 4.3. There are also some consistent deviations of

oxygen and iron positions in the vertical direction across the whole image, that are

probably the result of sample mistilt, and which do not influence any polarisation

calculation.

This data was then used to calculate the polarisation using the standard

equation 1.2 (see section 1.2.1). A reference position must be characterized in the

unit cell, from which all displacements are determined. In this work, the B-site

positions were assumed to be fixed in the cell and polarisation was determined on

the basis of movements within a cell centred on the B-site unlike in some past work

where the A-sites were used as the fixed reference (this may work better close to

the boundary where the last layer of A-site atoms moves a lot.). The Born effective

charges used were for ZBi = 6.2, ZFe = 3.9, ZO‖ = -2.5, and ZO⊥ = -3.4 [29, 30, 67]. It

is clear that the polarization measurement is greatly decreased in the quantification

made on HRTEM images to just around 40% of that measured from HRSTEM

images as shown in figure 4.3. This trend persists over the entire plot, and each

data point for every case originates from averaging several atoms peak positions, so
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Figure 4.2: Quantitative comparisons of averaged cells for the charged antiphase boundaries

(APBs) from HRTEM (negative Cs imaging) and from HRSTEM (HAADF and BF combined).

This figure shows the deviation of the oxygen atoms in the out-of-plane atomic position with re-

spect to the references in both HRSTEM and HRTEM techniques. The error bars in the two cases

were calculated from the standard deviation in the out-of-plane peak position measurement after

averaging for the two cases.

this outcome is reliable, even if the calculated errors on individual data points are

fairly big.

It then should be asked why there is such a substantial distinction in

polarization in this structure between two atomic resolution imaging methods. One

thing that must be remembered, is that the specimen has very different thicknesses in

the two systems. The area of interest for HRSTEM is estimated to be about 16nm

thick, according to image simulations (based on matching contrast in simulated

HAADF images to the experimental images) in the previous work [67]. The area

examined by HRTEM is clearly much thinner than this by the lack of contrast

reversals, but an exact thickness needed to be determined by simulation and image

matching. In order to understand reasons for the discrepancy, the details of the

sample and the imaging were considered in detail in both cases. This is discussed

in more details in following sections.
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Figure 4.3: Quantitative comparison of polarisation calculations in the z-direction as a function of

distance from the APB boundary for both cases. The error bars in the two cases were calculated

from the standard deviation in the out-of-plane peak position measurement after averaging for the

two cases.

4.2.3 Determining imaging parameters for HRTEM

In order to determine the thickness and microscopy parameters in the area

of interest for HRTEM, HRTEM image simulations have been performed for per-

ovskite BiFeO3 for a region of perfect perovskite crystal in the experimental HRTEM

image using the Dr. Probe multi-slice imaging package for specimen thicknesses in

half unit cell as mentioned in section 3.4.3 [147]. The contrast in the chosen region

(marked by the yellow box in figure 4.4) is actually the highest contrast than the

area in the top of the image. For comparison to simulations, an average image patch

was extracted from this region containing 2x2 perovskite units. The averaging was

done over 6x6 of these smaller patches, also removing a small image distortion based

on the assumption that the Bi columns should be distributed in a square pattern.
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Figure 4.4: Atomic resolution images of antiphase boundaries in Bi0.85Nd0.15 Fe0.9Ti0.1O3 using

HRTEM NCSI image, which shows all atom columns simultaneously. The yellow box shows the

area that extracted for the simulation purposes.

In order to find the best-fit simulation to the experimental image, some

parameters were varied. The varying initial values included sample thickness, ob-

ject tilt, relative absorption, which is a measure of incoherent absorption of inelastic

contrast in the model that measured by Hashimoto et. al [148], defocus 2-fold astig-

matism (A1) (see section 2.2.3.2), coma (B2) (see section 2.2.3.2), 3-fold astigmatism

(see section 2.2.3.2), spherical aberration (see section 2.2.3.2), star aberration (S3),

and vibration amplitude (rms). While electron energy, focus spread, semi conver-

gence, and modulation transfer function (MTF), which is a measure of of how well
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the CCD camera reproduces the features of difference spatial frequencies), were kept

constant. In a first step the object thickness was adjusted to reproduce the image

contrast approximately. Then also defocus, two-fold astigmatism, absorption, and

object tilt were changed iteratively maximizing the pattern correlation and minimiz-

ing the residual difference. In further iterative improvements, additional coherent

and incoherent aberrations were included in the optimization of the match. The

Fe and O positions were adjusted in the x-y plane in the final stage of the opti-

mization. The final match agrees in mean value and contrast with a high pattern

correlation of 0.978 and a residual difference of 0.024 (rms)and is shown in figure

4.5, which consists of the experimental image, the best fit simulation and a differ-

ence map. The residual difference image shows some small systematic and random

components. The random residual differences are probably due to electron counting

noise and amorphous material on top and bottom surface of the sample. The pres-

ence of the latter is for example visible in the ultrathin areas of the experimental

HRTEM image in the top right of figure 4.4. Residual systematic differences may

occur due to the averaging over a larger image area, where the object might change

locally in thickness and z-location. Additional systematic differences may occur

due to approximations made in the image calculation, such as the rather simple

object structure, the neglect of surface relaxations, the use of Debye-Waller factors

to simulate thermal diffuse scattering, and the applied phenomenological model of

absorption. The best contrast matching was found with parameters listed in Table

4.1.

Of particular interest in the parameters determined by image matching is

the sample thickness, which was just 1.6nm or 4 perovskite unit cells. The errors on

the object thickness fitting are not more than 1 atomic plane i.e., 0.2nm. Changing

the object thickness by 0.2nm up or down leads to a significant change of the image

contrast and to a reduced pattern correlation. This is considered to be an upper
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limit for the object thickness at the domain boundaries.

The fitted object structure represents the average oxygen (O-site) and iron

(B-site) column centroid location relative to the Bi (A-sit) columns. We observe here

a vertical (the vertical direction in the image) shift of ∼ 8pm in both columns against

the Bi sub-lattice. The vertical shift is a consequence of a local tilt of the sample

away from the [001] zone axis; such local tilts are a common difficulty in performing

atomic resolution microscopy of ultra-thin samples. The best fit simulation is for a

large object tilt of more than 2◦ along the vertical image direction. In the case stud-

ied in the present work, the polarisations of figure 4.3 are calculated from horizontal

shifts, as shown in figure 4.2, and so these local vertical shifts (whilst also visible in

figure 4.2) due to mistilt will not affect our polarisation calculations. Nevertheless,

it was felt important to quantify the effects of tilt on apparent atom column posi-

tions in images, and this is performed below. However, for the bulk structure the

tilt issues will be insignificant as there were almost no localised bending.
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Parameter Value

electron energy 300keV

object thickness 1.6nm

object tilt (0, 42)mrad

relative absorption 3.3%

defocus (C1) 7.2nm

2-fold astigmatism (A1) (2.5, 0.3)nm

coma (B2) (15, -2)nm

3-fold astigmatism (-40, -110)nm

spherical aberr. (C3) -10.5µm

star aberration (S3) (-1.6, 0.4)µm

4-fold astigmatism (A3) (-0.5, -1.0)µm

focus-spread (1/e) 4.2nm

semi convergence 0.3mrad

vibration ampl. (rms) 22pm

MTF as measured by Thust [149]

Table 4.1: Shows the parameters that used in simulation for HRTEM imaging.

4.2.3.1 Further investigation of tilt

In order to understand the effects of local tilts on apparent atomic column

positions, and thus on polarisation measurements, a further series of calculations

was performed. In this case, the atomic cell used was changed to a pseudotetragonal

cell, as seen in the neighbourhood of the APB (e.g. in figure 4.2), since this is more

relevant to polarisation measurements than a pseudocubic cell more appropriate

far from the boundary, used for the image matching of figure 4.5. The atomic

parameters in the pseudotetragonal cell are listed in table 4.2. In order to show the

effect of tilt, areas close to APB that were modified to present pseudo-tetragonal
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Figure 4.5: Image simulation fitting in Bi0.85Nd0.15 Fe0.9Ti0.1O3 to an averaged image of perfect

crystal close to the analysed region of the APB. The experimental and simulated images are on the

same absolute intensity scale and agree in mean value, contrast, and have a pattern correlation of

0.98. The residual difference shown on the right has a contrast of 0.024 and contains predominantly

image noise.

cells display the effect of both x and y tilts on apparent of O and Fe columns.

Symbols

Fractional coordinates

Occupancy Biso [nm2]x y z

Bi 0.00000 0.00000 0.032800 1.0 0.005

Bi 1.000000 0.00000 0.032800 1.0 0.005

Bi 0.00000 1.000000 0.032800 1.0 0.005

Bi 1.000000 1.000000 0.032800 1.0 0.005

Fe 0.500000 0.500000 0.500000 1.0 0.003

O 0.500000 0.50000 0.987700 1.0 0.008

O 0.50000 0.000000 0.450800 1.0 0.008

O 0.00000 0.500000 0.450800 1.0 0.008

O 1.00000 0.500000 0.450800 1.0 0.008

O 0.50000 1.000000 0.450800 1.0 0.008

Table 4.2: Shows the parameters that used to visualise 2×2 BiFeO3 unit cell.

Figure 4.6 shows a summary of the effects of imaging a 1.6nm thick area

of a crystal with the unit cell of table 1.2 and a range of different object tilts. Figure
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4.6a shows a schematic diagram of the unit cell along the [100] direction used for

imaging, and the O atoms are shifted significantly to the left in this figure (i.e.

the polarisation points towards the right). Bi columns, FeO columns, and O⊥ and

O‖ columns are labelled. Figure 4.6b shows an image simulation of this structure

under the electron optical conditions described (at zero tilt). Figure 4.6c then shows

the shifts of atoms resulting from a range of object tilts in the x and y directions,

where Bi positions in the cell are always used as the reference position. A first

point to note is that O⊥ peak positions are shifted significantly with respect to

the actual atom column positions by about 10pm to the right. This is clearly an

effect of the channelling of the electrons along this column in the presence of the

neighbouring Bi column (that it is shifted towards). This suggests already that an

intuitive interpretation of atom positions based on the atomic resolution image is

unsafe and that simulations are essential to a reliable polarisation quantification. In

the present case, it suggests that our polarisation measurements from HRTEM data

summarised in figure 4.2 are therefore underestimated and require correction.

As stated, figure 4.6c also shows the deviations of each column positions

(O⊥, O‖, Fe-column, and Bi) for a range (0-40mrad) of tilts of the crystal. The shifts

in x and y directions are plotted against the object thicknesses. Red, green, brown

and blue coloured lines represent O⊥, O‖, FeO, and Bi atoms, respectively. When the

object is tilted only through x-direction from 0mrad to 40mrad in increments of by

10mrads, no deviation is observed in the y-direction whereas significant movements

of apparent column position are seen in the x-direction. In this range (0-40mrad)

both oxygen columns shift to a similar degree with tilt, and the FeO column only

shifts slightly less with tilt. When the object is tilted only in y-direction, the shifts

are in that direction and again in increase with increasing tilt. These tilts reach a

maximum of 5-7pm at a tilt of 40mrad, which is very large (∼ 2.3◦), which while

detectable, is significantly lower than those resulting from polarisation, which are
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Figure 4.6: Shifting between apparent atom positions of BiFeO3 structure in HRTEM images

300kV (NCSI) depending on object tilt. a) 3D visualisation where all atoms are labelled (Bi, FeO,

O⊥ and O‖ columns). b) Image simulation from HRTEM (NCSI). c) and d) Represent apparent

shifts of atom peak positions w.r.t their actual positions and the object tilts, where blue circles

show fixed Bi atoms, triangles show apparent shifts of the peak positions, and where Red, green,

brown and blue coloured lines represent O⊥, O‖, FeO, and Bi atoms, respectively.

typically <10pm (see section 1.2.2) [150].

As would be expected, when the HRTEM object is tilted in both x and

y-direction, the deviation is observed in both x and y-direction and the shifts in

the orthogonal directions are fairly well decoupled and depend on the tilt in each

orthogonal direction.

It can therefore be concluded that tilt of the crystal does move atoms in a

consistent direction correlated with the tilt direction, but that these shifts are small
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and likely to be less than any shifts due to polarisation, except for very high tilts

and very small polarisation. Additionally, the direction of the sample tilt in our case

is perpendicular to the direction of polarisation, meaning that the sample tilt has

no influence on the polarisation measurements. However, it is also clear from the

simulations that significant shifts between apparent and actual column positions

for the oxygen atoms closest to the Bi columns due to the details of channelling

in the crystal, which will be of far more significance to quantitative polarisation

measurements. This latter discovery makes it essential to perform simulation and

image matching any time that polarisation quantification is attempted from atomic

resolution TEM images.

4.2.4 The effects of surfaces on HRTEM

It has just been shown that the sample thickness for the area used in the

HRTEM experiment was extremely small at 1.6nm. This may have two influences

on the measured polarisation value in the images. Firstly, as shown in 1.2.3.1 above,

the details of the electron channeling mean that the image of one oxygen column

is significantly displaced from its actual position. Secondly, the very thickness of

the sample may affect the electrostatics responsible for the polarisation, which is

examined in this section.

The specimen thickness could affect the electrostatics of the charged in-

terfaces and their surroundings in two ways. Firstly, if the specimen surface is

undamaged and uncoated with conducting substance, there could be considerable

stray field outside the specimen [151]. Secondly, if there are conducting layers of

carbon or ion beam damaged ceramic on the specimen surface, there could be a

significant reduction and reorientation of electrostatic fields near the surface of the

specimen [152, 153]. Accordingly, this means that the effects of the surfaces on the

surrounding material around an APB for a specimen <2nm thick will be significant.
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Since dielectric properties of this material (especially the pseudotetragonal phase)

are not well known, using a finite element method for simulation, which was carried

out, for example, by Somodi et al. [152] would be very difficult. However, it is

clear that the entire thickness of the object could expect to have its interior field

distribution significantly influenced by the surfaces. The expectation is that the

internal fields might be diminished by such boundary conditions hence resulting in

the observation of polarization values that are significantly below bulk values.

In contrast to HRTEM, the sample thickness for HRSTEM studies was

determined to be about ∼ 16nm thick, which is much higher than the sample thick-

ness of HRTEM. Therefore, in this case, it is expected that the surface effects are

significant, and there is likely to be much larger volume of material in the core of

the sample showing polarisation close to bulk values. In order to to see how inter-

pretable the obvious atomic positions are in the HRSTEM images, simulations are

essential. This issue is discussed in the next section in details. To investigate the

surface effects further, the electric field is calculated for simple models of both thin

and thick objects and visualised to demonstrate these effects. This is discussed in

the following section.

4.2.4.1 Electrostatic effects of APBs

In order to address more details about the APB and hence the differ-

ence between the two samples, a model was set up, which consists of three parallel

columns of point charges set next to each other in xy-plane as shown in figure 4.7.

The middle column of point charges is the APB, which is denoted by I3. The other

two represent the compensating charges in the matrix, namely I1 and I2. The electric

field components for any individual point charge in xy-plane is:
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Figure 4.7: Three parallel columns of point charges which represent the APB in xy-plane and

referred as I1, I2, and I3, respectively. E and d represent the electric field the distance between

columns.

Exy =
kq

r2
(4.1)

where k, q and r (
√
x2 + y2) are the Coulomb constant (8.99×109 N.m2.C−2), the

point charge, and the distance to any point in the xy-plane, respectively. Equation

4.1 has been used to visualise the vector field using a Matlab code in the next section.

4.2.4.1.1 Electric field visualisation for charges in free space

A very simple model of multiple point charges fixed in free space has been

visualised using Matlab using equation 4.1. At first, a simple model is assumed

and described by three columns of point charges and each column, for simplicity,
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has three point charges, as shown in figure 4.8. The distances between the point

charges in each column is fixed and 4Å in the x direction. The distances between

the columns is fixed at 1nm in the y direction. It had been postulated that one

reason for the low value of the polarization measured by HRTEM is that most of

the electric fields go outside the specimen surface and hence reduce the field inside.

Figure 4.8 shows that this is unlikely to be the sole explanation, since even for just

3 columns of point charges, the field reduction within the specimen is rather small

and there is very little field rotation, even close to the surfaces. Thus, alternative

explanations for the reduction of observed polarisation by electrostatic effects were

considered. Specifically, the effects of conductive surfaces were considered, and this

is detailed in the following section.

I1 I2 I3

Figure 4.8: 3x3 parallel columns of point charges which represent the APB and referred as I1, I2,

and I3, respectively. Each column, for simplicity, has three point charges with fixed distance (4Å)

in x direction, while the separation between each columns of charges is 1nm in y direction. The

white box refers to the specimen. The strength and the direction of the field are indicated by the

color-wheel as well as by the length and the direction of the arrows.
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4.2.4.1.2 Modeling the effect of a conductive surface using the method

of images

As mentioned previously, the depletion of polarisation at the surfaces of

a thin specimen could result from the presence of a conductive surface either from

surface damage and amorphisation in ion-beam preparation, or from carbon depo-

sition. due to the effect of the coating. The effects of a conductive surface can also

be calculated based on the fact that the tangential components of the electrical field

distribution on the surface layer of the conductor must be zero, while the normal

component is not [154]. This coating surface then behaves as if it were a mirror for

the charges, and the method is commonly called the method of images. In our case,

this creates three further columns of point charges as shown in figure 4.9. Note,

that in the method of images, all the fields calculated above the conductive surface

are not real, and only the fields calculated in the insulating dielectric are real: in

actual fact, a distribution of mobile charge carriers is produced on the surface of the

conductor to create this field distribution in the dielectric.

Figure 4.10 shows the visualisation of the vector field for the columns of

3x3 point charges in the xy-plane where the distances between the point charges in

x-direction are set to be 4Å while the horizontal spacing (y-direction) between the

columns is 2nm. The extended three columns of the point charges in x-direction

are the fictitious mirror charges which flip their signs in order to calculate the effect

of the conductor. Consequently, the interface layer displays a normal electric field

component. This shows a significant reduction of the horizontal components of field

for 1-2 unit cells. This could well explain part of the reduced polarisation seen in

our HRTEM samples especially as they were only about 4 unit cells thick. The

calculations of this methodology, using image charge method, show that this causes

a much deeper effect of internal field reduction for ultrathin samples suitable for

HRTEM. Figure 4.10b shows an increased number of point charges 8 - the same
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Figure 4.9: A schematic diagram illustrating the method of images for calculating the electric

fields close to a conductive surface. The correct field in the insulator (below the conductor) can

be generated by adding a extra set of charges mirrored in the surface of the conductor (upper

charges). These are mirrored in both position and sign of the charge.

surface effect is seen, but the bulk is relatively undisturbed, and field distributions

are only significantly reduced for the first 1-2 unit cells. Thus, for a thicker specimen

(e.g. our HRSTEM specimen at 16nm or 80 unit cells), we do not expect a strong

effect from surface cancelling out of electric field.

This work shows, therefore, that the surfaces and their electrostatic effects

can have a significant influence on observations by atomic resolution electron mi-

croscopy. Unfortunately, since HRTEM requires such thin samples for some of these

perovskite having a very heavy atom (such as Bi or Pb) on the A-site, the electro-

static state of the thin specimen is much different to that in the bulk specimen. As

a result, direct inferences from negative Cs HRTEM imaging of ultrathin specimens

about the internal structures in perovskites with ferroelectric structures could be

problematic, or at least quantitatively underestimate the strength of polarisation.
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Figure 4.10: Visualisation of the field distribution calculated by the method of images for 3x3

columns of point charges a) each column contains 3 point charges and the distance between the

columns is 1nm, and b) each column contains 8 point charges and the distance between the columns

is 2nm in order to see more clearly. The areas that indicated by white, black and red boxes are

the specimen, conductor and the image charges, respectively. Obviously, in reality, only the field

distribution in the specimen (i.e. inside the white box) exists. The field is represented using colours

on a colour wheel and arrows, as in figure 4.8 where the arrows represent the direction of the field.
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4.2.5 The effect of thickness on apparent atom positions in

HRSTEM

It is desirable to investigate systematically if any part of the discrepancy

between HRTEM and HRSTEM is caused by some aspect of the STEM imaging

or sample preparation. However, for the 16nm thickness of HRSTEM object (see

section 4.2.4.1), the surface effects should be negligible at this thickness according to

the electrostatic calculations above. However, the simulations for perovskite BiFeO3

of the BF imaging used to determine the oxygen positions need to be performed in

order to check that this is quantitatively interpretable. For this purpose, STEM

image simulation was done for 100kV incident electrons using the Dr. Probe multi-

slice imaging package for specimen thicknesses in half unit cells as detailed in section

3.4.3 [147]. The illumination aperture was set to 30mrad and the probe aberrations

are assumed to be sufficiently corrected. Thermal vibrations were simulated using

a frozen lattice approach (see section 3.4.2). Images are calculated for a range of

object thicknesses up to 25nm in steps of 0.8nm (2 perovskite layers). For detection

of scattered electrons, two detectors were set up in the diffraction plane (i) a bright-

field disk of 5mrad radius and (ii) an annular dark-field detector with 80mrad inner

and 200mrad outer radius. The source size distribution was approximated with a

Gaussian of 0.1nm FWHM and was applied to the calculated images by convolution.

Figure 4.11 shows a summary of the effects of thickness on HRSTEM

imaging of a pseudotetragonal BiFeO3 crystal of a crystal with the unit cell listed in

table 4.2 and a range of different sample thicknesses. Figure 4.11a shows a schematic

diagram of the unit cell along the [100] direction used for imaging, and the O atoms

are again shifted significantly to the left in this figure (i.e. the polarisation points

towards the right). Bi columns, FeO columns, and O⊥ and O‖ columns are labelled.

Figure 4.11b is the simulated HAADF image and figure 4.11c is the simulated BF
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image for a thickness of 16nm. Figure 4.11d shows the deviation of the images of

each column in the image from its actual position in the unit cell as a function of

thickness.

Just as for BFO structure and HRTEM image peak positions (see sec-

tion 4.2.3), figure 4.11 shows a discrepancy between the BFO-based structure and

HRSTEM image intensity peak positions depending on an object thickness. In the

schematic diagram of the unit cell in figure 4.11a the O atoms are shifted signifi-

cantly to the left (i.e. the polarisation points towards the right). A first point to

note is that, just as for HRTEM, the O⊥ peak positions are shifted significantly

with respect to the actual atom column positions, in a way that is very sensitive

to the thickness. This is clearly an effect of the channelling of the electrons along

this column in the presence of the neighbouring Bi column (that it is shifted to-

wards). This suggests already that an intuitive interpretation of atom positions

based on the atomic resolution image is unsafe and that simulations are essential to

a reliable polarisation quantification. In the present case, it suggests that our po-

larisation measurements from HRSTEM data summarised in figure 1:2 are therefore

underestimated and require correction.

As stated, 4.11c also shows the deviations of each column positions (O⊥,

O‖, Fe-column, and Bi) for a range (4.5-25nm) of thicknesses of the crystal. The

shifts in x and y directions are plotted against the object thicknesses. Red, green,

brown and blue coloured lines represent O⊥, O‖, FeO, and Bi atoms, respectively.

When the thickness of HRSTEM object is increased through the whole range, no

significant shifts for all peak positions are observed in the y-direction and always

are <1.5pm. However, the shift is strong in the ±x-direction. So, that is why the

whole discussion is focused on the shift in the x-direction. For the thickness <5nm,

the shift is mostly observed in O⊥ than the FeO and O‖ and the shifts are +9pm,

-3pm and 1pm, respectively. When the thickness is >5nm and <9nm, the shifts for

104



Figure 4.11: Deviation between BiFeO3 structure and HRSTEM image intensity peak positions

depending on object tilt. a) 3D visualisation where all atoms are labelled(Bi, FeO, O⊥ and O‖

columns). b) and c) Image simulations from ADF and DF-HRSTEM 100kV, respectively. d)

Represent apparent shifts of atom peak positions w.r.t their actual positions and the object thick-

nesses where Red, green, brown and blue coloured lines represent O⊥, O‖, FeO, and Bi atoms,

respectively.

all peak positions are in the range of -2pm to 2pm, but the shift for O⊥ atoms is still

higher than the rest peak positions. Increasing the thickness starting from 9nm to

15nm, the O⊥ and O‖ atom are shifted more while for the FeO columns are shifted

less and the values are -13pm, -3pm, and <-1pm, respectively. Further increasing the

thickness after 15nm and up to <18nm, the shift is decreased for all peak positions

and recorded to be <-13pm, <1pm. After that, increasing the thickness up to

25nm, the O⊥ peak position shift is significantly reduced to around -5pm, while

the deviations for O‖ and FeO is recorded to be +8pm and 3pm, respectively. So,

obviously the most peak position that significantly shifted is for the O⊥ column in
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the ±x-direction. According the thickness of the object that used in the current

study, which is 16nm, the O⊥ peak positions are mostly deviated toward Bi (A-site)

columns.

From simulation results, it was found that the O⊥ atoms closest to the Bi

atom in a tetragonal BiFeO3 structure with O shifts of ∼ 20pm off-center. Mean-

while, for the BF image the O atom was ∼ 12pm closer to the Bi atom than it ought

to be for the thicknesses expected in our example as shown in figure 4.12. Figure

4.12c that the channeling of electrons along the O atom column is significantly influ-

enced by the nearby Bi column and that the channelling is pulled off-column slightly.

The result is that a 32pm shift would be measured when a 20pm shift is realistic.

Therefore, the polarization will be overestimated because of this specific O atom.

Including the conclusion that the measured O⊥ shift from the image is reduced by

about 40% after compensating for this channelling effect, then this reduces the peak

polarisation calculated from the STEM images to ∼ 0.75Cm−2.

The above discussion may explain a discrepancy seen in the previous paper

by MacLaren el al. [67], which was not completely clarified [108]. It was thought

that the process of vanishing the polarisation is due to the screening occurred of

the electric field and strain. However, according to electrostatics, the displacement

field, in a dielectric material, can be defined as the displacement effects of an electric

field on the charges such as polarisation charges. Thus, D = P + ε0 E, where P is

the polarisation, ε0 is the vacuum permittivity, and E is the electric field [108]. It

is therefore D will definitely balance the excess negative charge with areal density,

σ, and thus σ = Pmax. Accordingly, the estimations of σ via atom counting that

calculated previously suggested σ = 0.68Cm−2 [67], which is far from the peak po-

larisation estimated at 1Cm−2. In view of the current suggestion, if the polarisation

is recalculated with a 40% (see figure 4.3) reduced O⊥ shift, then the new value of

0.75Cm−2 is in much closer agreement with the expectations from atom counting.
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Figure 4.12: Apparent shifts of O columns in polarised BiFeO3 structure as a function of sample

thickness in HRSTEM. a) 3D visualisation of atoms in BiFeO3 structure, red for Bi, brown for

Fe, and blue for both O‖ and O⊥ columns. b) Deviation of O columns through the whole object

thickness toward Bi columns.

4.3 The reliability of polarisation calculations from

atomic resolution imaging in the electron mi-

croscopy

According to the above discussion, both atomic-resolution imaging tech-

niques display quantifiable discrepancies with bulk structures in the samples under

investigation for different reasons. For the HRTEM imaging technique, which re-

quires ultra thin sample when containing a very heavy atom, for example Bi or Pb,

on the A-site, then two problems can occur. Firstly, electron channelling effects

can cause the oxygen columns to appear in the image with slight shifts from their

real positions. Secondly, the sample is so thin that the electrostatics is strongly
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affected by the surfaces, especially if they are conductive. Previous studies such as

those of Farooq et al. [86, 87] have shown that measurements using EBSD, which is

very surface sensitive, gave a reduced c/a ratio for PZT compared to X-ray diffrac-

tion or electron diffraction from thicker samples (>100nm). Also, potential profiles

calculated from the electron holography of p-n junctions are qualitatively sensible,

but quantitatively too small because of surface effects [151]. Both effects act to

reduce the apparent polarisation in the case studied, resulting in rather low values

of polarisation measured from NCSI in HRTEM. On the other hand, for the case of

HRSTEM of thicker samples, the details of the channelling within the sample can

result in the apparent displacement of O columns close to heavy (Bi) atom columns

from their actual positions towards the heavy Bi atoms resulting in a significant

overestimate of polarisation.

In the light of the calculations above showing significant oxygen column

displacements in the images for HRSTEM and HRTEM, the calculations in section

4.2.2 have been re-visited and polarisation was recalculated to hopefully compensate

for these effects, as shown in figure 4.13. This results in an increase of estimated

polarisation from HRTEM while this results in a decrease of estimated polarisa-

tion from HRSTEM. There is still a discrepancy, probably due to surface effects in

HRTEM as discussed in section 4.2.2, but both are much closer to the expected peak

polarisation of 0.67Cm−2.

In other work, attempts have been made to quantitatively measure dis-

placements from atomic resolution images, and it has been found that sample tilts

have to be very carefully controlled and accounted for, a conclusion also shown

in this work. Recently, for example, Zhou et al. [155] have shown that apparent

atomic positions can be strongly influenced by sample tilt, especially for annular

bright field (ABF) imaging. Fortunately, the mirror symmetry of the polarisation

across the charged AB made it possible to check for any mistilt in data and to choose
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Figure 4.13: Quantitative comparison of polarisation calculations before and after including the

electron channelling effects in the z-direction as a function of distance from the APB boundary for

both cases. The error bars in the two cases were calculated from the standard deviation in the

out-of-plane peak position measurement after averaging for the two cases.

the best areas for analysis where any mistilt did not skew the results. Clearly, di-

agnosing mistilt and separating this from polarisation will be more challenging and

more critical for structures where there is no such head-to-head mirror symmetry.

Thus to conclude, measuring polarisation quantitatively from atomic resolution im-

ages is fraught with more difficulties than are immediately obvious. Specifically,

using oxygen atoms as part of the quantification is problematic as measuring the

positions of these columns quantitatively is very hard as they are often displaced

in the image from their true position. As a result, the only way to perform this

reliably would be to perform image simulations, determine the imaging parameters,

and then change the crystal model and resimulate iteratively until the image can be

matched to a simulation and the actual oxygen shifts measured from the model.

109



4.4 Discussion and conclusion

In summary, the polarization of a doped BiFeO3-based perovskite of com-

position Bi0.85Nd0.15Fe0.9Ti0.1O3 by electric fields originating from charged “APBs”

has been considered in detail. Two different techniques (HRSTEM simultaneous

dark and bright field imaging, and HRTEM using the negative Cs imaging (NCSI)

technique) have been used, and similar trends in structure and polarization were

observed in both systems. However, quantitative differences were found, where for

HRSTEM the peak polarization was calculated to be almost 1Cm−1, whereas for

HRTEM, results show that the polarization is about 40% of the values given by

HRSTEM technique. This discrepancy is related to differences in the specimen

thickness required for the two imaging modes. The thickness of two samples believe

to be about 16nm for STEM and about 1.6nm for TEM. As a result, there are

very big differences in electron channelling between the two cases, with one critical

oxygen column being shifted in the image from its real position in both techniques,

but in opposite directions. For HRTEM, the oxygen column was shifted away from

the nearby Bi column, whereas for HRSTEM it was shifted towards that Bi column.

Additionally, polarisation is probably reduced in the HRTEM specimen since it is so

thin and the surfaces are affecting the electrostatics within the sample significantly.

This has the effect of overestimating polarisation from HRSTEM and underestimat-

ing polarisation from HRTEM. It is clear from this work that an iterative simulation

matching procedure would be critical to any future studies in quantitative polarisa-

tion determination from atomic resolution electron microscopy.
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Chapter 5

Novel structures at the junctions

of antiphase boundaries (APBs)

5.1 Introduction

Antiphase boundaries occur in all sorts of ordered materials, where the

origin of the unit cell is translated between two different locations in the unit cell.

A simple example would be the B2 or CsCl structure where the origin could be

defined at either a cell centre or a cell corner, when there would be no difference in

the disordered body-centred-cubic structure. Since the origin of the unit cell shifted

by half a unit cell in passing across the boundary, or the two lattices to either side

can be considered in antiphase to each other this is called an antiphase boundary

phase (APB). The precise structure and morphology of an APB can vary depending

on the system and formation mechanism. Whilst they are often found in ordered

intermetallic alloys, they can also be seen in perovskite oxides, like those observed

by Lebedev et al. [156]. In previous work at Glasgow, APBs have also been found in

highly Ti-doped BiFeO3 , and different structures have been found for flat terraces

and for steps [150, 157, 53]. This shift (half of a unit cell) has also been detected in
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this work when the APBs are crossed horizontally and vertically. Namely, the cross

and corner APBs. These will be discussed in sections 5.d and 5.3.

In the current chapter, the structures of junctions between antiphase

boundaries in Ti-doped BiFeO3 are analysed. Firstly, a crossing of two APBs is

studied in detail in section 5.2. This is followed by a quantitative investigation into

the use of non-rigid registration for processing of STEM image series. Finally, an

initial investigation of the structures of 90 corners on APBs is presented.

5.2 STEM imaging of the crossing of APBs

Figure 5.1 shows a HAADF STEM image of the area of interest from a

(Bi0.85Nd0.15) (Fe0.9Ti0.1)O0.3 sample taken along an [001] direction. The structure

is a crossing of two APBs. This image was created by the alignment and summation

of 21 images, after the correction of scan noise and distortions, as discussed in

more detail in section 3.2.2. The images have been processed to take into account

distortion effects (due to stage drift) and alignment using the non-rigid registration

procedure discussed in section 3.2.2. Figure 5.1a represents a larger field of view

(ie. a large pixel size) showing the structure of interest relative to the surrounding

material. Above the APB cross-like structure, the boundary is fairly planar with

only a single step in the field of view. To the left and right, the boundaries are heavily

stepped and form a descending staircase morphology. Several steps are seen at the

boundary below the APB cross-structure, which then has an overlapped appearance

extending across two or three unit cells of the perovskite. This kind of feature has

previously been seen in images of this type of material, and has been examined using

a focal series and shown to correspond to a boundary inclined to the vertical within

the thickness of specimen. Despite the fact that depth of field of STEM images is

relatively short, it still spans several nm. This results in an overlap contrast where
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the boundary inclination is sufficient.

Figure 5.1: HAADF imaging of APB in BiFeO3. Images are represented on the false colour

intensity scale shown below the images; the brighter atoms are the heavy A-site atoms (Bi/Nd),

whereas the less bright atoms are the B-site atoms (Fe/Ti), oxygen atoms are not visible in this

imaging mode. a) a field of view of ∼ 15nm at a pixel size of ∼ 0.15Å to show the context of

the APB cross within the ceramic; b) a higher magnification view of an area of ∼ 5nm at a pixel

size of ∼ 0.5Å showing the detailed structure of the APB cross. Two “L”-shaped structures are

indicated. Steps and flat terraces are indicated by red and white boxes, respectively.

Figure 5.1b was recorded using a higher magnification, to show a smaller

field of view and more detail of the APB cross-like structure’s core. Comparing the

structure with images of steps and terraces obtained before [68], it can be seen that

the cross is composed mostly of the same features, which are indicated by the red

and white boxes shown in figure 5.1b. However, there are also new structural units

in this cross, that have not been seen previously: with B-site atoms arranged in

“L”-shaped structures and these are marked with yellow boxes as shown in figure

5.1b.
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Figure 5.2: HAADF imaging of APB in BiFeO3 using a) Simple align procedure b) Smart align

procedure. Images are represented on the false colour intensity scale shown beside the images, the

brighter atoms are the heavy A-site atoms (Bi/Nd), whereas the less bright atoms are the B-site

atoms (Fe/Ti). The line profiles (shown in figure 5.2) of peak1 and peak2 are indicated by the red

and yellow boxes, respectively.

5.2.1 Quantitative analysis of a non-rigid registration pro-

cedure

In figure 5.2, the HAADF images shown were processed from image stacks

by using the two procedures mentioned in section 3.2. In figure 5.2.a ( Simple align

procedure), the images are aligned simply by diagnosing the necessary shifts to align

the images. While in figure 5.2b (the Smart Align procedure), the exported data

from stack of images are non-rigid registered (for distortion) and rigid registered

(for drift), where the local distortions in one image are stretched to corresponding

distortions in the rest images to fit them. In order to investigate the quantitative

differences using the previously mentioned procedures, quantitative evaluations have

been carried out on these processed images of a novel type of APB.

For an investigation into the quantitative differences, the A-site and B-site

atom positions for the whole image were overlaid using Smart and Simple methods.
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However, no significant difference is observed as shown in figure 5.3.

Figure 5.3: Overlays of both Simple and Smart align procedures for a) A-site positions, and b)

B-site positions.

To present the quantitative differences in more details, two peaks (i.e. peak

positions) were selected using Digital Micrograph in order to study their profiles

quantitatively:

1) Peak1 and peak2 positions:

These are shown in figure 5.2 and their overlaid plots are shown in figure 5.3.

The line profiles of both peaks (peaks 1 and 2) are taken from the same

atom columns in both images. The data from the profiles is then exported to a

spreadsheet and scaled by the peak maxima and the plots are subsequently overlaid

in order to see the difference between the two profiles. The most obvious difference

between the profiles for both peaks (1 and 2) is that the plots of Smart align are

significantly steeper and much broader than Simple align which are more likely to

be gradual. This can be shown clearly in figure 5.4 (a) and (b).

As the atomic column peaks from atomic resolution electron microscopy
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Figure 5.4: A comparison of actual peak profiles with Gaussian fits for images processed using

rigid registration and using ”Smart align”. (a) and (b) Peak profiles using both rigid registration

(green), and Smart align (red) for a) Peak1, and b) Peak2. (c)-(f) The overlay of actual peak

profiles (green for rigid registration and red for Smart align), and fits (blue), for c) Simple align

procedure for peak1 d) Simple align procedure for peak2 e) Smart align procedure for peak1, and

f) Smart align procedure for peak2.

images are expected to have 2D Gaussian profiles, the experimental data is plotted

together with the Gaussian fits to enable easy comparison.

2) Peak1 and Peak2 positions:

Positions of peak1 and peak2 in the experimental image and its Gaussian fit image

for simple align and Smart align procedures are shown in figures 5.5a and b.

The data plot profiles, as shown in figures 5.4(c) and 5.4(d), compared to
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Figure 5.5: The line profiles of peak1 with red boxed and peak2 with yellow boxed produced

by using the Gaussian fit for a) Simple align, and b) Smart align. The Smart align (non-rigid

registration) gives a slightly sharper image, although the difference is subtle.

their Gaussian fit profiles show that the Simple align procedures show a significant

improvement to their Gaussian fit profiles. Figures 5.4(e) and 5.4(f) shows that

the profiles of the Smart align procedures produce a less accurate description of the

data.

At first glance, the contrast after Smart align appears better, whereas the

Simple align image appears more blurred. Nevertheless, the overlay of atom positions

for A-site and B-site positions for both methods reveal the same tendency, as shown

in figures 5.3 (a) and (b). For this reason, more quantitative evaluations are made.

The profiles of peaks 1 and 2 (peak positions) using the two methods are taken as

examples, which are shown in figures 5.4 (a) and (b). For Smart align the profiles

of peaks 1 and 2 are steeper at the edges than the Simple align which are more

likely to be gradual. The tradeoff for this is that the profiles at the peak for both

peaks 1 and 2 are broader than for Simple align. Furthermore, the profiles seem less

Gaussian-like after Smart align, whereas for simple averaging, the Gaussian profile is

a good approximation for the main central region of the image of each column. The

reasons for this differences observed after Smart align require investigation and need
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to be overcome before this procedure can be widely recommended for quantitative

processing of STEM imaging data. The above calculations have been done using

Smart align V1.8.

Figure 5.6: A comparison of actual peak profiles with Gaussian fits for images processed using

rigid registration and using (V1.9) ”Smart align” after optimisation. (a) and (b) Peak profiles

using both rigid registration (green), and Smart align (red) for a) Peak1, and b) Peak2. (c)-(f)

The overlay of actual peak profiles (green for rigid registration and red for Smart align), and fits

(blue), for c) Simple align procedure for peak1 d) Simple align procedure for peak2 e) Smart align

procedure for peak1, and f) Smart align procedure for peak2.
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After this analysis was performed, a new version of ”Smart align” was

released which fixed a number of bugs (V1.9). This was then used on the same

dataset and the results are shown for the same peaks in figure 5.6. Whilst it was not

completely clear which alterations to Smart align were most significant for this, it

is clear that the peak shapes were much more Gaussian than before and the results

from this second alignment are used in the remainder of this chapter.

In order to show the discrepancies in fitting across the whole images, the fit

images for both procedures have been subtracted from the actual images as shown in

figure 5.7. The same behaviour is observed in both cases and almost no discrepancy

is found between them. All atoms (A-sites and B-sites) are well subtracted except

the diffuse scattering between the atoms which is probably not well described by a

Gaussian anyway. Moreover, there are some atoms which they are not fitted very

well and therefore the subtraction still leaves strong residuals: some specific positions

are highlighted with white boxes while red boxes show the rest of the atom columns

are almost uncharged. Noise or nearby columns can sometimes disturb the fitting,

and that this is typical in such 2D Gaussian fitting of real experimental images.

Nevertheless, in general, residuals were slightly lower for the improved (V1.9) Smart

align procedure, and so this was adopted for the remainder of the work.
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Figure 5.7: Resulting images in which the fit images were subtracted from the experimental images

for a) Simple align procedure b) Smart align (V1.9) procedure. White boxes show where the

procedures are failed. While red boxes show the rest of the atom columns are same.

5.2.2 Finding atom positions after non-rigid registration

In this work, APB cross structural images were taken at the SuperSTEM

facility using a Nion UltraSTEM. For serial microscopy data, care needs to be taken

to deal not just with rigid body shifts from drift, but also local distortions from

environmental and electrical instabilities [113, 112], we chose to use the non-rigid

registered data for further analysis.

After the local distortions have been removed from the HRSTEM images

using Smart align (see section 3.2.2), a patch of interest was then cut-out from

the whole HRSTEM image (figure 5.1b) to proceed the data analysis. The Image

Analysis routine for DM provided by Dr Bernhard Schaffer (Gatan GmbH, München,

Germany) was then used to quantify the atomic peak positions through 2D Gaussian

fitting. After all the peak positions are refined, they are exported to spreadsheets

for further analysis. As for previous quantitative studies of atomic resolution STEM

images [139, 66, 67, 68], distortion correction was performed to set the [100] and
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[010] directions perpendicular along the x and y axes. This is followed by calibrating

the data to make the crystal cells to be squares in the [001] crystal direction with a

lattice parameter of ∼ 3.965Å. It is worth mentioning that all of these corrections

were executed utilising regions outside the APBs (i.e ideal perovskite structure) by

applying least squares fitting method to assign the gradients and spacings of rows

of peak positions. Then the resulted fit parameters are converted to correction

matrices to apply to data set for corrections such as rotation and shear matrices. To

do the rotation correction, a matrix is formed using averaged rotation gradient from

the rows of peaks around (below and above) APBs and then applied to data sets.

For shear correction, a matrix was formed from the averaged gradient of columns of

peaks which should be vertical on either side of APBs.

5.2.3 Atomic resolution chemical analysis

Other defects (such as nanorod, terraces, and steps) previously observed

in this material are non-stoichiometric, and therefore understanding which atom is

which is (in each case) essential as well as requires atomic resolution EELS to be

well comprehensible [66, 67, 68].

For the current work, the chemistry of the APB cross structure was carried

out using EEL-SI utilising the following procedure. To start with, the recorded

spectrum image was handled to remove X-ray spikes due to stray fields including

stray scattering in spectrometer or other stray radiation [130]. Following this, in

terms of reducing the noise, a multivariate statistical analysis [131] plug-in was used

to perform PCA [130] (see section 3.5.2). After the PCA is carried out, datasets were

then reconstructed from just those parts containing real signals from the object and

ignoring the rest noise signals. Quantitative compositional mapping from core loss

edges were performed over a new modelling based elemental quantification routine

for DM was utilised (courtesy of Dr Paul Thomas, Gatan UK Ltd). Accordingly,
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The fit windows were performed from ∼ 400 to 1050eV, covering the Ti-L2,3, the

O-K, the Fe-L2,3 and the Nd M4,5 edges. These maps were also run through Smart

align (which combines rigid and non-rigid registration) to reduce distortions from

electrical and environmental instabilities [105, 112]. Moreover, high frequency noise

has been taken into account and corrected for [111]. However, it is worth mentioning

that there is no beam damage effects as the HRSTEM images taken at 100keV.

Figure 5.8 shows the EELS mapping used to unravel and understand the

chemistry of the structure. Figure 5.8a-5.8d show the chemical elemental maps of the

core of APB cross structure for Fe, Bi (simultaneously recorded HAADF image),

Ti, O map, and finally RGB overlay maps except O element (red = Fe, green =

HAADF (Bi), and blue = Ti). Ti segregates towards the centre of the APB if

terraces occur near the edges of the APB cross. Elemental mapping highlighted a

large concentration of Fe at every steps which they are shown in figure 5.1, which

are also Ti deficient. Due to the small (∼ 2Å) separation between the columns,

these maps are not atomically resolved. At the two L-shapes at the core of the

APB cross, there is a large concentration of Fe, which suggests that these shapes

are mainly iron oxide. Maps then overlaid as well as a false colour scale is utilised

in order to be readable as shown in figure 5.8e.

5.2.4 Reconstructing the 3D model of the cross

The 3D structure of an object cannot be determined from a single pro-

jection, unless prior information about the atomic ordering is known. For this

particular structure, another direction allowing the individual atom columns to be

seen is not available or possible. The following additional information was needed

when the structure was being reconstructed: the known structure of the terraces [66]

and steps [68]. The additional assumptions made are: any structures in the APB

cross are BO6 octahedra (either corner sharing or edge sharing) [68, 66], geometrical
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Figure 5.8: Elemental maps from EELS of the intercept of the boundaries (defects as a cross

shape). (a)-(e) Chemical mapping of (APBs) showing the intercept of the boundaries: (a) Fe map,

(b) simultaneously recorded HAADF image, which predominantly shows the Bi positions, (c) Ti

map, (d) O map, (e) RGB mixed map with Red = Fe, Green = HAADF (Bi), and Blue = Ti.

The “L” shaped arrangements of Fe atoms are marked in some maps. Square boxes indicate step

regions.

compatibility between the structure and the APBs on either side and all oxygen

positions in the structure are fully occupied with no significant numbers of oxygen

vacancies (even if it leads to local concentrations of negative charges) [67]. This

has been confirmed using simulations where the contrast is only well-fitted to the

experiment when oxygen sites are fully occupied, which resulted in the conclusion

that the boundaries must be negatively charged [67]. The local negatively charged

boundary will act to compensate an excess of Ti4+ in the surrounding perovskite

matrix, but will also lead to a local polarisation of the surrounding perovskite [68,

66].

In order to be classified as an APB, both vertical and horizontal shifts

of half a primitive unit cell are required. The shifts are created by incorporating

edge-sharing octahedra into the structure. For this composition (BFO), since B-site

atom positions are usually displaced from each other by an amount of one primitive
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unit lattice cell parameter, a, which a ∼ 3.965Å [67, 68], therefore edge-sharing of

BO6 octahedra can easily be inferred from in figure 5.9b. When two octahedra share

an edge, the Fe (B-site) atoms should be located a distance of a/
√

2 ≈ 2.8Å from

each other. Therefore the edge-sharing can be seen in a [001] image in two different

ways:

1. Edge-sharing in-plane, where both edge-sharing octahedra lie at the same ver-

tical height, which results in two B-site atoms imaged ∼ 2.8Å apart.

2. Edge-sharing not in-plane, where an edge-sharing octahedra displays a shift

of a/2 between B-site atoms both vertically and horizontally which in turn

results in the Fe atoms appearing ∼ 2Å apart.

The peak positions in the STEM images were evaluated quantitatively utilising

Gaussian fitting procedure, and then data was determined for A-site positions

(Bi/Nd) as well as B-site (Fe/Ti) peaks in the structure. From the information de-

tailed above, the atom positions in the z-direction were determined. O-site (oxygen)

positions were then included utilising the position that they would have occupied

in previous work (terraces and steps), with the exception of the structures where

the corresponding positions in the previous APBs are unclear such as the L-shaped

structure, in which case oxygen atom positions were adopted to guarantee octa-

hedral coordination of all B-site atoms. The O-site positions were then permitted

to relax, whilst keeping the Bi, Fe and Ti positions stationary, utilising a newly

developed Monte Carlo calculation incorporated with in CrystalMaker 9.1 software

(CrystalMaker Software Ltd., Oxford, UK). This Monte Carlo algorithm relaxes a

structure based on minimising the bonding energy of all the defined bonds for each

atom, based on simple interatomic potentials. The procedure did not have a formal

convergence criterion, but by inspection, whilst some considerable of atom positions

were observed at the beginning, however after around 106 cycles any changes of

atom positions per cycle were no longer visible and the refinement was stopped.
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The algorithm was based on centrosymmetric atomic potentials, and as such took

no account of spontaneous polarisation, the normal atom positions were not fully

reproduced due to the unconstrained polarization, yet in any event guaranteed that

the O atoms were sitting in sensible positions. To improve upon this experimen-

tally would require BF STEM imaging of one of these structures in a material of

appropriate thickness and under perfect imaging conditions, although the reader is

referred to chapter 4 for a discussion of the difficulties in this method. The present

APB cross-structure was in a material that was probably too thick for high quality

BF STEM imaging, and also contained some bending across the area of interest,

making the achievement of perfect imaging conditions at all points almost impos-

sible. Performing a simulation using density functional theory, as used in previous

work [66], is somehow unrealistic for this structure, since the number of atoms that

is required is huge and the computational requirements would be unfeasibly large.

Figure 5.9: The 3D structural model for the APB cross structure: a) the overall structure; b)

magnified view of the core of the APB cross showing the two L-shaped arrangements of edge-

sharing FeO6 octahedra. Red circles indicate the off-center movement of atoms and directions

shown by red arrows.

The subsequent 3D model after reconstruction is demonstrated in figure

5.9a. This shows that the L-shaped structures are composed entirely of edge-sharing
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FeO6 octahedra, in a similar manner to the Fe-rich step structures previously re-

ported [68]. It ought to be noticed that although the two structures have similar

structures, the details differ. The L-shaped structure to the left (L-structure) con-

tains five edge-sharing octahedra per layer in the z-direction, whilst the right hand

L-shaped arrangement consists of just four edge-sharing octahedra per given layer

and they are marked by numbers as shown in figure 5.9b.

The reconstructed model likewise demonstrates that Bi atom positions are

shifted away from the perfect centreosymmetric positions between the octahedra

close to the structural units of the APBs, whether close to the APBs that have been

reported previously [67, 68] or towards the core of this APB cross structure. These

off-centre movements are directed towards the centre of the APB cross for Bi (A-site)

atoms on the sides of this central region as exemplified by the atoms circled in figure

5.9b. This shows a significant polarization in the surroundings of the center of the

APB cross, and proposes that it is negatively charged, in a comparable way to the

planar and stepped regions of the APBs addressed previously [67, 68]. Unfortunately,

changes in imaging conditions over the zone taken by the APB cross, which were

at least partially due to some sample bending in the area, prevent performing a

dependable mapping of polarization around this component.

5.2.5 Model validation via image simulation

For the APB cross structure, the simulation is considered in terms of

knowing the sample thickness in the defect region as well as the best fit for the Debye-

Waller factors (Biso) for the Bi(A-sites) and (Fe,Ti) B-sites in the bulk structure.

Consequently, the possibility to find a match between simulation and experiment can

then be established qualitatively or even quantitatively. For this purpose an average

of 21 ADF STEM images of a APB cross defect in BiFeO3 ceramics codoped with

Nd and Ti taken with 100keV electrons along an [001] direction. With the specific
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end goal of confirming this structure, HAADF images were simulated utilising the

Dr. Probe multislice programming bundle. The simulation results presented here

were performed by Dr. J. Barthel (Forschungszentrum, Germany).

In order to do image simulation, an atomic model was provided based on

the 3D structure calculated above in section 5.3.2, but represented as a crystal so

that the structure could be repeated along the z-direction to allow calculations of

images for any thickness.

Since sample thickness and DWFs have a similar effect on the observed

ADF intensity, they were then assessed together. It is been found in all literature

resources that the DWFs are agreed more on Fe values but not for Bi values. For

this purpose, the simulations set up for the four small bulk patches A, B, C, and

D indicated in the figure 5.10, setting B(Bi) to 0.2, 0.4, 0.5, 0.7 and 1.0Å, and for

sample thickness values up to 50nm. These four different structure models (A, B, C,

and D regions) extracted from the provided large supper cell. These structures then

overlaid to the experimental image. Within experimental microscopy settings, the

STEM images were determined by 10pm of scan steps in order to achieve and match

the pixel numbers of the experimental image. In both experimental and simulated

images, the integrated intensities from circular areas around the intensity peaks

with a radius of 11 pixels for the Bi (A-site) columns and for the Fe-O columns

were exported. In the experimental image, those selected peaks are indicated by

yellow circles for Bi (A-site) columns and red circles for Fe-O columns as shown in

figure 5.10. Before extracting the intensities from assigned areas in the experimental

image, a background level of 6.0×106 counts was removed. For the current work,

it has been found that removing slightly higher background (more than 5.1×106)

led to better consistency in the analysis of the four bulk regions (A, B, C, and D

regions). For each region (A, B, C, and D regions), the integrated intensities Bi (A-

site) and Fe-O were averaged separately, and then the ratio of the average integrated
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intensities <IBi>: <IFe> was calculated.

From the simulation results, figure 5.11 shows that curves for the ration of

the average intensities decrease significantly with increase sample thickness, and in-

crease with increase DWF B(Bi) for the four bulk regions separately. The horizontal

grey bands in figure 5.11 mark the range of values extracted from the experimental

image regions respectively. It was recognised that is was unrealistic to perform a

completely quantitative image comparison as there were too many free parameters

to consider in order to generate the perfect unambiguous solution. Nonetheless, a set

of simulations were performed to determine the utilising the Debye-Waller factors

(B parameters) for BFO of Kubel et al. [158] of B(Bi) = 0.7Å2, B(Fe) = 0.5Å2, and

B(O) = 0.7Å2. According to this evaluation, the sample thickness is approximately

25nm for B(Bi) = 0.7Å2. It should be noted, that the thickness estimates for region

A and C are systematically higher than for region B and D where the difference is

estimated to be on the order of 10%. However, this contradicts to the observation

where the average intensity in the left side (regions A and C) is lower than in the

right side (regions B and D) of the experimental image. This inconsistency makes it

impossible to extract a consistent scaling factor which would bring simulations and

the whole experimental image to the same absolute intensity scale. In addition to

this, the thickness estimation is quite unsafe, since the slope of the intensity ratio is

very small for the estimated range of sample thickness. It has been found that the

match between the simulations with the given structure model and parameters to

the experimental image in the bulk regions quantitatively impossible. In contrast,

figure 5.12 shows qualitative matches are possible but not 100% convincing using

individual object thickness and individual intensity scaling factors for the different

image areas. It is worth mentioning that the STEM probe size used in the simu-

lations for the current work was 0.55Å(HWHM) for a Gaussian profile. Moreover,

figure 5.12 shows that the intensity in the A and C regions is increased which this
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could be due to the thickness gradient or due to bend upper the sample surface

along the horizontal scan.

Figure 5.10: HAADF imaging of the APB cross structure shows the selected A, B, C, D regions

for simulations. The purple colour indicates Bi (A-site) atoms, brown for Fe (B-site) atoms, and

red for oxygen atoms. The integrated intensities that extracted from areas around the intensity

peaks are indicated by yellow circles for Bi (A-site) columns and red circles for Fe-O columns.

A reasonable match was found to the experimental image for a specimen

thickness of 30nm and a Gaussian source size of 0.45Å HWHM, which takes account

of the electron source size, instrument and specimen instabilities, and errors from

image averaging. This specimen thickness is not exact and sensible matches could be

found for a critical thickness range of 24-36nm as shown in figure 5.12. A comparison
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Figure 5.11: Shows the changing intensity ratio of the selected regions with respect to the sample

thicknesses. The thick horizontal gray lines show the range of values that estimated from the

experimental image regions. Black, red, green, pinck, and blue colored lines represent the B(Bi)

parameters, 0.2, 0.4, 0.5, 0.7, and 1.0Å2, respectively.

of the experiment and simulated image is demonstrated in figure 5.10. It is clear

that the contrast of atom positions in both experimental and simulations are in

a good agreement. For example, the area of of interest, where the two L-shaped

structures are found, show a confirmation for all atom columns inside the two white

boxes as shown in figure 5.13.

Since the major purpose of using simulation at this stage is matching the

contrast of the HAADF image, which essentially depends upon cation peaks, it is

most probable that imprecision in oxygen site position in the model of figure 5.9

would have an insignificant impact on the simulation result. Some differences are

apparent in the intensities of a few sections where the two Bi (A-site) columns in

the APB cross-structure and a significant amount of the B-site (Fe) columns are

weaker than in the simulation, proposing that there may have been a degree of

disorder (e.g. a few vacancies) on these particular columns, or that the structure
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is not exactly same through the entire specimen thickness. Notwithstanding, all in

all, these simulations clearly support the model in figure 5.9, which has an expected

accuracy of 16pm, 17pm and 25pm for Bi (A-site), Fe (B-site) and O site areas,

respectively.

Figure 5.12: Shows the comparison of the experiment vs. simulation images for the APB cross

structure (the core) of HAADF imaging with respect to the four regions. In each box, the left

image represents the experiment image and the right one represents the simulation image. The

intensity increases from left i.e. in A and C regions) to the right (B and D regions).

5.2.6 Discussion

As was previously addressed for the step regions [68], this Fe-rich APB

cross structure must be comprised of a local abundance of Fe cations, with a local

diffusion of Ti concentration. It appears that the unusual assembly of interlocking

edge-sharing octahedra expected to make the fundamental unit cell movements to

match shift-related domains together are just conceivable with edge-sharing FeO6
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a) b)

Figure 5.13: Comparison for the core of the APB cross showing a good match to atom positions

for all cation columns of a) Experimental image, and b) Simulation image. The colour scale runs

from 0.06 I0 – 0.36 I0, where I0 is the incident beam intensity. The two white boxes refer to, for

example, a good agreement of contrast of atomic columns for both experimental and simulation

images.

octahedra; even two edge-sharing TiO6 octahedra have not been observed in all ex-

periments performed on this novel material. This structure of edge-sharing FeO6

octahedra is seen on a considerable level in the γ-Fe2O3 maghemite. It is well-known

that maghemite supports permanent ferrimagnetic orderings of the Fe3+ cations. In

particular, the magnetic spin ordering of maghemite is such that it shows near par-

allel arrangement of spins in Fe3+ edge-sharing structure, with the tetrahedrally

composed Fe3+ ions having magnetic spins ordered antiparallel [159, 160]. What

is more, further studies have uncovered some spin twisting from a perfect parallel

magnetic spin arrangement [161]. Hence, the expectation is that these areas with

maghemite-like edge-sharing of octahedra will support parallel magnetic spin ar-

rangements between the Fe3+ ions and in this manner these L-shaped structures,

and also steps on the APBs [68], are liable to display columnar areas with a per-

manent magnetisation behaviour. It would be interesting for future work to probe

this with high resolution techniques, for example, magnetic force microscopy and

electron magnetic circular dichroism [162].
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5.3 Quantification of the structures of 90◦ corners

on APBs

An image of a 90◦ corner on an APB is shown in figure 5.14a, recorded

using the negative Cs imaging mode, as used in chapter 4. To allow the reader

to more easily recognise the different atomic positions, a false color representation

has been used. In this Cs HRTEM imaging mode, as usual, all types of atoms in

the sample can be observed simultaneously. The light atoms such as oxygen ions

can be seen as a very faint light blue, while the very bright yellow peaks are cation

positions; it is difficult to distinguish A- and B- sites without prior knowledge. The

APB structures to either side of the corner have the same structures that have

been seen previously in such materials [67, 68, 163]. The vertical APB is planar as

reported previously [67, 68, 163], as is the horizontal section to the left of the corner.

Just above this corner, there is one step on the APB [68, 163]. Interestingly, this

core structure is considered to have various possibilities in terms of modelling, the

results of which were found to be somewhat controversially and are presented as an

open question in the 3D model section of this chapter.

A similar APB corner structure has also been observed using HRSTEM.

Figure 5.14b shows an HAADF image (taken with 100keV along an [001] direction)

that was acquired in a fast scanning mode via short dwell times of just 10µs per

pixel in order to minimize the drift effect on the individual images, and around

40 images were acquired in a sequence followed by alignment and summation, as

described previously. In the HAADF imaging mode as usual the light atoms such as

oxygen ions can not be seen. So, the faint light blue represent the B-site (Fe) atom

positions, while the bright yellow spots show the heavy (A-site) atom positions. As

for the corner shown in figure 5.14a, the APB to either side consists of flat terraces

and steps of well-understood structure [67, 68].
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Figure 5.14: Atomic resolution images of 90◦ corners on antiphase boundaries (APBs) in

Bi0.85Nd0.15Fe0.9Ti0.1O3 of a) HRSTEM image mode, and b) HRTEM NCSI imaging mode, which

shows all atom columns simultaneously. The faint light blue peaks could represent the oxygen ions

or iron (B-site) atom positions, while the shiny yellow spots indicate the bismuth (A-site) atom

positions.
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The most interesting parts of these two images of the APB corner are their

cores, and there is a possibility to compare the two structures quantitatively. The

atom positions were determined from the images by the methods described in section

3.3. Away from the corners, atom identification was straightforward, based on prior

knowledge [67, 68]. At the corner, however, there was some uncertainty about

the chemical identity of some columns, and there were no elemental maps of these

features available to assist in this identification. Figure 5.15 shows the reconstructed

APB corner structures for both HRTEM and HRSTEM imaging modes. Figure

5.15a represents Cs HRTEM imaging, while HRSTEM imaging mode can be seen

in figure 5.15b. The Cs HRTEM images were taken with 300keV along an [001]

direction and sample damage is expected in which some energy transfer to the

specimen through the displacing of the atom columns. It is therefore the samples

were coated during sample preparation (see 2.2.3.4) to remove undesired effects.

The APB corner structures for both HRTEM and HRSTEM imaging procedures

are discussed in the following section.

5.3.1 The 3D model of the corner APBs

A 3D model structure has been carried out for composition Bi0.85Nd0.15

Fe0.9Ti0.1O3 ceramics. As mentioned above, the whole structure in both cases

(HRTEM and HRSTEM) can easily be modeled except where the APBs met and

form the structures of 90◦ corners. Figure 5.15 shows the entire structure of the

90◦ corners APBs. The structures of the corners have been reconstructed as well

as was possible with only imaging information. Figure 5.15a shows the structure of

90◦ corners of the Cs HRTEM imaging, while figure 5.15b represents the HAADF

imaging mode. In all cases, the purple colour represents Bi(A-site) atoms, the brown

regions are Fe (B-site) atoms, light blue represents Ti (B-site) atoms, and red refers

to oxygen atoms.
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As mentioned above, the HAADF imaging mode is relatively straight-

forward to derive structure models from because the atom positions are readily

recognizable from column intensities. However, there are some ambiguities in in-

terpretation in the corner, and whilst the structure shown in 5.15a seems to fit the

image, some bond lengths around APBs are unexpected. This is possibly due to the

image distortions in all directions and these bonds are marked by yellow boxes. Con-

sequently, the structure should be regarded as a preliminary structure, and would

require further work for confirmation. Please note that separation of Ti-majority

and Fe-majority sites in the corner is purely conjecture at this point and resolving

this would require further experimentation.

The situation is more difficult for NCSI HRTEM, as distinguishing A-sites

and B-sites is quite difficult, even in a perfect crystal. Thus, whilst the structure

shown in 5.15b is a possible structure, again some bond lengths are unusually short

and it would seem this needs some correction. One thing that can be categorically

said, however, is that the two structures are not the same. The three Bi atoms in the

corner for the structure in 5.15b are not seen in 5.15a, where the Bi arrangements

are much more like those on flat terraces of APBs [67].

It seems likely from this preliminary study that there are several possible

ways to turn a corner on an APB, all consisting of networks of (Fe,Ti)O6 octahedra

with Bi columns interspersed, and it is highly likely that many of the octahedra will

be heavily distorted at the corners.
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Figure 5.15: The possibility of different 3D structural model for of 90◦ corners on antiphase

boundaries (APBs) have been reconstructed for both of a) HRTEM NCSI imaging mode,and b)

HAADF imaging mode. Purple color indicates Bi atoms, red indicates oxygen atoms, light blue

for Ti and brown for Fe. The black boxes show possible structures. While the yellow boxes show

some of the unexpected bond lengths.
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5.4 Conclusion

To summarise, a series of novel APBs with composition Bi0.85Nd0.15

Fe0.9Ti0.1O3 have been observed and then modelled, namely APB cross and APB

corner structures. The 3D structure of these unusual APBs were constructed by

HAADF imaging combined with electron energy loss spectroscopy spectrum imaging

(EELS-SI) to determine the ion positions. The model structure for the APB-cross

structure was qualitatively certified by comparison with multislice frozen phonon

image simulations. A preliminary analysis of the structure of two APB corners has

been performed, and some initial models have been constructed, although it is clear

further work would be needed to determine the structures unambiguously.

In order to have better signal to noise ratio and hence better image inter-

pretation, a non-rigid registration procedure has been utilised. The effects of this

procedure on some test data have been analysed quantitatively. Although the re-

sulting images were better in appearance, the quantification on the HAADF images

did not change significantly.
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Chapter 6

Summary and future work

6.1 Summary

Previous studies have shown that combined Nd and Ti doping can cause

beneficial property changes in BiFeO3, with Nd (or other rare earths) improving

the ferroelectric and piezoelectric properties [10, 29], and Ti reducing conductivity

[10]. However, it was also found in previous work that overdoping with Ti can have

unintended side-effects, with the formation of both Nd-rich nanorod defects [65,

66] and and Ti-rich antiphase boundaries [67]. Previous studies of the antiphase

boundaries has determined the structure of flat terraces parallel to [001] planes [68],

steps away from these planes [68] and that these antiphase boundaries are charged

[145, 67, 68]. The present thesis reports further more detailed analysis of such

antiphase boundaries, including both probing the limits of what can be determined

about polarisation in perovskites using atomic-resolution electron microscopy, and

investigating hitherto unreported features of such antiphase boundaries.

Seeing as a reasonable amount has already been published about the

atomic structure of novel antiphase boundaries in Nd,Ti co-doped BiFeO3, this

was used as a test for a detailed comparison of aberration-corrected HRSTEM and
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HRTEM imaging for quantitative imaging of polarised perovskites. Whilst, it was

found that similar structures are found by both imaging modes, there are significant

quantitative and consistent differences in absolute atomic positions, especially for

oxygen columns. This results in huge discrepancies in polarization measurements by

the two techniques, where that made on HRTEM images is only around 40% of that

measured from HRSTEM images. The reasons for these discrepancies were investi-

gated exhaustively with the aid of image simulations and electrostatic calculations.

For the HRTEM case, several effects can be considered. Firstly, it was found that

there were consistent deviations of oxygen and iron positions in the vertical direc-

tion across the whole image, that are probably the result of sample mistilt: there

was no influence of this effect on the polarisation calculations as the direction of the

sample tilt in our case is perpendicular to the direction of polarisation. Secondly,

the very thickness of the HRTEM sample may effect the polarisation where the ef-

fects of the surfaces on the electrostatics of the material surrounding an APB for a

specimen <2nm thick will be significant. Thirdly, the electron channeling has the

effect that the image of one oxygen column is significantly displaced from its actual

position, which resulted in a reduction in the apparent polarisation. In the case

of the HRSTEM data, there are at least two effects: Firstly, the tilt can shift the

images of light atom columns with respect to heavy atom columns, although this

effect was insignificant in the case analysed here. Additionally, the mirror symmetry

of the polarisation across the charged APB made it possible to check for any mistilt

in data and to choose the best areas for analysis where any mistilt did not influence

the results. Secondly, it was also found that electron channelling shifts O column

images towards the nearest Bi atom column resulting in an increase in the apparent

polarisation.

According to the above discussion (significant oxygen column displace-

ments in the images for both HRSTEM and HRTEM, and some reduction of actual
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polarisation from bulk values for HRTEM due to the electrostatic effects of surfaces

in an ultrathin sample), neither technique allows simple quantitative calculation of

the polarisation from the raw atomic resolution data. Thus to perform quantita-

tive measurements, the only way would be to perform image simulations, determine

the imaging parameters, and then change the crystal model and re-simulate itera-

tively until the image can be matched to a simulation and the actual oxygen shifts

measured from the model.

This detailed study of the reliability of different imaging modes was then

followed by a detailed study of a crossing of two APBs using HRSTEM combining

imaging and EELS-SI. HAADF imaging was used to find Bi and Fe/Ti positions

through 2D Gaussian fitting. Registration and summation of fast scanned images

was used to overcome sample drift whilst providing high signal to noise images..

Non-rigid registration was quantitatively compared with rigid registration and it was

shown that non-rigid registration gave superior results when suitably optimised. It

was shown that the APB cross is constructed from similar structural units to those

found in steps on the APBs, mainly consisting of edge-sharing FeO6 octahedra.

The resulting images showed new structural units not previously seen on antiphase

boundary terraces or steps. Atomic resolution chemical mapping with EELS shows

that the new structural units are Fe-rich, Ti-poor, as well as the expected results

that terraces are Ti-rich and steps are Fe-rich [163]. A complete model of the cross

was then constructed combining HAADF and EELS. This model was validated by

image simulations. The new structural units with their edge-sharing octahedra have

a similar atomic arrangement to iron atoms in maghemite, which is ferromagnetic,

and it is therefore possible that these features also display permanent net magnetic

moments below some critical temperature. Two different 90 degree corners on APBs

have also been imaged in HRTEM and HRSTEM, which seem to be formed from

similar structural units. Although in both cases an unambiguous reconstruction
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of the atomic structure was impossible, but that it was also clear that these share

similar characteristics to the cross, with edge-sharing octahedra linking up into larger

units.

6.2 Future work

There are a number of possible future research directions suggested by

things started in this thesis. Some of these are listed below.

1. If it is found that maghemite like regions in the APBs do indeed support

permanent magnetic orderings at room temperature, it will be interesting to

investigate whether these can be switched, and how correlated they are to the

ordering in neighbouring maghemite like regions. If it were possible to produce

a material containing a regular array of switchable ferromagnetic regions, it

may be possible to use them for non-volatile information storage in magnetic

bits at very high density. This could potentially be of great technological

importance. Alternatively, it would be interesting to see if clear magnetic

signals could be found from thin films of BiFeO3-PbTiO3, which have been

found to contain a high density of such boundaries [164].

2. The fact that we found structures at boundary corners that could not be

completely solved, suggests that there are more structures in these APBs to

be investigated in the future, and this could yield more interesting new science.

3. Recent evidence from other work suggests that similar APBs can be generated

in other perovskites including Bi(Fe,Mn)O3 [165] and (La,Sr)MnO3 [D. Zhou,

private communication, 2015] [166]. Further investigation of the structure,

chemistry and properties of such boundaries should be undertaken, as they

may have more widespread significance in complex perovskite ceramic and

thin film growth. [test1]
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[78] O. Scherzer. “Sphärische und chromatische Korrektur von Elektronenlinsen”.

German. Optik 2 (1947), 114–132.

[79] P. W. Hawkes and E. Kasper. Principles of Electron Optics: Wave optics.

Academic Press, London and San Diego, 1994. Chap. 41 (Aberration Correc-

tion).

[80] D. Typke and K. Dierksen. “Determination of image aberration in high-

resolution electron-microscopy using diffractogram and cross-correlation meth-

ods”. Optik 99 (1995), 155–166.

150



[81] S. Uhlemann and M. Haider. “Residual wave aberrations in the first spheri-

cal aberration corrected transmission electron microscope”. Ultramicroscopy

72.3-4 (1998), 109–119.

[82] O. L. Krivanek, N. Dellby, and A. R. Lupini. “Towards sub-Å electron beams”.
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