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Abstract 

 

The ability to detect small refractive index changes in analytes is of uttermost 

importance since these index changes can be directly correlated to the presence of small 

amounts of chemicals of interest within analytes. Photonic devices such as 1D PhC 

nanocavities are one of the interesting structures to be used as optical sensors due to 

their capability to integrate with CMOS technology. We present in this study, a simple 

optical technique of detection based on 1D PhC nanocavities that gives good sensitivity 

for various types of chemicals. The work reported in this thesis concerned with the 

designed, fabrication, and characterisation of 1D PhC nanocavity devices based on 

silicon-on-insulator (SOI) material. The objective of this work is to provide an optical 

wave-guided sensing technology using 1D PhC nanocavity devices in the wavelengths 

region around 1550 nm. Firstly, the PhC nanocavities were designed and modelled 

using 2D and 3D Finite-difference time-domain (FDTD) computations to provide 

insight behaviour of the resonator waveguides. The designated PhC nanocavity devices 

were carefully fabricated via combination of electron beam lithography (EBL) and the 

dry and wet etching technology. The nanocavity devices were realised using optimised 

fabrication process to ensure the sensing chips are reproducible and reliable. This is 

done by careful control at nanometre scale of fabrication process of the PhC nanocavity 

devices and the microfluidic chip. Then, the devices were paired with the PDMS based 

microfluidic channel system. The nanocavity devices were characterised and the sensor 

system were tested for their optical sensing capabilities. The sensitivity of various Q 

factor values corresponds to the different cavity lengths are studied. The sensor system 

sensitivity, S were measured via refractive index sensing experiment varying from 

135.78 to 245.72 nmRIU-1 with the detection limit, DL of 8 x 10-6 RIU. The sensing area 

estimated is 2.35 µm2. In addition, through the non-specific interaction experiment, bio 

molecular proteins BSA as low as 3.125 µg/ml concentrations were detected. Finally, 

the sensor system thermal responses were measured.  
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1.1 Introduction 

This introduction provides a simplified history of photonic crystals and the time lines 

since the concept was first introduced. The section includes basic details of light 

confinement in slab waveguides and leads to the introduction of a photonic crystal. The 

basic principles of optical sensor using photonic crystals and other structures are also 

reviewed. The fundamental concepts and the uses of one and two-dimensional photonic 

crystal nanocavities are also discussed. Finally, the main contributions of this work are 

noted and the outline of the thesis content is given. 

 

1.2 Background & Motivation 

Over the last few decades, the control over material electrical properties has made many 

advances. Semiconductor technological breakthroughs have allowed us to better 

understand certain material behaviour via their electrical properties. This has led to the 

revolution of transistors and integrated circuits in electronics.  

 

The massive technological development of electronics has enabled advances in 

optics or photonics.  The optical properties of a material can be engineered to interact 

with light over desired frequencies. The light can be confined within a specific volume 

when it is perfectly reflected and allowing it to propagate in certain directions [1.1]. The 

breakthrough led to fibre-optic cables and later revolutionized the telecommunication 

industry. The innovation of optical fields includes laser engineering, spectroscopy and 

high speed computing.  

 

The confinement of light and the control over the optical properties of materials 

on a chip are more difficult. Nevertheless, the concept of photonic crystal (PhC) where 

light propagates in a material with periodic refractive index has proven to be successful 

candidate. (The concept is given in Section 1.2.1). The most widely used material in 

electronics is silicon. The use of this material has crossed the boundaries into photonics, 

biology and chemistry.  
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In recent years, optical sensors have seen a enormous improvement because of 

the increasing demand of sensing applications in healthcare, defence, automotive, 

environment and many more. Although the electrical/electronics based sensors 

dominates the application market, optical or photonic domains for sensors has 

increased. 

 

The optical sensor consists of transducer, the device that converts a signal in one 

form of energy to another form of energy. The transducer elements can either generate 

emission, phase or resonance shifts [1.2-1.4] optical absorption [1.5,1.6] or light 

scattering [1.7-1.9]. The optical sensor has many advantages over electrical/electronics 

based sensor. Optical sensor able to monitor the effective index of the analyte 

interaction and translates the modes to resonance wavelengths in real time; while, the 

electrical sensor in particular monitors the charges that interact with the surrounding 

medium. Moreover, optical sensor is immune to liquid and air environment. 

Furthermore, optical sensor provides low losses and are immune to the electrical and 

magnetic interference. 

 

 
Figure 1.1: Basic transducer elements 

 

There are several types of operating principles for optical sensors. The most 

common types of optical sensor are fibre optics [1.10-1.12], surface plasmon resonance 

(SPR) [1.13-1.15] and wave-guiding [1.16-1.19]. Fibre optic sensors are probed at the 

end of the tip. The tip acts as the sensing area and provides detection of the specific 

interaction of the medium. Another type of optical sensing operating principle 

commonly used is SPR. SPR measures the absorption of the material of interest onto 

planar metal (usually gold and silver) surfaces or onto the surface of metal 
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nanoparticles. Lastly, the wave-guiding operating principle provides promising concepts 

in optical sensors. Here the light is confined inside the waveguide by total internal 

reflection (TIR) with a medium surrounding the sensing area that has different refractive 

index. In general, the light is confined within the planar structures carries an evanescent 

field which exposed to surrounding medium. A crucial component is a cavity or other 

resonant structure, which changes frequency in response to the surrounding medium due 

to the evanescent field. The waveguides based sensors have greater potential to detect 

bulk refractive index change or specific bio or chemical analytes. This is because the 

waveguides sensor offers a greater degree of interaction with the sensing medium. The 

sensitivity of the devices depends on the interaction of evanescent field of the optical 

modes and the analyte.  Furthermore, the waveguides based sensors are capable of being 

miniaturized into sub micrometre scale devices.  

 

There are various configurations of fabricated waveguides formats for the 

optical sensors, for example micro ring resonator (MRR) [1.20-1.23], Multimode 

interference waveguide (MMI) [1.24,1.25] and Mach-Zehnder interferometer (MZI) 

[1.26-1.28]. In MRR, the light is confined inside the structure by TIR principle. The 

light then circulates inside the resonator structure either by ring or disk and is coupled to 

the output waveguide for detection. The longer the light is confined in the structures and 

interacts with the analyte, the more sensitive of the devices. The MMI consist of a 

section with a multi mode waveguide coupled with the single mode waveguides. The 

multimode waveguide is capable of multiplexing into a single mode waveguide to 

increase the sensitivity. The MZI is constructed with a single mode that splits into two 

waveguides to forms the reference and sensing arms. The reference arm is kept out of 

the analyte to provide a control waveguide while the sensing arm interacts with the 

analyte.  

 

There are a few disadvantages of MRR, MMI and MZI structured devices in 

optical sensor configurations. One of them is the requirement of large footprint to in 

order to interact with the analyte. For example, the MRR sensitivity will increase with a 

larger ring or disk and the MMI requires a longer dimensions of the multimode 

waveguide. The same case applies to the MZI, which requires longer sensing arms to 

increase sensitivity. However, there are many advantages of the waveguides based as an 

optical sensor. The larger footprints provide wider sensing area and enhance capability 
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for the multi layers or multiplexing of analyte detection. The ability of multiplexing of 

analyte detection can offer label-free bio sensing [1.28 - 1.29]. Therefore, more complex 

biological analyte detection is obtainable without any dyes or fluorescence labelling.  

 

Another way to introduce single compact optical sensor is to integrate the 

waveguides with PhCs [1.17-1.18,1.30-1.31].  In this context, the PhC sensor have been 

widely investigated due to their potential of strong light confinement to a very small 

volume. This advanced feature enables PhC based sensors to detect nano metre scale of 

analyte [1.29]. Many arrangements of PhCs have been explored and proven to have high 

sensitivity i.e. 1D and 2D PhC micro cavity [1.30 - 1.31], slotted PhC [1.32 - 1.33] and 

PhC with PCF integration [1.34]. In all of the examples given, 1D PhC microcavities 

offers smallest footprint with high light confinement. These structures usually consist of 

Fabry-Perot geometry, with a cavity and PhC mirrors in a plane. The mirrors are 

typically in form of Bragg gratings consist of periodic structures in which refractive 

index varies. 

 

Table 1.1 summarizes the comparison of the structures based on SOI 

waveguides for optical sensor. It also describes the device configurations and detection 

limit, DL of the sensor system. Although MRR is better in terms of detection limit, their 

foot print size are much larger than 1D PhC.  

 

Device configuration Detection Limit (RIU) Device Structure 

Micro Ring Resonator [1.35] 2x10-4 Slot 

Micro Ring Resonator [1.36] 8.3x10-8 Planar 

PhC [1.32] 7x10-6 Slot 

PhC [this work] 8 x 10-6 Planar 

 

Table 1.1: Comparison between configuration devices based on SOI material. 

 

While the research is still flourish over the years, the small optical based sensors 

are already in the market to serve the demand. Table 1.2 shows the commercial 

solutions of biosensor available based on integrated optics. 
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Company Technology Website 

Biacore [1.37] Surface Plasmon 

Resonance 

www.biacore.com 

Genalyte [1.38] Micro Ring Resonator www.genalyte.com 

Axela [1.39] Gratings www.axelabiosensors.com 

    

Table 1.2: Commercially available integrated optics biosensors. 

 

In this work, a detail review of 1D PhC nanocavities embedded in photonic wire 

waveguides is presented. The work is also describes the choice of materials, bio and 

chemical based sensing using microfluidic channels and their application in sensing. 

The motivations of this work are to design, fabricate and characterise the 1D PhC 

nanocavities based on SOI for the purpose of optical sensing. 

 

1.2.1 Concepts of Photonic Crystal 

As early in 1987, the first ideas of photonic crystal (PhC) material structures were 

introduced by Yablonovich [1.40] and John [1.41]. The idea covers the concepts behind 

the PhC design material structures. The PhCs material structures affect the properties of 

the photons in the similar behaviour to semiconductor affect the properties of electrons. 

The concept suggested that structures with periodic variations in dielectric constant 

might affect the photonic modes in a material.  

 

 In a semiconductor, the atomic lattice provides a periodic potential for the 

electrons to propagate through the electronics crystal. The potential creates a gap in the 

energy to forbid the electrons to propagate in any direction. In PhCs, the lattice 

periodicity variation in refractive index forms a photonic bandgap (PBG) in the crystal. 

For a full bandgap light is forbidden to propagate in any direction similar to carriers in a 

semiconductor. In PBG, the light propagation is prohibited and completely reflected 

inside the PhCs structure. The PBG is an important discovery that has led to various 

scientific engineering applications, i.e. the control of spontaneous emission [1.42], 

trapping of photons [1.43], and near zero-threshold lasing [1.44]. 
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PhC basic forms (1D, 2D and 3D) 

PhCs can be generally divided into one-dimensional (1D), two-dimensional (2D) 

and three-dimension (3D) arrangements. In 1D PhCs, the light travels in periodic 

modulation of permittivity, which occurs only in one direction (i.e. x-direction). A good 

example of 1D PhC is Bragg gratings that are widely used in vertical cavity surface 

emitting lasers (VCSELs) [1.45].  While in 2D PhCs, the periodicity of the permittivity 

is along two directions with the third direction of the medium is uniform (i.e. x- and y-

direction). In 3D PhCs, the permittivity modulation is along all three directions (i.e. x-, 

y- and z-directions). An example given for 1D, 2D and 3D PhCs are given in [1.46]. 

The ideas of the 3D PhCs were proposed by Yablonovich and John, promising to have 

an ultimate high Quality-Factors (Qs) and a complete photonic band gap. An example 

of a fabricated 3D PhCs structures are the ‘woodpile’ structure. Unfortunately, 3D PhCs 

structures are very challenging to fabricate. 

 
(a)    (b)    (c)  

    
(d)    (e)    (f)   

 

Figure 1.2: The figures illustrate the simplest form of (a) one, (b) two, and (c) three-

dimensional PhCs; while (d), (e) and (f) are the micrographs of their fabricated version 

of PhCs respectively [1.46]. 
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Waveguides and Cavity in PhCs 

The most important optical functions in PhCs are guiding and trapping light 

using waveguides and resonant cavities. These functions enable ranges of all-optical 

devices to be made. Waveguide transferring light from one part of the circuit to another 

or even to other devices, similar to wires in electrical and electronics domains. 

Furthermore, the waveguides are mainly used in couplers, junctions and interferometers. 

In 2D PhCs, the removal of a line of periodic PhC structures creates waveguide. For 1D 

PhC vertical confinement solely depends on the Total Internal Reflection (TIR). TIR is 

explain in further in Section 4.3.1  

 

 

 
 

Figure 1.3: Illustrate the 2D (top) and 1D PhC (bottom) waveguides. 
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The key feature that has made PhCs significant is when a defect is introduced 

into photonic band gap structure and a cavity created. The cavity involves changing the 

dielectric constant in local region of the crystal and it is designed to trap light within the 

region [1.47]. In addition, the potential to store lights for many optical cycles make 

them advantageous for optical sensing and other photonic applications.  

 

3D PhCs have the potential to trap light because of full band gap. The 

complexity of the lattice made it difficult to attain full 3D high ‘quality’ cavity.  

Generally, in order to create a 2D PhCs cavity, the simplest method is to remove a 

periodic pattern of PhCs. Usually, the strategy of removal of periodic pattern was used 

and named by number of missing holes or lines. In example, H1 cavity meaning 1 holes 

or if there is 3 holes removed and formed a line, the cavity is been named as an L3 

cavity. The examples given are shown in Figure 1.4. The removal of a hole is designed 

to confine the travelling light at certain wavelengths within the photonic band gap. 

There are many other configurations in other to increase the 2D PhC cavity performance 

by modifying the holes radius, changing it to shape and sizes, or by removing it 

altogether. [1.48 – 1.49] 

 

   
(a) (b) 

Figure 1.4. Figures are the micrographs pictures of (a) L3 2D PhCs [1.48] and (b) H1 

2D PhCs [1.49]. 

 

For 1D PhCs, where the light is travelling in one direction, the cavity usually 

formed in the middle of the holes of the PBG structure. The configuration forms a 

Bragg mirrors at the ends of the cavity.   
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Figure 1.5. Figure shows form of 1D PhC cavity with Bragg mirror in both sides. 

 

High Qs and its advantages 

The resonant behaviour of the PhC cavity or by means of other photonic devices 

are measured by their Quality Factors (Qs). Q is the ratio of the centre frequency 

intensity or resonant wavelengths to the full-width at half-maximum of the resonant 

peak confined within the PhC cavity. Q is dimensionless quality measurement used to 

characterise a resonator or PhC nanocavity. On the other hand, Q relates to the rate of 

loss of energy to the stored energy inside the resonator. Therefore, a high Qs PhCs 

nanocavities stores energy for longer period of time. The Q is proportional to the 

lifetime of the trapped light in the cavity;  

 

   
         (Eq. 1.1) 

 

where  is the resonant frequency. An ideal PhC cavity will trap light forever and 

have infinite Q, however in reality, PhC cavity is limited by losses. The losses may 

come from the absorption and radiation of the material and the surroundings. The Q 

measurement in practical simulation and experimental PhC cavities structures, Q is 

proportional to the relative width of the resonant frequency in power spectrum; 
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           (Eq. 1.2) 

where  is the full-width-half-maximum (FWHM) of the resonant frequency power 

spectrum.  

 

In 1D PhCs, the Qs rely on TIR for light confinement in vertical direction. 

Hence, their performance are dependant on out of plane losses. The total Q is 

contributions of in plane and out of plane effects of 1D PhCs; 

 
1
𝑄 =

1
𝑄 ∥+

1
𝑄 ⊥ 

          (Eq. 1.4) 

where 𝑄 ∥ is in plane effects and  is out of plane effects. These effects depend on 

several factors. While the 𝑄 ∥ is depends on PhCs layer surrounding and scattering 

losses, the is depends on out of plane radiation occurs when the light is reflected at 

the interfaces surrounding the cavity. [1.50]. Although the total Q factor values are 

limited by the smaller 𝑄 ∥ and , the best PhCs optical sensors rely on the interface 

of analyte in the cavity region. Therefore, the 𝑄 ∥ must be kept small.  

 

The high Q feature makes it ideal to use as an optical sensor. The trapped light is 

confined and cycled in the high Qs PhCs cavity. This phenomenon should enable the 

PhCs optical sensor to have more interaction with the analyte. During the light lifetime 

in the cavity, the light is bounces back and forth between the Bragg mirrors interface 

with the analyte. 

 

 

1.2.2 Aims and Objectives 

To summarize, the main objectives of the work for the project are to design, 

fabricate, characterize and utilize the 1D PhC nanocavities for optical bio and chemical 

sensors. 1D PhC nanocavities configuration explored includes 1D PhC nanocavities on 

silica and air cladding, and PhCs nanocavties membrane that have air-and-air cladding. 

Given the advancement of silicon technology, and potential to integrate with the 



Chapter 1: Introduction   

 

12 

CMOS environment, the transducer of the optical sensor devices were fabricated based 

on the Silicon-On-Insulator (SOI) material. Keeping it low cost, compact, photonic Lab-

on-a-chip and fluidic integration design compatible, we used the PDMS material based 

to realize the microfluidic channel system. The plan is to use variation of glucose 

concentration solutions, different refractive index material, BSA concentration for 

biological elements sensing. 

 

1.3 Merits of this work 

The main contributions of the work described in this thesis are as follows; 

 

a) An analytically investigation in to the cavity behaviour for a 1D PhC using 

tapering inside and outside cavity in a standard 220 nm thickness of silicon from 

Silicon-On-Insulator (SOI). Methods for obtaining high Q factor values on 1D 

PhC nanocavities have been suggested and explored. 

 

b) A systematic investigation in to the nanocavities behaviour at different cavity 

lengths to tune the resonance wavelengths.  

 

c) The study PhC nanocavities for bio-chemical sensing based on different 

refractive index of analytes is investigated. 

 

d) Bulk refractive index sensing methods are proposed to determine bio and 

chemical resonance wavelengths. 

 

1.4 Thesis Outline  

The introduction has covered the basic concept of PhC cavities. The important 

parameters have been introduced. In the latter chapter this thesis presents the progress of 

1D PhC nanocavities based on SOI towards the application for optical sensing. 

 

Chapter 2 (Modelling of Photonic Structures) discusses the fundamentals of the 

computational method used to investigate the photonic structures. This describes in 
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detail Finite-Difference Time-Domain (FDTD) approach and the parameters for the PhC 

nanocavity structures. In addition, method of extracting high Q factor of simulated 

resonances is discussed.    

 

Chapter 3 (Fabrication Processes) presents fabrication process used to develop PhC 

nanocavity structures. The fabrication process includes global markers, waveguides, 

membrane and block polymer coupler patterning using Vistec VB6 electron beam 

lithography (EBL) tool. The patterns were defined by dry-etch using reactive ion 

etching (RIE) for the waveguide slab and wet chemical etch using Hydrofluoric acid 

(HF) for the membrane. Also, block polymer coupling method is discussed for further 

improve the coupling efficiency and to reduce high Fabry-Perot effects on the 

measurement.     

 

Chapter 4 (Photonic Crystal Nanocavities) focus on the design of photonic crystal 

structure using the tapering inside and outside cavities method and the effect of cavities 

length variation. This also includes the observation of lower to higher Q-factor on the 

PhC nanocavities. Consideration for 1D PhC nanocavities membrane is also discussed.  

 

Chapter 5 (Microfluidic Channel System) reviews the background of microfluidic 

channel and its fabrication processes. The chapter discuss the measurement set up and 

instruments to perform optical characteristic of the fabricated structures. Fabricated 

structures measurement with microfluidic channel is analysed. Fabrication limitations 

on the device performance are discussed. 

 

Chapter 6 (Optical Wave-Guiding Sensing) concerns the system setup and 

measurements results based on experiments carried out such as refractive index sensing, 

and device repeatability. The effect of different cavity length corresponds to high/low Q 

factor structures for refractive index sensing is discussed. The experiment on various 

analyte temperatures were carried out and the concerns about thermo-optic effects is 

given.     

 

Chapter 7 (Conclusion and Future Work) summarize the work in this thesis and outlines 

possible future work. 
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2.1 Introduction 

In this chapter, an overview of computational photonics structures is given. The Finite-

Difference Time-Domain (FDTD) method is described with explanation of its 

operation, excitation, and boundary conditions. The photonics band gaps for 1-D 

photonics crystals structures are discussed. In addition, technique of extracting the Q 

factor of simulated resonances is also explained. The requirements for modelling 1D 

PhC using 2D and 3D FDTD are also discussed.  

 

 

2.2 Photonic Modelling Method 

There are two approaches to optimise the design of wave-guiding structures 

available, one is to fabricate variations of designed structures and then optimise them by 

experiment and another is to simulate the theoretical model and investigate the 

structures analytically and computationally. The fabrication of designed structures has 

the advantage of being fast for simple cases. Nonetheless, it can be costly and time 

consuming to fabricate various designed structures. With recent advances in of 

computing technology, faster processors and larger amount of random access memory 

(RAM) available; simulating designated structures computationally has advantages of 

both speed and cost. However, the simulated structures must be verified by the 

fabrication and experiment.  

  

 In 1865, James Clerk Maxwell developed the theoretical laws of classic 

electrodynamics [2.1, 2.2].  He claimed that light itself was an electromagnetic 

phenomenon, and postulated electric and magnetic fields are related to each other and 

their enclosing media in space and time.  The combinations of several laws in a unified 

notation are collectively known as Maxwell’s equations. Time-dependent Maxwell’s 

equations are given in differential form as Faraday’s Law (Eq. 2.1), Ampere’s Law (Eq. 

2.2), Gauss’s Law for electric field (Eq. 2.3) and Gauss’s Law for magnetic field (Eq. 

2.4). 
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𝜕 𝐵
𝜕 𝑡 =  −∇ 𝑋 𝐸 −  𝑀  

 (Eq. 2.1) 

𝜕 𝐷
𝜕 𝑡 =  ∇ 𝑋 𝐻 −  𝐽  

         (Eq. 2.2) 

 

∇ .𝐷 = 0     (Eq. 2.3) 

 

∇ .𝐵 = 0     (Eq. 2.4) 

 

Where are (all in MKS unit); 

 

𝐸  : Electric field (volts/m) 

𝐷  : Electric flux density (coulombs/m2) 

𝐻  : Magnetic field (amperes/m) 

𝐵 : Magnetic flux density (webers/m)  

𝑀 : Magnetic current density (volts/m2) 

𝐽 : Electric current density (amperes/m2) 

 

 

 In modelling the designed structures, the modeller implements and solves the 

Maxwell’s equations computationally. There are various techniques for solving 

Maxwell’s equations [2.3]. Some common techniques are Finite Element Method 

(FEM) [2.4], Method of Moment (MoM) [2.5] and Finite -Difference Time-Domain 

(FDTD) [2.6, 2.7, and 2.9].  

 

The modeller can simulate the propagation of electric and magnetic fields of a 

system using FDTD, a time-domain technique. FDTD uses the source (i.e. broadband 

pulse) and boundary condition approximation. The response of the system can be 

obtained over wide range of frequencies using a single simulation. This is very 

convenient to simulate nanophotonics structures because of their small geometry [2.7]. 
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Therefore, this method suits in the case of photonics structures such as 1-D PhC 

nanocavities, when the light is trapped within the small volume.  

 

 

2.3 The Finite-Difference Time-Domain Method 
(FDTD) 

The FDTD method is commonly used to simulate nanophotonic structures 

because the method is able to implements and solves Maxwell’s equations for wave-

guiding structures with very small volume or space domain. The method was based on 

volume sampling of electric field, E-field and magnetic field, H-field within the 

specified grid over a period of time. Yee introduced the initial method in 1966 [2.8].  

 

An outline is given in Appendix A, the Yee algorithm configuration centres the 

E-field and H-field in three-dimensional space. Therefore, the E-field is circulated by 

four H-field and vice versa. Based on Yee algorithm configuration, the Maxwell’s 

differential equations calculation of E-field in time is dependent on the changes in the 

H-field across space. Subsequently, the updated value of E-field in time is dependent to 

the value of E-field and the numerical curl distribution of H-field in space. In similar 

approach, H-field is calculated. Both E-field and H-field in space are in time-stepped. 

This is basic fundamental of FDTD calculation relation to Maxwell’s equations. 

 
Figure 2.1 Yee algorithm configurations [2.20] 

 

As in the computational domain, mentioned earlier, Yee algorithm computes all 
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the E-field then the H-field in time stepped in a ‘leapfrog’ manner. Poynting vector in 

Yee algorithm configurations specifies the magnitude and direction of the rate of 

electromagnetic energy transfer. All the computed E-fields are stored in memory at 

particular time point arise from the previous stored H-field. These cycles will 

continuously be computed based on iteration defined by the user.  Taflove and Hagness 

has discussed this in further detail in their book regarding on the FDTD method [2.9].  

 

 

2.4 Lumerical FDTD 

There are several commercial software packages that have been used during this 

work. |Initially, RSoft FullWAVE from Synopsys [2.10] was used to model the 

structures. It is able to calculate 2D and 3D FDTD computations. However, in order to 

extract the Q factor values the more efficient, FDTD Solutions from Lumerical was 

used [2.11]. This is because RSoft FullWAVE uses longer time and more computing 

power in 3D FDTD computations while, Lumerical FDTD enables the user to specify 

how many nodes in the cluster solely working on calculating FDTD. In addition, 

Lumerical FDTD is able to calculate and extract the Q values more easily, which will be 

explained later in this chapter. 

 

2.4.1 Sources and Boundary Condition 

There are several types of common source when exciting the nanophotonic 

structures in FDTD numerical modelling.  The most common types of source were used 

are the Plane Wave, the Continuous Wave (CW) and the Gaussian modulated sinusoid.  

 

In this work, a Plane wave with integrated mode solver built by Lumerical 

FDTD was used to excite the structures. The graphic user interface (GUI) of integrated 

mode solver was used to find the steady state field pattern at a certain frequencies. A 

range of frequencies can be produced and the broadband response of the structure can 

be obtained.  
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Figure 2.2: Diagram representing GUI of integrated mode solver used to find the range 

of frequencies to be excited into the structures [2.11]. 

 

 

Another consideration when implementing the FDTD algorithm is to understand 

the active domain of the modelling. The active domain must be large enough to enclose 

the structure specifically at the area of interest. The computation domain must remain 

‘open’, however, the FDTD modelling must be kept valid. Hence, the boundary 

condition must be made to absorb and suppress the reflection of the outgoing waves. 

The most common absorbing boundary condition used that has extremely small local 

reflection is the Perfectly Matched Layer (PML) boundary [2.12, 2.13]. The PML is a 

region where the plane waves of reflection, polarised, at certain frequencies are matched 

at the boundary.  The PML is designed to absorb the outgoing waves from the active 

computation domain without reflecting them back to the area of interest. 

  

  

2.4.2 Mesh Condition 

In recent years, nanometre structures in optical devices become crucial to 

operate at broad wavelengths ranges. The ‘staircasing’ approach (example shown in 

Figure 2.3) solved the FDTD algorithm for larger structures. However, for smaller 
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structures, this staircasing approach modelling appears to have higher required greater 

computing power in order to compute each mesh cell. For example, as shown in Figure 

2.3, a circle does not align with rectangular grid; therefore a smaller grid must be made. 

The grid resolution is increased to make the approximation and therefore creates longer 

computation time. 

 

 

     
 

(a)    (b)    (c) 

 

Figure 2.3: Schematic diagrams illustrating the ‘staircasing’ approaches (a) a circle 

structures in grid resolution (b) and (c) depicts the circular shape in big and small 

resolution grid to accommodate the circle structures. 

 

 

To accommodate the smaller design in the FDTD algorithm, the conformal mesh 

technique (CMT) was introduced [2.14]. The CMT helps to adjust the mesh cell features 

by solving FDTD computation near the structures boundary. With these features, CMT 

can enhance the modelling accuracy for a given mesh size. Therefore the mesh size and 

location must be carefully placed. Further explanation about the technology is described 

in [2.15]. 

 

 

2.5 Method of Extracting Quality Factor 

There are several ways to extract the Q factor when using the numerical 

calculation software or in this case, Lumerical FDTD. Commonly, there are probes of 
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the E and H-fields, a detector of the frequency response, or calculation script that can be 

used in the GUI of the software to calculate the Q. Nonetheless, choosing the suitable 

extraction method can eliminate extra work and time needed when modelling the 

structures. 

 

A general definition of Q is; 

    

𝑄 = 2𝜋 
𝑆𝑡𝑜𝑟𝑒𝑑 𝐸𝑛𝑒𝑟𝑔𝑦

𝐸𝑛𝑒𝑟𝑔𝑦 𝑙𝑜𝑠𝑡 𝑝𝑒𝑟 𝑐𝑦𝑐𝑙𝑒 

(Eq. 2.5) 

 

To use the ratio of stored energy and energy lost per cycle method, the E and H-

fields were probed at the cavity point in the structures. In the modelling, the mode is 

launched to the structure and was allowed to decay away. Then, for the FDTD 

calculation, each of the E and H-fields at each time step were stored. This made the 

method of extraction the Q values is time consuming and computationally expensive.  

 

Another way to extract the Q value is by using the detector frequency response. 

The Q can also be defined as ratio of resonant frequency of the mode and full width at 

half maximum (at -3dB bandwidth) of the response intensity; 

 

𝑄 =  
𝜆𝑜

∆𝜆 𝐹𝑊𝐻𝑀 =  
𝑓𝑜

∆𝑓 𝐹𝑊𝐻𝑀 

(Eq. 2.6) 

Can be translated to; 
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Figure 2.4: Graph describes the Q relation to its bandwidth. 

 

Where λo and fo are the resonant wavelengths and the resonant frequencies respectively.  

 

During the modelling step, the detector was used to collect the frequency 

response of the system. This method is suitable to calculate low Q values. The 

frequency response of the system can only be calculated after the time step is done. The 

minimum time step is set long enough to have the entire mode decayed away. For the 

high Q calculations, the time step is longer, hence, the computational cost is higher and 

it is time consuming.  

 

The alternative method of extracting the Q is using script embedded in the 

modelling. In Lumerical FDTD, the script allows the modelling to calculate the Q with 

less time steps. The script determines the Q by the slope of the envelope of the decaying 

mode using the equation below;  

 

𝑄 =  
−2𝜋𝑓𝑜 log(𝑒)

2𝑚  

 

 

Where f0 is resonant frequency of the mode and m is the slope of the decay. The 

derivation of the equation above can be found in [2.16]. 

 



Chapter 2: Modelling of Photonic Structures   

 

29 

 
Figure 2.5: Graph depicts the time decay of the E and H-field with their 

envelopes [2.11]. 

 

 

 

2.6 Modelling 1-D PhC Nanocavities   

As discussed earlier, the main aspects that are needed to model the nanophotonic 

structures are structure’s refractive index, neff distribution, source or excitation mode, 

computational area with PML boundary layer, modelling time and mesh size through 

the resolution grid. 

 

 In 2D FDTD modelling, the effective index, neff of the PhC planar waveguide 

was used. The neff is obtained using mode solver for effective index approximation 

available online [2.17].  
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Figure 2.6: GUI of mode solver program to calculate the effective index approximation 

of PhC waveguide [2.17].   

 

 

The effective index of SOI PhC waveguide, nw given as 2.83. Next, the plane wave was 

used for this modelling and was set at the wavelengths ranges from 1.3 – 1.8 µm for the 

full spectrum inspection. Later, it was set at smaller wavelength range to obtained 

reliable Q values. Based on the effective index approximation calculation, the 

evanescent tail of the mode decays at 0.5 µm. The modelling area must proportional to 

the PhC waveguide. Therefore, the PML area was set at 5 µm (x-direction) x 10 µm µm 

(y-direction) and 5 µm (z-direction) for 3D FDTD computation. This would provide 

sufficient space for the mode to reflect within the internal FDTD computation area and, 

or absorbed by the PML.  
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Figure 2.7: Result of the vertical distribution of TE mode in 0.22 µm thick of the PhC 

waveguide from the mode solver approximation program. The x-direction represents the 

vertical cut through the PhC waveguide [2.17]. 

 

 

One of the crucial parameters that contribute to the modelling accuracy is the 

mesh size or the resolution grid and where it is located. The period of the Bragg mirror 

holes in the PhC waveguides must aligned with the integer of the resolution grid [2.18]. 

The alignment reflects the periodicity in the PhC structures. The overall resolution grid 

was set at 10 nm and the overlap mesh size at the PhC period was set at 5 nm. 

 

 

 
Figure 2.8: Picture illustrates the association between PhC waveguide period, A 

and the integer number of resolution grid. For example, each periods are divided into 6 

x 6 cells.  

 



Chapter 2: Modelling of Photonic Structures   

 

32 

 

 Later, the 3D FDTD computation approach has been used to model the PhC 

waveguide structures. Apart from the additional PML area, most of the parameters in 

the 2D FDTD calculation remain the same. The modelling results were compared with 

Md Zain’s [2.19] previous experimental results. The results only show a slight different 

from the experimental with a lower Q values. Nonetheless, the modelling is to show 

better understanding of the PhC waveguide based on SOI. This helped to fabricate the 

sensor device for later experiments. The fabrication of the PhC waveguide is shown in 

Chapter 3 and the design of the PhC waveguide is given in Chapter 4. 

 

2.7 Conclusions 

This chapter outlined the modelling technique for the photonic structures. In 

general, the theories of the modelling have been discussed. The FDTD computation 

method was chosen because of it capability to model the high Q 1D PhC waveguides. In 

addition, by using Lumerical FDTD, the computations were faster with less 

computation cost. The parameters such as the source, boundary area and the mesh 

conditions play important roles to obtain accuracy of the modelling. 2D and 3D FDTD 

computation approaches have been used to model the structures to gain an overview of 

the device behaviours.	Chapter 2 explain the method used to extract effective index and 

the FDTD computation; meanwhile the design and simulation results are discuss in 

Chapter 4. 
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3.1 Introduction  

In this chapter, fabrication processes involved in developing PhC nanocavities structures 

are described. First, a brief introduction of material used in this work is presented, 

followed by an overview concerning the fabrication process flow. The fabrication process 

includes alignment markers, Silicon waveguides, membrane and block polymer coupler 

patterning using the Vistec VB6 electron beam lithography tool. The patterns were 

defined by dry-etch process using reactive ion etching for the waveguide slab while for 

the membrane definition, wet chemical etch using Hydrofluoric acid was used. In 

addition, block polymer coupling with inversed tapers method is discussed. The block 

polymer couplings improve the coupling efficiency and reduce strong Fabry-Perot 

oscillations effects during device measurement.     

 

3.2 Silicon-On-Insulator (SOI) Platform 

Sub-micron silicon strip waveguides on silicon dioxide insulation layer embedded 

on silicon substrates (SOI) have attracted a lot of interest to various research groups 

(IMEC, IBM, Cornell, NTT, Yokohama, MIT, JWNC.) [3.1–3.4]. SOI waveguides allow 

for the fabrication of extremely compact photonic circuits based on standard CMOS 

processing.  

  

The geometry of the SOI chosen for this work is silicon of 220 nm thick, 2 µm of 

embedded silicon dioxide, with a thick silicon substrate. The SOI from SOITEC was used 

for this work an outline of their ‘Smart-Cut’ technology [3.5] is shown in figure 3.1.  
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Figure 3.1: Smart-Cut technology process for SOI fabrication from SOITEC [3.5].  

 

3.3 Overview of the process flow 

The main processes involved in fabricating PhC nanocavities are summarized in 

the process flow as shown in Figure 3.2. Some of the process flows are routinely used in 

the James Watt Nanofabrication Centre (JWNC) cleanroom to fabricate devices. For 

example, multiple EBL jobs require markers for alignment. The process flow is divided 

into three main sections. These are fabrication of alignment markers for multiple EBL 

jobs (Figure 3.2 (a)), fabrication of the waveguide devices (Figure 3.2 (b)) and the 

fabrication of the coupling feeder waveguides (Figure 3.2 (c)). Thorough inspections and 

measurement are required after all EBL jobs and some repeated steps maybe needed (e.g. 

longer etching time).    
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(a)   (b)    (c)  

Figure 3.2: Summarized process flow of the fabrication process of PhC nanocavities. (a), 

(b) and (c) are fabrication steps in order.  

 

3.4 Wafer chip preparation 

In the fabrication process, Silicon-On-Insulator (SOI) was chosen to fabricate the 

optical waveguide structure. The SOI comes in 8 inches wafer and then was cleaved into 

20 x 20 mm sized chip. The cleaving was carried out in a semi-clean environment and 

sample was thoroughly cleaned before further process. An acetone and isopropyl alcohol 

(IPA) from Fisher Scientific and Sigma-Aldrich respectively were used for the substrate 

cleaning routine. The wafer chip was immersed into an ultrasonic bath in plastic beakers 

for 5 minutes each. The chip was not allowed to self-dry after each cleaning step and the 

excess of the IPA was blown away from the chip using a nitrogen gun. IPA has lower 

surface tension than water, and is not easily self-dried it is the preferred final cleaning 

step for high aspect ratio structures. Most of the wafer chip preparation processes were 

performed under the laminar flow hood condition in JWNC cleanroom except for 

cleaving. 
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3.5 Device Patterning 

Lithography is a common technique to transfer the designed pattern onto the 

surface material. During lithography, an energy source is used to modify the thin polymer 

layer called resist. There are a few types of lithography such as photolithography (light) 

[3.6], x-ray lithography [3.7], electron beam lithography [3.8], and focus ion beam 

lithography [3.9].   

 

Photolithography is common to CMOS technology. It is capable to mass-produce 

patterns using reusable mask plate, thus gives lower cost per unit device. A SUSS 

Microtec Mask Aligner 6 (MA 6), a photolithography tool was used to fabricate pattern 

for the master mould on microfluidic channel. 

 

The most crucial step in fabrication process is patterning of sub-micron structure 

with an accurate alignment. In this work, state-of-the-art, Leica Vector Beam 6 (VB 6) 

UHR-EWF electron beam lithography tool was used to fabricate device pattern. EBL 

provides high electron beam resolution and large depth of field for patterning. It is highly 

flexible to modify the design when necessary, therefore suitable for prototyping. EBL 

does not need a mask since it can write directly on the surface material. EBL tool uses 50 

or 100 keV electrons beam and able to produce a spot at the size of 4 nm widths and -

resolution of 0.5 nm [3.10]. However the ultimate resolution is determined by the resist 

and backscattered electrons that also expose the resist. 

 

In this work, both positive tone and negative tone resists were used during the 

fabrication process. Positive tone resists develop away at exposed regions, whereas in the 

case of negative tone resist, the developed region remains behind after development.  
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Figure 3.3: Schematic diagrams of positive and negative tone resist behaviour after 

development process. 

 

 

3.5.1 Alignment Markers 

The precision of the device patterning primarily depends on the relationship 

between the pre-existing alignments markers and planned patterns. In this work, the 

alignments markers were designed to align the EBL tools for each patterning jobs. The 

markers consist of a cross markers on the bottom and nine square blocks on each corner 

of the chip as shown in Figure 3.4. 

 

 
Figure 3.4: Schematic diagram of 20 x 20 mm wafer chip with the alignment markers and 

the pattern area 
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The alignment markers (sized 50 µm x 50 µm each) on the wafer chip were 

patterned using double layer high-resolution positive tone resist of Polymethyl 

methacrylate (PMMA) from MicroChem Corp. Both layers of 12 % 2010 and 4 % 2041 

PMMA were spun onto the wafer chip at 5000 rpm for 1 minute. After each resist layer 

was spun, the wafer chip was placed into 180 oC oven for at least 2 hours before the next 

process. This step resulted in evaporation of any residual solvents from the resist and 

generates stronger adhesion with the substrate. Commonly, e-beam exposure dose for 

PMMA ranges from 100 to 500 µC/cm2. In this process, the alignment markers were 

patterned onto wafer chip used a dose of 500 µC/cm2. The higher (12 % 2010) and lower 

(4 % 2041) sensitivity layers of PMMA, give 535 nm and 100 nm respectively. These two 

layers created an undercut profile, which prevents metallization at resist ledges; hence 

better metal lift off can be achieved. An undercut profile was realized after resist 

development process. The developer solution used is Methyl isobutyl ketone (MIBK) and 

IPA with a 1:1 ratio.  

 

Next, the wafer chip was placed into Plasma Oxygen Asher for 2 minutes at 20 W 

to give the surface stronger adhesion before metallization. A bi-layer of Nickel (Ni) and 

Gold (Au) were deposited onto the patterned wafer chip with the thickness of 20 nm and 

150 nm respectively. The metal lift-off process is attained by immersing the wafer chip 

into the acetone inside the temperature controlled of 40 oC hot water bath. The length of 

time for metal lift-off usually depends on the resist mask quality. For this work, wafer 

chip was left overnight in the immersed hot acetone. The metal layers were lifted off by 

air blown into the hot acetone using plastic pipet. The simplified process flow of 

fabricating the alignment markers is shown in Figure 3.5. 

 



Chapter 3: Fabrication Process 
 
 

42 

  
Figure 3.5: Process flow for fabrication of alignment markers. 

 

3.5.2 Waveguide definition 

The waveguide has been designed using optimized modelling specifications in Chapter 2. 

It is crucial for the device waveguide to have very stringent specification at nanometre 

scale precision. In the following sub-section, further thorough processes are presented 

due to its essential elements to realize the functional device. Figure 3.6 shows simplified 

preparation processes during device fabrication. 
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Figure 3.6: Process flows of pattern definition when using EBL. 

 

 

3.5.2.1 CAD Layout 

The device was designed using Tanner EDA L-Edit software, a layout editor 

commonly used for lithography. This is due to its capabilities to define different layers 

corresponding to different materials on the same layout during the fracturing stage. The 

VB6 is calibrated to operate at resolutions of 0.5 nm, 1 nm and 1.25 nm. The minimum 

grid size is set to 1.25 nm to give maximum writing field [3.10].   

 

Although the grid size or resolution was set to 1.25 nm, the minimum EBL spot 

size (SS) is 3 to 4 nm. The patterned was written in the set of circular points and the 

distance the two circular points is defined as beam step size (BSS). The relationship 

between these three factors can be illustrated in Figure 3.7. 
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Figure 3.7: Illustrate the relationship between beam spot size (BSS), resolution and spot 

size (SS). 

 

 

3.5.2.2 Fracturing & Proximity Effect Correction 

The pattern was designed using a well-known commercial layout design editor 

software, L-Edit from Tanner EDA. The design file then was exported to Graphic 

Database System II (GDSII) file format. Next, the EBL layout editor Layout Beamer 

software from GenISys was used to fracture the GDSII file. The design pattern that 

consists of exposed regions was ‘fractured’ into small trapezia in a period grid that 

corresponds to the 1.25 nm resolution set earlier.  

 

During EBL process, the electron gun generates a high energy beam at a suitable 

current density. The lenses are used to sharply focus the beam and scanned over the 

surface material. The electron beam energy for the VB6 was set at either 50 or 100 eV. 

These high-energy electrons causes electron to scatter through the resist and substrate as 

shown in Figure 3.8. The scattered high-energy electrons affect the exposure dose 

distribution where the developed pattern is wider than the scanned pattern.  The 

interaction between the resist and the substrate cause the primary beam electrons 

scattered outside the scanned pattern. This occurrence is known as the proximity effect 

and limits the size of exposed regions and in particular their proximity to other patterns. 

[3.20] In Layout Beamer, the proximity effect correction function was chosen to decrease 

this effect by adjusting the dose in the patterns. 
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Figure 3.8: Schematic illustrates the cross section of the resist and substrate during EBL 

process. ‘r’ is the lateral distance  that secondary electrons have scattered through the 

resist and the substrate [3.21]. 

 

 

3.5.2.3 E-beam Resist, EBL Exposure, Development 

As mentioned earlier, there are positive and negative tone resists. It is important to 

select the proper tone as the wrong tone can drastically increase the writing time. In this 

case, positive tone resist contribute to long writing time due to the larger features to be 

patterned. Therefore, negative tone resist is preferred. In the JWNC, option of negative e-

beam resist includes NEB31 from Sumitomo and Hydrogen Silsesquioxane FOX16 

(HSQ) from Dow Corning.  Characteristics of both NEB31 and HSQ are presented in 

Table 3.1 for comparison. 
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E-Beam Resist NEB31 HSQ 

Dose Level Low Dose High Dose 

Resolution High resolution for 30 nm 

features 

Ultra high resolution for sub 

10 nm features 

Dry Etch process Normal negative tone Hard negative tone (good 

for dry etch resistance) 

Issues Chemical-amplified resist, 

temperature is CRITICAL 

Development creates 

bubbles could cause under-

develop 

Cost GBP (£) per litre  5000 3564 

 

Table 3.1: Table presents the characteristics of negative tone e-beam resist of NEB 31 

and HSQ. 

 

HSQ was chosen due to its ultra high resolution and high dry etching resistance 

[3.11].  HSQ molecules arranged in a cage structure structures that consist of hydrogen, 

silicon and oxygen bonds (H-Si-O). EBL exposure breaks Si-H bonds and leaves Si-O 

bonds causing crosslinking similar to silica structures.  

  

 

 

 
Figure 3.9: HSQ structure [3.22]. 

 

 

 HSQ was initially diluted with Methyl isobutyl ketone (MIBK) at 1:1 ratio in a 

vial. The dilution was prepared fresh and used on the same day. It is noted that day old 

HSQ dilution can affect device features, which could hinder reproducibility [3.11]. HSQ 
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was spun on the chip at 3000 rpm for 60 seconds, which yields resist thickness of 220 nm 

[8]. The chip was baked at 90 oC in a vacuum hotplate for 2 minutes. Several dose tests 

were carried out to find best EBL exposure specifications. EBL exposure parameters used 

for the device waveguides were; 1500 µC/cm2, Variable Resolution unit (VRU) 4 and 

spot size of 9 nm. During the dose test, the cutoff dose for such structures ranged from 

1300 to 1500 µC/cm2, with the same parameters used. 

 

The development process was carried out in a laminar fume cabinet with 

TetraMethyl Ammonium Hydroxide (TMAH) at 25 % concentration in water used as a 

resist developer. The temperature was set to 23 oC at all times to remove the unexposed 

resist. To reduce bubbles during the development process, the wafer chip was agitated 

and rinsed twice with RO water in two different beakers. Next it was further cleaned with 

IPA. The development with TMAH, the double rinsing with RO water and IPA are 

performed for 30 seconds each. 

 

For large structures, the pattern usually is divided into several writing fields. 

Stitching errors can occur for such structures if different resolutions were used for writing 

large or small structures. This results from the accuracy of the line scanned during EBL. 

In addition, stitching errors also depends on the resist and doses used, which affect the 

back -scattered electrons during EBL. The stitching errors can be eliminated or reduced 

by maintaining the same resolution and dose for the same structure. Moreover, the 

backside of the chip must be cleaned to ensure there is no dried residual resist. This is to 

ensure the flatness of the chip during writing. In addition, double clamps can be useful to 

further improve the flatness of the chip. 
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   (a)      (b) 

Figure 3.10: SEM pictures of a waveguide with stitching error in the horizontal direction 

(a) and combination of vertical and horizontal direction (b) during EBL writing. 

 

3.5.2.4 Silicon Dry Etching 

The next fundamental step after the resist pattern has been transferred onto the 

chip is to transfer the pattern into the core (silicon) layer. This is achieved using dry 

etching where the unmasked area is removed by physical and chemical attack. Dry 

etching is preferable to wet etching due to uniformity of the structures and vertical 

sidewalls (anisotropic etch).   

 

Once the pattern of resist has been transferred onto the silicon layer, the chip is 

dry-etched using Reactive Ion Etching – Inductive Couple Plasma (STS-ICP) machine 

from Surface Technology System available in JWNC. The reactive plasma chemically 

generates high-energy ions under vacuum condition. These high-energy ions attack the 

surface of the material forming volatile products, therefore removing the patterned areas. 

 

 The dry etching of the silicon layer using STS-ICP machine consists of 

combination gases of SF6 – C4F8. In this process, the vertical sidewalls are produced by 

non-reactive mask film, and the horizontal surface is exposed. In the machine’s chamber, 

alternating gases produce an alternating etching and passivation process. The silicon 

etching gas is SF6 while the passivation gas is C4F8. The C4F8 gas in the plasma was 

deposited on the silicon surface prevent the fluorine from the SF6 to further etching the 

silicon. The etching and passivation gas alternate every 5 seconds during the cycle. The 
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combination of alternating cycles prevent the ions from sputtering the etched the silicon 

sidewalls [3.13].   

 

The above process has been previously described [3.14], however, further 

improvement are needed to fabricate the Bragg mirror holes according to specification.. 

The Bragg mirror holes in the waveguides must have smooth sidewalls to prevent 

variation of the effective index, which can change the mode distribution of the guided 

light. The parameters used in this work are listed in Table 3.2. 

 

Parameter Value 

Gas  

Flow (SCCM) 

SF6 

30 

C4F8 

80 

Platen Power (W) 12 

Coil Power (W) 600 

Pressure (mT) 10 

Etch Rate (nm/min) 120 

 

Table 3.2: Parameters of silicon waveguide dry etch process using RIE ICP machine. 

 

 

The etch time of the process to define the silicon waveguide was tested at one, 

two, and three minutes. It is known that increasing the etching time will increase the etch 

depth. At the shortest time (1 minute), the holes may not be fully etched since it is 

difficult for the ions to penetrate through the small gap. Meanwhile, at the longest etching 

time (3 minutes), the holes have been fully etched [3.14], but longer etching time may 

result in damage of the mask edges, thereby changing the geometry of the waveguides. 

Therefore the etching time for defining the silicon waveguide layer was set to two 

minutes.   
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(a)       (b) 

Figure 3.11 SEM pictures of over etched silicon waveguide damages the resist mask and 

over-etches to the silica layer, however the surface roughness of the sidewall is smooth 

and acceptable (a), while (b) shows fully etched Bragg mirror holes in the silicon 

waveguide. 

 

 

3.5.3 Silicon Membrane 

By removing the silica cladding on SOI, it is possible to increase Q factor of the 

cavity and its sensitivity to refractive index change [3.15]. This is because the confined 

mode in the silicon waveguide will be surrounded by air providing a high index contrast 

thereby increasing the confinement and Q factor. In addition, the active areas on both top 

and bottom side are expose the analyte. 

 

In order to remove silica cladding, a 15 % PMMA 2010 resist was spun on the 

chip gave thickness of 1200 nm. An EBL exposure and development was carried out to 

create a window for membrane definition (Figure 3.12).  
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Figure 3.12: Optical micrograph of PMMA window mask (dark rectangles) on the 

chip for membrane definition. 

 

The chip was immersed in Hydrofluoric Acid (HF) 5:1 (H2O:HF) ratio for 1 

minute. The wet etching rate was measured at 10-13 nm/s. Because HF can easily etch 

silica and wet the surface therefore, the chip must be is placed under running RO water 

for at least 5 minutes to remove the remaining HF. Finally, the chip was thoroughly 

blown dry using nitrogen gun. 

 

 

  
   (a)      (b) 

 

Figure 3.13: SEM pictures of etched silica beneath the waveguide device. (a) Birds eye 

view and (b) shown from the end of the suspended waveguide.  
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3.6 Waveguide Coupling 

Among the features that need to be considered when using silicon based 

waveguides are input and output light coupling into the device. This includes coupling 

efficiency, planar geometry of the end facets, noise per dB and equipment available in the 

lab. In this work, we explored two different approaches to couple light into the devices.  

 

3.6.1 Adiabatically tapered coupling method 

To attain single mode profile in a 500 nm width device waveguide, the coupling feeder 

waveguide is adiabatically tapered along 600 µm at 7o angle connected to the input 

waveguides of 2 µm width at both ends as shown in Figure 3.15. Since the feeder 

coupling waveguides have larger features than the device waveguides, it was written in 

different layer in L-Edit in order to reduce the writing time. However, this can induce 

misalignment, due to stitching errors during e-beam writing.  

 

 
 

Figure 3.14: Schematic design of coupling feeder and device waveguides. 
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The advantage of having the adiabatically tapered coupling waveguide technique 

is that it can be written and etched with the device waveguide using the same process 

while maintaining the single mode operation. In addition, it is easier to do 

characterization and measurement on the device without the need of alignment markers. 

Nonetheless, characterization measurements suffer from Fabry-Perot effects. The 

presence of strong Fabry-Perot oscillations of is due to reflectivity of the end facets 

forming a cavity. 

 

3.5.2 Planar inversed tapers with low index polymer 

block coupling method 

The adiabatically tapered coupling method resulted in strong Fabry-Perot oscillation 

effects. This strong oscillation can affect the resonance wavelength result. To reduce the 

strong oscillations we explore another option. The method of coupling light using the 

block polymers and inversely tapered the device waveguides has been used elsewhere 

[3.16, 3.17].  

 

The material used must have a lower refractive index than silicon . SU-8 resist is 

suitable because it can be directly written and beyond a wavelength of 400 nm, the 

transmission is greater than 95 %, indicating that SU-8 is optically transparent at the 

telecommunications wavelengths of 1330 nm and 1550 nm. This shows that SU-8 is a 

suitable material for optical waveguides [3.18]. 
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Figure 3.15: Graph shows transmission spectrums versus wavelengths of SU-8 resist 

from 350 to 800 nm (visible light range) and 1200 to 1600 nm (mid infra red). [3.18] 

 

The idea is to cover the silicon waveguide narrow tip with the relatively larger waveguide 

of SU-8 polymer. Silicon (index of 3.49) has comparatively higher index than SU-8 

(index of 1.52) waveguide. The light from the fibre travels to the large cross-section of 

low index SU-8 waveguide. The narrow silicon tip creates a gradual change of low to 

high effective index. Once the mode fully converted to higher index waveguide (silicon), 

the SU-8 waveguide can be neglected. The transformation of the mode from lower to 

higher or vice versa is bi-directionally efficient [3.19]. Hence, the coupling method is 

also applied to an output region. Ideally, the end tip would be zero width, however, we 

set the cross-section of the tip to 50 nm and a taper length of 300 µm. The SU-8 polymer 

waveguides dimension are 1 x 1 x 20 um (W x H x L).   
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Figure 3.16: Schematic of the waveguide with SU-8 polymer block for input and output 

coupling. The waveguide device was depicted in red and is planar inverse tapered down 

to a narrow tip. A transparent block of SU-8 polymer covered the input and output 

waveguides. 

 

  
(a)     (b) 

 
 

(c) 

Figure 3.17: Optical micrographs of HSQ pattern after development with (a) and without 

(b) oxygen plasma ashing surface modification. Without the surface modification, HSQ 

suffers serious adhesion problem towards the end of the tip (c) SEM micrograph of 

silicon end tip after dry etching. 



Chapter 3: Fabrication Process 
 
 

56 

 

The SU-8 polymer waveguide is fabricated as follows: The SU-8 2002 

(Microchem Corp) resist is pipetted out on top of the device chip and is spun at 2000 rpm 

for 30 seconds. The chip is placed on the hot plate for 1 minute at 95 oC. Next, the chip 

went through an EBL job for patterning. The chip is developed using EC Solvent for 1 

minute and rinsed with a fresh EC Solvent for 20 seconds and IPA for 2 seconds to 

remove the development debris.  

 

Although the fabrication of the polymer waveguide is straightforward, a test 

sample is need for the dose test and device inspection measurement. At high dosage, the 

SU-8 may cause additional cross-linkaging causing surface roughness. The advantages 

and the disadvantages using SU-8 as coupling method are shown in the table 3.3 in 

below.  

 

 

Advantages   Disadvantages 

 

The material is optically transparent at 

the targeted wavelengths. The polymer 

waveguides improve coupling efficiency, 

lower power usage; hence two photons 

absorption is avoided. 

 

 

The SU-8 polymer feeder waveguide is 

temperature dependent.  The material 

cannot withstand to elevated temperature 

for period of time. 

 

Table 3.3: Table shows the advantages and disadvantages of using SU-8 as polymer 

waveguides feed into and out of the device. 

 

 

3.7 Overall device design 

Generally, the device and the coupling feeder waveguides are designed and cleaved at 3 

to 4 mm in length, however, microfluidic channel system must be considered. Therefore, 

the chip is cleaved at 8 to 12 mm width to accommodate the microfluidic channel. 
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Finally, the device chip is ready to be characterized and analysed. Fabrication of the 

microfluidic channels will be further review in Chapter 5. 

 

 

 
Figure 3.18: SEM pictures of the fabricated silicon waveguide. 

 

 

 
Figure 3.19: Picture illustrated the design of complete feeder and device waveguide.  
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3.8 Conclusions 

To ensure the high quality of the device chip, all fabricated structures must be inspected 

thoroughly either by using optical microscope or SEM machine after each critical steps 

during fabrication. These critical steps include the work during EBL, development and 

etching process.   

 

The device was fabricated using both positive and negative tone e-beam resists for 

the planned specification. Hence, alignment marks were used to attain multiple step  e-

beam jobs. Defining the silicon waveguide devices is considered very crucial; hence the 

work must be done cautiously. This is due to presence of mirror holes and waveguides 

sidewalls that determine the effective index of the travelling mode. Slight changes on the 

dimensions would compromise the resonance wavelengths specification. 

 

The waveguides devices are coupled either by adiabatically tapered waveguides or 

using inverse taper waveguide with polymer block. However, the later method is 

preferable due to many advantages. The main reason is to avoid the strong Fabry-Perot 

oscillations on the measurement data. 

 

Fabrication tolerances are about 1-2 nm based on the mirror size measured. 

Although this may affect the wavelengths resonance location, however most of the 

measurements are based on the resonance shifts. To optimize the fabrication process, 

time and effort must be devoted to explore better techniques. All the apparent factors 

such as machine, environment and human factors must be considered. In the next chapter, 

the chip device is characterized and analysed.  
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4.1 Introduction 

This chapter starts with a brief historical review on the discovery of photonic crystal 

followed by discussion on the basic building block of the PhC nanocavities with regards 

to the properties of the material used, the design and device measurements. Highlights of 

the design, the modal adaptation principles, the limitation during the project and the 

solutions adopted are also explained.  

 

 

4.2 Photonic Crystal Nanocavities 

As mentioned in Chapter 1, Photonic Crystals (PhCs) have been widely used in 

the research of photonics. Since their first discovery in 1987 by Yablonovitch [4.1] and 

John [4.2], the Bragg mirror concept of periodic variation of refractive index has been 

intensely explored. They proposed the 3D photonic crystal as the platform for a complete 

bandgap. In addition, high Q cavities over the mode volumes are desirable to confine for 

a variety of devices including sensors. However, to date the fabrication of the 3D PhC 

with high Q structures are extremely challenging [4.3]. This leads researchers to opt for 

different approaches using less complicated structural properties such as 2D or 1D PhC 

structures. 

 

Initially, 2D PhCs became more of interest because of their relative ease of 

fabrication and compatibility to the current CMOS technology. 2D PhC cavities with Q 

factors of > 106 have been achieved by Noda’s group [4.4]. More research were 

conducted using numerous optical applications based on 2D PhC cavities [4.5 - 4.7]. 

Nevertheless, the 1D PhCs cavity structure is also relevant due to its capability to exhibits 

the same high Q factor values, with smaller geometric footprint than 2D and 3D PhCs. 

The idea of 1D PhC cavity was introduced by Foresi et al [4.8] in 1997. They used an 

approach of drilling periodic holes in a silicon optical waveguide with an extra spacer in 

the middle that acts as the cavity. However, the quality of the 1D PhC microcavities was 

poor and only been perfected in 2007 by Velha et al [4.9] and subsequently by Md Zain 

et al [4.10] whereby their devices able to reach the Q factors > 106. With this 

breakthrough, many optical applications and features such as optical switching [4.11], 
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bistability [4.12] and more were accomplished.  

 

The high Q 1D PhC nanocavity also makes it an ideal candidate to be used as an 

optical sensor. The trapped light is confined and cycled in the high Q PhC nanocavity. 

This phenomenon enables the optical sensor to have more interaction with the analyte in 

the cavity region. During the light lifetime in the cavity, the light is bounce back and 

forth between the Bragg mirrors interface and interacts with the analyte.  

 

 

4.3 The Design 

One of the key elements in the design of 1D PhC nanocavities for optical sensing 

is the capability to tune the position of the resonance of the devices while still producing 

the high Q values. The shifts of the resonance wavelengths peak is achieved by taking 

advantage of the ability to change the effective indices of the PhC optical waveguides at 

the cavity region.  Therefore, the design of an effective high Q PhC waveguide device is 

crucial for developing an efficient optical sensor.  

 

The material of the devices, SOI has been briefly discussed in section 3.2. The 

SOI consist of silicon layer as the guiding layer with a nominal thickness of 220 nm sits 

on the silica buffer layer of 2 µm thickness.  The working optical waveguide confines 

light at the guiding layer. The basic building block of the optical waveguide is to support 

single mode propagation. It has been noticed that the width of the optical waveguide can 

be varied, however, a 500 nm width is preferable because of the low loss feature while 

still supporting single mode propagation at a wavelength of 1.55 µm [4.13].  

  

In this project, the design of the 1D PhC nanocavities initially was adapted from 

the design of Foresi et al [4.8]. The devices consist of drilled periodic holes that act as 

Bragg mirrors. Light trapping was achieved using Bragg scattering and Total Internal 

Reflection (TIR).  This resulted in an optical resonance when a spacer (cavity) is 

introduced between the Bragg mirrors. The Q value was very low because of the huge 

scattering losses. When dealing with scattering losses in PhC cavity, it is important to 

consider that the fields do not abruptly terminate at the mirror boundary [4.14]. In 
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addition, the mismatch in the effective index mode of the pattern (mirror holes) and 

unpatterned (optical waveguide) resulted in the low Q values. 

 

 
(a) 

 
(b) 

 

Figure 4.1: Images illustrating (a) light scattering loss inside the waveguide cavity region 

resulting in the poor Q factors while (b) less scattering effects when tapering mirrors 

holes were added inside the cavity. The light blue arrows show the light propagation 

directions. 
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Figure 4.2: Basic design of 1D PhC cavity structure consists of periodic mirrors separated 

by a cavity. 

 

4.3.1 Period and Cavity 

Similar to 2D PhC cavity structures, the period, A is realised with a combination 

of photonic bandgap (PBG) and TIR. For 1D PhC structures, the periodic pattern of the 

lattice constant of high (silicon) and low (mirror holes) index material. The period is 

determined in one dimension only, for example; the x direction is the direction of light 

propagation while the width and thickness are in y and z directions respectively. The 

wavelength of the Bragg mirror or PBG is dependent to the refractive index and the 

period, A. While increasing the numbers of period, N will increase the reflection of light 

at the stop band [4.15]. 

   

   λ = 2 neff A      (Eq. 4.1) 

  

Another essential of the PhC optical sensor is the creation of a point of defect or 

cavity. This is the area where most of the active region of the sensor interacts with the 

analyte. It is reported in the literature that cavity can be created by simply changing the 

spacing between a pair of holes [4.16].  This basically creates two sets of Bragg mirrors 

from one shown in Figure 4.2. The spacing between the pair of holes creates a cavity 

region, which then alters the effective index of the waveguides. The cavity is affecting 

the mode to be pulled into the PBG. It is also noted that the spacer or cavity length is 

important in determining the quality factor of the PhCs. Variation in the cavity length 

allows the formulation of the high Q values. This is based on mode matching in the cavity 

length area. In Figure 4.3, 2D FDTD computations were simulated based on 6 periods of 

Bragg mirrors (N=6), mirror radius, r of 100 nm and variation of period length, A 
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between 300 and 360 nm. 

 

 
(a) 

 
(b) 

Figure 4.3: 2D FDTD computations of pass and stop bands (a) varying the period length 

on the middle of the Bragg mirrors (b) Bandgap of 6 period Bragg mirrors (N = 6) with 

various period length. 

 

 

4.3.2 Mode matching and optimization 

It is crucial to keep the scattering losses and mode mismatch in the cavity to bare 

minimum when designing 1D PhC nanocavity devices. The mode matching for the 

propagating mode is similar to the impedance matching problem in electronics.  The idea 

was to introduce tapering holes inside the cavity. The tapering holes help a smooth 

transition mode between the unpattern cavity and Bragg mirror holes. The tapering 

technique is necessary for the propagating mode of the cavity to create exponential decay 

into the Bragg mirrors. This can be achieved with multiple tapering holes. The Bragg 

mirror mode is slowly matched with the cavity mode [4.17]. This will increase the life 

cycle of the energy stored in the cavity. Therefore, the scattering losses are significantly 
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reduced while the Q value is exponentially increased (refer to Figure 4.4 (b)).  

 

 

4.3.3 Initial Results 

The designed structure was given A = 3.2r where r, radius is 100 nm. The cavity 

was set at 220 nm. The device was targeted to be centred at a wavelength of 1310 nm. 

Using 2-D FDTD computation, first taper holes were introduced with various 

displacements. The displacement was measured from the furthest (e.g. the period length) 

to the nearest possible Bragg mirror. The highest Q factor values were noted at an 

optimum tapering displacement.   

 

 

 
(a) 

 
(b) 

 

Figure 4.4: The tapering technique, (a) First tapering holes inside the cavity (b) 2D FDTD 

computed results of Q values of single tapering holes inside the cavity with various 

tapering hole displacement.  
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 Next, using the same technique, multiple tapering holes were introduced to creates 

an adiabatically conversion of the propagating modes. The high Q factor is achieved by 

increasing the number of tapering holes with optimum tapering displacements [4.18]. 

After forth-tapering holes, the Q values were increased significantly (refer Figure 4.5). 

   

 

 
Figure 4.5:  2D FDTD computed results of Q values of 1D PhC nanocavity from single to 

four aperiodic tapering holes inside with various displacements. The cavity length was 

adjusted to suit the targeted location at 1310 nm. 

 

 

In order to realise a higher Qs, extra mirrors in the period section were added. 

However, the transmission spectrum was reduced when additional Bragg mirrors were 

introduced. Refer Figure 4.6 (a) and (b). This is due to imperfect modal mismatching 

within the tapering design. One of the methods to increase the transmission spectrum is 

by introducing the periodic Bragg mirrors inside the cavity [4.19]. This method however 

shows a significant reduction in the Q values and the resonant wavelength was split. 

Nevertheless, this design is more suitable for telecom applications.       
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(a) 

 
(b) 

Figure 4.6: Computed 2D FDTD results show (a) significant increase of Q factor values 

when additional Bragg mirrors were added (5NT4 and 6NT4 are 5 and 6 Bragg mirrors 

with 4 tapering holes). 4N, 4NT1, 4NT2, 4NT3 and 4NT4 indicate 4 Bragg mirrors, 4 

Bragg mirrors with 1,2,3 and 4 aperiodic tapering holes respectively. (b) Graph shows 

transmission spectrum is drastically decreased when additional mirror holes were 

introduced.  

 

 

The designed devices were fabricated and measured using end-fire coupling 

technique for characterisation. From the measured spectrum transmission of the device, 

no resonant wavelength was detected near the simulated result, which is at 1290 nm. It is 
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possible that the resonant wavelength was undetected due to poor transmission. The next 

resonant wavelength peak was located at 1479.56 nm. The Q factor of the resonant is 

close to 500 and the transmission was barely 30 %. It is concluded that the resonance was 

impractical due to poor Q factors and low transmission. Moreover, the location is towards 

the end of the equipment detection range. 

 

 
Figure 4.7: The measured transmission spectrum of device working at 1330 nm. The 

transmission intensity was normalised to the unpatterned optical waveguide.  

 

 

4.4 1-D PhC nanocavities working at 1550 nm 

During the later part of this work, the design of the 1D PhC nanocavity was 

changed to suit the standard optical fibre wavelength of 1550 nm. It is known that 1550 

nm range offers lower dispersion and absorption characteristics for the silica cladding on 

SOI [4.20]. The structures were redesigned using the same method based in the 1550 nm 

range. In addition, the Bragg mirrors were tapered from outside and within the cavity.  

This creates a smooth conversion of the travelling mode from the optical waveguide 

through the cavity region. However, the tapering mirror holes were limited to three in 

order to reduce the losses in transmission spectrum. It was observed that the design of 1D 

PhC nanocavity is based on three elements; namely the Bragg mirrors, the tapering 

sequence, and the cavity lengths. [4.10]. In the new design shown in Figure 4.8, the 
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period, A from centre to centre of the Bragg mirrors was set at 420 nm and the radius, r is 

115 nm. The three tapering holes on the inside and outside of the Bragg mirrors are 

located from centre to centre of holes are 385, 355 and 355 nm and the radius are 105, 95 

and 85 nm respectively.  The function of outside tapers are similar to the inside tapers. 

They are used to reduce the mode mismatch between the patterned and unpattern 

waveguide. 

 

 
Figure 4.8: SEM micrograph of the fabricated device targeted working at 1550 nm range. 

 

The devices were fabricated using Vistec VB6, electron beam lithography and dry 

etch technology. They were characterised using the tunable laser covering the range 

between 1457 nm and 1580 nm. The devices were end-fire coupled from input to output 

of the optical waveguides with TE polarised light and were detected using germanium 

photo-detector. 

 

 

4.4.1 Cavity length arrangement 

The high Q factor strongly depends on the optimum length of the cavity. 

Therefore, on the devices, the cavity lengths, c were varied between 390 and 550 nm. 

Refer Figure 4.9 for the device experimental measurements of PhC nanocavity for N = 2. 

From the observation, the resonant wavelengths started to appear at c = 430 to 510 nm 

lengths. For the c = 390 and 410 nm, the resonance are not available because the cavity 

length is smaller than the period, A. On the longer side, (c = 530 and 550), the resonance 
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have reached the stop band and can compromised the end results.  

 
Figure 4.9:  Experimentally measured transmission spectra of PhC nanocavity devices for 

N = 2 with different cavity lengths displacement varying from 390 to 550 nm (legend).   

 
Figure 4.10: Q factors and resonance wavelengths location for various cavity lengths 

from 430 to 510 nm. The Q factor is estimated by a Lorentzian fitting of the peaks at the 

resonance wavelengths. 
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From the experimental results of the device with N = 2 (Refer Figure 4.10), the 

resonant wavelengths locations varied with their cavity lengths. Longer cavity lengths 

correspond to longer resonance wavelengths. This is because of the incremental increase 

of effective index at the cavity region. However, the Q factors are at a maximum value 

for the shorter cavity lengths corresponding to a smaller mode volume. 

   

 

4.4.2 Mirror strength 

Another important property to boost the Q factor on such devices is to increase of 

the number of periods, N at specific cavity lengths. This is because when the Bragg 

mirrors strengthened, the field penetrates lesser into the mirrors [4.21]. An optimum Q is 

depends on the specific cavity length for a given N (Refer Figure 4.11). However, when 

the number of mirrors increase, the transmission become more critical than with devices 

with less mirror holes. The losses, Lm are not dependent on N, but correspond to the mode 

profile mismatch at the taper section. In the literature, Q factors saturate as N increase 

over 4-5 due to losses located at the tapered section [4.9]. The mirror strength is 

determined by three parameters, all linked to relation; 

 

Rm + Tm + Lm = 1     (Eq. 4.2)  

 

Where Rm, Tm and Lm are modal reflectivity, modal transmittance and modal losses 

respectively.      
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Figure 4.11: The Q of the measured devices corresponds with the specific cavity lengths 

(450, 470 and 490 nm) for a given N.  

 

4.5 1-D PhC nanocavities membrane 

The cavity region plays significant roles when designing the PhC optical sensor. 

This is due to the fact that at the cavity, the travelling mode is bounced back and forth 

within the Bragg mirrors and interacts with the analytes. Therefore, one of the concepts to 

increase the sensitivity is by increasing the surface interactions [4.22]. This can be 

realized by removing the silica buffer layer cladding underneath the silicon-guiding layer. 

Hence, the field interacts with the analyte between the top and the bottom of the cavity. 

Moreover, it is noted that a suspended PhC nanocavity, or PhC nanocavity membrane can 

increase the Q factor [4.23].  

 

 The PhC nanocavity membrane devices were fabricated using similar methods 

described earlier with additional wet etching technology to remove the silica buffer layer 

underneath. The experimental measurement results were compared to the one with the 

silica cladding underneath (see Figure 4.12 (a) and (b)). For the comparison purposes, 

both devices were measured with specification of cavity length, c = 450, 470 and 490 nm 

and periodic mirrors, N = 3. From the observation, the resonant wavelengths peaks of the 

PhC nanocavity membrane were shifted towards the shorter wavelengths by 

approximately 15 nm. The shifts are particularly due to the reduction in the effective 
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index of the devices.   

 

 

 
(a) 

 
(b) 

Figure 4.12: Experimental results showing comparison of the PhC membrane with the 

non-suspended (Silica clad) PhC nanocavity. (a) Shifts of the resonant wavelengths peaks 

towards the shorter wavelengths when silica was removed and (b) Q factor comparison 

between the two devices. 
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for c = 450 nm. However, on the longer cavity length (c = 470 and 490 nm), the Q factor 

values are increase by 120 and 900 respectively. In other words, the Q factor value of 

PhC membrane started to show improvements for c = 470 and 490 nm compared to PhC 

with silica buffer cladding.  

 

Many attempts have been made to produce the high Q of PhC cavities with air 

cladding structures [4.24 - 4.25], but there are several arising issues for such devices. 

These include its mechanical stability, fabrication complexity and thermal dilation. In 

conclusion, even if the air membrane devices produce higher Q factor values compared to 

the silica cladding at a certain cavity length, the risk of having the membrane collapse or 

broken is not worthwhile for optical sensing purposes. 

 

4.6 Conclusions 

In this chapter, the work has reviewed the promising earlier results on PhC 

nanocavities devices with the silicon thickness of 260 nm. Initially, the devices were 

designed to work at 1310 nm wavelength range. However, the devices were redesigned to 

work in the 1550 nm wavelength range. This mainly because the 1550 wavelengths range 

offers lower dispersion and absorption characteristics for silicon. There are three main 

elements to consider when designing the efficient PhC nanocavities, which are the modal 

adaptation (tapering holes technique), the number of periods, N and the cavity length, c. 

In order to increase the surface interaction for higher sensitivity, PhC nanocavity 

membranes approach have been explored. However, although the devices provide the 

slight increment of the Q factor values, this is offset with issues of mechanical stability 

and fabrication complexity.   
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5.1 Introduction 

In the previous chapters, the design, fabrication, and some experimental results of the 1D 

PhC nanocavity devices were reviewed and analysed. In order to make the structures a 

complete optical sensing device, the design and fabrication of PDMS microfluidic 

channel system are presented in this chapter. The system setup and characterization of the 

complete optical sensing system were also discussed.     

 

 

5.2 Optical sensing system 

 There are many varieties of sensing system using optical, electrical and 

mechanical approach. Nevertheless, optical sensors are proven able to provide very high 

sensitivity, capable of measuring a wide dynamic range of wavelengths or frequencies, 

and have immunity to electrical interference [5.1]. One of the most common optical 

sensors that available commercially is fibre optic sensors (FOS). FOS is desirable due to 

their ability for remote sensing, they do not need electrical power and are able to be 

multiplexed to many sensors. Although FOS is considered small in size, their ability to do 

sensing at the submicron level is still uncertain.  

 

Photonic devices such as 1D PhC nanocavities are one of the interesting structures 

to be used as optical sensors. This is due to their submicron features and ability to detect 

the change of refractive index of the surrounding medium. Moreover, they have the 

potential to be integrated to a CMOS environment when using the silicon-based material. 

In this work, the optical sensor a 1D PhC nanocavity device is equipped with a 

Polydimethylsiloxane (PDMS)-based microfluidic channel system as the analyte 

transportation media.    
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5.3 PDMS Microfluidic Channel System 

5.3.1 Introduction 

Microfluidics channels provide a powerful platform for biological and chemical 

sensing.  In a microfluidic channel, small volumes sample, solvents and reagents or 

analytes are moved through micron scaled channel/s embedded in a chip. There are many 

methods to propagate analytes through the device. The use of capillary forces, which is a 

passive fluid control technique, the channel transports the analytes to desired location. 

Although there are other methods to channel the analytes such as using control pumps 

[5.2] or micropumps [5.3], the cost to fabricate the system using these methods is high 

and controlling the systems can be complicated. In this project, a passive straight 

channel-in approach was used for microfluidic channel system. The microfluidic channel 

chip is made from PDMS (Sylgard 184: two component base polymer and curing agent) 

commercially available from Dow Corning [5.4]. 

 

Miniaturized versions of PDMS microfluidic channels offer many advantages, 

including small volumes of analytes and easy fabrication. For valuable samples and high-

throughput screening, a small volume of analytes is crucial. Fabricated PDMS channels 

are capable of flowing analytes in a sub 60 nm cross-section channel [5.5]. In addition, 

the PDMS microfluidic channels are portable, low cost, versatile in design and most 

importantly are biocompatible. Once the master mould is made, it is generally fast and 

reliable to reproduce the microfluidic channels. Nonetheless, the small dimension of 

microfluidic channel system has the potential for integration with other miniaturized 

devices [5.6 – 5.7]. Furthermore, the PDMS microfluidic system is optically transparent 

down to 300 nm in wavelengths; hence it can be applied in the telecommunication 

wavelength range [5.8]. Finally, further integration with other photonic devices and using 

CMOS technology is possible [5.9]. The work aim to deliver the smallest possible liquid 

volume interaction with the sensing area. 
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5.3.2 Fabrication of Microfluidic Channel 

In this section, the fabrication of the microfluidic channel is divided into two sub-

sections. First described is the fabrication of the master mould and latter it discussed is 

the casting of the PDMS chip and bonding it with the silicon PhC waveguides chip. 

 

5.3.2.1 PDMS Master Mould 

Inverse Mask for Microfluidic Channel 

The procedures for the fabrication of PDMS structures for microfluidics have 

been described in detail elsewhere [5.10 – 5.12]. Initially, the mask of straight channels 

arrays for duplication channels pattern was fabricated. The mask can be used for master 

mould replication later. The specification of the channel was set to accommodate the 1D 

PhC nanocavity devices chip cleaved earlier. The microfluidic channel specification 

consists of two circular of 1 mm diameter wells connected end to end connected with a 

straight channel of 500 µm width and 10 mm length (Refer Figure 5.1). 

 

 

 
Figure 5.1: Specification of PDMS microfluidic channel 

 

 

Resist for mould and lithography 

To make the master mould, a cleaved and cleaned silicon wafer chip was prepared 

(using same procedures described in Section 3.4 in Chapter 3). For the further removal of 

contamination and good resist adhesion, the silicon wafer chip was placed into an O2 

Plasma Asher for two minutes at 60 W.  

   

0.5	mm 

10	mm 

1	mm 



Chapter 5: Microfluidic Channel System 
 
 

86 

 

Dow Corning SU-8 3050 (SU-8), a negative tone photoresist has been chosen as 

the mould due to its ability to attain vertical and smooth planar sidewall characteristics 

and is resilient after it has been hard-baked. A thickness of 50 µm SU-8 resist was spun at 

2000 rpm for 30 seconds onto the silicon wafer chip. The backside of the silicon wafer 

chip was cleaned to remove resist residues, which is essential to ensure that the chip is 

lying flat during photolithography exposure. The silicon wafer chip was placed onto a 95 
oC hotplate for 45 minutes. The chip was then left to attain room temperature and was 

inspected for the presence of any bubbles or wrinkles. If present, the chip was placed onto 

the 95 oC hotplate again. The repeated heating up and cooling down procedures helps to 

remove bubbles and wrinkles in the resist [5.11]. 

 

 Next, SU-8 resist is exposed to masked UV light using the MA 6 lithography tool 

to pattern PDMS inverse mould. A post exposure bake procedure was carried out before 

resist development. The silicon wafer chip was placed onto a 95 oC hotplate for five 

minutes. The SU-8 resist pattern was developed with EC Microposit solvent for 15 

minutes. Subsequently, the wafer was cleaned with a fresh EC Microposit solvent and an 

IPA for 10 seconds each in separate beakers. Later, the chip was placed into 180 oC oven 

for at least three hours to harden and make it resilient for mould replication. The inverse 

microfluidic channel made from SU-8 was characterised using a Veeco Dektak, 

profilometer tool to check the final thickness and was inspected under an optical 

microscope.  

 

Salinization process 

Finally, 2-3 drops of salinizing agent, Perfluorooctyltriethoxysilane 98 % (Sigma 

Aldrich) was added onto the master mould.  The master mould was placed in separate 

petri dishes and was put into a vacuum desiccator for two hours. This procedure will 

change the surface of the master mould to be hydrophilic, and further facilitate the 

releasing of PDMS chip from the master mould [5.13].     
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5.3.2.2 PDMS Microfluidic Channel Chip 

Casting and Releasing the PDMS chip 

PDMS base polymer and the curing agent was mixed in a 10:1 ratio in a plastic 

cup. The mixture was mixed well until it is milky due to the formation of air bubbles. The 

mixture was degased in a vacuum desiccator until all bubbles disappeared. This process 

took about 20 to 30 minutes to complete. Next, the vacuum desiccator was vented to pop 

large bubbles that still appear at the surface. The PDMS mixture was poured onto SU-8 

master mould wafer chip that has been fabricated (Refer to section 4.2.2.1). The PDMS 

was cured for at least two of hours in a 75 oC temperature oven. Subsequently, when the 

PDMS was hardened, it was cut to 8 mm x 15 mm (width x length) and was peeled off 

from the master mould chip using a scalpel. Finally, two small holes are drilled into the 

PDMS chip using a BD Microlance to produce inlets and outlets.  

 

Bonding PDMS chip with Silicon PhC waveguides chip 

The PDMS can bond to itself and to silicon-based substrate with the aid of an O2 

Plasma Asher. The surface treatment for bonding using the O2 Plasma Asher are carried 

out with silicon PhC waveguides chip and the PDMS chip (top side down) at a low power 

of 20 W for 20 seconds. In order to increase the interval time before the PDMS chip and 

silicon PhC waveguides chip permanently bond, a few drops of lubricant such as 

methanol was used. This procedure was performed to allow more time to allow precise 

alignment of the sensing area and the channel. The wafer was left for 30 minutes to 

ensure the methanol was evaporated completely.  

 

The replicated PDMS chips that have been fabricated and inspected have good 

uniformity with the initial batches, and show no signs of degradation. The master mold is 

considered suitable for further applications.  
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Figure 5.2: Figure illustrating the simplified steps in the fabrication of the PDMS 

microfluidic channel system, (a)–(d) UV photolithography in SU-8, (e)–(f) PDMS casting 

and bonding. 
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Figure 5.3: Illustration of PDMS microfluidic channel attached to the PhC nanocavity 

devices chip. The diagram is not to scale.  

 

 

5.4 Characterisation and System Setup 

In order to determine the spectroscopic response, the PhC nanocavity devices 

need to be characterised before they can be used in sensing application. In the previous 

chapter, the PhC nanocavity devices have been analysed and measured. In this section, 

the characterisation technique and the system set up are reviewed. It consists of the 

characterisation set up for PhC nanocavity devices and with the PDMS channel intact.  

 

The most straightforward assess the fabricated devices is by using the end-fire 

type apparatus. It has the capability to test and measure the transmission spectra of the 

patterned and unpattern waveguide structures in the plane of the sample. Hence, all of the 

devices considered in this project were measured using this method. In general, the 

devices, the fibre tip and magnification lenses were placed on a 3-axis translation stage, 

which was mounted directly on the optical table and manipulated precisely using 
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micrometer screws. The PhC nanocavity devices were measured using a tuneable laser 

shown in Figure 5.4 that source covering the wavelength range from 1460 to 1580 nm, 

1520 to 1620 nm and 1263 to 1330 nm. The first two covers devices based on 1550 nm 

wavelengths and 1310 nm for the latter. The devices were end-fired coupled to the optical 

waveguides with TE polarised light using a fibre tip and 40 X magnification objective 

lenses for the input and output respectively. The transmitted optical signal was modulated 

by a chopper at the frequency of 317 Hz and was detected using a germanium photodiode 

(photo-detector). Two polarizers were used in the set up. The first one, a rotatory 

polarizer was connected between the fibre tip and the lock-in amplifier and the next one 

is between the magnification lenses and the optical chopper. The rotatory polarizer is 

used to select the desired injected polarization, in this case a TE polarized light. An in-

house developed system using a LabView program from National Instruments [5.14] was 

used to synchronise the laser source and the lock-in amplifier. The whole system was 

control via GPIB ports on a PC. During each measurement, a camera was used to 

optimise the alignment of the devices in plane with the transmitted output signal.  
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Figure 5.4: Experimental setup used for characterisation of the fabricated devices. The 

blue square relates to the 40 X magnification lenses, sample and fibre tip in plane on the 

micro-positioner. 

 

 

The wavelength range generally used was between 1460 and 1580 nm for most of 

the experimental measurements. In the other case, the wavelengths range from 1510 to 

1640 nm was used using a fast oscilloscope. The tuneable laser is set to a wavelength 

range between 1510 and 1640 nm. The fast oscilloscope where connected with lock in 

amplifier and PC to extract the measurement results. This set up is capable of performing 

the continuous wavelengths sweeps over the entire range. However, some instability in 

the source power level was present when the tuneable laser approaching to the tuning 

boundaries. Typically, the input power used during the experimental measurements was 

set at 1 mW. The input power was set small to avoid any nonlinear effects of silicon such 

as two-photon absorption and free carrier effects [5.15] from occurring. The experimental 

measurements performed with a resolution limit by the tuneable laser of 1 pm. This is 

crucial for the optical sensors in order to detect a submicron change in response of the 
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system.  

 

The PhC nanocavity waveguides patterns were designed with various cavity 

lengths. Figure 5.5 shows one of the optical responses of an unpattern waveguide and the 

patterned waveguides. In some cases, the unpattern waveguides were used as references 

to analyse the throughput transmission of the PhC nanocavity waveguides. The PhC 

nanocavity waveguide measured in Figure 5.5 has the cavity length, c = 470 nm, periodic 

mirror holes, N = 2 and in air environment. The resonance wavelengths, FWHM and Q-

factor calculated are 1514. nm, 0.757 nm and ~2000 respectively. The waveguide is 

suitable for sensing due to its high FSR features and the resonance wavelengths is still 

able to shift (around 30 nm) to the targeted region (at 1550 nm range) when in contact 

with analyte (DI water as reference) environment. 

 

 

 
(a)       (b) 

 

Figure 5.5 Optical response of transmission spectra (a) unpattern waveguides and (b) 

resonance wavelengths of PhC nanocavity device with the specification of N = 2 and c = 

470 nm. 

 

 

5.4.1 System Setup for Optical Sensing 

In general, the PhC nanocavity devices were attached with the PDMS microfluidic 
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system with the inlet and outlet channels connected respectively to the syringe pump and 

the glass beaker for collection. A 5 or 10 ml sterile syringe and a micro pump APL1000 

(World Precision Instrument Inc.) were used to transport the analytes into the 

microfluidic channel. A polytetrafluoroethylene (PTFE) tube of 1 mm inside diameter 

was used as the tubing in the inlet and outlet channel. The schematic arrangements of the 

system used in the sensing experiments are shown in Figure 5.6 and 5.7.   

 

 

 
 

Figure 5.6: Schematic diagram of the partial experimental setup for the sensing 

applications incorporate with the microfluidic system.  
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Figure 5.7: Image of the actual experimental setup arrangement on the micro-positioner 

stage. 

 

 

5.5 Conclusions 

In this chapter, the design and the fabrication methods of the PDMS based 

microfluidic channel were presented. The design is based on the straight passage of input 

and output channel through the PhC nanocavity devices. The PDMS microfluidic chip 

can be easily fabricated using the duplication of the master mould. In the second part of 

the chapter, the characterisation and system setup of the PhC nanocavity devices for the 

sensing application purposes were reviewed. The characterisation of the devices is 

important to understand the optical frequency responses of the transmission spectra 

during the experiments.      
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6.1 Introduction 

This chapter consists of a series of optical sensing experiments: including the 

determination of flow rate stability and device repeatability of the system; application of 

different chemical solutions that have different refractive index; the use of glucose 

solution on different cavity lengths; and BSA protein sensing. Finally, experiments on 

the system thermal response to temperature variations are presented and discussed. The 

chapter ends with conclusions from the work.   

 

 

6.2 Optical Sensing Experiments 

6.2.1 Introduction 

As described previously, optical sensing techniques have been used because of 

their advantages over electro/electrical and mechanical systems. Optical sensors are 

immune to electromagnetic interference, and do not conduct electricity and are useful in 

many applications. One of the emerging areas for optical sensors application is the 

chemical and bio-sensing. The sensor system in this work is capable of detecting small 

volumes of analyte. In the following sub-section, a series of experiments have been 

undertaken to test the sensor system potential. 

 

6.3.2 Material & Method 

When waveguides with an internal photonic crystal cavity operate in an aqueous 

environment, the resonance wavelength detected in the output signal is affected by the 

analyte.  This is because of the analyte that acts as the cladding layer of the waveguide 

and consequently modifies the effective index on the sensing area. This results in the 

shifting of the resonance wavelength peak when various effective indices are 

introduced. 

  

One of the methods to detect changes in refractive index is to vary the 
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concentration in bulk solution of the analyte. In this work, different cavity lengths with 

different concentration of diluted glucose solutions were used to investigate the stability 

of the system, Q factor and sensitivity relationship. In addition, different known 

refractive index chemicals such Isopropyl alcohol  (IPA) (n = 1.3738) and Methanol (n 

=1.3284) have also been used.  Lastly, to determine if the system is capable of sensing 

bulk biological elements, different concentration of proteins from bovine serum albumin 

(BSA) were introduced. The experiment setup was described earlier in section 5.4.1 in 

Chapter 5 and was presented again in Figure 6.1.  The resonance wavelengths were 

detected in the output signal.  

 

Note: All analytes were stored in the same room as the sensor system 1 hour prior to the 

experiments were carried out. This is to remove the heat factors and to make sure the 

analyte and sensor system are at the same room temperature when experiments were 

carried out. The temperature of the experimental lab were set at T = 22 oC.  

 

 

 

Figure 6.1: The sensor system setup arrangement for optical sensing experiments 
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6.3.3 Evaluating aqueous flow rate stability in the 

system 

Initially, the acceptable flow rate of the analyte pumped into the system needs to 

be determined. This is to examine the stability of the system and the output signal 

during the analyte flowing through the device.  

 

 The experiment was set up as shown in Figure 6.1. De-ionised (DI) water was 

pumped into the device through the inlet and outlet of the microfluidic channel. The 

syringe pump was set to increase from 5 µl/min (very low flow rate) to 95 µl/min in each 

180 s interval. The experiment is important to configure the system’s stability and the 

resonance wavelengths’ consistency during continuous analyte flow through the system. 

All experiments in this section were carried out using PhC microcavity devices 

consisting of two mirrors with the cavity length of 470 nm. The laser resolution during 

this experiment was set at 2 pm range. 

 

6.3.3.1 Results and Discussion 

From the observation, during no flow of analyte through the sensor system, the 

resonance wavelength was detected at 1545.61 nm. This was set as the reference point 

of the experiment. The resonance wavelengths shifts from the reference point were 

taken and plotted into Figure 6.2. 
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Figure 6.2: The resonance wavelengths shifts with different flow rates continuously 

flowing through the sensor system 

 

The results indicated that the resonance wavelength was shifted in about 800 pm 

between 5 and 15 µl/min of flow rate. There are relatively small changes (of 150 pm) 

from 25 to 75 µl/min of flow rate. The flow interval is sufficient due to the changes was 

seen in resonance wavelengths. The large shift was possibly due to the temperature 

difference between analyte and the sensor system. Finally, the resonance wavelengths 

are stable with only slight changes; meaning the temperature in the analyte and the 

sensor system were in equilibrium. When the local temperature of the sensor system is 

changed, the density of the DI water was also changed which slightly alters its refractive 

index. From Figure 6.2, small shifts around 150 nm was seen between the flow rate of 

25 and 75 ul /min. 

 

The continuous flow of DI water in the sensor system was stopped at 95 µl/min 

due to analyte leaking from the channel inlet. The stability of the sensor system is 

compromised at a higher flow rates (95 µl/min). A possible solution is to have a larger 

channel to flow the analyte through the device. However, a larger channel may generate 

bubbles in the sensing area and lead to false readings. Nonetheless, the sensor system is 

able to withstand the continuous flow of the analyte at between 25 and 75 µl/min. This 

indicates that the sensor system is suitable to be used to investigate its optical response 

for further experiments. 
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6.3.4 Reusability of the Sensor System 

In general, the sensor system is cleaned thoroughly with DI water after each 

experiment when different analytes were to be used. As a preliminary step, to evaluate 

that the sensor system is capable to revert back to it original resonance wavelengths 

peaks, the different analytes were pumped continuously to observe the changes. The 

experiment also validates the ability of the sensor system to respond promptly to the 

changes in refractive index and analytes. In this experiment, the DI water and 5 % of 

glucose concentration solution were used to evaluate the system while the flow rate of 

the analyte was kept constant at 25 µl/min.   

 

 

6.3.4.1 Results and Discussion 

Continuous readings of resonance wavelengths were noted and then were plotted 

in Figure 6.3. From the observation, the initial DI water resonance wavelengths were 

noted at 1545.61 nm, and it was set as the reference point. At 350 s marks, the 

resonance wavelengths were shifted when the glucose concentrated solutions was 

pumped into the sensor system. The sensor system begins stabilised between 700 and 

800 s marks and gives resonance wavelengths of 1546.61 nm. The stabilisation time of 

700 s to 850 s is when couple of measurements were at the same resonance wavelength 

location, which is at 1546.61 nm. At 850 s marks, the sensor system was pumped with 

DI water rinsing and the resonance wavelengths were shifted and remain stable at 1000 

s marks and give 1545.58 nm. The resonance wavelengths shifts are shown in Figure 6.4 

(a) and (b). The slight decrease on the later DI water resonance wavelengths from the 

reference point is possibly due to the local temperature changes at the sensor area when 

introducing the different analyte.  

 

The switching time of the sensor system was less than 180 s. Nonetheless; this is 

due to the syringe swap from glucose concentration solution to DI water and back and 
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the length of the delivery tube. This can be further improved by having two syringe 

pumps connected to a controllable valve. With this, the switching time can be 

decreased. Nevertheless, it is shown that the system is capable to investigate optical 

response in the flowing analyte through the microfluidic channel. In this experiment, the 

normal tapers of the PhC nanocavity waveguides were used. Hence, the strong 

oscillation of Fabry-Perot is observed during the measurement results.  

  

  
Figure 6.3: The resonance wavelengths peaks (nm) according to the time (s) at the 

continuous flow of DI water-Glucose concentration-DI water experiment.  

 

 

  
(a) (b) 

Figure 6.4: Spectral transmission of resonance wavelength shifts from (a) DI water 

to glucose concentration solution (red shifts) and from (b) Glucose concentration 

solution to DI water (blue shifts).  
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6.3.5 Refractive index sensing  

Refractive index sensing is widely researched for vast number of applications 

[6.1-6.4]. This is due to the sensing methodology of providing the real-time results 

without the requirement of fluorescent labelling. Moreover, the preparation of the 

sample is easy and minimal. 

 

In this experiment, the refractive indexes of the analytes were predetermined 

from literature [6.4]. In this case, the sensor system was tested on DI water (n = 1.333), 

methanol (n = 1.3284) and IPA (n = 1.3738). It is noted that some of the solvents may 

swell the PDMS channel such as acetone [6.5]. Methanol and IPA were used as 

benchmarks to estimate the sensitivity, S (nmRIU-1) of the system.  

 

𝑆 =  
𝛥𝜆
𝛥𝑛 

          (Eq. 6.1) 

 

Where 𝛥𝜆 is relative resonance wavelengths and 𝛥𝑛 is relative refractive index. 

Meanwhile, the detection limit, DL of the system was defined based on the ratio of 

spectral resolution, R (2 pm) and the system sensitivity, S [6.6]. 

 

𝐷𝐿 =  
𝑅
𝑆  

(Eq. 6.2) 

 

While the Figure of Merit (FoM) of the sensor was given by the ratio of system 

sensitivity, S and Full Wave Half Maximum (FWHM) of the resonance wavelengths. 

   

𝐹𝑜𝑀 =  
𝑆

𝐹𝑊𝐻𝑀 

     (Eq. 6.3) 
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6.3.5.1 Results and Discussion  

Firstly, the resonance wavelength of DI water was obtained at 1546.87 nm. 

Then, the methanol was pumped through the microfluidic channel using different 

syringes.   The experiment was also repeated by replacing methanol with IPA using the 

same parameters.  

 

From the observation, when methanol and IPA were introduced, the resonance 

wavelengths peaks were measured at 1546.2454 nm (blue shift) and 1556.8952 nm (red 

shift) respectively. As a result, the resonance wavelength peaks shifted during methanol 

and IPA were achieved, from initial DI water is at 0.6246 to 10.0252 nm 

correspondingly. Based on equation (6.1), the estimated sensitivity of the system for 

measurement of DI water to methanol is 135.78 nmRIU-1 and between DI water and IPA 

is 245.72 nmRIU-1. In addition, the sensitivity of the system based on methanol and IPA 

measurement is 234.58 nmRIU-1. Meanwhile, the detection limit, DL for the sensor 

system is 8 x 10-6 RIU and the FoM is 307.15.  

 

 
Figure 6.5:  Resonance wavelength peak shifts of DI water, Methanol and IPA. Figure 

6.5 depicted the difference refractive index solutions such Methanol, DI water and IPA 

were used for RI sensing. Different refractive indexes behave to different resonance 

shifts.  
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Based on the limited results, it was demonstrated that there was a close to linear 

relationship between the resonance wavelength shifts and the refractive index change of 

the analytes tested. Hence, it is noted that the 1D PhC nanocavity devices the potential 

to be used as basic building block of the optical RI sensor. Further enhancement of the 

sensor detection limit can be achieved by increasing the Q values of the devices, which 

improves the precision of the resonance wavelength measurements.  

 

6.3.6 Glucose Concentration Sensing Array 

One of the most common analyte used to investigate the optical sensor 

capabilities is glucose solution [6.7-6.9]. This is because glucose solution represents the 

basic characteristics of glucose in blood and it is particularly important in the care of 

diabetes mellitus. Therefore, to develop a sensor system that can detect small volume of 

glucose in blood is very demanding.  

 

Nevertheless, in this series of experiments, various concentrations of glucose 

solutions (0, 10 and 15 % (by weight)) were used to study the relationship between the 

various cavity lengths (c = 450, 470, 490, 510 nm) and the Q factors. The resonance 

wavelengths for each cavity lengths with various glucose concentrations were 

measured. The sensor system was rinsed thoroughly with DI water immediately after 

each measurement was taken to remove any residual glucose solution. 

 

6.3.6.1 Results and Discussion 

The results are summarised in Figure 6.6. From the observation, the resonance 

wavelengths for each cavity lengths that correspond to varying glucose concentrations 

are as expected and showed the resonance peaks moved to the longer wavelengths. The 

change in refractive index of the analytes cladding the sensing area immediately 

changed the effective index of the sensor system. Changes of the effective index 

influence further changes of the light phase velocity in the sensor.  
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Figure 6.6: Resonance wavelengths of glucose concentration solution at 0, 10 and 15 % 

correspond with various cavity lengths, c. 

 

 

A near linear relationship between the resonance wavelength shifts and all of 

the cavity lengths were observed with respect to the glucose concentration solutions 

(see Figure 6.6).  However, the effects on the individual devices are different.  On the 

measurement results from 0 to 10 % of the glucose concentration, the devices with the 

highest Q factor values (Q ~ 8000 at c = 450 nm) realised the least shift while both 

devices with lower Q factor values (Q ~ 500 and 600 for c = 490 and 510 nm 

respectively) have the greatest shift. This is due to the cavity mode at this stage that are 

more sensitive to devices with the longer cavity length. This is shown in Figure 6.7. 

Moreover, this observation also occurred during the measurement of 10 to 15 % of 

glucose concentration, when the longer cavity lengths of 510 nm experience the longest 

shift compared to the one with shorter cavity length and higher Q factor values. 

Nonetheless, the resonance wavelength shifts are similar (around 1.5 nm shifts) for both 

high and low Q factor values devices (Q ~ 2000 and 900 for c = 450 and 490 nm). This 

is shown in Figure 6.8. This indicates that there is a “play off” between the cavity length 

and Q factor in determining the resonance shifts. Nonetheless, the effects of all 

resonance shifts are only a slight change from the lowest and highest shifts. This means 

that the longest and shortest shifts measured are around 2.5 and 2 nm respectively for 0 
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to 10 % glucose concentration and around 1.6 and 1.4 nm for 10 to 15 % glucose 

concentration. Hence, this leads to the nearly linear effect on all of the various cavity 

length devices correspond to the glucose concentration level. Nevertheless, it is noted 

that the sensor system can be improve if the devices have an ultra high Q factor value 

features. It is also observed that the higher glucose concentrations have the tendency to 

reduce the Q factor values of all devices. This may be due to the Bragg mirrors were not 

working as effectively as before and the cavity mode was scattered hence resulting in 

the lower Q factor values in higher refractive index medium. The affect of Bragg 

mirrors were not working is due to the reduction in the mode confinement; hence the 

coupling strength of the mirrors was weakening.  

 

  

 
 

Figure 6.7: Q factor of 0 % of glucose concentration and resonance wavelengths shift 

from 0 to 10 % of glucose concentration solutions according to various cavity lengths,  

c (nm).  
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Figure 6.8: Q factor of 10 % of glucose concentration and resonance wavelengths shift 

from 10 to 15 % of glucose concentration solutions according to various cavity lengths,  

c (nm).  

 

 

6.3.7 Protein BSA Sensing 

Bovine Serum Albumin (BSA) is a serum protein derived from cows and often 

used as a standard in the protein detection in biochemical experiments [6.9 - 6.16]. In 

this work, BSA is chosen because of its stability, it possess intermediate molecular 

mass, and it is widely used as standard in determination of protein concentration.  

 

Initially, DI water was pumped through the sensor system for 5 minutes for 

initial reading to mark as the baseline (0 % of protein BSA). Next, the diluted protein 

BSA concentrations (3.125, 6.25, 12.5) µg/ml were pumped for 10 minutes followed by 

a rinse with DI water again for 15 minutes respectively. This is to remove the analyte 

coverage area of approximate 5.5 mm2 (the size of the microfluidic channel openings).  

The PhC device specification chosen for this experiment is N = 2 and c = 470 nm.   

 

Acknowledgment: The BSA concentration solutions were prepared by Dr Mohd. Faizal 

Ghazali from College of Medical, Veterinary and Life Sciences, University of Glasgow.  
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6.3.7.1 Results & Discussion 

From the experiment performed, the list of measured resonance wavelengths 

correspond with each protein BSA dilutions were summarised in Figure 6.9. From the 

results obtained, it is shown that the sensor system are capable of detecting protein BSA 

as low as 3.125 µg/ml with the resonance wavelength shifts of 0.1857 nm. For 

comparison, the results achieved are superior than the 2D PhC waveguide [6.12] that 

has a larger estimated sensing area (>100 µm2) and detected 10 µg/ml with a resonance 

shift of 0.2 nm. The sensing area estimated for this work is 2.35 µm2 (consideration 

include the complete tapering mirror holes inside the cavity).  The sensor system is able 

to detect BSA concentration of 6.25 and 12.5 µg/ml with resonance shifts of 0.2867 and 

0.6918 nm respectively. Further comparison with other type of devices is listed in Table 

6.1. 

 

 
Figure 6.9: Resonance shift versus BSA concentrations  
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To evaluate the performance of the sensing system, literature review [6.13], 

suggests quoting the minimum concentration detectable. This is because the figure-of-

merit used to estimate the sensing capabilities vary from concentration detected (in 

terms of parts per billion, µM, particle/L), the bound mass (in terms of pg), or surface 

density (in terms of pg/mm2) and others. This would make the sensor difficult to assess 

and compare unless they uses the same merit.  

 

 

Type	of	device	
[references] 

Estimated	
sensing	surface	

(μm
2
) 

Minimum	
concentration	

recorded 
Resonance	shift,	
Δλ	recorded	(nm) 

Slot	ring	
resonator	[6.14] 

>250 0.042	μg/ml 2.5	(for	10	μg/ml) 

Slot	ring	
resonator	[6.15] 

21.84 17	μg/ml 0.1 

2D	PhC	
waveguides	[6.12] 

>100 10	μg/ml 0.2 

2D	PhC	
waveguides	[6.16] 

8.15 <	1	μM - 

2D	PhC	
waveguides	[6.11] 

50 	2	% 1.7 

1D	PhC	nano	
cavity	[our	device] 

2.35 3.125	μg/ml 0.2 

 

Table 6.1: Comparison with other type of devices for BSA protein detection. 

 

 

6.3 Temperature dependence  

The silicon material has a thermo-optic coefficient (Δn / ΔT) of 1.87 x 10-4 K-1 at 

295 K (22 oC) in the range of 1500 nm [6.17]. An increase of the temperature, ΔT will 

gives the thermo-optic effect to the original refractive index, n by the amount of Δn.  

 

    n’ = n + Δn     (Eq. 6.2) 
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Where n’ is the new refractive index. The changes in refractive index have an effect on 

the transmission spectrum, which leads to the shift in resonance wavelength peaks.  

 
𝛥𝜆
𝛥𝑇 =  

𝜆𝑜
𝑛𝑒𝑓𝑓

𝛥𝑛
𝛥𝑇  

          (Eq. 6.3) 

 

To investigate the effect on silicon-based sensor, temperature dependant 

experiments were carried out. DI water was used as the analyte because water generally 

has very high specific heat capacity. In order to determine localised effect on the sensor 

system, various temperatures of the DI water were taken into consideration, from low  

(8 oC), room temperature (22 oC) and high (35 oC).  

 

Firstly, the resonance wavelengths of the DI water at room temperature were 

obtained as the reference. It is noted that the thermo-optic response of the resonance 

wavelengths has a blue (shorter) shift and red (longer) shift for low and high 

temperature respectively [6.18]. Subsequently, the sensor system was pumped with the 

low temperature of DI water. The resonance wavelengths of the devices were measured 

continuously to detect the thermal response of the sensor over the period of 1 hour. 

Next, the room temperature DI water was pumped again for 1 hour. This is to make sure 

the state of the sensor system is back at room temperature. Then, the high temperature 

of DI water was pumped into the sensor system. The resonance wavelengths were 

obtained continuously for another 1 hour. The shortest and the longest resonance 

wavelengths for low and high temperature response respectively were taken.     

 

6.3.1 Results and Discussion 

The results obtained from the experiment are summarised in Figure 6.15. From 

the observation, the resonance wavelengths for low and high temperature DI water were 

shifted to shorter and longer wavelengths respectively as expected. This is due to the 

thermo-optic effect that has direct consequence to the effective index of the sensor 

system. The thermal response graph profile shown curve at the end was possibly due to 

the heat dissipation on the PTFE tubing. It is also possible that the local heating from 
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the DI water was not completely replicated at the sensor system. From here, temperature 

coefficient for the sensor system is calculated by (Δλ / ΔT) = 0.398 nm oC-1. It is noted 

that the temperature of the surrounding sensor system has an effect on the results. 

Hence, thermal factors need to be considered to ensure stability during the course of the 

experiment. 

 

 

 
Figure 6.10: Resonance wavelengths response with different temperature medium. 

 

 

Temperature	
(oC)	

Resonance	wavelengths	
(nm)	

8	 1538.45	
22	 1546.60	
35	 1549.21	

  

Table 6.2: Absolute measurement data of resonance wavelengths correspond to different 

temperature medium. 
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6.4 Conclusions 

In summary, we have tested the sensor system with several experiments that 

covered the aspects of stability, repeatability of the sensor, refractive sensing using 

methanol, DI water and IPA. The device relationship between Q and sensitivity using 

the diluted glucose solutions, BSA protein bulk sensing and temperature effect on the 

sensor system has also been measured. As most of the experiments carried out are made 

with materials of different refractive indices, it is crucial to understand that the sensor 

system is operates with changes in the resonance wavelength peaks. Higher refractive 

index analytes produce red shift and the lower refractive index analyte produced blue 

shift. Devices with different cavity lengths have similar sensitivity for various Q factors; 

however, the sensing system can be improved if the devices have an ultra high Q factor. 

It is noted that there is a play off between cavity lengths and the Q factor values. Longer 

cavity lengths may have the advantage of a larger sensing surface, while higher Q 

factors, in shorter cavities, allows interaction with the analyte as the light makes 

multiple passes of the cavity. The sensor system is also capable of bio-molecular 

sensing of non-specific species. The sensor system showed the ability to detect low 

concentrations of the protein BSA. Finally, in order to inspect the thermal response, the 

sensor system was locally heated using DI water at various temperatures. It is noted that 

in the course of the experiments, the thermal effect needs to be carefully considered. 

Both, the sensor system and the analyte need to be in the same temperature in order to 

eliminate the thermal transient effects.         
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7.1 Introduction 

This chapter covers the summary of the development of 1D PhC nanocavities and the 

results derived from optimisation and application of this sensor. In the end, the 

conclusions are drawn to describe the aim and objectives of this work. Finally, some 

potential future works for further improvement and impending effort for continuation of 

this research project are discussed.    

 

 

7.2 Summary and Conclusion 

In general, the main objectives of this work were to design, fabricate, 

characterise and utilise the 1D PhC nanocavities for optical sensor has been achieved. 

The sensor system were realised and investigated based upon the experimental work 

using 1D PhC nanocavity devices. 

 

In Chapter 1, a general overview of the photonic devices pertaining to optical 

sensor technology has been described. This provides the background information 

relating to basic building block of current transducers of the optical sensing system. 

Moreover, the concept of PhC has also been reviewed to provide an insight of it 

potential as an optical sensor.  

 

Chapter 2 begins with an overview of the method to model the photonic devices 

via solving the Maxwell’s Equations on electric and magnetic field, particularly FDTD 

computation technique using Yee algorithm configurations. This leads to the 

introduction of commercial software, Lumerical FDTD. Key elements of the modelling 

the photonic devices have been discussed including the sources and boundary 

conditions. Conformal mesh techniques enhanced the FDTD calculations accuracy near 

the structural boundary. Furthermore, the method of extracting Q factor by the slope of 

decaying mode envelope was reviewed. Finally, the chapter reviewed the 2D and 3D 

FDTD modelling of 1D PhC nanocavities prior to the fabrication process. The 
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modelling has been used to gain an overview of the device behaviour. 

 

Chapter 3 reviewed the device fabrication process based on the SOI substrate 

using the facilities in the JWNC. The optimisation on EBL and dry etching techniques 

increase the reliability and reproducibility of the devices. The steps of the fabrication 

process are listed in a sequential manner. In addition, the waveguide coupling of 

adiabatically tapered waveguides and inversed tapers with block polymer of SU-8 are 

discussed. The SU-8 block polymer is of lower index than silicon and this coupling 

method is preferable, as indicated by lower Fabry-Perot oscillations on the measurement 

data.  

 

In Chapter 4, the design of 1D PhC nanocavity devices is reviewed. The design 

is discussed in terms of the period, cavity and mode matching. The enhancement of the 

Q factor can be achieved by tapering mirror holes inside the cavity to reduce the 

scattering losses. Meanwhile, the outside tapering mirror holes provide smooth 

transition mode from the unpattern waveguide to the Bragg mirrors. However, 

transmission becomes critical because the losses correspond to the mode profile 

mismatch at the taper sections. The Q factor of the devices can be increased by the 

number of period; nevertheless, it is saturates at 4-5 mirrors. 

 

Chapter 5 starts with an overview of optical sensing system. The sensing system 

incorporates the microfluidic channel and the transducer devices. This chapter covers 

the design and the fabrication of PDMS microfluidic channel system. The straight 

channel system flowing on top of the waveguide devices was adapted to the sensing 

system. This chapter also reviews the characterisation of the 1D PhC nanocavity devices 

and overall sensor system that covers the spectral range at 1550 nm. It is important to 

understand the optical responses of the transmission spectrum prior to performing the 

experiments.   

 

In Chapter 6, several experiments were carried out to investigate the sensor 

performance. The sensitivity of various Q factors that corresponds to the different cavity 

lengths were studied. It is noted that there is a play off between cavity lengths and the Q 

factors. Longer cavity lengths may have the advantage of a larger sensing surface, while 

higher Q factors, in shorter cavities, allows interaction with the analyte as the light 
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makes multiple passes of the cavity. The sensor system sensitivity, S was measured via 

refractive index sensing experiment varying from 135.78 to 245.72 nmRIU-1 with the 

detection limit, DL of 8 x 10-6 RIU. The sensing area estimated is 2.35 µm2. Moreover, 

through the non-specific interaction experiment, bio-molecular proteins BSA protein as 

low as 3.125 µg/ml concentrations was detected. Finally, the sensor system thermal 

responses were measured. Better environmental control should be imposed in the future.   

 

 

7.3 Future Work    

The motivation to wholly replace the electronic devise with photonic devices is 

still unclear. Although the development of photonic community have flourished 

tremendously over the years in many areas, however, the question still lies in to what 

extent the photonic devices can form an inherent part of the current technology. The 

replacement would mean there would be a transition period where electronic and 

photonic devices are embedded in the same apparatus. Integrated optics such as PhC 

nanocavity based sensors are capable of label-free optical sensors operating as a lab-on-

chip. The PhC nanocavity chip is very small; hence the devices can be discarded after 

each use similar to Genelyte system [7.1]. The cost can be reduced because the devices 

uses silicon based technology. In this thesis, the work was initiated with modelling the 

devices via 2D and 3D FDTD computations prior to the fabrication process. It can be 

further improved by taking the advantage of the embedded code/script features in 

Lumerical software for multiple resonance wavelengths and Q factor values extraction 

in a single simulation. Hence, better understanding of the hole tapering technique can be 

realized in order to reduce the mode profile mismatch. There is also the opportunity to 

run more modelling via parallel computing.  The silicon fabrication has been established 

for more than a decade. Nonetheless, the fabrication techniques are still improving to 

provide robustness and reliability of the end results. In this work, the sidewalls of the 

waveguides roughness can be improved to reduce the scattering losses and have better 

light propagation. This can be done by the refinement of dry etching techniques and the 

use of higher contrast resist. The latest trend is for slotted waveguide structures [7.2-

7.3] to boost with ultra-high Q factor values and sensitivity. This certainly is beneficial 

to small optical sensor since it has larger sensing area coverage and temporally 
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overlapped time with analyte due to the PhC effects.  

 

  
Figure 7.1: Fabricated slotted 2D (left) and 1D (right) PhC nanocavities. 

 

The sensor system set up currently is connected to one syringe pump for analyte 

transportation. Multiple syringe pumps can be useful to facilitate the experiment by 

connecting them to the controllable valve/s. Analyte mixing is convenient to further 

explore the sensor capabilities in biological elements detection. Functionalised devices 

are accessible to carry out specific interaction binding experiment such as Avidin [7.3], 

Biotin [7.4] or DNA [7.5] detection. In addition, by preparing the surface treatment with 

thin layer of hydrophilic poly (ethylene glycol) (PEG) [7.6], both the nonspecific and 

specific interaction binding can be improved. 
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Appendix A 

FDTD Calculation based on Yee mesh cell 

The following six scalar (x,y and z) of partial differential equations are derived 

from Maxwell’s equation to form the basic of FDTD calculation; 

 

 
𝜕𝐻𝑥
𝜕𝑡 =  

1
𝜇
𝐸𝑦
𝜕𝑧 −  

𝜕𝐸𝑧
𝜕𝑦 − (𝑀 𝑠𝑜𝑢𝑟𝑐𝑒 𝑥 + 𝜎 ∗ 𝐻𝑥)  

   (Eq. 2.5) 
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𝜕𝑧 − (𝑀 𝑠𝑜𝑢𝑟𝑐𝑒 𝑦 + 𝜎 ∗ 𝐻𝑦)   

          (Eq. 2.6) 

 
𝜕𝐻𝑧
𝜕𝑡 =  

1
𝜇
𝐸𝑥
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𝜕𝐸𝑦
𝜕𝑥 − (𝑀 𝑠𝑜𝑢𝑟𝑐𝑒 𝑧 + 𝜎 ∗ 𝐻𝑧)  

          (Eq. 2.7) 

 
𝜕𝐸𝑥
𝜕𝑡 =  

1
𝜀
𝜕𝐻𝑧
𝜕𝑦 −  

𝜕𝐻𝑦
𝜕𝑧 − (𝐽 𝑠𝑜𝑢𝑟𝑐𝑒 𝑥 + 𝜎𝐸𝑥)  

          (Eq. 2.8) 
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𝜕𝐻𝑧
𝜕𝑥 − (𝐽 𝑠𝑜𝑢𝑟𝑐𝑒 𝑦 + 𝜎𝐸𝑦)  

          (Eq. 2.9) 
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1
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𝜕𝑦 − (𝐽 𝑠𝑜𝑢𝑟𝑐𝑒 𝑧 + 𝜎𝐸𝑧)  

          (Eq. 2.10) 

 

Where σ and σ* are electric conductivity (siemens/m) and total magnetic loss (ohms/m) 


