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Abstract

In the past decade, Machine Learning (ML) models have become a critical part of large scale
analytics frameworks to solve different problems, such as identify trends and patterns in
the data, manipulate images, classify text, and produce recommendations. For the latter (i.e.,
produce recommendations), ML frameworks have been extended to incorporate both specific
recommendation algorithms (e.g., SlopeOne [1]), but also more generalised models (e.g.,
K-Nearest Neighbours (KNN) [2]) that can be applied not only to recommendation tasks,
such as rating prediction or item ranking, but also other classes of ML problems. This thesis
examines an important and popular area of the Recommendation Systems (RS) design space,
focusing on algorithms that are both specifically designed for producing recommendations,
as well as other types of algorithms that are also found in the wider ML field. However, the
latter will be only showcased in RS-based use-cases to allow comparison with specific RS

models.

Throughout the past years, there have been increased interest in RS from both academia and
industry, which led to the development of numerous recommendation algorithms [3]. While
there are different families of recommendation models (e.g., Matrix Factorisation (MF)-
based, K-Nearest Neighbours (KNN)-based), they can be grouped in three classes as follows:
Collaborative Filtering (CF), Content-based Filtering (CBF), and Hybrid Approaches (HA).
This thesis investigates the most popular class of RS, namely Collaborative Filtering-based
(CF) recommendation algorithms, which recommend items to a user based on similar users’
preferences. One of the current challenges in building CF engines is the selection of the
algorithms to be used for producing recommendations. It is often the case that a one-CF-
model-fits-all solution becomes unfeasible due to the dynamic relationship between users
and items, and the rate at which new algorithms are proposed in the literature. This challenge
is exacerbated by the constant growth of the input data, which in turn impacts the efficiency
of these models, as more computational resources are required to train the algorithms on
large collections to attain a predefined/desired quality of recommendations. In CF, these
challenges have also impacted the way providers deliver content to the users, as they need
to strike a balance between revenue maximisation (i.e., how many resources are spent for
training the CF models) and the users’ satisfaction (i.e., produce relevant recommendations
for the users). In addition, CF models need to be periodically retrained to capture the latest

user preferences and interactions with the items, and hence, content providers have to decide



whether and when to retrain their CF algorithms, such that the high training times and
resource utilisation costs are kept within the operational and monetary budget. Therefore,

the problem of estimating resource consumption for CF becomes of critical importance.

In this thesis, we address the pressing challenge of predicting the efficiency (i.e.,
computational resources spent during training) of traditional and neural CF for a number
of popular representatives, including algorithms based on Matrix Factorisation (MF), K-
Nearest Neighbours (KNN), Co-clustering, Slope One schemes, as well as well-known
types of Deep Learning (DL) architectures, such as Variational Autoencoder (VAE), Multi-
layer Perceptron (MLP), and Convolutional Neural Network (CNN). To this end, we first
study the computational complexity of the training phase of said CF models and derive
time and space complexity equations. Then, using characteristics of the input and the
aforementioned equations, we contribute a methodology for predicting the processing time,
memory overhead, and GPU utilisation of the CF’s training phase. Our contributions further
include an adaptive sampling strategy, to address the trade-off between the computational
cost of sampling the dataset and training the CF models on the said samples and the
accuracy of the estimated resource consumption of the CF trained on a full collection.
Furthermore, we provide a framework which quantifies both the training efficiency (i.e.,
resource consumption) of CF, as well as the quality of the recommendations produced by the
said CF once it has been trained. Finally, systematic experimental evaluations demonstrate
that our methodology outperforms state-of-the-art regression schemes (i.e., BB/GBM) by a
considerable margin (e.g., for predicting the processing time of CF, the accuracy of WB/LR
is 160% higher than the one of BB/GBM), with an overhead that is a small fraction (e.g., 3-4

times smaller) of the overall requirements of CF training.
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algorithm/model/program to train/run on a given set of inputs;
C

complexity equation: a mathematical equation which accounts the size of the input and
describes the total time and/or space required by an algorithm to produce an output and
solve a problem;

computational resources: the hardware resources used by a model/algorithm to solve a
problem;

cost model: a method of determining the total number of resources and/or effort required by

an algorithm;
E

effectiveness: the degree to which an algorithm produces the desired/expected result; in CF,
effectiveness quantifies the degree to which a model recommends relevant content for a user;
efficiency: amount of computational resources used by an algorithm/model to solve a task

and produce an output;
M
memory usage: the amount of RAM utilised by an algorithm;

o

overhead: additional resources (e.g., time, memory) required by an algorithm to complete a

specific task;

P



performance: the amount of useful work accomplished by a system to solve a problem;

processing time: the time taken by an algorithm to train on a given input;

Q

quality: the degree to which information reflects an event or object; in CF, quality
of recommendations refers to how well do the recommended items reflect the users’

preferences;
S

sampling: a process through which a predefined number of values/observations are selected

from a larger population;
U

user satisfaction: the perception of a user on a system that they use; in CF, user satisfaction
is represented by the user’s opinion on the recommended items;
user-item rating matrix: a rectangular (2D) array which contains users as columns and items

as rows; the values represent the ratings given by a user on an item;



Chapter 1
Introduction

Over the years, Machine Learning algorithms, including Recommendation Systems (RS)
models, have played a key role in the development and success of large scale analytics
frameworks. However, the fast growing datasets often require huge computational power,
which usually translates into a high operational budget [11]. This challenge is also reflected
in the efficiency of the models, as more resources are required to train and retrain the
algorithms such that they attain good accuracy [12]. While these challenges are present in
many fields (e.g., estimating query processing times, selecting optimal planning algorithms,
etc.), RS have been identified as an area of particular interest, for both academia and industry,
where models consume large amounts of computational resources during training [13, 12].
Therefore, a vital challenge faced by recommendation providers is to decide how and when
the RS algorithms need to be trained, such that they reflect the rapidly changing user

preferences, and in turn, they produce relevant recommendations [13].

Recommendation Systems (RS) have been developed to address the information overload
problem, helping users to select appropriate items by narrowing down the number of choices
that are presented. This process is achieved through three approaches, namely Collaborative
Filtering (CF), Content-based Filtering (CBF), and hybrid methods. While in all approaches,
the goal is to produce tailored recommendations, which are in line with the users’ tastes and
requirements [14], CF-based models are the most widely utilised RS [3]. The motivation
behind the popularity of CF models comes from the fact that these algorithms produce
recommendations based on users with similar preferences. This approach (i.e., CF) outputs
recommendations of a higher quality than those obtained from CBF or hybrid methods
[14, 3], as the users’ tastes are taken into consideration. Furthermore, presenting the right
products to the users is dependent on (a) the content available from the providers, and (b)
the recommendation algorithm used. While the former is out of the scope of this thesis, we
concentrate our attention and efforts on the latter, with a particular focus on CF, as one of the

current challenges in deploying recommendation engines is which model should be chosen.
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This decision is based on the model’s effectiveness (i.e., the quality of recommendations), as
well as its operational constraints (e.g., processing time, memory overhead, etc.). To select

an appropriate recommendation algorithm, a set of evaluation criteria is required.

The evaluation of recommendation systems spans across multiple dimensions, such
as accuracy, relevance, novelty, diversity, as well as user and content providers’
satisfaction [14]. Over the years, the literature has established how one can evaluate the
recommendations along these dimensions and what tools/metrics can be used [15, 16, 17,
18]. However, the efficiency and resource consumption of recommendation models should
not be overlooked, especially for the algorithms with highly expensive training requirements.
Therefore, focusing only on the nominal accuracy of a recommendation model is a fallacy,
as there is an inherent trade-off between its efficiency (e.g., computational resources) and
the quality of the recommendations [19, 20]. Moreover, given the large design space with
numerous recommendation algorithms and implementations, it is often difficult to decide
which one should be selected given a recommendation task and/or a set of operational
requirements (e.g., how many CPUs/GPUs are available for training). Consequently, this
leads to the problem formulation and motivation of the doctoral work, as presented in the

next section.

1.1 Context and Motivation

It is often the case that a one-CF-model-fits-all solution becomes unfeasible due to the
dynamic relationship between users and items, and the rate at which new algorithms are
proposed in the literature. At the same time, the models need to be periodically retrained to
capture the latest user preferences and needs [13]. Companies then have to decide whether
and when to retrain their CF models, since the training time and memory usage are often
quite high (surely several orders of magnitude higher than the time it takes to produce a

recommendation given a trained CF [12, 13]).

Furthermore, high training times/resource utilisation also translate to expensive energy and
monetary costs for the content providers [12], and even raise concerns for damage to the
environment as a result of increased amounts of CO, emissions [21]. These problems are
further exacerbated by the ongoing data generation growth, identified by a recent study
released by Amazon [12] as one of the key factors which impact the scalability of CF
algorithms. Also, as described in [22, 23], the problem of limited computational resources is
worsening for Deep Learning (DL) CF algorithms, as most neural jobs fail because they run
out of GPU memory or the processing time is far too high. In addition, the implementation
of the CF models plays a critical role, as the same model can be implemented more or less

efficiently. For example, in [24] the runtimes of the two approaches presented vary by a
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factor of 600, making the more expensive implementation to become unsuitable for many

scenarios and recommendation tasks.

From the point of view of effectiveness, the problem of choosing a model is routinely
addressed by drawing random samples from the target dataset, training and evaluating the
candidate models on these samples, then using the resulting effectiveness figures as proxies
for the effectiveness of the model on the complete dataset [25, 26, 27]. Throughout the thesis,

we will refer to this approach as the black-box performance evaluation.

It is often the case that the more advanced a model, the higher its training time and the
higher the rate at which the latter increases as a function of the size of the input. This makes
the above sampling-based approach quite appealing, as the loss in accuracy is more than
offset by the gain in processing time. However, extending it to the prediction of efficiency
(training time, memory usage, etc.) over the complete dataset is far from straightforward. On
one hand, the sampling strategies typically used in the relevant literature fail to capture the
characteristics of the input that define the model’s efficiency [25, 26, 27] (see also Chapter 4).

On the other hand, the very processing time/resource consumption scaling characteristics
that make this approach appealing, also make efficiency prediction challenging; one can
no longer just use the resulting efficiency figures as proxies for the complete dataset but
rather needs to build a regression model to predict these quantities. To this end, we propose
developing regression models (Chapter 5 and Chapter 6) that try to quantify the constant
factors hidden by the time and space complexity analysis of CF algorithms. We call
this methodology the white-box (WB)' approach, as opposed to the black-box technique
described above. Furthermore, as part of this thesis, we revisit the sampling strategies used
for effectiveness prediction purposes, and propose a scheme whose output can be used to

offer accurate predictions for both effectiveness and efficiency purposes (Chapter 4).

Given the context above, let us examine Figure 1.1, which illustrates how a CF model is
selected. In step 1, users interact with various items (e.g., books, films, songs) generating
input data for the recommendation models, captured as URMs. Then, in step 2 of Figure 1.1,
several algorithms are trained and tested against the inputs, and during training, their
resource consumption (e.g., processing time, RAM, GPU), as well as the quality of the
recommendations (e.g., RMSE, NDCG) are examined. Furthermore, if one would like to
know which algorithm to use for producing recommendations, they would need to investigate
(a) the effectiveness (e.g., RMSE, NDCG) of the CF on the given user-item rating matrix,
and (b) the cost w.r.t. resource consumption (e.g., processing time, RAM, GPU) of the CF
model during training. While the former has been investigated in the RS literature [26, 25],

the latter (i.e., estimating resource consumption of CF) has received little to no attention.

'The term “white box” is also used to refer to simple predictive models, such as linear regression and
decision trees, that are easy to explain and interpret.
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Figure 1.1: Overview of the process of choosing a recommendation algorithm given a
recommendation task and a set of computational resources.

Consequently, there are two approaches for choosing the appropriate recommendation model
and predicting its resource consumption. The first one, depicted in step 3a of Figure 1.1,
involves having an expert in the field who knows how to tweak the knobs of the algorithms
or which one would fit within the operational constraints based on previous experience.
However, this approach might not be feasible for all recommendation providers, as smaller
establishments might not be able to employ and benefit from the knowledge of such experts.
To this end, we present the second approach, illustrated in step 3b of Figure 1.1, which does
not require specialist knowledge and involves a framework that predicts the efficiency (i.e.,
processing time, RAM, GPU) and effectiveness (i.e., quality of recommendations) of a CF
model without training it on the whole collection. For the scope of this thesis, we focus on
the latter (i.e., step 3b), contributing the white-box and black-box methodologies, as well as
an adaptive sampling component, which can be accurately applied, achieving a low error rate
(NRMSE), for estimating the computational cost of training both traditional and neural CF

models, with minimal effort and resource usage.

Predicting and modelling resource utilisation has always been a popular topic due to the ever-
growing data and the challenges associated with it (e.g., availability, security, consistency,
etc.) [28]. Over the years, different research communities have been working towards
building and optimising more efficient models to save energy [29, 30], and minimise resource
consumption [31, 32]. On this note, we channel our attention towards evaluating and
predicting the CF models’ resource consumption, a topic that the literature has largely

overlooked. Our work could be used by users (e.g., companies that use and deploy



1.2 Research Questions and Contributions 5

CF engines) to allow for better planning of resources, such as CPU and memory, to
be provisioned for their applications in cloud-based platforms (e.g., Google Collab [33],
Amazon Web Services (AWS) [34], etc.). This, in turn, could help cloud-based providers to
map the requested resources to physical resources better, maximising the number of users
who can use their services concurrently. Moreover, modelling the highly resource- and time-
consuming training stage of CF models is beneficial for both the research community and
industry, since these CF algorithms are frequently utilised in recommendation engines [35]

and evaluation studies [36, 27]°.

1.2 Research Questions and Contributions

Following the problem definition and research context above, we formulate the central
research questions (RQx) investigated in this thesis. For each RQ, we also provide the
contributions (Cx.y) that emerged from the work conducted. The research questions and

contributions are structured around each experimental chapter of this thesis.

Chapter 4 provides an overview of the current standard practice sampling techniques
[25, 26] for sampling a dataset, represented as an URM, with the purpose of estimating
the effectiveness of a CF model on the full dataset. This chapter also investigates whether
the current standard practice sampling approaches can be used for drawing samples from an
URM to predict the efficiency of a CF algorithm on the complete dataset. Based on these

challenges, we formulate the following research questions and contributions:

RQ1: How should we sample the base data (i.e., URM), such that the quality of the

predicted efficiency/effectiveness of a CF model is not harmed?

C1.1: An investigation into how current standard practice sampling strategies used for
effectiveness prediction perform in the task of estimating resource consumption
for CF models.

C1.2: An adaptive sampling strategy that dynamically draws samples from the URM to
jointly satisfy a user-defined Coefficient of Variation (CoV) and/or a predefined
resource constraint (e.g., maximum time quota) that can be used for both

efficiency and effectiveness prediction of CF algorithms.

C1.3: An experimental evaluation which compares the proposed adaptive sampling

strategy with the current standard practice approaches.

>These challenges were also discussed with industry professionals (e.g., Amazon, Netflix), as part of the
Doctoral Symposium in ACM RecSys 2020 [19], who highlighted the importance of model selection, training,
and deployment based on the available resources and the targeted effectiveness/accuracy outcome.
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RQ2: Given an upper sample size S% from a dataset, how do we determine when to stop
sampling based on the number of samples for which we obtain consistent resource
usage measurements (e.g., the processing times are in a tight interval measured using

the variance of the values)?

C2.1: A sampling algorithm that assesses the quality of the samples based on a given
confidence interval and a mean, and then decides if to further sample the URM

based on the operational time and memory constraints.

C2.2: An empirical study which analyses the variance and quality of the samples

produced with the proposed algorithm and adaptive sampling strategy.

Chapter 5 covers the efficiency cost models for predicting the resource consumption
in traditional CF algorithms. This chapter also illustrates and compares the two main
approaches for estimating efficiency, namely, the White-Box and Black-Box methodologies.

To this end, we present the following research questions and contributions:

RQ3: Given the processing times and memory usage of a CF algorithm on a subset of the

data, how can we quantify its expected time/memory consumption for the full dataset?

C3.1: An initial analysis into how the processing time and memory overhead scale with

respect to samples, drawn from URM, of different sizes.

C3.2: We conceptualised the baseline approach for estimating efficiency of CF models
using solely characteristics of the input and state-of-the-art regressors (i.e.,

Black-Box approach).

C3.3: We proposed a novel methodology for predicting the processing time and
memory overhead using complexity analysis and curve fitting primitives (i.e.,

White-Box approach).

RQ4: Can the efficiency and effectiveness of a CF model on the full dataset be predicted
using solely characteristics of the input (i.e., URM) and the efficiency of the CF model

on a set of samples?

C4.1: An empirical study which investigates the best state-of-the-art regressors for

estimating the efficiency of CF algorithms.

C4.2: An experimental evaluation which assesses the accuracy of the Black-Box

approach for predicting resource consumption for CF models.

C4.3: A comparative assessment across Black-Box based regressors for predicting the

effectiveness (i.e., quality of recommendations) for traditional CF algorithms.
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RQS5: How can we use complexity analysis to estimate the resource consumption of a CF

algorithm?

C5.1:

Cs.2:

C5.3:

A theoretical analysis of the time and space complexity for traditional CF models

using their implementations showcased in the popular Surprise framework [37].

An efficiency cost model based on time and space complexity equation (i.e.,
White-Box approach) for estimating processing time and memory overhead for

traditional CF algorithms.

An experimental study which compares the White-Box methodology against the
Black-Box approach, and efficiency cost models based on complexity equations

from the relevant literature.

Chapter 6 discusses the resource cost models for neural CF algorithms. As part of this

chapter, we investigate how resource consumption (e.g., processing time, GPU memory)

varies during the training phase of the DL CF models, as well as how it can be predicted

using characteristics of the input and different methodologies. This work led to the following

research questions and contributions:

RQ6: Given the processing times and GPU memory overhead of a neural CF algorithm on

a smaller sample of the URM, how can we estimate the overall processing time and

GPU memory of the trained algorithm on the complete dataset?

Ce.1:

Cé6.2:

Cé6.3:

Cé6.4:

A theoretical analysis of the time and space complexity for DL. CF models using

their implementations showcased in the Cornac framework [38].

An empirical study which determines how the processing time and GPU memory
vary with respect to the size of the input when one or multiple GPU cards are used

for training the CF model.

We extended the proposed White-Box and Black-Box methodologies to also

estimate training cost for DL-based recommendations.

A comparative assessment between the White-Box and Black-Box
methodologies, which evaluates the accuracy of each method for predicting

the resource consumption of neural CF algorithms.

RQ7: Given the effectiveness, measured as RMSE/NDCG, of a DL CF algorithm
on a smaller sample of the input, how can we predict the overall quality of
recommendations (e.g., RMSE, NDCG) of the model on the full collection (URM)?

C7.1:

An initial investigation into how the effectiveness of a neural CF model varies
across inputs/samples of different sizes when the model is trained on one and
multiple GPUs.
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C7.2: An experimental evaluation of various off-the-shelf standard practice
predictive models (i.e., Black-Box approach) used to estimate the quality of
recommendations produced by a DL CF algorithm on a complete dataset given

its effectiveness on a set of sub-samples.

1.3 Thesis Statement

This thesis argues that the resource consumption of the CF models during training phase
can be estimated using characteristics of the input (i.e., URM), sampling-based probabilistic
analysis, and efficiency cost curves. The scope of this work is threefold: firstly, we map the
design space by examining state-of-the-art CF algorithms, including traditional and neural
approaches, with respect to different characteristics, such as algorithmic complexity, internal
representation of input data, sets of computations, etc.; secondly, we show how efficiency
cost models can be used to predict the CF algorithms’ performance, based on the white-
box and black-box approaches; finally, we provide an evaluation methodology that assesses
the CF models on accuracy (i.e., quality of the recommendations) versus training cost
(e.g., processing time, memory overhead) curves, by exploiting the efficiency-effectiveness
trade-offs and limitations present in the implementations, and experimenting with different

sampling techniques.

1.4 List of Publications

The material presented in this thesis has been peer-reviewed in several venues (i.e.,
conference, workshop, journal). Some of the studies are already published and others are
under review, as noted below. The work conducted in the Ph.D. spans across the following

categories:

* conceptual and theoretical developments towards modelling resource consumption for

CF algorithms during their training phase;

* efficiency cost models to predict computational requirements for traditional and neural
CF models;

* several experimental evaluations.

Ideas developed in this thesis contributed to a paper (P1) published in the RecSys '20
Doctoral Symposium. In this work, we formalised the problem of efficiency estimation for
CF algorithms, conceptualised the resource cost models, and gathered feedback from experts

in the field from both academia and industry.
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P1: Iulia Paun. 2020. Efficiency-Effectiveness Trade-offs in Recommendation Systems.
In Proceedings of the 14th ACM Conference on Recommender Systems (RecSys ’20).
ACM, Rio de Janeiro, Brazil, 770-775

A central piece of the doctoral work has been dedicated towards building and evaluating the
efficiency cost models for CF algorithms. To this end, we initially proposed and developed
efficiency (i.e., processing time) cost models for traditional CF algorithms (see Chapter 5),
using the White-Box and Black-Box approaches as presented in P2, and augmented to also
estimate memory consumption in P3. Then, an adaptive sampling strategy (see Chapter 4)

was conceptualised in P2 and further described and evaluated in P3.

P2: Iulia Paun, Yashar Moshfeghi, and Nikos Ntarmos. 2021. Are we there yet?
Estimating Training Time for Recommendation Systems. In Proceedings of the Ist
Workshop on Machine Learning and Systems (EuroMLSys). ACM, Edinburgh, United
Kingdom, 1-9.

P3: Iulia Paun, Yashar Moshfeghi, and Nikos Ntarmos. 2021. White-Box: On the
Prediction of Collaborative Filtering Recommendation Systems’ Performance. ACM

Transactions on Internet Technology (TOIT). [Under Review]

Following the investigation of modelling resource consumption in traditional CF models, we
centred our attention towards estimating the efficiency (e.g., processing time, GPU memory)
in neural CF algorithms (see Chapter 6). This study is in preparation to be submitted towards

peer-review and publication as part of P4.

P4: Iulia Paun, Yashar Moshfeghi, and Nikos Ntarmos. 2021/2022. Modelling Resource
Consumption in Neural CF Models.

During the doctoral studies, apart from modelling efficiency in CF models, other research
directions, such as graph clustering for graph-based recommendations, and context-aware

recommendations, were explored and led to the publications listed below.

PS: Ivan Kyosev, Iulia Paun, Yashar Moshfeghi, and Nikos Ntarmos. 2020. Measuring
Distances Among Graphs En Route To Graph Clustering. In Proceedings of the 5th
IEEE Workshop on Advances in High-Dimensional Big Data (AdHD). IEEE, Atlanta,
GA, USA, 3632-3641.

P6: Conor Morgan, Iulia Paun, and Nikos Ntarmos. 2020. Exploring Contextual
Paradigms in Context-Aware Recommendations. In Proceedings of the 4th IEEE
Workshop on Human-in-the-Loop Methods and Future of Work in Big Data
(HMData). IEEE, Atlanta, GA, USA, 3079-3084.
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1.5 Thesis Outline

This section presents the structure of the remaining chapters of the thesis and summarises

the content illustrated in each chapter.

Chapter 2 provides a brief overview of the Information Filtering Systems (IFS) field,
with a particular focus on Recommendation Systems (RS). We discuss the main classes
of recommendation models and present the standard practices of evaluation for RS.
Then, we detail the most popular and recent CF algorithms, including both traditional
and neural approaches. This chapter also highlights the related work for performance
modelling in CF algorithms, previously proposed in the literature, addressing topics
of interest, such as sampling-based performance estimation, efficiency/effectiveness cost
models, approximating probabilistic analysis, etc. Finally, the last section of this chapter
presents adjacent previous studies, conducted in the doctoral work, which led to the problem
formulation of efficiency prediction for CF models, and the core research presented in the

following chapters.

Chapter 3 provides an overview of the theoretical methods for estimating the CFs’
performance (i.e., resource consumption and recommendations’ quality). Initially, we
present the proposed framework for sampling the input, training the CF on the samples, and
predicting the overall efficiency and effectiveness of the CF models. Then, each component
of the framework (i.e., sampling strategy, White- and Black-Box models) is described in
more depth. Additionally, we discuss the Surprise [37] and Cornac [38] frameworks utilised
to investigate traditional and neural CF, respectively. Lastly, Section 3.5 illustrates the
hardware and environment used for the experiments, the datasets on which the CF algorithms

have been trained, as well as the implementation details for the proposed methodologies.

Chapter 4 presents our proposed adaptive sampling approach, which given an URM,
draws samples that can be used for both efficiency and effectiveness prediction. Then, we
compare our sampling algorithm with the standard practice sampling baseline, focusing
on the accuracy of the predicted processing times and the effectiveness (i.e., quality of
recommendations) of CF models. The empirical study demonstrates that standard practice
sampling techniques cannot capture the complexity characteristics of the base data, and
hence, a different approach is needed for efficiency prediction. This chapter also covers
RQ1 and RQ2 showcasing how the quality of the samples can be gauged, and how to stop
sampling the dataset to jointly satisfy a user-defined Coefficient of Variation (CoV) and/or a

predefined operational constraint (e.g., maximum sample size, maximum time budget).

Chapter 5 implements the efficiency cost models for traditional CF algorithms. This work
firstly addresses RQ3 with an initial investigation into how efficiency can be quantified in CF

models, what are the current state-of-the-art methods for performance prediction, and how
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can we accurately predict processing time and memory overhead using complexity analysis.
Then, we showcase the baseline solution for efficiency prediction using characteristics of
the input and the best off-the-shelf regressors (i.e., Black-Box approach) covering RQ4.
Furthermore, this chapter presents the proposed resource consumption cost models for CF
algorithms using the White-Box methodology. As part of answering RQS, we provide
an implementation-based complexity analysis for traditional CF models, followed by our
proposed efficiency cost model for estimating processing time and memory overhead during
the training phase of CF models. Finally, we report a comparative assessment of the
White-Box and Black-Box methodologies, highlighting the benefits and limitations of each
approach.

Chapter 6 illustrates how efficiency can be modelled in neural CF algorithms. As part of this
work, we investigate how processing time and GPU memory utilisation vary while training
the neural CF models on inputs/samples of different sizes using one and multiple GPU cards.
To this end, we analyse the training cost of the DL CF models, and answer RQ6. As part of
this research question, we build a framework that measures and records the processing time
and GPU utilisation of the various neural CF algorithms. Then, we use these measurements
with the proposed White-Box and Black-Box approaches to compute the training cost of DL
CF algorithms, and discuss the trade-offs of each method. In this chapter, we also extend
the previously mentioned framework to also capture and log the effectiveness of the neural
models, which will be further used in conjunction with the adaptive sampling strategy to

predict the accuracy of the models on the complete datasets as part of RQ7.

Chapter 7 summarises the work that was undertaken in the Ph.D., and revisits the
contributions and research outcomes. Then, we review potential directions and ideas for

future work, and discuss any limitations that have not been outlined before.
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Chapter 2
Background

This chapter provides an overview of Information Filtering Systems (IFS) with an
emphasis on Recommendation Systems (RS). We explain the different types of inputs and
recommendation tasks found in the literature, as well as the three main methodologies for
producing recommendations: Collaborative Filtering (CF), Content-based Filtering (CBF),
and Hybrid Approaches (HA). Then, we describe the main evaluation techniques for RS,
noting the lack of efficiency-oriented approaches, and why this evaluation dimension should
not be overlooked. Furthermore, we outline the common architectures of deep neural
networks for RS. Section 2.2 presents the traditional and neural recommendation algorithms
investigated in this thesis, covering an important area of the RS design space. In particular,
we explored and chose representatives from each main family of recommendation models
with the goal of predicting their efficiency as presented in Chapter 5 and Chapter 6. Finally,
Section 2.3 discusses the related work for the performance estimation problem. To this end,
we first review efficiency-oriented studies for CF; in particular, we highlight the scarcity of
these works, as well as the need of developers to report on the complexity of their proposed
solutions. Furthermore, we describe what are the common practice methods for predicting
the accuracy/effectiveness of the CF models using characteristics of the URM. Then, we
illustrate the use of asymptotic complexity (i.e., estimating the time or space required by a
CF as function of the size of the input) in empirical studies, as well as how the resource
consumption prediction problem is tackled by different research communities, emphasising
its importance and the challenges associated with it. The last part of Section 2.3 presents the
current approaches for evaluating the effectiveness of CF recommendation algorithms using

standard practice sampling techniques. Finally, a summary of the chapter is outlined.
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2.1 Information Filtering Systems

2.1.1 Overview

The recent growth in data generated by users’ interactions with digital media has led to the
need of summarising and filtering the information that is being collected and processed. The
field of Information Filtering Systems (IFS) is focused on how large volumes of data are
managed and presented to the users [39]. The scope of IFS is to select only the data that is
relevant for the users and help them with the information overload problem. IFS have seen
many developments in the past decades, such as filters for search results on the Web, email
filters based on personal preferences and predefined rules, filters designed for children to

give them access to only suitable pages and applications [39].

In this thesis, we explore the IFS that are related to and based on the IR systems. Some
works [40, 41] present IFS as a sub-type of IR, with the common aim of filtering the
information to aid users in their choices. However, there are some differences between IFS
and IR outlined as follows. Firstly, in IR, the users’ needs for information are represented
as queries, while in IFS, these needs are captured in user profiles. Secondly, in IR users
do not have to be registered on a platform to input a query (i.e., usually search engines do
not require an account) [41]. In IFS platforms, users have accounts and/or profiles with
particular attributes that represent their preferences. Finally, IR chooses items (e.g., pages,
documents) that match a given query, while in IFS, the information that comes from various
sources is processed and only items from certain categories are presented to the users based
on their tastes and previous interactions [41]. A special case of IFS are RS, which focus
on modelling and predicting users’ preferences with respect to a set of items [42], based on

various attributes and methodologies as described in the next sections.

2.1.2 Recommendation Systems

Recommendation Systems (RS) are a collection of tools and techniques that have been
designed to alleviate the information overload problem [14]. This problem is often
encountered when there is an overwhelming amount of choices (i.e., referred to as items
in RS literature) and a person (i.e., user) does not know which one to choose, explore or
interact with [3]. To facilitate the selection process, RS produce personalised suggestions
based on users’ tastes and preferences. This process is not only increasing user satisfaction
[15], but also contributing to revenue maximisation across the content providers [13].
Recommendation engines are relying on the fundamental principle that relationships exist
across user-item interactions [3]. For example, based on this principle, users who enjoy

science fiction novels will more likely be interested in the same literary genre, rather than a
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different one (e.g., historical). The more a user interacts with a certain category of items, the
easier it is to construct recommendation models [14]. These interactions are often captured
and referred to as ratings. Thus, given a set of users, a set of items, and a collection of ratings,

one can build an User-item Rating Matrix (URM) [3] as described in the next paragraph.

In RS, a URM provides a numerical representation of the user-item interactions. In practice,
it is built using the users’ IDs/names as the columns of the matrix, and the items’ IDs/names
as the rows of the matrix or vice-versa. For each user-item pair, if the user interacted with the
item, a rating, which can be numerical (e.g., 1 — 5) or binary (e.g., like/dislike), is placed in
the corresponding cell of the matrix as seen in Figure 2.1. However, if a user did not interact

with an item, the cell will be left blank with no rating value.

Lily Dan Ann Bill

Salad

Pizza

Steak

Chips

Figure 2.1: An example of an User-item Rating Matrix (URM). The red cross denotes the
user-item interaction or relationship.

Once the URM has been built, recommendation models learn the relationships and
dependencies across users and items and once they are trained, they can predict if a certain
user will enjoy a new item or not. Over the past decades, RS emerged as a popular topic
in both academia and industry, which led to the development of many recommendation
algorithms [3]. While there are different families of recommendation models, three main
classes of RS stand out: Collaborative Filtering (CF), Content-based Filtering (CBF), and
Hybrid Approaches (HA). These will be presented in further detail in the next sections.

2.1.2.1 Types of Input and Recommendation Tasks

Before exploring the different classes of RS, it is important to note the types of input used by
recommendation models (i.e., explicit and implicit), as well as the two main recommendation

tasks (i.e., rating estimation and item ranking).
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One of the key characteristics that needs to be taken into account when developing RS is the
type of input that can be processed by the recommendation models. The most common input
for a recommendation algorithm is in the form of ratings. These ratings are very useful in
the recommendation process as they indicate the users’ tastes and preferences with respect to
different items [14]. In literature, we can find two main rating categories: (a) interval-based
(e.g., -2,-1,0, 1, 2 or 1 -5) and (b) binary ratings (e.g., 0/1, like/dislike) [3]. While both
categories can be used to show how much a user enjoyed a certain item, in interval-based
ratings, multiple values can indicate a positive interaction. For example, in Netflix’s rating
system [43], “3” is mapped to “liked it”, “4” means “really liked it”, and “5” denotes that it
was one of the best items. There is also another subclass of ratings, named unary ratings [3],
where a user can show their satisfaction using a liking function/button. However, in unary

ratings, there is no mechanism to indicate that a user did not enjoy an item.

The two main types of ratings set the direction of the collections used in training and
evaluating recommendation models. To this end, we present (a) explicit feedback and (b)
implicit feedback datasets. In explicit feedback collections [44], users state their preferences
directly or explicitly by allocating a rating value to an item, which is then captured in the
URM. In these settings, a higher rating value indicates that the user was more satisfied with
the product/item. In explicit feedback datasets, the empty entries in the URM denote that
either the users did not specify their tastes or they have not interacted with those items. On the
other hand, in implicit feedback datasets, the users’ tastes are inferred from their interaction
with the items. For example, if a user listens to a song multiple times or recurrently buys
a certain product will be translated into a “like” under the implicit feedback assumption.
However, one of the challenges that is often encountered is modelling the users’ “dislike”
towards items [45]. This emerges from the fact that if a user did not interact with an item does
not necessarily mean that they would not enjoy that product. Furthermore, while it has been
argued that recommendation models should be less intrusive, and hence, more focused on
utilising implicit feedback [46], explicit feedback is preferred as it is deemed more reliable
and accurate [47]. All in all, the type of input and feedback available in the collection is one
of the salient factors which determines what recommendation models will be selected and

deployed.

Besides explicit and implicit feedback, another characteristic that is taken into account when
designing, building, and evaluating RS is the recommendation task or recommendation
problem. To this end, there are two main approaches, (a) rating estimation and (b) item

ranking, described below.

The rating estimation approach assumes that the URM is incomplete and we need to predict
the rating value for a user-item pair based on the other ratings that are available in the
matrix. In these settings, a recommendation algorithm is selected and trained on the

“actual/observed” ratings to predict the missing ones. This approach is also known as the
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“matrix completion problem” [3]. The other main approach to produce recommendations is
item ranking. In some instances, we do not need to know the exact rating a user would assign
to an item. Instead, the goal is to recommend the top-K items, where K represents the total
number of suggestions presented to the user. Choosing K depends on different factors and
constraints (e.g., the user interface which provides the top-K list of suggestions) [48, 14];
however, common values of K are 5, 10, 20, etc. [45]. The item ranking approach is often
referred to as the “top-K recommendation problem” [3] and aims to provide the users with a
list of sorted items where the most relevant item is at the top and the least relevant item is at
the bottom [14]. The items are sorted with respect to a predefined criterion (e.g., similarity

to another item that was consumed by the user), which depends on the RS that is being used.

2.1.2.2 Collaborative Filtering

There are three techniques used to produce recommendations, and each of these techniques
will be presented in the next sections. The first technique, namely Collaborative Filtering
(CF), utilises models that are trained based on the user-item interactions, often captured as
ratings in the URM [14]. The main principle behind CF algorithms is that similar users
will have similar tastes [3]. To this end, if we were to solve a rating estimation problem,
the missing ratings would be predicted using CF models, which would exploit correlations
amongst similar items or similar users. The user/item similarity can be determined using the

following approaches: (a) memory-based CF methods, and (b) model-based CF methods.

Memory-based CF methods were one of the earliest techniques to produce recommendations,
as they are easy to implement and highly explainable [3]. They are centred around
neighbourhood-based algorithms, which aim to cluster users/items based on similarity
metrics [14]. One of the limitations of memory-based CF methods is their accuracy on

sparse URMs [3], and also their expensive processing time [20] exemplified in Chapter 5.

On the other hand, model-based CF methods utilise machine learning techniques to infer the
similarity across users/items. To this end, the models are parametrised and the parameters
are learnt as an optimisation problem [3]. The most common representatives of model-based
CF methods are latent factor approaches, such as Matrix Factorisation (MF) [14, 49]. These
methods are often preferred over model-based CF techniques as they work well with sparse
URMs [3], also shown in Chapter 5.

2.1.2.3 Content-based Filtering

Content-based Filtering (CBF) models are built using the descriptive attributes of items,
rather than the actual ratings, to solve a classification or regression problem [3], which aims

to find similar items. In CBF algorithms, items are marked as being alike if their descriptive
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attributes (e.g., genre) are similar and/or match [14]. A CBF approach is preferred over CF
for recommending new items, which have not been rated yet. In this case, a CBF model will
be used to find items that have been rated and present similar content features to the ones

from the new items. Then, these new items will be shown to a user as recommendations [14].

However, CBF approaches are a less popular choice for building recommendation engines
[50], due to the following limitations. Firstly, CBF models often suggest obvious items
as these contain similar descriptive attributes [3]. Furthermore, the diversity of the
recommendations is being impacted, as only certain categories of items with similar
keywords will be presented to the user [14]. Secondly, CBF algorithms are not suitable
for producing recommendations for new users [3]. This happens because new users have
not interacted with enough items, and hence they have no or limited rating history [3].
Therefore, CBF methods are rarely used on their own. Instead, they are combined with CF
methods or they are being incorporated in more specialised recommendation engines, such
as knowledge-based systems [51, 3], where users can select which descriptive attributes are

relevant for them.

2.1.2.4 Hybrid Approaches

As the RS methods have evolved, more methods were developed to support the interaction
across users and items. This, in turn, generated more types of input data for recommendation
models [14], which also require different recommendation techniques [3]. Consequently,
various methodologies or parts of methodologies are combined into hybrid RS to be able
to (a) process a wider variety of inputs, and (b) produce accurate recommendations, while

leveraging the techniques from all relevant classes of RS [3].

Hybrid Approaches (HA) are often related to ensemble data analysis [52]. In this
field, multiple machine learning techniques are combined to achieve a hybrid model with
better accuracy than the individual ones [52]. Furthermore, in ensemble RS, multiple
algorithms, often belonging to the same family, are combined to improve the accuracy of the
recommendations given multiple sources of input [14, 3]. This technique was inspired from
ensemble classifiers [52, 3]. While different recommendation techniques can be employed
to increase the users’ satisfaction [15, 16], or the recommendations’ quality [17, 18], or the
revenue of the content providers [13], all of them have to be evaluated with respect to their
performance [14, 3], quantifying both effectiveness and efficiency, as described in the next

section.
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2.1.2.5 Neural Architectures for Recommendation Systems

Deep Learning (DL) is part of a wide family of ML models based on artificial neural
networks. These networks aim to replicate the behaviour of the human brain aiming to learn
representations of the data using high-level features from large inputs. DL models have
also been successfully used in a broad number of cases and applications [53], including
CF [14, 3]. In this section, we present the most common neural architectures that are
found in Deep Learning (DL) models, such as Convolutional Neural Networks, Multi-Layer

Perceptron, and Variational Autoencoders.

2.1.2.5.1 Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is a type of neural architecture that has been mostly
used for processing images, as well as object detection and classification [54]. CNN is a
regularised version of the Multi-layer Perceptron (MLP) architecture, and are also inspired
by biological processes [55]. A CNN is comprised on an input layer, hidden layers that

perform convolutions, and an output layer as shown in Figure 2.2.

___Output Layer
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Figure 2.2: An illustration of a Convolutional Neural Network (CNN) architecture adopted
from [4].

In the convolutional layers, the input is convolved and passed to the next layer for
pooling/sub-sampling. The pooling layers are responsible to reduce the dimensions of the
data by mapping the output of a cluster of neurons into a single neuron to be passed to the
next layer. Pooling layers can work locally or globally depending on the size of the cluster
that needs to be processed [4]. Lastly, the fully connected layers connect each neuron in
one layer to all neurons in another layer, and then the output/prediction layer is mapped in
an application-specific way [4], depending on the task that the model is trying to learn (e.g.,

image/text classification, rating prediction).
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2.1.2.5.2 Multi-Layer Perceptron (MLP)

A very popular neural architecture is the Multi-layer Perceptron (MLP). This is inspired
from the simple idea of a single-layer network, where the input is mapped to the output
using a linear activation function (a()). This is often called a perceptron and is defined in
Equation 2.1 [56].

§=a(Wz+b) 2.1)

In MLP the perceptrons are spread across different layers and they are connected to each
other as exemplified in Figure 2.3. In these settings, the output of the perceptrons in the first
(input) layer is mapped to the input of the perceptrons in the next layer, and so on. This is

captured in Equation 2.2, where L represents the number of layers of the MLP network.

g = ay, (WL (...0,1 (Wll‘+b1)) +bL) (22)
Input layer Hidden layers Output layer
r’e \k“n
- o ot
- - -
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Figure 2.3: An example of a Multi-layer Perceptron (MLP) architecture adopted from [5].

It should be noted that different types of activation functions can be used in various layers and
the choice of the activation function depends on the task that is being solved (e.g., regression,
classification, computing probabilities) [56]. One of the strengths of the MLP architecture is
that it can model and capture the dependencies across each dimension of the input vectors. In
a recommendation task, this can be translated into learning the user-item interaction function

using item and user embeddings [3].
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2.1.2.5.3 Variational Autoencoder (VAE)

A Variational Autoencoder (VAE) architecture is similar to an autoencoder [57], where the
input data is compressed into a multivariate latent distribution (i.e., encoding) and then it is

reconstructed as effectively as possible (i.e., decoding).

Minimize
difference
Probability Probability
X —— Encoder S ntion ——* 2 —— Ndistribution| DCCCI¢T —> X = X
network network
Q,(Z| X) F(X|2)
Latent o
Input Recognition variables Reconstruction uiput

Figure 2.4: An illustration of a Variational Autoencoder (VAE) architecture adopted from

[6].

In VAE, the input is sampled from a parametrised distribution, while the encoder and decoder
are trained in tandem until the output reconstruction error is minimised [6], as shown in
Figure 2.4. The VAE architecture captures an observation in the latent space in a probabilistic
way. To this end, for describing a latent feature, instead of using an encoder that outputs
a single value, a probability distribution is employed, which offers a smooth continuous

representation of the latent space [6].

2.1.3 Evaluation of Recommendation Systems

As we have seen above, there are many ways in which we can solve a recommendation
problem using different types of algorithms [14, 3]. However, it is often the case that
with limited resources (e.g., time, computational power), we have to select the best or most
appropriate RS model for our task [45]. This is often achieved by comparing the proposed
algorithms using experimental evaluations. Also, when a new model is being developed,
it has to be tested against state-of-the-art solutions and baselines [3]. The evaluation of
RS algorithms has been a popular and active topic in the IR community with numerous
studies addressing this theme [14, 58, 36]. In this section, we present the main evaluation
methodologies found in the RS literature, as well as the most frequently used metrics. We
also highlight the lack of efficiency-oriented metrics [19, 20], and we discuss which attributes

could be used towards quantifying this aspect.
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2.1.3.1 Evaluation Methodologies

RS can be evaluated using three methodologies: (a) online evaluations, (b) offline
evaluations, and (c) user studies and expert interviews. Each methodology has its advantages

and limitations as described below.

Online evaluations, as the name suggests, are conducted in real-time using different
recommendation models and several users. Online evaluations are more frequently
encountered in commercial recommendation engines [3], as the users can interact with
the RS directly without interrupting their usual activities. In online evaluations, the user
selection process plays a key role [59] to avoid introducing bias in the assessment. This
can be alleviated using A/B testing [60] as follows. The user population is randomly split
into two groups A and B. Then, group A users interact with a recommendation model M,
while group B uses another model M5, while keeping the other experimental conditions (e.g.,
number of recommendations, the user interface) as similar as possible. While the two user
groups receive recommendations using M, and Ms, user engagement metrics (e.g., click-
through rate) are collected [59]. Finally, the performance of M, and M, is gauged using the
metrics and any additional user feedback [3]. Some of the limitations of online evaluations
are that they are expensive to conduct (e.g., reward the users, spend time to recruit them) [3],
and also in most cases we can only get a comparison across two or more models, rather than

an absolute evaluation [60, 61].

In offline evaluations, previously collected data (e.g., ratings, clicks) is utilised to assess
the performance of RS. In these settings, we can replicate the interactions between the
recommendation engine and the users in a cheaper way than with online evaluations [3].
A key point in offline evaluations is the assumption that the behaviour and tastes of the users
when the data was collected is similar to the ones the users would elicit when the RS would
be deployed and used in real-time [14, 3]. Offline evaluation is the most used methodology in
the RS literature due to its many advantages, such as explainable recommendations, low cost,
robustness [3, 45, 62, 63]. Another benefit of conducting offline evaluations is that the data
can be used as a benchmark towards assessing multiple models. and also, for reproducibility
purposes [14]. Additionally, offline evaluation can be used to tune the hyper-parameters of
RS models [3], which would be impractical in user studies or online evaluations. One of
the drawbacks of offline evaluation is that the collected data is not necessarily periodically
updated. Therefore, it might not reflect the users’ tastes and needs in the future. This can be
mitigated by frequently updating the offline evaluation datasets and collections to reflect the

latest user interactions and preferences [14].

Lastly, user studies and expert interviews can be used as a methodology to assess the RS.
In this case, users interact with the recommendation models while their actions are logged.

Usually, user studies and expert interviews are conducted with a small number of participants
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who are selected based on their knowledge and expertise in the field [64]. Moreover, during
this evaluation methodology users can be asked to fill in questionnaires or give feedback
before, during, and after interacting with the recommendation engine. The advantage of this
method consists in the richness of the information that is being captured under controlled
conditions [3]. In user studies and expert interviews, the RS algorithms are not the only ones
which are being assessed; additionally, the user interface where the recommendations are
being presented is also evaluated [64]. Apart from the expensive cost of recruiting users, one
of the main limitations of this evaluation technique is that the users become aware of their
actions which could introduce bias in their decisions and skew the experimental procedure
[64, 14]. Consequently, user studies and expert interviews are less frequently used to capture

the RS performance [14].

One of the current limitations in RS evaluation is that the studies only report the quality of
the recommendations through effectiveness metrics and methodologies [62, 63] with limited
or no information about their efficiency [19, 20]. However, recent work [65] has started
addressing this topic by presenting some insights into the observed efficiency (processing
time) of the models. Thus, and in the context of environmental awareness [21], we speculate
that as more complex models will be developed, the community will move their attention
and efforts to (a) report the (resource) cost of new models, and (b) incorporate ways of
minimising the hardware usage. In this thesis, we address this gap (i.e., lack of efficiency
studies) by introducing and formalising efficiency-oriented evaluation methodologies and

metrics as described in the next sections and chapters.

2.1.3.2 Effectiveness-oriented Evaluation Metrics

Given an evaluation methodology, RS are assessed based on the recommendation
task/problem that is being solved. To this end, to measure the effectiveness of a RS, the
literature [14, 3] provides two types of metrics: (a) rating prediction, and (b) ranking-based
metrics. For the former, the most frequently used metrics are Mean Absolute Error (MAE)
and Root Mean Squared Error (RMSE) [49, 66, 37]. For the latter, the metrics that are
widely adopted are Precision (P), Recall (R), and Normalised Discounted Cumulative Gain
(NDCQ) [14, 3]. Each of these metrics will be further described below. We note that there are
other effectiveness-oriented metrics, such as novelty, diversity, serendipity [67, 68], however
these are not applicable to the models investigated in this thesis, as they require additional
features (e.g., textual data, clicks, views) which are not present in the publicly available

URMs/datasets utilised in the experimental evaluation.

Rating prediction metrics are utilised to determine the accuracy of the estimated values for
the missing ratings in the URM [14]. Two well-known rating prediction metrics are MAE
(Equation 2.3) and RMSE (Equation 2.4) defined below.
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To compute these metrics one needs the actual rating r,; provided by user u to item ¢, as well
as the predicted rating ;. The distinction between the two metrics is that MAE measures the
average magnitude of the error in a prediction, while RMSE is the square root of the average
of the squared difference between the predicted rating and the actual rating. Following its
definition, RMSE applies a higher penalty for large errors, as the errors are squared before
they are averaged [14]. In contrast, MAE does not assign a high weight to large errors.
In both cases, a lower RMSE/MAE value means better accuracy for the recommendations.
Given these differences between the two rating prediction metrics, RMSE is a more popular

choice in the literature [14, 3].

The other type of metrics commonly used to assess RS are ranking-based metrics. These
are used to measure the effectiveness of the ranking order of the top-K items [14]. The
most common metrics for measuring the quality of the ranking are adopted from IR:
namely, Precision (P), Recall (R), and Normalised Discounted Cumulative Gain (NDCG).
Additionally, we note that there are other ranking-based metrics that are also used for RS
evaluation, such as Mean Average Precision (MAP), Mean Reciprocal Rank (MRR), and Hit

Ratio (HR) [14]. However, these were out of the scope of the work conducted in this thesis.

Precision (Equation 2.5) is a ranking-based metric focused on determining the fraction of
relevant items recommended out of all items recommended, while recall (Equation 2.6)
measures the fraction of relevant items recommended out of all relevant items [3]. Precision
and recall are binary metrics, requiring knowledge about whether an item is relevant or not.
To this end, we define rel, (i) as the relevance function for user v and item 7. This function
outputs 1 if the item : is relevant to user u, and 0 otherwise. For both precision and recall, a
higher value is translated to a more accurate model [14, 3]. Furthermore, to formally define

precision and recall below, we use R, as the set of the top-K recommendations for user u.

ZieRu rely (i)
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The last effectiveness-oriented metric that we discuss is the Normalised Discounted

RecallOK = (2.6)
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Cumulative Gain (NDCG), as proposed in [69]. In RS, this metric has been successfully
used to evaluate recommendations that yield multiple relevance grades within the ground-
truth data [14]. Therefore, NDCG is more suitable for fine-grained URMs, which contain
ratings on a scale (i.e., 1 to 5) and not binary ratings (i.e., like/dislike). This makes NDCG an
appropriate metric to utilise in the experimental evaluation of this thesis, since our datasets
contain fine-grained ratings. To this end, we firstly define the Discounted Cumulative Gain
(DCG) metric (Equation 2.7).

K 2reli
DCG = —_— 2.7

z’Z1 log,i +1 2.7)
In DCG, rel; denotes the ground-truth relevance score of the item at position ¢, and rel; is 1 if
the item is relevant, and O otherwise. Then, we also define the Ideal Discounted Cumulative
Gain (IDCG), which is a score that would have been assigned to a perfect ranking with
respect to the ground-truth data. Finally, the NDCG (Equation 2.8) metric is computed

below.

DCG
IDCGE

NDCG = (2.8)

2.1.3.3 Efficiency-oriented Evaluation Metrics

As we discussed above, many studies focused on developing better methodologies and
metrics for assessing the effectiveness of RS. However, the efficiency of the models,
particularly during their highly expensive training phase, received little to no attention
[19, 20]. We note that while the RS literature does not specifically provide efficiency-
oriented metrics and methodologies, the performance of the algorithms can be quantified
in terms of resource consumption [21]. To this end, we propose to use systemic metrics [70],

such as processing time, memory overhead, etc., to reflect the efficiency of RS.

Processing time is used to quantify the amount of time that has elapsed since executing a
process or a call [70]. In a system, the time can be classified in three ways: (a) real, (b) user,
and (c) system time [70]. The former, real time, also equivalent to wall clock time, represents
all elapsed time including time slices used by other processes, as well as the time spent by
process while it is being blocked (e.g., waiting for I/O to complete). User time measures
how much time is spent within a process in user-mode without taking into account the time
spent when the process is blocked or by other processes. Finally, system time quantifies
how much time is spent in the kernel within the process. Similarly to user time, this only
relates to the time used by the actual process. In the experimental chapters of the thesis, we

will refer to processing time as the overall time in both user and system modes. This allows
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us to measure the CPU (and GPU for DL models) time when the RS are trained. Another
approach to quantify the amount of CPU needed to train the models, would be to measure
the utilisation in % of the load. However, we believe that reporting the CPU time required
by a CF is more intuitive for the users of our framework and methodology (e.g., KNN takes
3 hours to train vs. KNN utilises 70% of the CPU).

Memory overhead is another attribute that can be measured to determine the efficiency of a
model [70]. In the experimental evaluations, we log the RAM utilisation and GPU memory
while the CF algorithms are being trained. This allows us to measure the amount of data that
is being stored and needed in CPU and/or GPU computations [70] before having a trained
algorithm which can produce recommendations. In both cases, a lower value in processing

time and memory overhead indicates a more efficient model [71, 20].

Recent studies have highlighted the issues that emerge from working with models with high
resource usage [12, 13, 21]), such as expensive energy and monetary costs, and damage
to the environment as a result of increased amounts of CO, emissions. We note that
for RS, it is the training phase that has a high resource cost, often with several orders
of magnitude higher than the time it takes to produce a recommendation given a trained
algorithm [12]. Consequently, we can further quantify the efficiency of a model with respect
to its sustainability/“‘greenness” (e.g., carbon footprint) [12] or its monetary cost (e.g., how
expensive it is to train a model in a given currency) [21]. However, these “advanced”
efficiency metrics cannot be computed without the overall resource/hardware utilisation.
Therefore, in our framework and methodology, we assess the efficiency of RS with respect to

processing time (for CPU and/or GPU) and memory overhead (i.e., RAM and GPU memory).

2.2 Formal Definition of Selected CF RS Algorithms

The previous section provided an overview of the Recommendation Systems (RS) detailing
how various models work depending on which recommendation task is addressed, the type of
available inputs, as well as which of the three techniques (i.e., CF, CBF, and HA) is leveraged
to produce recommendations. In addition, we also described how RS can be evaluated,
noting the standard practice methodologies and metrics. Since CF-based algorithms are the
most frequently used type of RS to produce recommendations [3], we channel our attention
and efforts on this important area of the design space. To this end, this section discusses the
most notable CF algorithms, selected based on popularity and novelty ((i.e., latest algorithm

that was proposed in the literature) criteria, covering both traditional and neural approaches.
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2.2.1 Traditional Models

In this thesis, we refer to traditional CF as the models that are not based on Deep Learning
(DL) approaches. In this category, we present the following families of algorithms that were
investigated: (a) basic, (b) K-nearest neighbours based, (c) variants of matrix factorisation,
(d) slope-based, and (e) co-clustering approaches. To simplify the description of each model,

we will use the nomenclature outlined below throughout the remainder of this section.

R: the set of all ratings.

U': the set of all users; © and v refer to distinct users.

I: the set of all items; ¢ and j refer to distinct items.

m: the cardinality of U.

n: the cardinality of /.

e U;: the set of all users who rated item z.

 Ujj: the set of all users who rated both items ¢ and j.

» [,: the set of all items rated by user u.

* [,,: the set of all items rated by both users v and v.

* by;: the baseline rating of user u for item %.

* Rirain, Riosts R: the training set, the test set, and the set of predicted ratings.

* R;(u): the set of relevant items rated by user u that also have at least one common user

with item 3.
* by, b;: the deviations of user u, item ¢ respectively, from the overall mean rating.

 NF(u): the k nearest neighbors of user u that rated item i.

* r,: the actual rating given by user u to item <.

* 7, the predicted rating given by user u to item 1.

* D, q;: feature vectors for users, and items, respectively.
* Duf, ¢is: factors of user v and item .

* )\, A;: regularisaton parameters for user u and item .
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(v the mean of all ratings.

* ,: the mean of all ratings given by user u.

;. the mean of all ratings given to item 4.

J: the density of a dataset, computed using the rating matrix.

o CYy, Cy, Cy;: clusters for u and 4, respectively, as well as the co-cluster of us.

« C,, C;, C,;: the average rating in cluster C,,, C;, and co-cluster C;.

2.2.1.1 Basic Algorithms

As part of the basic approaches, we investigated the rating prediction problem using baseline

estimates and a Maximum Likelihood Estimation (MLE) based random approach.

Baseline algorithm, derived from [72], is used to address the large user and item effects
present in the URM, such as some users rating items higher or some items receiving better
scores than others. To alleviate these issues, the baseline estimate (i.e., predicted rating) for

a given user and item is computed as follows:

where each baseline was, in turn, computed using the Alternating Least Squares (ALS)
method [73].

Random algorithm was used to compute random ratings based on a normal distribution,
N(ji,6?), of the training set, with /i and & estimated using MLE [74], as shown in Equations
2.10 and 2.11.
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2.2.1.2 K-Nearest Neighbours-based Algorithms

The next category we investigated comprised algorithms derived from KNN approaches.
More specifically, we used KNN, Centred KNN, and KNN Baseline. Since the scope
of this thesis includes CF models, we determined the nearest neighbours based on the

similarity across users. In these settings, user-user methods [75] predict the values of missing
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ratings based on the existing ratings from users with similar tastes. Neighbourhood-based
algorithms are also recognised in the literature for their high explainability, and for being

easy to implement [72].

In the following paragraphs, we will explain the different similarity metrics that can be
employed to determine alike users/items. For KNN and Centred KNN similarity was
computed using Mean Squared Difference (MSD) [76], as described in equations 2.12 and
2.13.

1
MSD(u,v) = > (rui = i) (2.12)
[ ol i€l
1
MSD_Similarity(u,v) = MSD(u,0) + 1 (2.13)

For KNN Baseline, the preferred approach for similarity computation was using Pearson
correlation coefficients, centred using baselines, as shown in Equation 2.14. This approach

yielded the most accurate rating predictions [72].

Z (Tui - buz) : (rvi - bvz)

PB_Similarity(u,v) = Pl (2.14)
Z (rui - buz)z : Z (rvi - bvi)2
ZEI’U,’U lEI'U/U

KNN algorithm was used to predict unknown ratings, 7,;, based on the MSD similarity
between users, as follows:

> MSD_Similarity(u,v) - r.;
vENF (u)

> MSD_Similarity(u,v)

vENF (u)

A

Twi =

(2.15)

where N (u) include neighbours, where the value of the similarity metric is positive.

Centred KNN algorithm, is an extension of KNN, where the mean ratings of each user are

incorporated in rating prediction, as shown below.

> MSD_Similarity(u,v) - (ry; — )
. n UEN,Lk(u)
Twi = Hu . .
K > MSD_Similarity(u,v)
VENE (u)

(2.16)

KNN Baseline algorithm, based on [72], was the last traditional model that we studied in the
neighbourhood-based category. It differs from a standard KNN approach by using the users’

baseline ratings when the missing ratings are predicted, as described in Equation 2.17. Thus,
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when neighbourhood information is not present, this method still produces adequate results
[72].
> PB_Similarity(u,v) - (ry; — by;)
VENE (u)
> PB_Similarity(u,v)

vENF (u)

(2.17)

Twi = buz +

2.2.1.3 Matrix Factorisation-based Algorithms

Matrix Factorisation (MF) algorithms are another well-known approach for the rating
prediction problem. These are based on latent factor models, which derive and use the
latent features from existing/observed ratings to estimate the values of the missing ratings
[72, 14]. In our work, we explored two MF-based recommendation systems: Non-negative
Matrix Factorization (NMF) and Singular Value Decomposition (SVD). Both algorithms
produce recommendations, by factorising the user and item feature vectors as shown below
(Equation 2.18).

Non-negative Matrix Factorization algorithm was implemented from [77], and follows
an optimisation procedure for user and items factors (i.e., p,, ¢;f, respectively) based on
Stochastic Gradient Descent (SGD). For each step in SGD, p,; and ¢;f are updated as

follows:

> ier, Gif " Tui

ZuGUi p“f i
wel; Puf - Tui + i Uil i

i 5 (2.20)

Singular Value Decomposition algorithm, derived from [14], and also advertised in the

Netflix Prize competition [43], was used to compute 7,; as illustrated in Equation 2.21.

Fui = ft + by + by + ¢ pu (2.21)

2.2.1.4 Slope-based Algorithms

Another traditional CF approach that was investigated was based on Slope One schemes [1],

which predict the ratings for each user by taking into account sets of relevant items, R;(u).

In Slope One algorithm, each unknown rating is predicted as follows:



2.2 Formal Definition of Selected CF RS Algorithms 30

1
Fui =+ 75 Y deuli, §) (2.22)
()]
. 1
dev(i.§) = 7] D rui =1y (2.23)
v uEUij

where dev(i, j) is the average difference between the ratings of items ¢ and ;.

2.2.1.5 Co-clustering-based Algorithms

The last category of traditional CF included in our analysis was based on the co-clustering
approach, which computes the missing ratings by utilising clusters and co-clusters of users

and items.

A Co-clustering algorithm, as presented in [78], was used to predict 7,; using the average

ratings in each cluster and co-cluster, as shown in Equation 2.24.

Traditional CF approaches have been extensively utilised to successfully produce
recommendations in the past few decades [14, 3]. While these methods are still being used as
benchmarks in literature [37, 25], the ongoing data generation and growth have put a strain
on the feasibility of these models when applied to large collections [12]. To address this,
and based on the recent advances in DL studies [79], neural recommendation models were

developed as presented in the next section.

2.2.2 Neural Models

In the past years, the recommendation systems community has shifted the focus from
traditional methods (e.g., clustering, nearest neighbours, latent factors) to the neural
ones. The success of Deep Learning (DL) and its wide applications [53], ranging from
image recognition to natural language processing, has also been adopted for CF models.
Consequently, we investigate representatives from multiple types of neural architectures
(illustrated in Section 2.1.2.5), such as Bilateral Variational Autoencoder for Collaborative
Filtering (BiVAE), Variational Autoencoder for Collaborative Filtering (VAECF), Neural
Network-based Collaborative Filtering (NCF), and Convolutional Matrix Factorisation
(ConvMF), as presented in the next sections. These models were selected based on popularity
(i.e., how frequently they are used) and novelty (i.e., latest model from a specific DL CF
family) criteria. Specifically, BIVAE [8] is the latest state-of-the-art CF model which uses a
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Variational Autoencoder architecture, while the VAECF algorithm [80] has been frequently
used in recommendation tasks where a VAE-based architecture was required. Furthermore,
the NCF model [9] is the first and also the most popular algorithm which implements the MF
technique in a neural context. Lastly, the ConvMF model [10] represents one of the most

popular solutions which combines the CF technique with a CNN-based architecture.

2.2.2.1 Bilateral Variational Autoencoder for Collaborative Filtering (BiVAE)
Algorithm

As we have seen from CF literature, the URM data consists of users, items, and
interactions/ratings across pairs of users and items. This representation falls under dyadic
data, where the values are associated with pairs of elements belonging to two distinct sets
of objects (i.e., items set and users set) [81]. One of the latest neural models which aims
to produce better and richer recommendations that also capture dyadic data is the Bilateral
Variational Autoencoder for Collaborative Filtering (BiVAE) [8]. This approach is based on
a generative model, which captures user-item interactions, and a pair of inference models
(user- and item-based) parameterised using multilayer neural networks. These are then all
combined together in a model that autoencodes dyadic data. One of the main differences
between BiVAE and a Variational Autoencoder (VAE) architecture is that the former is
“bilateral”’; hence, it treats users and items symmetrically, making it suitable for the user-item
dyadic interactions. Furthermore, BiVAE can also model the uncertainty on both sides of
dyadic data, which, in turn, makes it more accurate on sparse URMSs, compared to traditional

one-sided variational autoencoders.

In BiVAE [8], depicted in Figure 2.5, the goal is to learn the input represented as an URM
of size U x I, denoted R = (r,;), where r,; is the rating given by user u to item i. Then,
notation r,, is used to refer to the row in R corresponding to user u. Similarly, r,; refers to
the ¢th column of R. The latent user, item respectively, variables are represented using 6,

f3; respectively, € RE.

user sampling _ b o e . , sampling | item
encoder . S fui = f (6w bi) =S encoder

o R

Figure 2.5: An illustration of the Bilateral Variational Autoencoder for Collaborative
Filtering (BiVAE) model adopted from [7].
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Tui ~ EXPFAM (743 n(6y; Bi; w)) (2.25)

BiVAE’s latent variables are drawn from prior distributions, while the observations are drawn
from a univariate exponential family as seen in Equation 2.25 [8]. BiVAE also supports
many well-known univariate distributions [82], such as Poisson, Bernoulli, and Gaussian.
[8]. Therefore, this neural model can work with a wide range of rating types (e.g., binary,

continuous) making it suitable for different recommendation tasks.

2.2.2.2 \Variational Autoencoder for Collaborative Filtering (VAECF)
Algorithm

One of the precursors of BiVAE model is the Variational Autoencoder for Collaborative
Filtering (VAECEF) for CF as presented in [80]. This neural algorithm is based on a generative

model with multinomial likelihood and uses Bayesian inference for parameter estimation.

I

©
¥
() @)

Figure 2.6: An illustration of the Variational Autoencoder for Collaborative Filtering
(VAECF) model (left) compared to BiVAE (right) adopted from [7, 8].

Traditionally, VAEs have been primarily used for image processing and generation [83, 84].
However, this architecture has been successfully applied in recommendation systems as
demonstrated in [80]. One of the reasons for its accuracy on CF data is related to its
probabilistic nature. To this end, VAECF’s goal is to learn distributions over representations

in the latent space, which, in turn, allows it to model the uncertainty as well [80].

The main differences between the VAECF and BiVAE models are illustrated in Figure 2.6.
Even if VAECF attains a high accuracy when compared to other neural models [80], it
was originally designed for vector based-data. Therefore, it would often fail to capture the
properties of dyadic data (e.g., only users are explicitly represented, while items are treated
as features in a vector space of users and vice-versa as shown in Figure 2.7). However, this

limitation has been addressed in the BiVAE model described above.
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Figure 2.7: User and item representation in the Variational Autoencoder for Collaborative
Filtering (VAECF) model adopted from [7].

2.2.2.3 Neural Network-based Collaborative Filtering (NCF) Algorithm

Given the popularity of the MF technique to produce recommendations, it has been further
extended to incorporate neural networks. One of the most well-known algorithms which
combines this approach with a Multi-layer Perceptron (MLP) architecture is the Neural
Network-based Collaborative Filtering (NCF) model [9]. Although, NCF [9] has been
originally designed for implicit feedback inputs, it has been extended to also work with
explicit ratings. In short, this model proposes a neural architecture which replaces the inner
product in traditional MF [14], and learns an arbitrary function of the data using the latent

features of users, and items, respectively [9].

NCF’s architecture, presented in Figure 2.8, proposes a multi-layer representation to model
the interaction between users and items, denoted as vy,;, where the output of one layer
becomes the input of the next one, and so on [9]. The bottom input layer of the model
comprises two feature vectors that correspond to user w and item i, respectively. Then,
above the input layer, we have the embedding layer, which is a fully connected layer that
transforms the sparse representation to a dense vector [9]. We thus obtain the corresponding
users/items embeddings that are equivalent to the latent vectors for users/items. The users
and items embeddings are then inputted into a multi-layer neural model, which maps the
latent vectors to prediction scores to produce recommendations [9]. While the model is
trained, the goal is to reduce the pointwise loss between ,,; and the actual target value v,;.
Finally, the last output layer consists of the predicted score, ¥,;, which is then presented as a

potential recommendation to the user [9].
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Figure 2.8: The architecture of the Neural Network-based Collaborative Filtering (NCF)
model adopted from [9].

2.2.2.4 Convolutional Matrix Factorisation (ConvMF) Algorithm

Another class of Deep Learning (DL) CF models that we proposed to investigate is based
on a Convolutional Neural Network (CNN) architecture. In this category, the selected
representative is the Convolutional Matrix Factorisation (ConvMF) algorithm, as presented
in [10], as it is one of the most frequently used models which combines the CF technique
with a CNN-based architecture as noted in [85]. This model addresses the low quality of
recommendations produced using sparse data, by incorporating contextual information into
the rating prediction process. ConvMF [10] brings together a Convolutional Neural Network
(CNN) architecture and a Probabilistic Matrix Factorisation (PMF) model.

CNN-based architectures are frequently used in different domains (e.g., computer vision
[86], natural language processing [87]) as they can effectively capture features of images
and/or documents through local receptive fields, shared weights, and sub-sampling (pooling)
approaches [86]. However, they cannot be directly applied for producing recommendations.
Consequently, the ConvMF model also utilises a PMF algorithm [88], which captures the
interaction across users and items through user/item latent factors computed using inner

products.

ConvMF’s architecture [10], presented in Figure 2.9, comprises four layers, covering
embedding, convolution, pooling, and output. The embedding layer encapsulates a document
(e.g., item description) into a dense numeric matrix that is used for the next convolution

layer. Then, the convolution layer is responsible for capturing contextual features. The
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Figure 2.9: The architecture of the Convolutional Matrix Factorisation (ConvMF) algorithm
adopted from [10].

pooling layer not only extracts features from the convolution layer, but also captures
documents of different lengths through a pooling (sub-sampling) operation, which are further
built into fixed-length feature vectors. Finally, the output layer incorporates the features
processed in the previous layers into user/item latent models, which are then used to produce

recommendations.

2.3 Related Work

This section covers the related work and previous studies on modelling and predicting the
efficiency of CF models. To this end, we discuss the latest works that cover the efficiency
challenges regarding CF models, followed by previous studies which investigate how the
effectiveness of CF can be estimated. Then, we present related works on using asymptotic
complexity for determining the performance of a system/algorithm, as well as experimental
studies that report on the resource consumption prediction problem for various models.
Finally, we present the current standard practice sampling techniques employed for gauging

the effectiveness of CF algorithms.
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2.3.1 Efficiency-oriented Performance Studies for CF

One of the drawbacks of CF evaluation is that the studies only report the quality of the
recommendations through effectiveness metrics [62, 63], which capture how accurate are
the recommendations produced for a given user. However, recent works [65, 89, 90] also
present some insights into the observed efficiency (processing time) of the models. In
[65], recent neural algorithms are compared to state-of-the-art traditional CF models based
on accuracy, captured using precision and recall, and efficiency, reported as runtime. An
interesting conclusion is revealed by the experimental evaluation presented in [65], as the
traditional CF algorithms outperform the neural approaches w.r.t. both effectiveness and
efficiency. Another study [89] proposes an automated tool for selecting and configuring
traditional CF algorithms. This work builds on the algorithms benchmarked in [37] and
reports the RMSE and MAE of the recommendations, as well as the overall training time
[89]. While, some researchers directly report the runtime of their proposed models, others,
such as Sun et al. [90] discuss the computational complexity of their methods, captured using
the big O notation [91]. In later chapters of this thesis, we argue this is of great importance
(i.e., reporting big O complexity), as the efficiency cost of the CF models can be accurately

predicted using the time and space complexity of the CF algorithms.

Early works [92, 93, 94, 95] also take into account and outline the computational resources
used by their models, using memory and CPU time. In [92] the authors are proposing
a methodology to detect when regularised MF models need to be retrained to reflect the
latest user preferences and/or the newly introduced items. To this end, they address the
issue of retraining large CF algorithms without impacting their effectiveness, and report the
runtime of training the models, as well as the runtime of propagating the updates. Another
example, illustrated in [93], stresses the importance of outlining not only the accuracy of
the recommendations, but also their computational cost, captured as runtime. Out of the
surveyed methods in [93], only 11% outline the efficiency of the CF, and even fewer report
the computational complexity of the algorithms. Beel et al. [93] also discuses the feasibility
of using models with a high computational cost in practice, and argues that content providers
would not choose models that cannot be scaled for their infrastructure. Furthermore, in
[24] the runtimes of the two approaches presented vary by a factor of 600, making the less

efficient model to become unsuitable for many scenarios and recommendation tasks.

As discussed above, there are increasing concerns w.r.t. efficiency of CF algorithms, as some
studies are just presenting the accuracy of the proposed methods, omitting the computational
costs. Thus, and in the context of environmental awareness [21], we speculate that as more
complex models will be developed, the community will move their attention and efforts to
(a) report the (resource) cost of new models, and (b) incorporate ways of minimising the

hardware usage. This is yet another reason why it is essential to be able to predict the
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efficiency cost of CF by performing the training of the models on only small samples of
the target datasets. Consequently, as part of solving the efficiency prediction problem, we
formulate RQ3 — given the processing times and memory usage of a CF algorithm on a
subset of the data, how can we quantify its expected time/memory consumption for the full

dataset?. This research question is addressed in Chapter 5.

2.3.2 Effectiveness Prediction in CF Models

For the past few decades, investigating the accuracy of CF models has been deemed a very
popular topic [96, 97, 98, 14]. When analysing the effectiveness of the recommendations,
particular interest is noted in how the popularity bias (i.e., popularity of the items) affects the
accuracy of the model. For example, Steck [98] investigated whether some of the ratings are
missing at random, and how this can further impact the performance of the CF algorithms.
Another study by Bellogin et al. [96] showed the presence of popularity bias when evaluating
the effectiveness of the recommendations using IR methodologies. Their work [96] also
proposed new experimental approaches, which aim to alleviate sparsity and popularity biases
in assessing the accuracy of the recommendations. Finally, Jannach et al. [97] presented how
the popularity of the items affects the output of state-of-the-art traditional CF models. This
study [97] covers some of the algorithms investigated in Chapter 5 of this thesis, such as
neighbourhood based methods [72, 75], SlopeOne [1], MF solutions [14], and propose ways
of countering popularity biases, which impact the accuracy of the recommendations, with

solutions based on algorithmic design and hyperparameter tuning.

Recent works [36, 27] also investigated how different characteristics of the URM impact the
effectiveness of the CF models. In particular, popularity bias is one of the key components
that can affect the accuracy of the algorithms, alongside the distribution of ratings, and
the sparsity of the input. Furthermore, in [26, 25], the authors explore the effect of the
structural properties of the URM regarding the accuracy and robustness (i.e., how a model
tackles and removes fake item and user profiles) of the CF models used in the studies. Their
results confirm a relationship between dataset characteristics and the CF models’ behaviour
and effectiveness. In [19], we argued that properties of the input data further affect the
inherent trade-off between the efficiency and effectiveness of a CF and that the choice of
the algorithm should be based on the latter as well. Therefore, since the effectiveness of the
recommendations can be quantified using characteristics of the input as demonstrated in the
above literature, we propose to examine whether the efficiency of the CF algorithms can also
be modelled using similar approaches. To this end, we formulate RQ4 — can the efficiency
of a CF model on the full dataset be predicted using solely characteristics of the input (i.e.,
URM) and the efficiency of the CF model on a set of samples?. This research question is
investigated and detailed in Chapter 5.
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2.3.3 Using Asymptotic Complexity in Efficiency Evaluation

The performance of an algorithm can be quantified by computing its asymptotic complexity
given a particular input size [91]. Asymptotic complexity represents an unbiased tool
for determining the efficiency of a snippet of code, as it is hardware-agnostic. The time
complexity of an algorithm outlines how its processing time increases or decreased with
respect to the input size. Similarly, space complexity provides information about how
much memory (i.e., RAM) an algorithm would need based on the size of the input. These
complexity metrics do not capture constant factors as these are hardware-dependent [91].
Moreover, it has been proven that for sufficiently large inputs, asymptotic effects will

alleviate any constant factors gains/differences [91].

One of the asymptotic complexity’s purposes is to offer an estimation of the resources needed
by an algorithm [91]. This idea has been explored in the past decades, with an initial
investigation [99] proposing to compute the constant factors in the complexity functions
to determine the runtime. However, having an appropriate time and space complexity
function is critical for the accurate prediction of resources needed, as showcased in Chapter 5.
Another approach [100] suggested that instead of using the theoretical complexity analysis,
one can determine the performance and behaviour of a program by measuring empirical
computational complexity. This method [100] requires inputs of different sizes spanning
across several orders of magnitude, which are used to gauge the asymptotic behaviour of
an algorithm by running it against these inputs and measuring its performance. Another
study [101] addresses the runtime prediction problem for sorting algorithms by quantifying
their performance with respect to the input parameters. This work [101] investigates how
the processing time of a snippet of code in conjunction with its computational complexity
change on different types of processor architectures. This can be particularly useful for
selecting which implementation of a certain algorithm is best suited for the hardware that is
available [101].

As outlined above, the use of asymptotic complexity for quantifying the efficiency of a model
has been investigated for different purposes. In RS literature, reporting the complexity of the
proposed algorithms is not yet a common practice [93], with very few works discussing this
important aspect of the model. Furthermore, popular CF algorithms might have multiple
implementations, and only the theoretical asymptotic complexity of the models is discussed
in the literature. Therefore, we address this gap, by investigating and devising expected
time and space complexity equations for well-known CF algorithms. This also led to
the formulation of RQS — how can we use complexity analysis to estimate the resource

consumption of a CF algorithm?. This research question is further discussed in Chapter 5.
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2.3.4 Resource Consumption Estimation Problem in Traditional
and Neural Models

In the past decades, algorithms’ processing time prediction problem has been extensively
studied across different communities with numerous results. For example, in parallel
computing, linear regression models have been used to predict the processing time of
different library implementations for multiprocessors [102]. Other works focused on
predicting the runtime of various planning algorithms, for selecting which algorithm to run
and for how long [103, 104, 105]. Predicting the processing time of parameterised algorithms
has drawn high interest from the research community, with existing solutions incorporating

the parameters as additional inputs for the prediction models [106, 107].

Another area explored consists of runtime prediction applications, such as determining
instance hardness [108] and parameter optimisation/tuning [106]. Additionally, in Database
Management Systems (DBMS), in the past 15 years, the number of potential database
designs (e.g. indexes, table partitions) and configurations (i.e., knobs to turn and fine-tune)
has grown by 3x for Postgres and by nearly 6x for MySQL [109] making the Database
Administrators’ (DBAs) job very challenging. The main issues with configuration knobs
are that there is a large number of parameters that have to be optimised and they control
many aspects of the database system (e.g., disk I/O, memory, etc) [109]. To this end,
existing solutions [109] focus on auto-tuning these knobs and suggest configuration plans
that are better than those derived by human experts. To further optimise DBMS, other works
[110, 111] focus on computing cost models for estimating the resource consumption of
processing different types of queries. We believe the same scenarios apply to CF models, as
there are numerous algorithms which can be used, and each one has different configurations
and parameters to optimise/tune, resource usage costs, and accuracy rates as showcased in

the experimental chapters of this thesis.

Furthermore, the problem of having access to limited computational resources is worsening
for DL models. Everyday, there are numerous neural jobs that are executed on clusters and
fail because they require powerful computational resources that are not always available [22].
One of the main resources that quickly becomes exhausted in a DL job is GPU memory
[22]. This often happens due to the complexity of the structure of the neural network,
which often requires many epochs and large batch sizes, so that it can accurately learn
representations of the input data [22]. Moreover, a study of thousands of Stack Overflow
posts revealed that GPU memory consumption and processing time (i.e., runtime) are two
of the biggest problems associated with training DL models [23]. Therefore, the problem of
estimating the resource consumption of neural algorithms becomes of critical importance as
the computational resources are finite [112]. To this end, we aim to answer RQ6 — given the

processing times and GPU memory overhead of a neural CF algorithm on a smaller sample
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of the URM, how can we estimate the overall processing time and GPU memory of the trained
algorithm on the complete dataset?. Additionally, knowing when a neural algorithm has
achieved the desired accuracy, or which DL model would minimise the loss in a quick, yet
accurate way, would alleviate problems associated with overtraining the model, and would
also limit the computational resource consumption [112]. This led to the formulation of RQ7
— given the effectiveness of a DL CF algorithm on a smaller sample of the input, how can we
predict the overall accuracy of the model on the full collection (URM)?. Both RQ6 and RQ7

are further investigated in Chapter 6.

2.3.5 Sampling Approaches for CF Evaluation

CF evaluation is a major area of interest, as numerous studies and projects tried to determine
the best metrics and practices in this field. So far, both efficiency and effectiveness have
been established as the critical areas towards assessing the CF performance [62]. While there
are still ongoing debates about which evaluation methodology is more suitable (i.e., online
versus offline evaluation) [63, 62], it is notably harder (if not impossible) to reproduce online
studies. Consequently, offline assessment has been used as a primary tool for establishing the
overall performance of a CF and gaining insights into its behaviour under certain constraints
and limitations [63, 62]. This also motivated us to adopt the offline evaluation methodology
throughout the experimental chapters of the thesis. One of the key aspects of offline
evaluation in CF is splitting the dataset/input into training and testing collections, which
are then used to assess the output of the CF model. The limitation of this approach is that
often sparsity and popularity biases affect the evaluation protocol [96]. This issue can be

alleviated using “random” sampling.

Random sampling techniques have been intensively used in the past decades in various
contexts and applications. For example, in databases, the size of the results for a given query
was predicted using random sampling [113, 114, 115]. Other works focused on computing
the optimal bound for the number of samples needed for satisfying a predefined error metric
[116, 117, 118]. Furthermore, efficient sampling techniques have been developed to address
the limited computational resources availability for analysing large datasets [119]. All
these efforts have contributed towards better ways of drawing samples, which is critical for
predicting a chosen quantity since the number of samples and their distribution impact the

accuracy of the predictions [120].

In CF, random sampling techniques have been utilised to create inputs (e.g., URMs) with
different characteristics. For example, Adomavicius et al. [26] proposed a random sampling
procedure, which is based on the density of the desired sample. This method [26] works by
selecting a random subset of items and users alongside the corresponding ratings from the

URM, which is then filtered using a density threshold. This constraint is imposed to ensure
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that the selected samples have enough data to reflect the characteristics of the original dataset
[26]. A similar sampling approach is also used by Deldjoo et al. [25] to mitigate shilling
attacks against CF. In their work [25], random samples are drawn from the URM in a similar
manner to [26] to simulate various attacks as well as investigate how the characteristics of
the input impact the reliability of the CF models.

As we have seen from [26, 25], random sampling techniques have proven to be a reliable
approach to gauge the performance (i.e., accuracy, safety) of CF. Consequently, this
approach was probed to investigate whether it could be used to also quantify the efficiency
of CF algorithms. This led to the formulation of RQ1 — how should we sample the base
data (i.e., URM), such that the quality of the predicted efficiency/effectiveness of a CF model
is not harmed?, as well as RQ2 — given an upper sample size S% from a dataset, how
do we determine when to stop sampling based on the number of samples for which we
obtain consistent resource usage measurements (e.g., the processing time values are in a
tight interval)?. Both research questions, as well as the challenges associated with sampling

for efficiency and effectiveness prediction, are discussed and addressed in Chapter 4.

2.4 Chapter Summary

In this chapter, we provided an overview of the Information Filtering Systems (IFS),
particularly focusing on the Recommendation Systems (RS) field. To this end, we covered
the different types of inputs and recommendation tasks that arise in RS, as well as the
three main methodologies (i.e., Collaborative Filtering (CF), Content-based Filtering (CBF),
Hybrid Approaches (HA)) for producing recommendations. The chapter continued with a
review of the various evaluation methods and metrics for CF models for both efficiency
and effectiveness purposes. Then, we discuss the most well-known Deep Learning (DL)
architectures that are also found in neural CF algorithms. Section 2.2 presented the
chosen CF representatives for which we will investigate the efficiency estimation problem
in Chapter 5 and Chapter 6. Finally, Section 2.3 discussed the previous studies and related
works that covered the performance evaluation of various CF algorithms in several scenarios.
Furthermore, throughout this section, we linked the proposed research questions (RQs) with
the relevant literature. In Section 2.3, we noted the lack of efficiency-oriented studies for
CF, and argued for using asymptotic complexity to determine the training cost of the CF
algorithms, as well as presented related work that supports the feasibility of this approach.
Moreover, Section 2.3 illustrated how the resource consumption prediction problem is
addressed by different research communities, and highlighted the current solutions and their
limitations. Finally, we reviewed how current standard practice sampling techniques found

in the literature can be used for gauging the effectiveness of the recommendations.
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Chapter 3
Methodology

This chapter presents an overview of the proposed methodology for estimating resource
consumption (i.e., processing time, RAM, GPU) of Collaborative Filtering (CF) algorithms
during their training phase. In Section 3.1, we outline the current standard practice
approaches for predicting CF performance, and highlight the differences between this
approach and the proposed cost models. Then, in Section 3.2, we conceptualise the
methodology for estimating resource consumption, and present the White- and Black-Box
approaches, noting their advantages and limitations. Section 3.3 discusses the methodology
for predicting the recommendations’ quality in CF, and describes how we utilised the off-
the-shelf Black-Box regressors to solve this problem. In Section 3.4, we illustrate the two
frameworks, Surprise [37] and Cornac [38], which we used to analyse the selected CF
representatives focusing on both traditional and neural approaches. Finally, Section 3.5
describes the hardware and experimental environment used for our studies, the datasets on
which we trained the CF and probed our methodologies, as well as the implementation details

for the cost models developed in this thesis.

3.1 Overview of Cost Models for CF

When faced with the task of predicting the effectiveness of a CF on a dataset, based on its
behaviour on a sample of that dataset, the standard practice consists of building a regression
model over data points gathered iteratively by: (i) randomly sampling over all ratings in the
dataset, (i1) training the CF over the sample, (ii1) evaluating its effectiveness over the sample
[25]. We follow a similar strategy with a few notable changes summarised in Figure 3.1. The
proposed pipeline covers the steps that our users need to follow to estimate the processing

time and memory usage for training a CF algorithm on a chosen dataset.

Based on Figure 3.1, given get the input data (user-item rating matrix — URM), we: (step

la) extract features such as the number of users, items, ratings, the density of the matrix,
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Figure 3.1: Overview of the proposed pipeline for sampling the input and training the CF
models, while gathering performance metrics.

etc.; and (step 1b) sample the URM following the strategy described in Section 4.3 and
Section 4.4. In step 2, we train the various classes of CF models on the samples drawn,
while (step 3) gathering efficiency metrics, such as processing time and memory overhead,
and effectiveness metrics for the quality of the recommendations (e.g., RMSE for the
predicted rating values). In steps 4a and 4b, we train our proposed prediction models,
detailed in Chapter 5 and Chapter 6, given the recorded metrics, then learn and predict the
efficiency (processing time, memory) and effectiveness (RMSE) of the CF on the full dataset.
This process (steps 2—4) is repeated until the user-defined termination condition (prediction

accuracy, time budget, etc.) is met (step 5).

When sampling the URM, we asked ourselves how many samples and how large should
they be to get a representative measure of the CF algorithms’ performance. To this end, we
propose the following sampling strategy (Figure 3.1 step 1b) described in Section 4.3.

Initially, the user of our system provides us with an upper sample size —say S (%) —as well as
with a time budget 7" for our method. We then draw an initial sample by uniformly at random
selecting a S% subset of the users and S% subset of the items, and including in the sample
all associated ratings. We then use a strategy similar to Monte Carlo rejection sampling
[121], to recursively subsample to produce even smaller samples. The time complexity of
the sampling scheme is highly dependent on the size of the input, as sampling from a sample
is much faster/lighter than sampling from the complete dataset. Moreover, our proposed
strategy has two key characteristics: (a) sub-sampling allows us to produce a number of

samples at different sampling rates at a fraction of the cost of sampling the complete dataset;
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and (b) by sampling user/item IDs, the sample better reflects the complexity characteristics
of the base data. For each sample drawn, we train the CF models and record its training time
(Figure 3.1 steps 2 and 3); we then decide whether to proceed with more samples given the
so-far cumulative execution time of the above process and the time budget 7" (Figure 3.1 step
5).

Furthermore, the number of samples we draw should be based on (a) a user-defined upper
limit and (b) a user-defined metric of accuracy, which in our case, it is quantified using an
upper bound to the Coefficient of Variation (CoV) (depicted in Equation 3.1, where o is the
standard deviation and p is the mean) of the resource usage of CFs trained over subsamples,

as a proxy of how tightly said values are distributed [122].

cov =2 (3.1)
7!

Ideally, we would like to have a number of samples that provides good accuracy for the
processing time and memory prediction models. However, we should not use too many
samples, such that their total processing time would be larger than the training time of the

entire dataset (see Section 4.5 for the related results).

3.2 Resource Consumption Prediction Models

Knowing the worst-case (big-O) complexity can help determine the upper bound on the
number of resources used by an algorithm while being executed against all possible inputs
[91]. However, in practice, the likelihood of encountering inputs that elicit the worst-
case processing time of an algorithm is relatively low [91]. Therefore, the computational
complexity theory has devised the average-case complexity to measure the efficiency of an
algorithm through its expected processing time/memory averaged over all inputs. Computing
average-case complexity is often a hard problem since the distribution of all possible inputs
is required to derive theoretical bounds analytically. Instead, our proposed methodology (i.e.,
White-Box approach) is based on approximating probabilistic analysis, through an adaptive
sampling strategy (Chapter 4), which predicts the expected processing time/memory of a
given CF algorithm over an input/dataset. We employ this strategy for determining both the

processing time and memory usage requirements.

However, a different approach towards predicting the efficiency of a CF model is to treat
it like a black-box. To this end, one would sample the input (e.g., URM), and measure
the processing time and memory requirements of the CF on the samples. Then, these
measurements would be used with off-the-shelf state-of-the-art regressors to learn the

resource consumption of CF algorithms, and then predict its efficiency on the full dataset.
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Throughout this chapter, we will denote this methodology as the Black-Box approach. In
the following sections, we will describe in further detail the proposed White- and Black-Box

approaches, including their advantages and limitations.

3.2.1 White-Box Approach

Using the time and space algorithmic complexities outlined in Section 5.2, the processing
times and memory usage measured across different inputs, and the characteristics of the
data (i.e., number of users, items, ratings, the density of URM etc.), we propose the White-
Box approach, which is based on estimating the hidden factors (or unknown parameters)
in the time and space complexity equations derived from the algorithms’ implementations.
Given that the processing time/memory estimation is based on an overdetermined system,
with more sets of equations than unknowns, we constructed our models based on the least
squares approach [123]. This technique is based on minimising the sum of the squares of
the residuals (i.e., the difference between the observed/measured processing times/memory

usage and the predicted/fitted values) computed in the equations.

Since for each sample of the input we know the fixed number of users, items, and ratings,
we encapsulate the performance (i.e., processing time and memory) of the CF algorithms

through complexity equations summarised as follows:

per formance = f(X) =aX + (3.2)

where X is a combination of the independent variables m, n, and p, while o and /3 are the
slope and intercept that were computed using linear least-squares regression. For example,
the equation for computing processing time for baseline becomes a(m? + n?) + 3, that of
NMF becomes a(p + m + n) + 3, etc. Similarly, for predicting memory usage of SVD, we
compute « and /3 using a(mf + nf) + (. This approach allows us to quickly compute the
hidden factors of the complexity equations, while capturing the characteristics of the URM,

as evidenced by our experiments in Section 5.4.

The features of the White-Box approach are the number of users, number of items, and
number of ratings present in the sample drawn from the URM, as well as the resource we
would like to estimate (e.g., time, memory). The goal of the model is to learn the previously
mentioned slope and intercept hidden factors in the complexity equations based on these
input features. For example, to estimate the processing time for a CF, initially, the White-Box
approach will compute the slope and intercept for the 100% sample size using the number of
users, items, ratings, and processing times recorded for the 10% and 20% sample sizes. We
note that we need the measurements and features from at least two different sample sizes to

be able to solve the equations system to compute the unknown slope and intercept. Then, if
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the user-defined operational constraints (e.g., time quote, upper sample size) permit, we will
recompute the slope and intercept using the features from the 10%, 20%, 30% sample sizes
and so on until we have reached the upper sample size or we hit the time budget. Once the
slope and intercept have been learnt using the White-Box approach, we plug them into the
complexity equation of a CF, alongside the other features (number of users, items, ratings) to
estimate the processing time and/or the memory as presented in Algorithm 1. For example,
let us assume that a CF has a time complexity of O(m+n) and the slope we computed has
a value of 0.5, while the intercept has a value of 8. Then, the total processing/training
time of the algorithm on a dataset with 50 users (m) and 120 items (n) is estimated to take
(50 4+ 120) x 0.5 4+ 8 = 93 seconds.

Additionally, to quantify the uncertainty of our predicted time and memory usage using a
White-Box linear regression model, we compute the prediction error interval [124, 125].
This allows us to provide upper and lower bounds on the estimates at each sample size.
Furthermore, we compute these intervals using a combination of the variance of the outcome

variable (i.e., time, memory) and the estimated variance of the model' [126, 125].

Apart from White-Box linear regression on the complexity equations, we also investigated if
off-the-shelf polynomials can be utilised to predict the processing time and space required by
the CF. As we know that the complexity of an algorithm could be described by a polynomial,
another solution for our problem would have been to learn the hidden factors/coefficients in
the equations by fitting polynomials of various degrees on the input data (i.e., number of
users, items, ratings, and time/space for each sample size). However, this approach did not
yield the expected results, as (a) several polynomials with different degrees had to be fitted to
the data to try and find the one that best describes the expected resource consumption of the
CF at each sample size, and (b) for each polynomial a different coefficient had to be learnt for
each term, which, in turn, translates into higher processing costs for our predictors. On the
other hand, using linear regression, we only had to learn two coefficients, slope and intercept,
and this approach was also the cheapest and most accurate for estimating processing time and

memory of the CF, as depicted in the experimental evaluation (Section 5.4).

Another approach that we explored was to estimate the efficiency of the CF algorithms using
Bayesian inference [127]. In this setup, our aim is still to compute the hidden coefficients
of the complexity equations from Section 5.2, but using probability distributions rather than
point estimates. Therefore, our predicted variable (i.e., processing time, memory) will be
drawn from a probability distribution. To this end, we infer the performance of the CF using

a normal (Gaussian) distribution [127], characterised by mean and variance, as seen below:

! An example of how to compute the prediction error intervals is provided in ht tps: //learnche.org
/pid/least-squares-modelling/least-squares-model-analysis#prediction-erro
r-estimates-for-the-y-variable.


https://learnche.org/pid/least-squares-modelling/least-squares-model-analysis#prediction-error-estimates-for-the-y-variable
https://learnche.org/pid/least-squares-modelling/least-squares-model-analysis#prediction-error-estimates-for-the-y-variable
https://learnche.org/pid/least-squares-modelling/least-squares-model-analysis#prediction-error-estimates-for-the-y-variable
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Algorithm 1: White-Box Resource Consumption Estimation Algorithm
Input : Dataset D, Algorithm A, max sample size S, max time budget T
Output: The time and memory consumption of the CF.

1 resource_consumption = []; stats = [];

2 T'=T,S=S;D’=D;

/* initialise White-Box regressor */
3 WB = White-Box.init();
/+ compute number of users, items, ratings of the 100% sample */
4 m, n, p = compute_features(D);
/* compute the complexity equation for a given CF */
5 Function compute_equation(m, n, p):
/+ insert the complexity equation of the CF */
/+ for example the time equation for NMF is m+n+p */
6 return (m+n+p);
7 end
8 do
/+ set sample size and time budget for current iteration */
9 Tcur=T;S_cur=S’;
/+ sample D’ with the constraints */
10 d = sample(D’, S_cur);
/+ compute input features of the current sample size */
11 m’, n’, p° = compute_features(d);
12 t=0;
13 do
14 t_start = time();
/* measure processing time, memory by training A on d */
15 stats.push(get_memory_and_processing_time(A, d));
/* train the White-Box model on the input features and the
resources measured and compute the slope and intercept */
16 slope, intercept = WB.fit(complexity_equation(m, n, p), stats);
/+ predict resource consumption for the full dataset using the
slope and intercept */
17 estimated_resource = slope x (compute_equation(m’, n’, p’)+intercept;
18 resource_consumption.push(estimated_resource);
19 t_end = time();
20 t += (t_end - t_start);

21 while (1t <= T_cur);

22 T =t;D’=d; S’ =S_cur;
23 while (T° > 0);

24 return (resource_consumption)

per formance ~ N(aX + 3, 0?) (3.3)

where a, 3, 02 are also coming from distributions. Since o2 will always be a positive number,

we chose a prior distribution, which yields only positive values, such as the Exponential
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distribution [127], where 02 ~ Exp(1). For o and /3 coefficients, we used normal (Gaussian)
distributions and restricted the parameter space using priors learnt with the previous linear

regression models [128].

In Bayesian inference, the main goal is to use sampling methods to draw samples from a
distribution to approximate the posterior [127]. According to the standard practice [127,
128], we can use Monte Carlo methods [129] to draw random samples from a distribution
to approximate the said distribution. While there are several ways to perform Monte Carlo
sampling, the most common and currently used [127, 128] is Markov Chain Monte Carlo
(MCMC) sampling [130]%. One of the challenges of fitting the Bayesian models is to ensure
that all parameters show convergence. This can be checked by computing the potential scale
reduction, (R), which should always have a value below 1.1 [127]. The rule of thumb is that
convergence has been achieved when Ris very close to 1.0 [128].

As with the linear regression models, for Bayesian regressors, we can compute the Monte
Carlo Standard Error (MCSE), which is an estimate of the inaccuracy of Monte Carlo
samples in MCMC algorithms [128]. MCSE can be used to quantify the uncertainty of
the predictions for processing time and memory usage in MCMC models by computing the

standard deviation and variance around the posterior mean of the samples® [128, 131].

Moreover, the uncertainty and the prediction error interval of our White-Box models allow us
to measure and control the quality of the estimated resource consumption for CF algorithms,
without having to collect or rely on the ground truth data, as they provide probabilistic
upper and lower bounds on the estimate of the efficiency of the CF. Consequently, to
know whether more or larger samples are required to improve the accuracy of the estimated
processing time and memory overhead, one would analyse the uncertainty/prediction error
interval and observe the range of the predicted resources (i.e., processing time, memory)
based on the current sample size, and decide if further training is needed for the White-Box
models. Generally, as the accuracy of the predictions improve, the uncertainty/prediction
error interval would become tighter [128]. This can also be noted in Section 5.4, where
we present an experimental evaluation that includes a discussion regarding the accuracy of
the predicted processing time and memory overhead based on the uncertainty and prediction

error interval.

Besides the uncertainty and prediction error interval, we also evaluated our predictions for

processing time and memory overhead using normalised RMSE (NRMSE) computed as:

2In Python, MCMC is implemented using the PyMC3 library available at ht tps://docs.pymc.io/.
This is also what we used in our experiments.

3A practical example for quantifying uncertainty can be found in https://towardsdatascience
.com/pymc3-and-bayesian—-inference-for-parameter—-uncertainty-quantificati
on-towards—non-linear-models—-a03c3303e6fa.


https://docs.pymc.io/
https://towardsdatascience.com/pymc3-and-bayesian-inference-for-parameter-uncertainty-quantification-towards-non-linear-models-a03c3303e6fa
https://towardsdatascience.com/pymc3-and-bayesian-inference-for-parameter-uncertainty-quantification-towards-non-linear-models-a03c3303e6fa
https://towardsdatascience.com/pymc3-and-bayesian-inference-for-parameter-uncertainty-quantification-towards-non-linear-models-a03c3303e6fa
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RMSE

NRMSFE = (3.4)

where 7 1s the mean of the actual time/memory values in the corresponding input.

3.2.2 Contenders and Black-Box Approach

We compare our proposed processing time and memory prediction models (White-Box
approach) against two types of baselines: (i) a hard baseline using linear regression to
learn the hidden factors in the complexity equations described in the literature (denoted
WB/Lit/LR in Section 5.4); and (ii) a soft baseline, which assumes that the complexity of
the algorithms is unknown, and therefore the processing time and memory predictions will

be computed using just the characteristics of the input (Black-Box method).

In the Black-Box approach, the regression model is trained on characteristics resulting from
training the CF models on samples of the input dataset, without having any knowledge of
the inner space/time complexity of the latter. To this end, we augmented the structural input
features (m, n, p, density) of the Black-Box approach, with rating distribution/frequency-
related features. Specifically, in line with the practice in the state-of-the-art methods for
predicting the performance of CF [25, 26], we modelled the concentration of users’ (items’,
respectively) ratings by using the Gini coefficient [132] as described in Equation 3.5, where
w is the number of users (items, respectively), p; is the number of ratings given by a user (or

received by an item, respectively), and p,..., is the total number of ratings.

Gmiwzl—ZxZ(WJriIk) x ( Pr ) (3.5)
w

=1 Ptotal

We thus compute the Gini coefficient for users, Gini,ges, and items, Gini;iems, and include

them as extra input features for the Black-Box approach.

Compared to the White-Box approach, in the proposed Black-Box models, the goal is
to learn the CF resource consumption (i.e., time, memory) directly, without computing
hidden coefficients of the complexity equations. As seen in Algorithm 2, the Black-
Box approach estimates the efficiency of CF based on the input features, captured as the
structural characteristics (i.e., number of users, items, ratings, density, Gini coefficients), of
the samples drawn from the URM. For example, given the memory consumption of a CF
on the 10% and 20% samples, we will fit the Black-Box regressor on these measurements
alongside the number of users, items, ratings, and Gini coefficients of the 10% and 20%
samples, and once the Black-Box regressor has been trained, we will predict the memory

consumption for the 100% sample size (i.e., full dataset) using its structural features. This
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process is then repeated, adding more sample sizes (e.g., 30%, 40%, ..., upper sample size

S) until the maximum time quota is reached.

Algorithm 2: Black-Box Resource Consumption Estimation Algorithm

Input : Dataset D, Algorithm A, max sample size S, max time budget T
Output: The time and memory consumption of the CF.
resource_consumption = []; stats = [];

T =T,S=S;D’ =D;

/+ initialise Black—-Box regressor

BB = Black-Box.init();

/+ compute features of the 100% sample

m, n, p, dens, g i, g_u = compute_features(D);

5 do

10
11

12

13

14
15
16
17
18
19
20

/+ set sample size and time budget for current iteration

Tcur=T;S_cur=S’;

/+ sample D’ with the constraints

d = sample(D’, S_cur);

/+ compute input features of the current sample size

m’,n’, p’,dens’, g i’, g u’ = compute_features(d);

t=0;

do

t_start = time();

/* measure processing time, memory by training A on d

stats.push(get_memory_and_processing_time(A, d));

/+ train the Black-Box model on the input features and the
resources measured

BB.fit(m, n, p, dens, g_i, g_u, stats);

/+ predict resource consumption for the full dataset

resource_consumption.push(BB.predict(m’, n’, p’, dens’, g i’, g u’));

t_end = time();

t += (t_end - t_start);

while (1 <= T_cur);

T -=t;D’=d; S’ =S_cur;

while (7° > 0);

return (resource_consumption)

*/

*/

*/

*/

*/

*/

The Black-Box approach was implemented and tested using several off-the-shelf state-of-
the-art regression algorithms available through the H20O AutoML analytics platform* [133].
This platform allowed us to build Black-Box regressors based on many well-known statistical
methods and ML algorithms, as well as characteristics of the input (i.e., URM). A few
examples of the tested models include Random Forest, Deep Neural Networks, Support
Vector Machine (SVM), and Adaptive Boosting. These Black-Box regressors were ranked
based on their performance, using the sort_metric parameter in AutoML, which was set to

4ForﬂwlmtofﬁgnmmnsamiwmunwnmﬁonofHZO,ﬁm:http://docs.h20.ai/h20/latest—s
table/h2o-docs/automl.html


http://docs.h2o.ai/h2o/latest-stable/h2o-docs/automl.html
http://docs.h2o.ai/h2o/latest-stable/h2o-docs/automl.html
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RMSE. Other parameters that were amended in AutoML were the maximum number of
seconds, max_runtime_secs, and the maximum number of models, max_models, tried for
the regression task. For the former, we experimented with values between 30 seconds and
1 hour, converging on a value of 5 minutes (300 seconds) as larger values would go over
the maximum time quota T set for estimating resource consumption of the CF, while for the

latter parameter we used a value of 10 models.

However, as demonstrated in Section 5.4, solutions based on the Black-Box method are
less accurate than those based on computational complexity equations (i.e., White-Box
approach), and hence, we only report on the results of the best Black-Box performer with
regards to prediction accuracy (i.e., lowest RMSE), namely Gradient Boosting Machine
(GBM) [134]. GBM was ranked as the best state-of-the-art regression model, given the
previously described parameters utilised for AutoML [133], since it acquired the lowest
RMSE, following the K-fold cross-validation procedure described in [133].

3.3 Recommendations’ Quality Prediction Models

The previous section described how the efficiency of the CF can be predicted using (a)
methods that capture the underlying computational complexity of the CF algorithms, and

(b) methods that learn the resource consumption of the said CF models based on different

L/

BB/GBM

structural and rating frequency-based features of the input (i.e., URM).

Dataset Sample the URM
Predict Effectiveness

° ° 1o

T N

Extract Features Train CF on Samples Measure Effectiveness

Figure 3.2: Overview of the Black-Box methodology for predicting the effectiveness (i.e.,
recommendations’ quality) of CF.
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Algorithm 3: Black-Box Recommendation Quality Estimation Algorithm

Input : Dataset D, Algorithm A, max sample size S, max time budget T
Output: The quality of the recommendations produced by the CF.
quality = []; stats = [];

T =T,S=S;D’=D;
/+ initialise Black-Box regressor, which could be GBM, SVR, ABR */
BB = Black-Box.init();
/+ compute features of the 100% sample */
m, n, p, dens, g_i, g_u = compute_features(D);
do
/+ set sample size and time budget for current iteration */
Tcur=T;S_cur=S’;
/+ sample D’ with the constraints */
d = sample(D’, S_cur);
/+ compute input features of the current sample size */
m’,n’, p’,dens’, g i’, g u’ = compute_features(d);
t=0;
do

t_start = time();
/+ measure the quality of recommendations by training A on d */
stats.push(get_-recommendation_quality(A, d));

/* train the Black-Box model on the input features and the

effectiveness of the CF */
BB.fit(m, n, p, dens, g_i, g_u, stats);
/+ predict quality of recommendations for the full dataset */

quality.push(BB.predict(m’, n’, p’, dens’, g_i’, g_-u’));
t_end = time();

t += (t_end - t_start);

while (1 <= T_cur);

T =t;D’=d; S =S_cur;

while (7° > 0);

return (quality)

As the computational complexity only allows us to determine an upper bound to the way
an algorithm’s processing time grows or declines with respect to the size of its input [91],
it cannot be utilised to gauge the effectiveness/quality of recommendations for the CF
models. However, in line with the practice in the state-of-the-art methods for predicting
the performance of CF [25, 26], we can employ off-the-shelf regressors using the Black-Box
approach to estimate the effectiveness of the neural CF using characteristics of the input and

the effectiveness measured across different samples, as seen in Figure 3.2.

First, we sample the dataset (step 1) and extract the structural URM features (step 2), such
as the number of users m, number of items n, number of ratings p, and density, alongside
frequency-related URM features, such as the Gini coefficient for users/items [132]. Then,

we train the CF on the samples (step 3) and record quality of recommendations metrics (step
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4) (i.e., RMSE for rating prediction, NDCG for ranking). The next step is to fit the Black-
Box regressors on these measurements (step 5a) and then predict the overall effectiveness
of the CF using the input features (step 5b) for the 100% sample. This process is repeated
until the upper sample size has been reached or we until we hit the maximum time budget,
as illustrated in Algorithm 3. The Black-Box approach for estimating effectiveness was
implemented using several off-the-shelf regressors, such as Ada Boost Regressor (ABR),
Support Vector Regressor (SVR), and Gradient Boosting Machine (GBM), build using the
H20 analytics platform [133] as described in 3.5.3. These three models were ranked as the
top performers, acquiring the lowest RMSE, following the K-fold cross-validation procedure
described in [133].

3.4 CF Frameworks

In this section, we present a popular CF framework, Surprise [37], that implements the
various traditional CF models studied in Chapter 5 and outlined in Section 2.2.1. Then,
we describe Cornac [38], a DL-based recommendation framework, which we utilised for

analysing and training the various neural CF representatives illustrated in Chapter 6.

3.4.1 Surprise

Surprise [37] is a Python-based CF engine that allows users to build and test CF algorithms,
which work on explicit feedback datasets. This framework allows researchers to quickly set
up their experimental evaluations, as there are many well-known CF algorithms implemented
in this engine, as well as various tools to assess the models’ performance. Surprise
also allows users to experiment with built-in datasets (e.g., Movielens [135]), but also to
incorporate their bespoke collections. For the comparative performance assessment of the
efficiency of the CF representatives, we used the latter, as the algorithms were trained on

inputs sampled in a custom manner, described in Section 5.3.2.

Surprise engine comprises many ready-to-use traditional CF models for solving the rating
prediction problem [3]. As part of the scope of Chapter 5 and the efficiency cost methodology
for traditional CF, we analyse and experiment with various algorithms provided by Surprise.
As this framework covers a wide range of CF classes, such as Alternating Least Squares
(ALS), Matrix Factorisation (MF), K-Nearest Neighbours (KNN), etc., we selected all the
available representatives in each category and measured their efficiency (i.e., processing
time, RAM overhead), and effectiveness (i.e., RMSE).
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3.4.2 Cornac

Cornac [38] is an open-source Python-based framework designed for multimodal CF. This
recommendation engine comprises multiple state-of-the-art models, including traditional
and neural ones. One of the advantages of Cornac is that is allows users to quickly
build and train CF algorithms on both well-known datasets, as well as custom external
collections. Moreover, when using this framework, each CF can be assessed with numerous
effectiveness-oriented metrics, such as Precision (P), Recall (R), Root Mean Squared Error
(RMSE), and many others. In addition, Cornac supports explicit and implicit feedback
datasets, as well as multimodal auxiliary data, such as clicks, items’ descriptions, etc., which

can enrich the user-item interaction information.

We chose this CF engine for undertaking the proposed DL CF work, as it includes the
latest and the original implementation of many well-known neural algorithms. Furthermore,
Cornac is built on and compatible with existing ML tools and libraries, such as PyTorch [136]
and TensorFlow [137]. Out of the numerous neural CF models, we selected the latest model
for the VAE architecture, namely BiVAE, as well as the original VAE-based CF, VAECF.
Then, we also included the well-known NCF algorithm based on a MLP architecture, and
a CNN-based CF, namely ConvMF. These models were selected based on popularity and

novelty criteria as detailed in Section 2.2.2.

3.5 Experimental Apparatus

This section describes the experimental apparatus used in the experimental evaluations
presented in this thesis. Specifically, we discuss the hardware and environment used to obtain
the empirical results, for both traditional and neural CF, as well as the datasets on which
we tested our sampling algorithm and the proposed White- and Black-Box methodologies.
In addition, we also present the implementation details for the proposed efficiency and

effectiveness cost models for CF.

3.5.1 Experimental Environment

3.5.1.1 Traditional CF

The experiments related to sampling the URM (Chapter 4) and training the traditional CF
(Chapter 5) were carried out on Linux servers, each having 2 Intel Xeon E5-2660 CPUs (8
physical cores each with 2-way hyper-threading (HT)) and 64GB of RAM, running Ubuntu
Linux 14.04.6. As the GoodBooks dataset is significantly larger and denser, we ran the
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corresponding experiments on a higher-spec Linux server with 4 Intel Xeon E7-4870 v2
CPUs (15 physical cores each with 2-way HT) and 512 GB of RAM, running Ubuntu
Linux 16.04.7. During the experimental evaluation, all resource-intensive processes were

suspended to avoid interference with our measurements.

3.5.1.2 Neural CF

All neural CF experiments were carried out on an OpenShift cluster [138], orchestrated with
Kubernetes [139], and which contains nodes with Intel Xeon Gold 6244 processors and 500
GB of RAM, and run on Ubuntu Linux 18.04. For the GPU cards, we utilised Titan RTX
with 24 GB of memory and CUDA 11.4. The Python scrips built for logging the processing
time, GPU utilisation, and other metrics were encapsulated in Docker containers [140] with
custom Docker images, where additional libraries were installed. Finally, the scrips used
to train and record efficiency/effectiveness of the various neural CF were scheduled to run
on the cluster as different jobs, having specific YAML [141] configuration files that reflected

their hardware requirements (i.e., number of CPU cores, RAM quota, number of GPU cards).

3.5.2 Datasets

For the studies conducted in Chapters 4, 5, and 6, we used the MovieLLens (ML) 100K and
IM collections [135], as well as the GoodBooks (GB) 10K dataset [142]. Each of these
datasets consists of explicit ratings, from 1 to 5, given by users to items (i.e., films for ML
and books for GB). ML 100K contains 610 users, 9724 items and 10 ratings, while ML 1M
is a larger dataset with 6040 users, 3706 items, and 10° ratings. In addition, GoodBooks
(GB) 10K has 53424 users, 10000 items, and 6 x 10° ratings.

For all collections, the corresponding rating densities were computed, and these are 0.017
(ML 100K), 0.045 (ML 1M), and 0.012 (GB 10K) respectively. The different characteristics
and sizes of these datasets allowed us to experiment with our proposed sampling tool
and methodology, showing that it can be successfully used on collections with different

properties.

3.5.3 Implementation

The proposed White- and Black-Box methodologies were implemented in Python 3.7 [143]
using regular scripts (i.e., *.py) for sampling the URM, measuring the resource consumption
and quality of recommendations. The recorded measurements were stored into Comma
Separated Values (CSV) files, and processed with Jupyter Notebooks [144] and Pandas

dataframes [145]. The specific implementation details for measuring efficiency in CF
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are further described in Section 5.3 for traditional models, and in Section 6.3 for neural

algorithms, respectively.

The White-Box models were implemented using the Linear Regression model from SciKit-
Learn library [146]. When fitted on the input data, the regressor computes and returns
the slope and intercept from the corresponding complexity equations. Then, we use these
coefficients with the input features (number of users, items, ratings) to predict the processing
time and memory required on the full dataset. The other type of White-Box predictor,
Bayesian Regression, was implemented using the PyMC3 library [147]. This framework
allowed us to build a White-Box model that learns the hidden terms in the complexity
equations as probability distributions rather than point estimates used in linear models.
While these models can accurately predict the resource consumption of CF, as showcased in
Sections 5.4 and 6.4, they are very expensive w.r.t their training requirements. This behaviour
was also highlighted in Table 5.3, where the Bayesian models are several orders of magnitude
slower than the rest of the contenders. This is due to the parameter tuning process in Bayesian
regressors, which is often complex, requiring expert knowledge on selecting the priors and
the number of samples drawn from the posterior to attain model convergence, based on the
R value, as described in Section 3.2.1. When building the White-Box Bayesian models, we
used normal distributions as priors to represent the slope and intercept parameters, and a
value of 500 samples for the posterior computation. Other sampling configurations were
explored, where values smaller than 500 lead to large values of R, which indicate that
convergence was not attained. On the other hand, larger values, above 500, for sampling the
posterior, were more expensive w.r.t processing time and led to similar slope and intercept

values to the ones computed using 500 samples.

Finally, the Black-Box approach was implemented using the H20 AutoML framework [133].
Initially, for choosing the best off-the-shelf regressors, we selected RMSE as the metric to
rank the different algorithms, since these would be used in a prediction task and the goal was
to minimise the error/loss between the estimated value and the ground truth data. The RMSE
of the Black-Box predictors was computed over multiple iterations using a K-fold cross-
validation (K=10) procedure described in [133]. The AutoML library was initialised with the
default parameter values, apart from the maximum number of seconds, max_runtime_secs,
and the maximum number of models, max_models, which were amended, to 5 minutes
(300 seconds) and 10 models, respectively, to reflect the experimental conditions described
in Section 3.2.2. Using these settings, the best performer in the resource estimation for
CF task was BB/GBM, while for effectiveness (quality of recommendations), the top three
models were BB/ABR, BB/SVR, and BB/GBM. To train these models on the input features
of the URM, we used the ¢rain() method, and for estimating the efficiency and effectiveness
of the CF algorithms, we used the predict() method, outlined in [133].
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3.6 Chapter Summary

This chapter introduced and formalised the White- and Black-Box methodologies for
estimating the efficiency and effectiveness of CF. We also discussed the current standard
practice approaches for predicting the performance of CF, and noted how the sampling
strategy needs to be updated to reflect both the structural and complexity characteristics of the
base data. For each proposed cost model (i.e., White-Box efficiency, Black-Box efficiency,
Black-Box effectiveness), we provided an overview of the theoretical concepts used by each
approach, as well as illustrated how these can be implemented using pseudocode. Finally,
the apparatus used in the experimental chapters was presented, covering the CF frameworks,

datasets, hardware, and implementation details.
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Chapter 4

Sampling Strategies and Workloads
for Evaluating CF Performance

This chapter presents the sampling strategies which can be employed to determine the
performance of CF models, quantifying both efficiency and effectiveness. Thus, we firstly
introduce the problem of how we can draw samples from the URM, while maintaining the
structural properties of the input, as discussed in Section 4.1. Then, Section 4.2 covers the
standard practice sampling techniques used in the CF literature, noting their limitations for
quantifying the efficiency of a CF algorithm. Section 4.3 illustrates the proposed sampling
approach, which allows us to determine both the efficiency and effectiveness of CF models,
while preserving the structural properties of the input. We further augment the proposed
sampling approach with an adaptive component, which determines how many sub-samples
are required within each sample size based on their quality and time budget, as described in
Section 4.4. Section 4.5 discusses the comparative performance assessment of the standard
practice sampling strategy and the proposed approach, providing empirical answers to RQ1

and RQ2. Finally, a summary of the chapter is outlined in Section 4.6.

4.1 Problem Overview

Drawing random samples from a population to make predictions about the entire population
is a very popular technique in many areas, including CF [14, 3]. To this end, random triplets
of the form (user, item, rating) would be chosen from the input (i.e., URM), with the goal
of emulating the characteristics of the entire URM. Sometimes the quality and number of
the samples can be filtered based on a predefined characteristic of the input (e.g., density),
as showcased in [25, 26]. To the best of our knowledge, in CF literature, all the standard
practice sampling approaches are used to only quantify the effectiveness of CF (i.e., the

quality of the recommendations), without addressing the efficiency of the models. To this
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end, we investigated if the current sampling approaches [25, 26] can be used to determine the
computational cost of CF algorithms during their training phase. However, the performance
evaluation (Section 4.5) revealed that the standard practice sampling technique does not
work well for drawing samples to predict the efficiency (i.e., processing time, memory)
of the CF models. This lead to the formulation of the following problem: given an URM
and a computational resource budget, we need a sampling methodology that preserves the
complexity and structural characteristics of the input, such that we can further utilise the
samples to estimate the efficiency and effectiveness of CF algorithms. While solving this

research problem, we also answered RQ1 and RQ2.

4.2 Standard Practice Sampling Techniques

This section presents the standard practice sampling techniques that are frequently used in
the CF literature to sample the URM to determine the accuracy of the recommendations.
In addition, we cover the input characteristics that are frequently explored in CF sampling
studies [26, 25], and discuss how these can be used to quantify the effectiveness of a CF
model. Then, we describe how the current standard practice sampling techniques could be
employed to sample the URM to predict the efficiency of a CF algorithm, highlighting the
challenges and limitations.

4.2.1 Effectiveness-oriented Sampling Techniques

As argued in [26], there are still many CF algorithms for which there is limited knowledge
about what characteristics of the input work well, and are compatible with the logic of the
CF models. To this end, previous studies [26, 25] have tried to achieve a better understanding
on how these CF algorithms perform under various recommendation tasks given inputs with
different structural properties. In these settings, the impact of the density of the URM on
the CF algorithm’s performance is of high interest. Other aspects, such as the layout and
distribution of the ratings are also taken into account for estimating the accuracy of the

recommendations [26, 25].

One of the key properties that affects the performance of a CF model is the structure of the
rating space. Given a dataset, the rating space is comprised of all items that can be rated
by all users [26, 14]. For the rating space, there are two main properties: size and shape,
where the former can be computed as |U| x |I|. Some families of CF algorithms are directly
impacted by the size of the rating space. For example, in neighbourhood-based models, a
larger rating space size is tied to better reccommendations as there are more users with similar

preferences. On the other hand, if the size of the rating space is small, there are high chances
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that the CF algorithms will perform poorly since there are fewer “neighbours” [26, 14, 3].
The shape of the rating space is defined as the ratio between the number of users and the
number of items in the URM (i.e., |U|/|I]). This property of the input is another factor
that can influence the performance of CF models. Going back to the neighbourhood-based
CF example, if the input has a high users-to-items ratio, it is very easy to find other users
with similar tastes. Furthermore, an URM with many users and few items would advantage a
user-oriented CF technique, while inputs with many items and few users would be favourable
for item-based CF algorithms [26].

In addition to the size and shape of the rating space, the density of the ratings is
another critical characteristic that impacts the performance of CF models [26, 25, 14, 3].
Traditionally, density is defined as the number of available/known ratings divided by the size
of the rating space. A very common problem in the CF literature is the sparsity of the data
[46, 148, 149]. This happens because users cannot consume/interact with a lot of items or
there is limited information about the new users/items in the recommendation engine. The
latter is also known as the cold-start problem [14]. If the density of the ratings is low, there
is a reduced probability that two or more users will have similar items in common, which, in

turn, can cause performance issues to the CF models [26, 25].

Given the most important input characteristics, as described previously, one can use them
to determine the behaviour and performance of a CF algorithm. To this end, the standard
practice consists of training the selected CF on a sample of the dataset and using its offline
measured accuracy as a proxy for the effectiveness over the complete dataset [26, 25].
The sample of the dataset is acquired using a random sampling procedure as described
in [26, 25]. In these settings, a smaller matrix (or submatrix) is drawn from the original
URM containing random triplets of the form (user, item, rating). These are further filtered
based on the density of the submatrix, with a minimum predefined density threshold. This
threshold is chosen such that the random samples contain enough ratings to allow for accurate
recommendations [26, 25]. While this approach works well for estimating the effectiveness
of the CF models, it does not fully capture the structural and complexity characteristics of

the input, as detailed in Section 4.5.

4.2.2 Limitations of Standard Practice Sampling Approaches

In the previous section, we presented the standard practice sampling approaches that are
applied in the literature to gauge the accuracy of the recommendations [26, 25]. Furthermore,
we also outlined the key characteristics of the input data (i.e., URM) that may impact the
performance and behaviour of the CF models. However, when we tried to apply the standard

practice sampling techniques for the resource estimation problem in CF, we noted that these
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sampling approaches fail to capture the complexity characteristics of the base data in the

samples drawn, as illustrated in Section 4.5.

In addition, it is well-known that drawing samples from a dataset is not for free, and
therefore, we believe that it is essential to use a strategy that can be used not only to
determine the accuracy of the recommendations, but which also reflects the efficiency or
computational requirements of the CF model [19, 20]. To this end, another limitation that
we encountered in standard practice sampling techniques is that the samples are filtered
based on a density threshold, which on its own does not provide enough control over the
structural and complexity properties of the samples, as demonstrated in the experimental
evaluation (Section 4.5). To address these drawbacks found in the standard practice sampling
approaches, we propose a simple sampling strategy (Section 4.3), which provides samples
that capture the underlying characteristics of the URM and can be used for predicting both
the efficiency and effectiveness of the CF algorithms at the same time.

4.3 Efficiency-oriented Sampling Approach

This section details the proposed sampling strategy, which can be reliably used to draw
samples from the URM that capture the underlying complexity and structure of the data.
These samples can be further used to jointly estimate the efficiency and effectiveness of
the CF algorithms as described in Chapter 5 for traditional CF, and Chapter 6 for neural

approaches.

For sampling the URM using Algorithm 4, the user-defined upper limit is captured through
a maximum time budget 7, a maximum sample size S, as well as a Coefficient of
Variation (CoV). As each sample is drawn, the remaining time budget and sample size are
(re)calculated for each iteration taking into account the previous time budget 7" and sample
size S’. The proposed approach gradually reduces the next sample size that will be drawn
(e.g., in decrements of 10%) and the amount of time allocated for this operation, based on
the time ¢ spent so far on drawing the current sample and the available time budget. The
measurements are repeated multiple times for each (sub)sample to compute the average j of
the resource usage (processing time or memory overhead) values recorded while training on
the current sample, and the standard deviation, o, selected by the user. In this computation,
we discard the measurement for the first iteration to avoid the effects of cold caches and
overheads of the language runtime. Thus, the algorithm is filtering high-end outliers that can

skew the accuracy of the processing time and memory prediction models.

Furthermore, our sampling algorithm can also use a user-defined Coefficient of Variation
(CoV) as part of its input. The iterative execution on a single sample then may terminate

early if the ratio ¢/m satisfies the said threshold. Thus we ensure that the processing
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times or memory overhead measured on the samples has low variance (i.e., the recorded
time/memory values are in a tight interval). This is an important aspect to be considered
while sampling, as the quality of the samples can impact the accuracy of the resource cost

models as demonstrated in Section 4.5.

The proposed sampling approach, presented in Algorithm 4, allows us to trade off the
number of samples needed for processing time and memory overhead prediction without
sacrificing the accuracy of the resource cost models. Moreover, using a predefined CoV led
to a reliable stopping strategy for drawing random samples and collecting time and memory
measurements. Another idea that we investigated for determining when we have acquired
a large enough sample size is to analyse the prediction error interval in linear regression
models and/or the uncertainty in Bayesian models described in Chapter 5. However, as
this method depends on the resource prediction model used (i.e., works only with linear
regression and Bayesian models), we prefer and propose a model-agnostic sampling strategy
based on an upper limit for time and sample size, as well as a CoV which reflects the quality
of the samples. Moreover, this sampling tool can be easily customised by the users, allowing
them to determine the optimal bounds for the number of needed samples based on how much

variance is allowed to be present in the generated samples.

4.4 Adaptive Sampling Methodology

In the previous section, we described the rationale for using a random sampling technique
to draw samples from a dataset, such that the structural and complexity characteristics of
the input are preserved, and the samples can be further used to estimate the efficiency and
effectiveness of a CF model on the complete dataset. We also introduced Algorithm 4, which
proposes a user- and item-based sampling approach, which draws random samples from the
URM, given operational constraints (e.g., time budget, maximum sample size), as well as a
Coefficient of Variation (CoV) that controls the quality of the samples. In this section, we
further augment the proposed sampling technique, by incorporating an adaptive component,
which allows one to dynamically sample the URM, by estimating the training cost the CF
models on the drawn samples, as well as how many sub-samples can be selected within the

operational constraints.

4.4.1 Extended Sampling Approach

One of the drawbacks of the proposed sampling technique, described in Section 4.3, is
that there is limited knowledge about how many samples we can draw within each sample

size, based on their computational cost. For example, given a sub-sample within an upper
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Algorithm 4: Proposed Sampling Algorithm

Input : Dataset D, Algorithm A, max sample size S, number of subsamples per
sample size N, max time budget T, coefficient of variation cov.

Output: The required samples and their stats.

train_samples = []; stats = [];

T =T;S=S;D"=D;

do
/+ Set sample size and time budget for current iteration */
T.cur=T; S_cur=S’;
/+ sample D’ with the constraints */

d = sample(D’, S_cur, N);
train_samples.push(d’);

t=0;

do
t_start = time();
/* measure processing time, memory by training A on d */
stats.push(get_memory_and_processing_time(A, d));
/* disregard high—end outliers */
1 = stats.mean();
/+ compute confidence interval */

o = stats.standard_deviation();
t_end = time();

t += (t_end - t_start);

while (o/p >= cov and t <= T_cur);
T -=t;D’>=d; S’ =S_cur;

while (7° > 0);

return (train_samples, stats)

sample size of 70% and its processing time cost of 50 seconds, which includes the time
to draw the sample, as well as the time needed to train the CF on the said sample, we
would like to estimate the cost of acquiring a sub-sample in the next sample size (e.g.,
60%). Thus, we would like to dynamically compute and execute a schedule of sample
drawing/training/metric gathering subject to two conditions: (a) never exceed the overall
allocated time budget, and (b) stop drawing samples at a specified sample size if their quality,
measured with a predefined CoV, has met the desired threshold. To this end, we augment the
proposed sampling methodology to include an adaptive component, which given an upper
sample size and its computational cost, as well as the operational constraints described in
Section 4.3, gauges how many sub-samples can be drawn at each lower sample size, and
produces a sampling schedule, which can be further used to determine how many sub-

samples will be selected based on the maximum time budget and the desired CoV.

The extended adaptive sampling algorithm that is described in the next section, takes as input
the dataset D, the maximum time budget 7', an upper sample size S (%), and a Coefficient

of Variation cov. For a given CF algorithm, A, the adaptive sampler will firstly draw a
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sub-sample at the S (%) sample size, train A on it and measure the resource utilisation spent
during this process. Then, this computational cost is used to compute a sampling schedule
over the rest of the lower sample sizes to approximate how many sub-samples can be drawn
assuming a linear scaling relationship across sample sizes. This design assumption allowed
us to compute a crude estimate of the processing time of the next lower sample size and
compare its cost with the overall time budget to decide if it can be fitted within the schedule
or whether we would have to acquire an even smaller sample or to stop sampling if there
is not enough time within the budget. Furthermore, as the sampling schedule is updated,
when a sub-sample is drawn and the CF model is trained on it, the overall time budget is also
updated by subtracting the processing time of the said sample from the budget. Additionally,
the quality (i.e., variance) of the sub-samples is computed and compared to the CoV set
by the user. The adaptive sampling algorithm stops if either the CoV has been met for the
sub-samples or if there is not enough time left in the operational time budget 7" to draw more

sub-samples.

4.4.2 Adaptive Sampling Algorithm

This section presents the proposed adaptive sampling approach as described in Algorithm 5.
The algorithm begins with a boot-up phase, where we draw a sub-sample at the upper sample
size S, and measure the resource consumption (i.e., processing time) while training a CF
algorithm on it. Then, we defined two maps, predicted_times and actual_times, where the
key is the sample size and the values are a list of the processing times. In the next step,
the adaptive sampling algorithm will update the predicted_times map by predicting the
processing times of smaller sample sizes using linear scaling. For example, if we know that
the processing time of a sample size 50% is 30s, by applying a linear scaling transformation
we can estimate the processing time of the next sample size at 40% as % (or 24s). This
process is repeated across all smaller sample sizes to estimate their cost and to determine
how many sub-samples at each sample size can be added in the schedule without exceeding
the operational time budget. In the proposed design, we chose to utilise a linear scaling of the
processing times as it offers an initial upper bound estimate of the processing time needed
to draw a sample and train the CF on it. Moreover, the upper bound is guaranteed since
the training times increase monotonically w.r.t. the size of the samples (i.e., a 60% sample

would always require less time than a 70% sample).

The boot-up phase is followed by the scheduling phase, where we create a sampling schedule
using time_budget as the total budget, and the processing times in predicted_times for the
various sample sizes. The schedule is filled using a greedy approach [150] as follows: for
every sample size, starting with the upper sample size .5, if the time_budget permits we

draw a sub-sample and update the remaining time based on the predicted processing time,
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Algorithm 5: Adaptive Sampling Algorithm

Input : Dataset D, max sample size S, max time budget T, coefficient of variation cov

Output: A sampling schedule containing sub-samples, their processing time, and the
corresponding quality metrics.

50 = sample(D, S);
to = get_training_time(s);
predicted_times = { }; actual times = {}; stats =[]; s = S;
while s >= 10 do
predicted_time =ty / S * s;
predicted_times.add(s, predicted_time);
s -=10;
end

time _budget =T - y;
threshold = predicted_times.get(10);
schedule = {}; s = S; schedule[s] = 1; t’ = time_budget;
while time_budget >= threshold and c¢/m >= cov do
while s >= 10 do
if (1’ - predicted_times.get(s)) >= O then
t’ -= predicted_times.get(s);
schedule[s] += 1;
end
s -=10;

end

time_budget =T - ¢y;

foreach (s, num) in schedule do

1=0;

while i < num do

t = get_training_time(s);

stats.push(t);

m = stats.mean(t);

¢ = stats.confidence _interval(t);

time_budget -= t;

actual_times.upsert(s, t);

1+=1;

end

predicted_times.put(s, average(actual times.get(s)));

s’=s-10;

while s” >= 10 do
if not actual times.contains_keys(s’) then

predicted_times.put(s’, predicted_times.get(s) / s * s°);

end

end

end

threshold = min(threshold, predicted_times.max(10));

end

return (actual_times, stats)
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while adding the sub-sample to the schedule map. These steps are repeated until we reach
the smallest sample size (or default 10%). The default value of sampling in decrements of
10% was selected based on empirical evidence. We experimented with larger increments
(e.g., 20%, 40%), but rate at which the processing times change w.r.t. the size of the input
does not allow one to accurately compute the slope and intercept needed for the complexity
equations. We also tried a finer granularity for our method, where the sampling was done
in decrements of 5% and 2.5%. In this approach, the resource cost for sampling was higher
as more samples were drawn based on the finer granularity, however, the changes observed
in the processing times based on the sample size did not lead to accurate computations of
the coefficients of complexity equations (e.g., our predictors would require an upper sample
size of 40% to accurately predict processing time for the CF, but with a finer granularity we
would still need the samples from 35% all the way to 5%).

Then, the adaptive algorithm advances into the schedule play-out phase. Here, we use the
schedule previously computed to draw samples from the dataset, train the CF on them,
measure quality metrics, and compute the final sampling schedule with the actual processing
times. For each (key, value) pair in the schedule, and for every sub-samples within a certain
sample size, we record the processing time during training and compute the corresponding
sample quality metrics (i.e., ¢/m ratio) as described in Section 4.3. Then, the actual_times
map is updated based on the current sample size and the processing times previously
computed. The last part of Algorithm 5 updates the predicted processing times for smaller
sample sizes, if we are still using the original pessimistic predictions computed using linear
scaling. Finally, the adaptive sampler outputs the actual_times map containing sample sizes
as keys and a list of the processing times for each sub-samples as values, as well as the

corresponding quality metrics stored in the stats array.

4.5 Performance Evaluation of Sampling Approaches

This section describes the performance evaluation of the proposed sampling approach
compared to the standard practice sampling techniques. To this end, we firstly described
the metrics and baselines utilised in the experiments and investigate both sampling strategies
with respect to the effectiveness (i.e., quality) of the recommendations. Then, we expand
this assessment to also include the efficiency of the CF algorithms based on the different
sampling techniques. In addition, we examine the quality of the drawn samples, as well
as the cost of sampling compared to the cost of training the CF algorithms on the chosen
collections. Finally, we show that the proposed adaptive sampling methodology produces
samples that can be accurately used to predict the resource consumption of the CF given a

time budget, an upper sample size, and an user-defined CoV.
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4.5.1 Evaluation Metrics and Baselines

To measure the processing times of the various CF algorithms on inputs sampled as described
above, we utilised the getrusage method from Python’s resource module, with the overall
training time for each sample computed as the sum of the time spent executing in user mode
(ru_utime) and system mode (ru_stime)'. Moreover, the accuracy of the recommendations
produced using the standard practice and proposed sampling approaches was computed using
RMSE. To assess the success and suitability of the proposed sampling technique for the
problem of estimating the efficiency and effectiveness of CF models, we will use the standard

practice sampling algorithm described in [26, 25] as a baseline and contender.

4.5.2 Effectiveness-oriented Evaluation of Sampling Approaches

The first experiment examined if the standard practice sampling strategy can be employed to
draw samples that capture both the efficiency and effectiveness of CF on a subset of the data.
Figures 4.1 and 4.2 present the raw measured effectiveness of a CF algorithm on an upper
sample S% that has been chosen using (i) standard practice sampling baseline (Section 4.2)

[25, 26] and (ii) the proposed sampling mechanism (Section 4.3).
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Figure 4.1: Actual CF effectiveness (i.e., quality of the produced recommendations) for the
full MovieLens 100K dataset using the standard practice (SP) strategy (red curve) compared
to our proposed sampling approach described in Section 4.3 (blue curve).

Interestingly, the two sampling strategies have a similar performance regarding the accuracy

of the produced recommendations. For most CF models, the recorded RMSE values obtained

Please see https://docs.python.org/3/library/resource.html for further information.
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Figure 4.2: Actual CF effectiveness (i.e., quality of the produced recommendations) for the
full MovieLens 1M dataset using the standard practice (SP) strategy (red curve) compared
to our proposed sampling approach described in Section 4.3 (blue curve).

for the samples drawn with the standard practice sampling strategy, as well as the proposed
sampling approach, follow a similar trend and curvature. For both sampling strategies, as the
size of the sample increases, the CF model is trained on more data, and hence its accuracy
improves, while the error (i.e., RMSE) decreases. We note that for the random algorithm,
it is expected to have different RMSEs every time a sample is drawn, using either strategy,
since the recommendations are produced at random. Thus, for effectiveness, we conclude

that both strategies can be successfully used with similar performance.

4.5.3 Efficiency-oriented Evaluation of Sampling Approaches

The second experiment was centred on examining the performance of the two sampling
strategies for drawing samples that can be used to predict the efficiency (e.g., processing
time) of a CF model. This is also tied with RQ1, which analyses how should we sample
the base data (i.e., URM), such that the quality of the predicted efficiency/effectiveness of
a CF model is not harmed. When we assessed the two sampling approaches regarding the

efficiency of the CF algorithms, more notable changes were observed.

Figures 4.3 and 4.4 show the performance of the prediction models, described in Chapter 5,
which have been trained on samples drawn using the two strategies. Our results indicate
that the standard practice sampling strategy fails to capture the complexity characteristics of
the base data, as the prediction models (non-dashed curves) are far away from the ground
truth (black horizontal line). On the other hand, the models that have been trained using the

proposed sampling approach (dashed curves) are more accurate in predicting the efficiency
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Figure 4.3: Predicted processing times for the full MovieLens 100K collection using models

trained on samples drawn with the standard practice sampling approach (non-dashed curves)
and the proposed sampling strategy (dashed curves).
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of the CF algorithms, and hence much closer to the actual training time (black horizontal
line). We note that the comparison between the sampling strategies is done on w.r.t similar
prediction models (i.e., WB/LR trained on samples drawn with SP vs. WB/LR trained on the
samples produced using our proposed approach). Furthermore, Figures 4.3 and 4.4 indicate
that even with the proposed sampling strategy, the best state-of-the-art regressor (BB/GBM)
cannot capture the rate at which the processing time grows w.r.t. sample size across the
collections. This, in turn, shows that even if the samples reflect the underlying structural
and complexity characteristics of the URM, as demonstrated on WB/LR trained using the
proposed sampling method, the type of the resource cost predictor (i.e., BB/GBM, LR/WB,
WB/Bayes, WB/Lit/LR) also impacts the accuracy at which one can estimate the processing
time and memory of CF algorithms. Also, efficiency cost models based on complexity
equations derived from the literature (i.e., WB/Lit/LR) would often fail to estimate the
processing time of the CF, as they utilise worst-case time complexity, which does not reflect

the complexity found in the implementation of the CF models.

This performance assessment of the two sampling strategies revealed that our proposed
sampling algorithm (Section 4.3) works well for both efficiency and effectiveness prediction
purposes. Consequently, we argue that is better to sample the user set, then the item
set, and select the corresponding ratings, rather than sampling directly the ratings set as
described by the standard practice sampling techniques. In the next experimental sections,
we also demonstrate how the quality of the samples can be controlled, such that the drawn
samples can still reflect the structural and complexity characteristics of the base data. Finally,
given the limitations of the standard practice sampling approaches, the proposed sampling
algorithm (Section 4.3) has been also used for the experimental evaluations in Chapter 5 and
Chapter 6.

4.5.4 Sample Quality Analysis

To address RQ2, before determining when to stop sampling based on the number of samples
for which we obtain consistent resource usage measurements (e.g., the processing time
values are in a tight interval), we investigated the quality of the samples. To measure the
latter, we propose using the CoV as described in Section 4.3, and computed as part of
Algorithm 4.

In Table 4.1, we report the average CoV (where 0 corresponds to 0% and 1 corresponds
to 100%) across samples in different subsets of data for a predefined CoV, which selects
samples that acquired 10-15% variance in the processing time values. While most algorithms
seem to achieve a low CoV in the processing times from the 20% subset of data on
MovieLens 100K, we can observe that for the 10% partition, which also corresponds to

the smallest input, some CF, such as KNN, KNN Baseline, and Baseline are less stable. This
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was expected since these algorithms were the fastest on very small inputs, and the recorded

training times were as small as 0.78 milliseconds (KNN).

Table 4.1: Average CoV across 5 samples for various values of .S over the MovieLens 100K
dataset.

S % Baseline Centred KNN Random Co-clustering KNN KNN Baseline = NMF  Slope One SVD

10 0.250706 0.027964 0.067672 0.044952 0.966998 0.430209 0.048225  0.097964  0.055360
20 0.049200 0.018693 0.040723 0.033381 0.173672 0.043722 0.035976  0.090190  0.038803
30 0.032348 0.018011 0.029437 0.026288 0.044634 0.049973 0.028211 0.084882  0.029211
40 0.026480 0.017744 0.025777 0.022463 0.027991 0.026873 0.023757  0.062660 0.030115
50 0.019236 0.014401 0.018921 0.017123 0.023000 0.018624 0.017933  0.060335  0.018390
60 0.015513 0.014273 0.016325 0.025878 0.018855 0.018155 0.014537  0.054240 0.015502
70 0.012500 0.012400 0.011676 0.016157 0.016994 0.015884 0.013080  0.032698  0.015423
80  0.010277 0.011007 0.010337 0.009992 0.011521 0.010502 0.009411  0.026711  0.010177
90 0.006314 0.010413 0.006731 0.006102 0.009067 0.015581 0.006380  0.015045  0.005691
100 0.025653 0.008101 0.002862 0.005187 0.050106 0.017862 0.005243  0.006064 0.006068

However, as the size of the input data increases, the CoV across samples decreases, resulting
in steadier processing time measurements. This behaviour can be observed on the larger
datasets (e.g., MovieLens 1M), where the results shown in Table 4.2, demonstrate that
larger URMs and the corresponding samples exhibit smaller CoV for the processing times.
Consequently, a low CoV indicates that the drawn samples are of high quality, and hence,
fewer sub-samples are required in each sample size for the resource consumption prediction

models.

Table 4.2: Average CoV across 5 samples for various values of S over the MovieLens 1M
dataset.

Split % Baseline Centred KNN Random Co-clustering KNN KNN Baseline NMF  Slope One SVD

10 0.025491 0.022084 0.023630 0.008927 0.029161 0.024757 0.017445 0.018102  0.019674
20 0.014945 0.025723 0.015636 0.045791 0.049176 0.051136 0.014432  0.019948 0.015563
30 0.020766 0.021560 0.012175 0.021083 0.022854 0.041594 0.013201  0.017881 0.011518
40 0.050760 0.021382 0.009874 0.012800 0.029847 0.037930 0.012041 0.037178  0.010624
50 0.054502 0.018089 0.007475 0.008698 0.029333 0.031964 0.007347  0.014521  0.007209
60 0.042309 0.014702 0.006587 0.006039 0.039048 0.017752 0.005994  0.012075  0.006096
70 0.048106 0.015246 0.006263 0.011951 0.036194 0.015900 0.004816  0.010409  0.005268
80 0.054952 0.035928 0.004961 0.008230 0.031214 0.024864 0.004577  0.029441  0.004250
90 0.053097 0.015678 0.015987 0.004480 0.026020 0.029724 0.007800 0.006731  0.008820
100 0.052503 0.012373 0.012846 0.027127 0.032868 0.031828 0.008704  0.031676  0.006164

A further investigation into RQ2, highlighting the stopping criteria for the proposed
sampling methodology is described in Section 4.5.6. However, prior to this, we present
an assessment between the cost of sampling the input and the cost of training a CF model on

the same collection, illustrated in Section 4.5.5.

4.5.5 Assessment of Sampling vs. Training Cost for CF

When assessing the overall performance of our framework for predicting the resource

consumption of the CF models, we also need to consider the cost of sampling the dataset, as
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well as training the CF algorithms on the samples. It should be noted that drawing samples
from a dataset is not for free, and therefore, we believe that it is essential to use a sampling
strategy that is cheaper than training the CF models on the full collections, and which also

reflects the complexity characteristics of the input data.

To this end, and in line with RQ1 and RQ2, Figures 4.5, 4.6, and 4.7 highlight the cost of
acquiring samples from the dataset (blue bars) stacked on top of the cost for training the CF
on these samples (red bars). The training time for the full dataset is depicted with a black
horizontal line. In other words, when a composite blue-red bar reaches or exceeds the black
horizontal line, then this denotes that it is more efficient to train the CF algorithms directly on
the full dataset rather than draw samples and train on them. We note that in cases where a set
of samples is drawn for a bigger sample size (i.e., 70-80% and above) it takes more time to
train the CF on the said samples. This is due to the fact that the time reported for these sample
sizes also includes the time necessary to draw the smaller samples (i.e., the processing time
of an 80% sample would also include the times for the samples between 70% and 10%).
Hence, this is why in Figures 4.5, 4.6, and 4.7 the processing time reported in the composite
blue-red bars is sometimes above the actual training time on the full collection depicted with
a black horizontal line.
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Figure 4.5: Sampling (blue bars) and training (red bars) time cost for MovieLens 100K w.r.t.
upper sample size S% compared to the processing time for the entire dataset (black line).

We note that for CF algorithms with more expensive training costs (e.g., KNN-based CF), the
processing time exhibits a steeper increase across samples. Also, the bigger the dataset/URM

is, the cost of training the CF algorithms is far greater than the one for sampling the input,
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Figure 4.6: Sampling (blue bars) and training (red bars) time cost for MovieLens 1M w.r.t.
upper sample size S% compared to the processing time for the entire dataset (black line).
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Figure 4.8: Sampling (blue bars) and training (red bars) time cost for GoodBooks 10K w.r.t.
upper sample size S% compared to the processing time for the entire dataset (black line).
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as depicted in Figure 4.5 for most CF algorithms. Hence, our framework is more valuable
for predicting the efficiency of such CF models, as we can draw a small and cheap sample of
the data, while accurately estimating the processing time and memory of the CF on the full

dataset.

4.5.6 Evaluation of the Adaptive Sampling Methodology

In this section, we illustrate an experimental evaluation of the adaptive sampling

methodology, presented in Section 4.4, through an ablation study [81].

Table 4.3: Average NRMSE of the predicted processing time for various values of S over
MovieLens 1M for a CoV of 0.1 and a time budget T’ of 50 seconds.

S% Baseline Random KNN C.KNN KNNB. NMF SVD Slope One Co-clustering

20 0.054 0.373 0.5 0.411 0.372 0.17  0.091 0.464 0.355
40 0.219 0.209  0.248  0.319 0.26 0.103 0.038 0.439 0.25
60 0.138 0.148  0.191 0.218 0.134  0.068 0.029 0.376 0.161
80 0.102 0.096  0.137 0.153 0.098  0.051 0.024 0.297 0.115

Table 4.4: Average NRMSE of the predicted processing time for various values of C'oV over
MovieLens 1M for an upper sample size S of 40% and a time budget 7" of 50 seconds.

CoV Baseline Random KNN C.KNN KNNB. NMF SVD Slope One Co-clustering

0.01 0.218 0.192 0273 0.318 0.249 0.09 0.035 0.446 0.258
0.05 0.216 0.187 0273  0.347 0.265 0.095 0.041 0.444 0.242
0.1 0.219 0.171 0301 0.334 0.255 0.091 0.047 0.449 0.24
0.2 0.217 0289 0296  0.329 0.292  0.089 0.046 0.432 0.245

Table 4.5: Average NRMSE of the predicted processing time for various values of 7" over
MovieLens 1M for an upper sample size S of 40% and a C'oV of 0.1.

T Baseline Random KNN C.KNN KNNB. NMF SVD Slope One Co-clustering

15 0.22 0.334 0296 0.324 0.253  0.152 0.089 0.454 0.264
25 0.218 0.192  0.284 0.311 0.275 0.102 0.022 0.443 0.269
50 0.215 0.192  0.289 0.314 0.248  0.104 0.065 0.434 0.249
100  0.219 0.127 0.27 0.334 0.243  0.093 0.036 0.451 0.237

Thus, we fix each of the input parameters of Algorithm 5, apart from one, for which we
set different values, and then we use the outputted sampling schedule and processing time
measurements to predict the resource consumption of various CF models on the medium
sized dataset (MovieLens 1M) using our best predictor (WB/LR). Tables 4.3, 4.4, and 4.5
present the ablation study, where we report the normalised RMSE of the predicted processing
time, for various values of the upper sample size S, Coefficient of Variation C'oV, and time

budget T'. Our findings indicate that a larger sample size lowers the prediction error, while a
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5-10% variance across measurements (i.e., CoV=0.05 or 0.1) offers a good trade-off between
the quality of the predictions and the number of samples drawn. Also, a greater time budget
would allow for more samples to be drawn, and hence would improve the estimation of
the resource consumption; however, setting a very large time budget does not always lead
to better predictions. Lastly, our proposed adaptive sampler would terminate sampling the
URM earlier if the CoV threshold is achieved, regardless of the used time budget.

4.6 Chapter Summary

This chapter outlined and addressed the problem of how to sample the URM, such that
the drawn samples reflect the complexity and structural properties of the input and can be
further used to predict the resource consumption and effectiveness of various CF. Firstly, we
examined the standard practice sampling strategy that is currently used in the literature [25,
26] to predict the performance of CF models, noting how it cannot be successfully applied to
estimate the efficiency of CF, as it does not capture the complexity of the base data. Secondly,
Section 4.3 addressed the limitations of the sampling methodology described in Section 4.2
by proposing a sampling approach tailored for efficiency and effectiveness prediction, while
maintaining both the complexity and structural characteristics of the URM. Furthermore,
Section 4.4 described an adaptive sampling approach that can be employed to dynamically
sample the URM given the operational constraints (e.g., time budget, maximum sample size),
and the desired quality of the samples based on a user-defined CoV [122]. Lastly, Section 4.5
discusses the performance differences between the standard practice sampling strategy and
the proposed one. Here, we demonstrated how both approaches can be successfully used to
draw samples for effectiveness prediction; however, only the proposed sampling strategy can
be accurately used to predict the resource consumption of the CF outperforming the standard

practice baseline.
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Chapter 5

Efficiency Cost Models for
Traditional CF

This chapter describes the efficiency cost methodologies for predicting resource consumption
during training for a number of well-known traditional CF models. First, we provide an
overview of the challenges associated with efficiency estimation in CF, and how this topic
has been broadly overlooked by the literature. Then, we formalise the research problem
centred on how we can gauge how many resources will be needed to train a traditional
CF, based on the size of the input. Secondly, Section 5.2 provides an in-depth analysis
of the time and space computational complexity of the chosen CF algorithms. Here, we
present the complexity equations provided by the relevant literature, and then, by examining
the implementation of the CF models, we propose alternative time and space equations
that reflect the resource cost of the CF in a more accurate manner. Thirdly, we illustrate
the evaluation metrics and baselines used, as well as how we employed and configured
the proposed sampling strategy to draw samples from the URM. Then, we present the
experimental evaluation of our efficiency cost methodologies, investigating the performance
of the White- and Black- box approaches towards estimating the hardware resources utilised
during training by traditional CF algorithms. Finally, we provide a summary of the chapter

in Section 5.5.

5.1 Problem Overview

As highlighted in Section 2.3, the efficiency of the CF is often omitted in evaluation studies.
Beel et al. [93] highlighted that one of the key problems in the CF field is that many papers do
not report the runtimes of the proposed algorithms and often the computational complexity
is not discussed. These aspects play a critical role for the content providers, who deal with

large volumes of data and need to produce recommendations for their users in near-real-time.



5.2 Complexity Analysis 77

Moreover, the diversity of the CF approaches and their corresponding implementations make
it difficult to compare across them given a predefined recommendation task (e.g., rating
prediction problem). Baselines are often used to alleviate this problem, but how these are
selected is not always trivial due to a large design space with many variables (e.g., the internal

representation of input data, sets of computations, algorithms and data structures, datasets).

Consequently, we formalise the problem of efficiency prediction for traditional CF
algorithms, and we propose several solutions based on cost models that report on the
algorithmic complexity and estimate the CF’s resource consumption during training (e.g.,
runtime, memory footprint) with respect to the size and the characteristics (e.g., number of
users/items/ratings, sparsity) of the input data. Furthermore, in this chapter we answer RQ3,
RQ4, and RQ5 outlined in Section 1.2.

5.2 Complexity Analysis

Traditionally, the performance of an algorithm is captured through asymptotic worst-case
complexity equations using big-O notation [91]. This method allows us to determine an
upper bound to the way an algorithm’s processing time grows or declines as a function of
characteristics of its input. The CF models studied in this work are based on well-known
algorithms, for which big-O analysis has been provided by the relevant literature [66, 151,
152, 153, 154, 155, 156].

However, it is often the case that design decisions may make the complexity characteristics
of particular implementations to diverge from the theoretical bounds — a fact often hidden
behind constant factors or terms ignored during big-O analysis [157]. This is also why,
as highlighted in the experimental evaluation (Section 5.4), predictors based on literature
complexity equations cannot accurately estimate the time and memory required by the
CF during training, as the literature reports the worst case/upper bound of the resource
consumption. We thus formulate and propose time and space complexity equations based
on the actual implementation of said CF models. In the following sections, we list the
algorithmic complexities based on (a) literature [66, 151, 152, 153, 154, 155, 156] and (b)
implementation. For the latter, we used Surprise’s [37] documentation and implementation,
and derived the expected time and space complexity of CF models captured through big-O
notation and the following characteristics of the input (URM): the number of users, m, the
number of items, n, the total number of ratings, p, and the density of the rating matrix, d,

computed in Equation 5.1.

0= — S.D
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For the purpose of our approach and proposed methodology, the number f of latent factors
as well as the number e of epochs, where applicable, are considered constants set to
the predefined/recommended values by [37]. Furthermore, we note that the complexity
equations derived and presented in the next sections are based on the implementations found
in Surprise [37], and alternative implementations of the CF may lead to different equations.
However, as Surprise is one of the most popular recommendation engines, we selected it to
demonstrate the feasibility of our methodology for estimating resource consumption of CF
algorithms. If one would utilise alternative implementations of CF, our methodology would
not change, however, the expected/average complexity equations may need to be updated to

accurately estimate time and memory of the CF.

5.2.1 Processing Time Complexity Equations

The baseline CF is based on the Alternating Least Squares (ALS) algorithm, the naive
solver! version, which has a time complexity of O(mnf), where f is the number of latent
factors. If we further fix f to a default/recommended number, the complexity can be further
abstracted to O(mn) [66]. However, by examining the implementation of the baseline
CF algorithm, for a given number of epochs e, firstly the users’ baseline is computed in
m? steps, followed by the items’ baseline which takes n? operations. If we fix ¢ to a

predefined/recommended value, baseline’s overall time complexity is O(m? + n?).

The random algorithm, based on Maximum Likelihood Estimation (MLE), predicts the
missing ratings over a normal distribution, computed in maximum O (mn) steps [151]. The
implementation reveals that the random CF computes a global mean and standard deviation
during its training phase. These are typically done in two stages (first, compute the mean,
then the standard deviation), each of which scans over all rating values. As such, the

algorithm’s time complexity is in O(p).

For the neighbourhood based CF algorithms (i.e., KNN, centred KNN, and KNN baseline),
the training phase computes the distance of every user to every other user (or every item
to every other item, depending on whether the approach is user- or item-centric), taking
into account only the items (users, respectively) that are common across users (items,
respectively). This leads to a complexity of O(m?n?) [152, 158]. However, at the
implementation level, for KNN we derived a time complexity of O(";—2 + x?), where x can

be either m for user-based KNN, or n, for item-based KNN, respectively.

At the core of the KNN-based CF, the similarity function computes the distance across the
relevant users or items with respect to (a) the ratings they gave (for users) and (b) the rated

items. By investigating the rating frequency distribution of the URMs from all datasets, we

'Naive ALS is described in http://web.cs.ucla.edu/~chohsieh/teaching/CS260_Winte
r2019/lecturel3.pdf
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concluded that the number of per-user and/or per-item ratings follows a uniform distribution
. oo P . . T
(i.e., £ ratings per user, or £ ratings per items). We thus make the f0110W21ng simplifying
assumption: in the similarity function, the distances are computed in x X Z;, which can be
simplified to 2. Then, the distance is computed for pairs of common users/items in x? time

(m? for users or n? for items, respectively).

Centred KNN has a similar complexity to KNN, as they use the same similarity metric
(MSD), but takes an extra (p) step to compute the mean ratings of each user (item,

respectively), which brings the overall time complexity to O(“;—2 + x? + p).

KNN Baseline is also based on KNN, and computes distances across users (items,
respectively) using Pearson correlation coefficients [75], and takes into account baseline
ratings. It’s overall time complexity, as derived from its implementation, is the same as the
one for Centred KNN - i.e., O(”;2 + x% + p).

The NMF model is based on the SGD algorithm, which achieves a time computational
complexity of O(emp), where e is the number of epochs (iterations)[153]. If we fix the
number of epochs, the complexity can be reduced to O(mp). In the Surprise framework
[37], for a fixed number of epochs and factors, NMF decomposes a given user-item ratings
matrix, with respect to the number of users (1), items (1), and ratings (p). Therefore, the
missing ratings are computed in O(p + m + n) (or O(ef(p + m + n)), including the
number of epochs, ¢, and factors, f).

SVD, a popular CF-based approach, has been intensively used to produce recommendations
on explicit datasets. Over time, multiple variations of SVD have developed [154], leading
to a significant number of implementations. However, most of them converge to a time
complexity of O(mn?), even though other studies, such as [2], claim that the overall
complexity of SVD is close to O(n*m + m?n). The SVD’s implementation found in Surprise
[37] uses the user-item ratings matrix in O(epf) time to factorise the corresponding user
and item factors. SVD’s time complexity can be simplified to O(p) for a fixed number of

epochs (e) and factors (f).

For slope-based solutions, the Slope One algorithm has a generic time complexity of
O(mn?), as it computes the average difference between pairs of relevant items as described
in [155]. At implementation level, Slope One firstly computes the frequency of the pairs
of items (i, j), followed by the deviation between item i’s ratings and item j’s ratings. This
is achieved in O(% + n?). Then, the relevant ratings are predicted using the users’ mean
ratings combined with the aforementioned frequency and deviation arrays, which means

another O(p), leading to an overall time complexity of O(%2 + n? + p).

The Co-clustering CF with a fixed number of user-item clusters converges towards a
computation complexity of O(mn) [156]. By examining its implementation, Co-clustering

splits users and items into clusters in O(m) + O(n) and co-clusters in O(p) steps, using an
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assignment technique similar to K-means. This makes Co-clustering trainin O(m + n + p)

time.

Finally, we summarise the time complexity of the CF presented in literature and derived from
the implementation in Table 5.1. It should be noted that for KNNs, x can be either m for
user-based KNN, or 7, for item-based KNN, respectively.

Table 5.1: Time complexity equations for traditional CF derived from literature and
implementation.

Literature Complexity | Implementation Complexity
Baseline O(mn) [66] O(m? + n?)
Random O(mn) [151] O(p)
KNN O(m2n?) [152, 158] O(Z + 22)
Centred KNN | O(m?2n?) [152, 158] O(Z + 22 + p)
KNN Baseline |  O(m?n?) [152, 158] O(Z + 22 + p)
Co-clustering O(mn) [156] O(m+n+p)
Slope One O(mn?) [155] O(Z +n2 + p)
SVD O(mn?) [154] O(p)
NMF O(mp) [153] O(p+m—+n)

5.2.2 Space (Memory) Complexity Equations

For memory usage, apart from the size of the URM, which in all cases takes O(p) of
memory, the baseline algorithm stores the users’, items’ resp., baseline in an array of size
O(m), O(n) resp.; since, both baselines are used by this CF, the overall space complexity
is O(m + n).

The random CF does not require additional memory during its training phase as there are no
auxiliary data structures that need to be allocated for the computing of the mean and standard

deviation. Therefore, its space complexity matches the size of the URM, namely O(p).

To compute the distances and similarities between pairs of users, items resp., the KNN-based
CF allocates additional memory space for matrices of size O(m?), O (n?) resp. Therefore,
the memory usage for KNN, Centred KNN, and KNN baseline models during training is
O(m?) or O(n?) depending on whether distances/similarities are computed across users or

across items.

The implementation of NMF reveals that during training additional memory is allocated for
two matrices, one for the user latent factors, which takes O(mf) of memory, and the other
one for item latent factors, which is stored in O(nf). This brings NMF’s overall memory
usage to O (mf + nf).
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For memory requirements, during training, SVD follows similar storage requirements as

NMF, having a space complexity of O(mf + nf).

Slope One CF requires memory space for two additional matrices to compute the frequency
and deviation between pairs of items across the dataset during its training process.

Consequently, the expected memory usage is O(n?).

During training, the Co-clustering CF computes the users and items mean across the entire
collection and stores them in arrays of size O(m), O(n) resp. Then, users and items clusters
and co-clusters are built, which require another O (m), O(n), and O (mn) resp. of memory.

This brings the overall space complexity to O(m + n + mn).

Similarly to the time complexity equations, Table 5.2 summarises the space complexity
equations derived from the implementation of traditional CF. For KNNs, x should be
replaced with either the number of users, m, or items, n, depending on which option is used
as a similarity metric. Furthermore, for the selected CF models, where a dash line is depicted

in the table, the literature does not report the corresponding complexity of the algorithms.

Table 5.2: Space complexity equations for traditional CF derived from literature and
implementation.

Literature Complexity | Implementation Complexity
Baseline - O(m + n)
Random - O(p)
KNN - O(2?)
Centred KNN -~ O(x?)
KNN Baseline -~ O(x?)
Co-clustering - O(m + n+ mn)
Slope One - O(n?)
SVD - O(mf + nf)
NMF - O(mf + nf)

5.3 Experimental Settings for Traditional CF

This section firstly presents the evaluation metrics used to assess the quality of the White- and
Black-box regressors used to estimate the efficiency and resource consumption of traditional
CF during their training phase. Then, we explain how we acquired the processing time and
memory measurements of the CF models, as well as how the proposed sampling strategy,
described in Chapter 4, was used to draw samples from the URM, which were further used

to train the CF models and predict their efficiency and effectiveness.
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5.3.1 Evaluation Metrics and Baselines

As part of the experimental evaluation, we assessed the efficiency of CF by examining how
the processing time and memory overhead vary during training for inputs of various sizes. To
this end, we first logged the resource consumption exhibited by each CF representative. The
processing time was captured using the getrusage method from Python’s resource module
as explained in Section 4.5.1. To retrieve the memory usage of the CF, we recorded the
information from the proc filesystem via the *“/proc/[pid]/status” file?, which contains the
utilised memory by the current process (identified by pid) reported directly by the Linux
kernel. From this file, we based our memory usage computations on the “VmSize” field,
which returns the overall memory used by a specific process. To cross-check our approach
regarding memory measurements, we also recorded the memory usage while training the CF
model using a memory profiler. For this task, we used the memory-profiler’ module from
Python, and ensured that the results reported by the profiler match the ones recorded using
the proc filesystem. Furthermore, we also measured the effectiveness of the CF by recording
the RMSE of the predicted rating values.

To evaluate the proposed efficiency cost methodology (i.e., White-Box approach) for
traditional CF, we used the off-the-shelf state-of-the-art regressors (i.e., Black-Box method)
as the main baseline. Moreover, we also compare the proposed time complexity equations,
derived from the implementations found in [37], with the baseline equations provided by the
relevant literature [66, 151, 152, 153, 154, 155, 156].

5.3.2 Sampling Strategy

For sampling the URM and acquiring the resource consumption of CF, we gathered
measurements for values of S (upper limit to the sample size) ranging from 10% all the
way to 100% in increments of 10% (i.e., 10%, 20%, ..., 100%) using Algorithm 4 (to
be discussed in Chapter 4). For each draw, we also used a fixed random seed 4 from a
predefined set of seeds to ensure reproducibility. A corollary of our sampling strategy is that
each smaller sample is a sub-sample of a large one (e.g., a 10% sample is a sub-sample of a
20% sample); this approach allowed us to measure how the training time and memory usage

change when the input size gradually changes.

For the scope of our experimental evaluation, in Algorithm 4, we set the confidence to 99%,
and use a predefined variance of the processing times and memory overhead in each sample
size (e.g., 10%, . .., 100% of the data) in the range of 10% to 15% coupled with a Coefficient

2More information about the proc filesystem can be found at ht tps://man7.org/linux/man-pag
es/man5/proc.5.html.
3Memory-profiler is available at https://pypi.org/project /memory-profiler/.
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of Variation (CoV) of 0.1. Last, we set the overall time quota 7" to 2000, 500, 100 seconds
per sample for GB 10K, ML 1M, and ML 100K, respectively. The time quota values were
selected based on the available resources (both temporal and hardware), while the CoV was
chosen based on the preliminary results outlined in Section 4.5 . In addition, the results
presented in Section 5.4 indicate that this setup offered a good trade-off between the number

of samples needed and their quality.

5.4 Experimental Evaluation

In the following experimental evaluation, we firstly present a comparative assessment
between the proposed White-Box approach and the Black-Box contender for the problem
of processing time prediction for CF. Then, we investigate the cost of training the White-
and Black-Box methods, highlighting that the most accurate approach (WB/LR) is also the
fastest, and hence, the cheapest with respect to hardware usage. Section 5.4.3 covers the
memory overhead prediction models for CF, while the last part, Section 5.4.4, presents how

our framework can also estimate the effectiveness of the recommendations.

5.4.1 Processing Time Prediction Models for CF

As part of RQ3, we built the two main efficiency cost estimation methodologies, namely the
Black- and White-Box approaches, further investigated in RQ4, and RQS, respectively. To
highlight the advantages and drawbacks of each approach, we first examine them in the CF’s

processing time prediction task.

Figures 5.1, 5.2, and 5.3 depict the estimated training time for the complete dataset, for
various values of .S (upper sample size limit), using our approaches (WB/LR and WB/Bayes)
and the two baselines (linear regression over literature complexity equations (WB/Lit/LR),
and state-of-the-art regressor (BB/GBM)). Specifically, the curves on these figures show the
predicted full-dataset training time (y-axis) versus the upper sample size limit (x-axis) on
which the contenders were applied. The horizontal black line represents the actual training
time over the entire dataset. In other words, the closer a curve is to the black line the
more accurate the prediction, and the earlier a curve approaches the black line the smaller a
sample is required to achieve this result. The orange and purple areas show the prediction
error interval and uncertainty for the predictions of WB/LR and WB/Bayes respectively, as

presented in Section 3.2.

Our results indicate that WB/LR, using simple linear regression, outperforms the much more
complex best performing state-of-the-art regressor (BB/GBM). In most cases, a 30%-40%

upper sample size limit seems enough to allow WB/LR to achieve highly accurate prediction.
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Figure 5.1: Predicted processing times for MovieLens 100K for various values of S using our
approaches (WB/LR and WB/Bayes) and the two baselines (WB/Lit/LR, and state-of-the-art

regressor (BB/GBM)). The black horizontal line represents the actual training time over the
entire dataset.
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Figure 5.2: Predicted processing times for MovieLens 1M for various values of S using our
approaches (WB/LR and WB/Bayes) and the two baselines (WB/Lit/LR, and state-of-the-art

regressor (BB/GBM)). The black horizontal line represents the actual training time over the
entire dataset.
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Figure 5.3: Predicted processing times for GoodBooks 10K for various values of .S using our
approaches (WB/LR and WB/Bayes) and the two baselines (WB/Lit/LR, and state-of-the-art
regressor (BB/GBM)). The black horizontal line represents the actual training time over the
entire dataset.

Interestingly, WB/Bayes also seems to achieve good accuracy in the processing time
prediction task with similarly small sample sizes; however, its training cost is considerably
greater than the one for WB/LR and WB/Lit/LR as discussed in the next section. In addition,
our contender, BB/GBM, is underestimating the resource consumption for both time and
memory for all traditional CF algorithms. We believe this is due to the features utilised by
this predictor, as the structural properties of the URM used on their own do not suffice to
capture the complexity of the base data. Furthermore, the linear regression models trained
on the complexity equations reported in the literature (i.e., WB/Lit/LR) are very far from
from the ground truth data (i.e., black horizontal line) in most cases. This is due to the fact
that in literature, only the worst case/upper bound of complexity is reported for a given CF,
while in our use-case, we require the expected/average time and space complexity equations

to be able to accurately estimate resource consumption.

5.4.2 Comparative Assessment of the Cost of Prediction Models

In Section 4.5.5, we examined how the processing time varies when sampling the datasets
and training the CF algorithms on the given samples. However, training and running the

prediction models on the base data also involves a cost. Table 5.3 presents the average time
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taken by each prediction model across the three datasets. As we can see, the fastest models
are WB/LR and WB/Lit/LR, followed by GBM, while WB/Bayes is by far the slowest (by
several orders of magnitude). Therefore, for predicting the efficiency of a CF model, it is
important not only to select an adequate sampling strategy but also a cheap and accurate

predictor, such as our proposed approach (WB/LR).

Table 5.3: Mean and standard deviation of processing time (i.e., training and prediction time)
for the prediction models across the three datasets (MovieLens 100K, MovieLens 1M, and
GoodBooks 10K).

Mean Runtime (s) Standard Deviation
WB/LR  WB/Bayes WB/Lit/LR BB/GBM | WB/LR  WB/Bayesian ~WB/Lit/LR BB/GBM
Baseline 0.000846 12.97 0.000821 0.56 0.000076 0.63 0.000008 0.19
Random 0.000811 12.49 0.000831 0.49 0.000014 0.63 0.000017 0.07
KNN 0.000828 12.78 0.000821 0.47 0.000009 0.37 0.000007 0.01
Centred KNN 0.000835 12.34 0.000834 0.47 0.000019 0.55 0.000019 0.02
KNN Baseline 0.000806 13.30 0.000805 0.48 0.000012 0.64 0.000020 0.01
Co-clustering 0.000793 12.84 0.000801 0.46 0.000014 0.78 0.000012 0.02
Slope One 0.000829 13.28 0.001018 0.50 0.000013 0.62 0.000140 0.07
SVD 0.000811 13.43 0.000833 0.52 0.000015 0.61 0.000029 0.09
NMF 0.000840 13.33 0.000817 0.50 0.000040 0.50 0.000009 0.02
Geometric Mean | 0.000821 12.97 0.000840 0.49 0.000018 0.58 0.000019 0.04

As presented in Table 5.4, we also analysed the efficiency-effectiveness trade-offs emerging
from the training cost on various sample sizes compared to the normalised RMSE for the
estimated processing times. For the selected CF algorithms, we measured the training cost
in terms of time (seconds) and power consumption (kWh), which combined can indicate the
monetary cost quantified in US dollars ($). As the models have been trained on an Intel-Xeon
E7-4870%, which has an average power consumption of 130 kWh, we computed the overall

power reported in Table 5.4 as detailed below:

time x 130
= 2
power 50 5 60 (5.2)

where the time represents the total training time of the CF on a specific sample size (e.g.,
20%, 40%, 60%). Then, to translate the utilised power into a monetary value, we multiplied
the power with the average cost of the electricity in the US in 2021° (i.e., 0.12$ per kWh).

cost = power x 0.12 (5.3)

Furthermore, the power and monetary costs are compared to the normalised RMSE values

4Specifications of Intel-Xeon E7-4870 are available at https://ark.intel.com/content /www/
us/en/ark/products/53579/intel-xeon-processor—-e74870-30m-cache-2-40-ghz-
6-40-gts—intel—-gpi.html.

SElectricity prices are avialble at https://www.statista.com/statistics/183700/us-av
erage—-retail-electricity-price-since-1990/.
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obtained from predicting the processing time of the entire dataset using our proposed
methods (WB/LR and WB/Bayes), as well as the hard (WB/Lit/LR) and soft (BB/GBM)
baselines. This study was conducted on the most computationally intensive dataset (i.e.,
GoodBooks 10K), as we believe it is a good example to illustrate that a bigger sample,

which is also more expensive, does not necessarily improve the accuracy of the predictions.

Table 5.4: Estimated training cost vs. prediction accuracy w.r.t. different sample sizes on
GoodBooks 10K.

Training Resources Predictions’ Accuracy (NRMSE)
Upper Sample Size S% | Time (s) Power (kWh) Cost($) | WB/LR WB/Bayes WB/Lit/LR BB/GBM
20 3.5 0.13 0.02 0.16 13.59 12.35 19.98
Baseline 40 16.67 0.6 0.07 0.01 4.25 7.03 16.25
60 37.13 1.34 0.16 0.06 0.01 3.98 10.23
20 1.86 0.07 0.01 0.05 0.02 5.55 9.57
Random 40 7.91 0.29 0.03 0.05 0.01 3.18 7.52
60 17.67 0.64 0.08 0.03 0.009 1.69 4.92
20 64.45 2.33 0.28 0.39 0.05 840.67 1453.77
KNN 40 455.25 16.44 1.97 28.39 26.79 521.28 1344.44
60 1729.19 62.44 7.49 0.3 0.06 187.97 1000.23
20 76.39 2.76 0.33 10.5 11.75 855.98 1582.24
Centred KNN 40 496.68 17.94 2.15 30.73 23.26 561.38 1453.82
60 1595.96 57.63 6.92 35.8 33.72 333.77 1153.67
20 83.38 3.01 0.36 228.02 247.41 569.47 1330.45
KNN Baseline 40 482.86 17.44 2.09 0.59 0.01 390.03 1185.3
60 1629.22 58.83 7.06 4.49 4.65 141.52 943.11
20 29.7 1.07 0.13 0.19 0.01 80.49 140.93
Co-clustering 40 119.89 4.33 0.52 0.55 0.11 46.56 115.53
60 269.85 9.74 1.17 0.29 0.01 24.39 71.38
20 3.62 0.13 0.02 466.88 393.51 57.44 95.66
Slope One 40 21.84 0.79 0.09 29.81 19.59 42.01 89.85
60 78.93 2.85 0.34 5.73 2.14 24.37 74.62
20 56.98 2.06 0.25 0.32 0.04 0.25 277.31
SVD 40 226.85 8.19 0.98 2.09 1.20 0.39 22891
60 545.71 19.71 2.37 0.1 0.21 0.71 127.48
20 62.34 2.25 0.27 10.78 0.55 10.49 288.54
NMF 40 244.28 8.82 1.06 18.87 0.36 18.71 235.87
60 561.34 20.27 2.43 14.97 0.002 14.9 144.11

For example, let us examine the baseline CF model. As the sample size increases and
therefore the training cost, the prediction error decreases, leading to more accurate expected
processing times. However, not all CF algorithms display this behaviour. For SVD, a bigger
and more expensive sample does not necessarily minimise the NRMSE value; this means
that while the cost of training increases, the processing time predictions’ accuracy remains
relatively constant, without further improvements. In addition, KNN exhibits a similar
behaviour where the best prediction accuracy (i.e., NRMSE) is achieved at a 20% sample
size for an estimated cost of 0.28$. Nevertheless, for other CF models, such as SlopeOne,
a larger and more expensive (0.34$) sample size of up to 60% is required to predict the

processing time.

Based on the results presented in Tables 5.3 and 5.4, we believe that knowing the training cost

of a CF algorithm versus its nominal effectiveness (i.e., the quality of the recommendations)
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is a critical aspect that should be taken into consideration for building and deploying
efficient CF models without sacrificing the users’ satisfaction while maximising the content
providers’ revenue. Finally, as showcased in Table 5.4, the most accurate resource
consumption predictors are the proposed WB/LR and WB/Bayes models. However, if we
analyse the processing times of WB/LR and WB/Bayes in Table 5.3, we notice that the
former model is several orders of magnitude faster than the latter. Consequently, besides
knowing the training cost of the CF, it is important to also select a cheap and accurate

predictor for estimating the resource consumption, such as the proposed WB/LR model.

5.4.3 Memory Overhead Prediction Models for CF

The proposed efficiency cost methodology can also predict the memory usage required for
training the CF algorithms. To achieve this, we use the same approach as the one for
predicting the processing time. We first sample the dataset (if the samples are not already
available), then train the CF on the samples and measure the additional memory used during
training. Lastly, we use the proposed prediction models captured in the White-Box method to
learn the hidden coefficients from the space complexity equations, outlined in Section 5.2.2,
as well as our Black-Box baseline (BB/GBM) to estimate the memory usage by using
characteristics of the URM.

Figures 5.4, 5.5, and 5.6 illustrate the accuracy of the predictions for memory usage across
the three datasets. These figures are similar in design to the processing time figures (i.e.,
5.1, 5.2, and 5.3); on the y-axis we have the memory usage for training the CF models
over the complete dataset, as predicted using as the upper sample size limit the value on
the x-axis, while the horizontal black line depicts the actual memory usage for training the
CF models over the complete input dataset. Similarly to the time prediction models, the
proposed approach (WB/LR, orange curve) outperforms the best state-of-the-art regressor
(BB/GBM, green curve). WB/Bayes (purple curve) again achieves good accuracy in the
prediction task, but for a much higher training cost as discussed earlier. Again, a 30%-40%
sample suffices for WB/LR and WB/Bayes to produce highly accurate predictions. If we
compare the error interval and uncertainty depicted in the time (Section 5.4.1) and memory
estimation figures, we will notice that the error/uncertainty areas are smaller for the RAM
predictions. This is due to the fact that there is less variance in recorded memory values
compared to the variance measured in the processing times, and this leads to more accurate
predictions, as well as smaller error/uncertainty margins. Finally, WB/Lit/LR is not shown
on the memory consumption figures as, alas, the literature around the CF models considered

here provides no space complexity analysis.
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Figure 5.4: Predicted memory overhead for MovieLens 100K for various values of S
using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual memory overhead for the entire
dataset.
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Figure 5.5: Predicted memory overhead for MovieLens 1M for various values of S
using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor

(BB/GBM)). The black horizontal line represents the actual memory overhead for the entire
dataset.
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Figure 5.6: Predicted memory overhead for GoodBooks 10K for various values of S
using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual memory overhead for the entire
dataset.

5.4.4 Recommendations’ Quality Prediction Models for CF

To fully assess the performance of a CF algorithm on a given input, we need to examine both
efficiency and effectiveness. Although, the latter (i.e., effectiveness) has been previously
studied in the literature [25, 26, 58], and it is not within the main scope of this thesis.
However, for the purpose of completion and comprehensiveness, we demonstrate that our

method also works for predicting the quality of the recommendations.

The results above illustrated how the proposed sampling strategy and White-Box models
could address the efficiency prediction problem for traditional CF. For estimating
effectiveness, we employ state-of-the-art Black-Box regression models, such as Ada Boost
Regressor (ABR), Support Vector Regressor (SVR), and Gradient Boosting Machine (GBM)
to learn the quality of the recommendations given a CF algorithm, a collection of samples
(drawn using the strategy in Algorithm 4), and characteristics of the input. These Black-Box
regressors were selected for this task, as they achieved the lowest error (i.e., RMSE), while

predicting the effectiveness of the recommendations based on various values of S.

Figures 5.7, 5.8, and 5.9 show the predicted recommendation effectiveness for the popular
CF algorithms implemented in Surprise [37]. We note that a sample size of 30-40% (same

size as for efficiency models) attains good accuracy for predicting the effectiveness of a
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Figure 5.7: Predicted effectiveness (i.e., recommendation quality) for MovieLens 100K

for various values of S using state of the art regressors (Black-Box approach).

The

black horizontal line represents the actual recommendation quality (RMSE) over the entire

collection.

Baseline

1.4-
1.2-

1.0-

0.8 -

0.6 -

20 30 40 50 60 70 80 90

Predicted recommendation effectiveness (RMSE)

Random

2.0-

1.8-

1.6-

1.4-

1.2-

1.0- . ' ' ' ' ' ' '
20 30 40 50 60 70 80 90

Co-clustering SlopeOne
1.4- 1.4-
1.2- 1.2-
1.0- g 1.0-
— [y
0.8 - 0.8-
0.6 - 0.6 -

20 30 40 50 60 70 80 90

20 30 40 50 60 70 80 90

Upper sample size limit (S) as % of full dataset l

1.4-

1.2-

1.0-

0.8 -

0.6 -

1.4-

1.2-

1.0-

0.8 -

0.6 -

KNN Centred KNN
1.4-
1.2-
1.0-
‘:’:‘TE_‘ P, 4
LTI SITD Tt TP Py Su——ry
0.8 -
0.6 -
26 3‘0 Ab 5‘0 Gb 76 B‘D Qb Zb 3‘0 Ab Sb Sb 7b B‘D Qb
SVD NMF
1.4-
1.2-
1.0-
———p e
0.8-
0.6 -

20 30 40 50 60 70 80 90

20 30 40 50 60 70 80 90

BB/ABR  —— BB/SVR  -»- BB/GBM]

Figure 5.8: Predicted effectiveness (i.e., recommendation quality) for MovieLens 1M
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Figure 5.9: Predicted effectiveness (i.e., recommendation quality) for GoodBooks 10K
for various values of S using state of the art regressors (Black-Box approach). The
black horizontal line represents the actual recommendation quality (RMSE) over the entire
collection.

CF model. Consequently, our cost models allow one to draw a single set of samples for

predicting both the effectiveness and efficiency of a CF in one go.

5.5 Chapter Summary

In this chapter we have introduced the problem of resource consumption estimation for
traditional CF models. Then, we analysed the time and space complexity of the CF,
captured using big-O, described in the literature. However, it is often the case that design
decisions may make the complexity characteristics of particular CF implementations to
diverge from the theoretical bounds. To address this, we derived and proposed time and space
complexity equations based on the actual implementation of the CF representatives found
in [37]. In Section 5.3 we illustrated the evaluation metrics and baselines used, and how
the proposed sampling strategy was employed during the experimental evaluation. Finally,
Section 5.4 showed that using a smaller sample of a dataset, the CF models’ performance
and resource cost could be estimated with our methodology without training on the entire
collection. Despite its simplicity, our proposed methodology and resource cost models for
CF algorithms managed to considerably outperform in accuracy even the best Black-Box
regressor (BB/GBM). Furthermore, our approach was also faster than all contenders, as
highlighted in Tables 5.3 and 5.4, and utilised only a fraction of the resources used by them.
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Chapter 6

Modelling Resource Consumption in
Deep Learning CF

This chapter presents the resource consumption cost models for predicting the processing
time and GPU overhead for CF representatives from different neural architectures. We first
discuss the problem of estimating efficiency in DL CF, with a particular focus on GPU
utilisation, and the hardships associated with it. Then, we explore the neural CF algorithms’
implementations investigated in this thesis, and formulate time and space complexity
equations that capture the resource requirements of the DL CF models. Section 6.3 illustrates
the evaluation metrics and describe how we collected GPU memory measurements using
an NVIDIA Management Library (NVML)-based profiler. Furthermore, we describe the
parameter configuration used for each DL CF based on the suggestions provided in the
corresponding literature, and we explain how to sample the URM using Algorithm 4 outlined
in Chapter 4. Section 6.4 showcases the experimental evaluation of the efficiency and
effectiveness cost models using two main use-cases: (a) when the neural CF have been
trained using only one GPU card, and (b) when the same algorithms have been trained
using multiple GPUs. As the neural CF models are used in both rating prediction and
ranking tasks we use different metrics for effectiveness cost models to assess the quality
of recommendations in each scenario. Specifically, the rating prediction quality is measured
using Root Mean Squared Error (RMSE), while the quality of the ranking is gauged using
Normalised Discounted Cumulative Gain (NDCG). Also, in Section 6.4, we demonstrated
that the resource consumption of the DL CF can be predicted using the same methodology
irrespective of the number of GPUs used. Finally, a summary of the chapter is outlined in
Section 6.5.
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6.1 Problem Overview

The previous chapter described the problem of efficiency prediction during the highly
expensive training phase for different representatives from the traditional CF design space.
These issues extend to other families of models too, such as the Deep Learning (DL) CF,
where the time- and resource-hungry algorithms are trained and deployed using specialised
and expensive hardware [32]. Neural CF are not as available and easy to use as traditional
CF as they often require long training times and powerful GPU cards [159]. Moreover, the
cost of resources, in particular, GPUs is not negligible, as cloud providers, such as Amazon
Web Services (AWS), charge fixed rates per hour depending on the type and size of the
instance used [160, 161]. If the users do not know the processing time of the DL. workloads
or how much GPU memory is needed they might (a) underestimate the hardware needs
choosing a smaller instance that will not be able to process the load, or (b) overestimate the
resource utilisation, and therefore, they might end up overpaying for the requested hardware
[160, 161]. Thus, the accurate prediction of the resource consumption during the training
phase of neural CF models gains exceptional practical interest to establishments of all sizes

from both academia and industry.

One of the current drawbacks in determining GPU utilisation in orchestration frameworks,
such as Kubernetes [139], is that there is limited information about the workload of a job
prior to deploying it on the nodes, which could lead to performance issues and bottlenecks
for both users and hardware providers (e.g., cloud-based services or local datacentres found
in research labs) [162]. These issues are also encountered when training neural CF [159].
Another limitation which impacts individuals who require GPUs is based on the fact that it is
non-trivial to determine and/or calculate GPU utilisation [163]. This is often achieved using
specialised tools, such as GPU profilers, and custom infrastructure for executing the jobs on
isolated machines/nodes [162]. Thus, predicting resource consumption for DL workloads,
including neural CF, becomes of critical importance. Thus, we propose addressing this
problem for a number of popular DL CF architectures answering RQ6 and RQ7 presented

in Section 1.2.

6.2 Complexity Analysis

This section presents the asymptotic time and space complexity equations of the DL
CF representatives, which capture the upper bound on how resource consumption (i.e.,
processing time, GPU memory) grows or declines based on the size of the input [91]. As
evidenced in Section 6.4, knowing the computational complexity of the neural CF is a key

component, which enables the accurate prediction of their efficiency.
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6.2.1 Processing Time Complexity Equations

The authors of BiVAE algorithm report in [8] that the time complexity of one optimization
epoch over the user and item objectives is O(mnf). However, if we further fix the number of

latent features, f, BiVAE can be trained in O (mn) time.

For the VAECF model, as presented in [80], an asymptotic complexity analysis is not
provided by the literature. Nevertheless, by examining its implementation, showcased in
Cornac [38], we concluded that the user and item objectives are computed in O (mn) steps,

in a similar manner as BiVAE.

The implementation of NCF revealed that during training, the algorithm decomposes the
URM given a fixed number of latent factors f, computing the user objectives in O(mf) and
the item objectives in O(nf) steps, respectively. This brings the overall time complexity of
NCF to O(mf + nf) considering the latent factors f, or O(m + n) for a fixed number of
factors.

The authors of ConvMF [10] report that for each epoch, the user and item latent models
are updated in O(mf> + nf? + pf?), where f represents the number of latent factors. If we
further fix f, ConvMF trains in O(m + n + p) steps.

Table 6.1 presents the literature and implementation time complexity equations for the neural
CF representatives. For BiIVAE and ConvMF the equations reported in the literature are also
reflected in the implementation, while for VAECF and NCF the literature does not report any

time complexity analysis.

Table 6.1: Time complexity equations for neural CF.

Literature Complexity | Implementation Complexity
BiVAE O(mnf) [8] O(mnf)
VAECF - O(mnf)
NCF - O(mf + nf)
ConvMF | O(mf? + nf3 + pf?) [10] O(mf? + nf? + pf?)

6.2.2 Space Complexity Equations

When BiVAE computes the user and item objectives as part of its training process, user and
item encoders are defined and stored in matrices of size O(mf) and O(nf), respectively,
where f represents the fixed number of latent factors. To this end, BiVAE requires an
additional O(mf + nf) of storage during training or O(m + n) if the fixed number of
latent factors is disregarded.
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Since VAECF is based on a VAE neural architecture, its space requirements are similar to the
ones of BiVAE. Therefore, the user and item encoders are stored in matrices of size O(mf)

and O(nf), with an overall space complexity of O(mf + nf).

During training, NCF estimates the scores a user would give to a set of items. This operation
requires an additional array of size n to store the predicted scores. Hence, the space

complexity of NCF during training is O(n).

ConvMF stores its user and item latent models in tensors of size O(m) and O(n),

respectively, requiring a total of O (m + n) of storage.

Similarly to the traditional CF, the literature does not report the additional space required by
the neural CF during training. However, the space complexity equations derived from the

implementation of the algorithms are summarised in Table 6.2.

Table 6.2: Space complexity equations for neural CF.

Literature Complexity | Implementation Complexity
BiVAE - O(mnf)
VAECF - O(mnf)
NCF - O(mf + nf)
ConvMF - O(mf3 + nf? + pf?)

6.3 Experimental Settings for Neural CF

This section provides an overview of the evaluation metrics used and explains how the GPU
memory measurements were acquired during DL CF training phase. Then, we describe how
we utilised the sampling strategy outlined in Chapter 4, to sample the input and retrieve
samples with different characteristics to estimate the efficiency and effectiveness of the

neural algorithms.

6.3.1 Evaluation Metrics and Baselines

Similarly to the traditional CF, for the neural models, we recorded their processing time and
GPU memory while training on samples of various sizes. The processing time was captured
using the getrusage method from Python’s resource module as explained in Section 4.5.1
and Section 5.3.1. As the DL CF models were trained on GPU cards, we logged the
corresponding memory overhead required during training. This was achieved by testing

several GPU profilers, out of which we used the pyNVML module'. This library provides

'pyNVML’s documentation is available at ht tps: //pypi.org/project/nvidia-ml-py3/.
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Python bindings to the NVIDIA Management Library (NVML)?, which logs information
about GPU management, as well as its monitoring functions. NVML-based profilers
are a popular choice when it comes to logging GPU usage as shown in the literature
[164, 165, 166]. For our experimental evaluation, using pyNVML we first initialise the
current GPU card or set of GPU cards that is/are being used for training the neural CF.
Then, through the nvmiDeviceGetMemorylnfo() method we can record information about
the GPU memory that has been used, and also about the total memory of the GPU card.
Using this approach we take an initial snapshot of the GPU memory before the CF model is
being trained and another snapshot once the training is done. Then, the overall GPU memory

overhead is computed as the absolute difference between the two snapshots.

For measuring the effectiveness of the DL CF models, we use the built-in metrics
implemented in Cornac [38]. Thus, for each neural model we log its Root Mean Squared
Error (RMSE) and Normalised Discounted Cumulative Gain (NDCG) with respect to
different sample sizes .S. Once a DL CF algorithm has been trained on a set of sub-samples

we record its accuracy with a test collection split using the 80/20% rule [81].

To predict resource consumption of neural CF, we use the Black-Box based regressor
(GBM) as a baseline and contender to the proposed linear and Bayesian regressors based
on the White-Box approach. Similarly to traditional CF, to estimate the effectiveness of the
recommendations using different sample sizes, we employ various off-the-shelf state-of-the-
art regressors, such as ABR, SVR, and GBM.

6.3.2 Parameter Configuration

Our resource consumption cost models for DL CF are agnostic to the parameter configuration
required by the neural models. While the parameter values can be tuned using grid search
methods or by experts in the field [167], we utilised the recommended values and activation
functions provided by the literature and the authors of the models [8, 80, 9, 10]. Thus, for
the VAE-based models, we utilised a batch size of 128 and 500 epochs, while the learning
rate was set to 0.001 as suggested by [8, 80]. For the NCF model, we utilised a set of [64,
32, 16, 8] layers, 10 epochs and a batch size of 256, while keeping a learning late of 0.001
[9]. Finally, for ConvMF, we used 5 epochs for optimizing the CNN for each overall training
epoch, while the corpus and vocabulary were precomputed based on the documents (i.e., plot

summaries) provided by the authors as described in [10].

NVML’s documentation is available at https://developer.nvidia.com/nvidia-manageme
nt-library-nvml.


https://developer.nvidia.com/nvidia-management-library-nvml
https://developer.nvidia.com/nvidia-management-library-nvml
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6.3.3 Sampling Strategy

The samples used for training the DL CF were acquired in a similar manner to those for
traditional CF, as presented in Section 5.3.2. To this end, we gathered measurements for
values of S (upper limit to the sample size) ranging from 10% all the way to 100% in
increments of 10% (i.e., 10%, 20%, ..., 100%) using Algorithm 4. Then, for each draw,
we used a fixed random seed 4 from a predefined set of seeds for reproducibility purposes.

When sampling the URM for DL CF, in Algorithm 4, we set the confidence to 99%, and use
a predefined Coefficient of Variation (CoV) of 0.1. For the time budget, we set the overall
time quota 7’ to 200 seconds for smaller dataset (i.e., ML 100K ), apart from NCF which has
a more expensive training time and required a 7" of 1000 seconds. For the larger dataset (i.e.,
ML 1M) a time budget of 400 seconds sufficed for most neural CF, while NCF required a
T of 10000 seconds. Similarly to the samples drawn for traditional CF, this setup offered
a good trade-off between the number of samples needed and their quality. These settings
were selected based on the available resources for 7" (e.g., amount of time dedicated to the

experimental evaluation), and empirical evidence for C'oV" as shown in Section 4.5.4.

6.4 Experimental Evaluation

This section discusses the empirical studies which assess the proposed efficiency and
effectiveness cost models for neural CF. Thus, we first present a comparative assessment
across the processing time prediction methodologies for DL CF that have been trained on
one vs. multiple GPUs. Then, Section 6.4.2 shows how the GPU memory overhead for
CF can be estimated using the White- and Black-Box methods. Finally, we illustrate the
effectiveness cost models for gauging the quality of the recommendations based on various

input characteristics and state-of-the-art regressors.

6.4.1 Processing Time Cost Models

In our experimental evaluation, we address the processing time prediction problem for DL
CF that have been trained on one and two GPUs, as described in RQ6. Consequently, we
assess the proposed White-Box approach (WB/LR and WB/Bayes) against the Black-Box
method, namely an off-the-shelf baseline regressor (BB/GBM). Figures 6.1 and 6.2 depict the
estimated training time for the complete datasets for various values of .S (upper sample size
limit). Specifically, the curves on these figures show the predicted full-dataset training time
(y-axis) versus the upper sample size limit (x-axis) on which the contenders were applied.

The horizontal black line represents the actual training time over the entire dataset. Similarly
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to the traditional CF efficiency cost models, presented and evaluated in Chapter 5, the closer a
curve is to the black line the more accurate the prediction, and the earlier a curve approaches
the black line the smaller a sample is required to achieve this result. The orange and purple
areas show the prediction error interval and uncertainty for the predictions of WB/LR and
WB/Bayes, respectively. In addition, as there is less variance in the processing times of
neural CF, the prediction error interval and uncertainty areas are smaller/tighter than the

ones depicted in the evaluation of traditional CF models (Chapter 5).
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Figure 6.1: Predicted processing time for MovieLens 100K using 1 GPU for various
values of S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art
regressor (BB/GBM)). The black horizontal line represents the actual training time over the
entire dataset.
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Figure 6.2: Predicted processing time for MovieLens 1M using 1 GPU for various values of
S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual training time over the entire
dataset.

Furthermore, the second part of the evaluation of the processing time cost models investigates
how the proposed approaches can be employed to estimate the training time of the neural
CF when these have been trained on two GPUs. Figures 6.3 and 6.4 showcase the White-
Box prediction models against the main contender (i.e., Black-Box regressor BB/GBM).
Irrespective of whether the DL CF have been trained on one or multiple GPU cards, the

results indicate that our approach (i.e., linear and Bayesian regressors trained over the time
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Figure 6.3: Predicted processing time for MovieLens 100K using 2 GPUs for various
values of S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art
regressor (BB/GBM)). The black horizontal line represents the actual training time over the
entire dataset.
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Figure 6.4: Predicted processing time for MovieLens 1M using 2 GPUs for various values of
S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual training time over the entire
dataset.

complexity equations) outperforms the much more complex best performing state-of-the-art
regressor (BB/GBM). In most cases, a 30%-40% upper sample size limit seems enough to

allow WB/LR to achieve highly accurate prediction.

Interestingly, training the neural CF on multiple GPUs reduces their processing time for some
architectures, such as the VAE-based CF (i.e., BIVAE and VAECF), especially for larger
datasets. For these neural CF, our approach initially underestimates the processing time for
smaller sample sizes, as seen in Figures 6.3 and 6.4. We believe this behaviour could be due
to the overheads in splitting the workloads across two GPUs. However, further investigation
on how the processing time scales across multiple (i.e., 4, 8) GPUs for neural CF would
be required to gain more insights into why the predictors are initially underestimating the
resource consumption. In addition, other DL CF representatives (e.g., NCF and ConvMF)
exhibit similar processing times when trained on one vs. two GPUs. As discussed in the

literature [168], if the training task of the neural models is simple enough, using multiple
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GPUs will not bring much value in the reduction of the processing time. Nevertheless, our
proposed efficiency cost modelling framework for neural CF can successfully estimate the

processing time of the DL CF algorithms regardless of the number of utilised GPUs.

6.4.2 GPU Memory Cost Models

The previous section demonstrated how the proposed approach (the White-Box method) can
be applied to estimate the processing time of DL CF during training. However, as part of
the proposed framework that addresses the problem of resource consumption estimation in
neural CF, we also build and investigate GPU memory cost models to address RQ6. To
this end, we provide a comparative assessment of the White- and Black-Box methods for
gauging the GPU memory overhead during training (on one vs. two GPUs) for different DL
CF. Figures 6.5 and 6.6 depict the estimated GPU overhead for the complete datasets for
various values of S (upper sample size limit) for neural CF trained on one GPU, using the
proposed approach (WB/LR and WB/Bayes) and the Black-Box baseline (BB/GBM). As the
GPU utilisation steadily increases across samples, both the proposed approach (White-Box)
and the contender (Black-Box) achieve high accuracy in the DL. CF memory prediction task.
However, for BiVAE and VAECF, WB/Bayes is slightly closer to the ground truth data (i.e.,
black horizontal line) than the contender BB/GBM. This result is also exhibited when the
DL CF are trained on two GPUs as illustrated in Figures 6.7 and 6.8. When estimating
the GPU memory for NCF, in most cases, all predictors can accurately predict the memory
consumption. An interesting case arises when NCF is trained using 2 GPUs on the smaller
dataset, as seen in Figure 6.7. In this case, the contender BB/GBM provides a more accurate
estimation than WB/LR and WB/Bayes. We believe this could be due to the overheads

present when training on 2 GPUs, which are not captured by the complexity equations.
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Figure 6.5: Predicted GPU memory for MovieLens 100K using 1 GPU for various values of
S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual memory overhead over the entire
dataset.
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Figure 6.6: Predicted GPU memory for MovieLens 1M using 1 GPU for various values of
S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual memory overhead over the entire
dataset.
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Figure 6.7: Predicted GPU memory for MovieLens 100K using 2 GPU for various values of
S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual memory overhead over the entire
dataset.
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Figure 6.8: Predicted GPU memory for MovieLens 1M using 2 GPU for various values of
S using our approaches (WB/LR and WB/Bayes) and the baseline (state-of-the-art regressor
(BB/GBM)). The black horizontal line represents the actual memory overhead over the entire
dataset.

In addition, Figures 6.7 and 6.8 depict the estimated GPU memory utilisation when the DL,

CF have been trained on two GPUs. Similarly to the processing time cost models, evaluated
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in Section 6.4.1, the White-Box methodology can successfully quantify GPU overhead even
when the neural CF have been trained on multiple GPUs. Regardless of the number of
GPUs used during training, the Black-Box methodology remains a strong contender, as it
can predict the memory overhead based on characteristics of the input and the GPU memory
measured across different samples.

6.4.3 Effectiveness Cost Models

As part of RQ7, we initially investigated how the effectiveness of neural CF varies across
different sample sizes when the models are trained on one vs. two GPUs. Consequently, we
trained the DL CF in both scenarios, and recorded their RMSE and NDCG for each upper
sample size S. Figures 6.9 and 6.10 present the actual RMSE of the predicted ratings of
each DL CF representative, while Figures 6.11 and 6.12 depict the actual NDCG acquired
in the items ranking task by each neural CF. As expected, in most cases, the effectiveness of
the DL CF is not impacted if the models are trained on one or multiple GPUs. However, as
outlined in Section 6.4.1, for VAE-based CF the processing time changes depending on the
number of GPUs utilised during training.
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Figure 6.9: Actual RMSE of the recommendations for MovieLens 100K for various values
of the upper sample size S.
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Figure 6.10: Actual RMSE of the recommendations for MovieLens 1M for various values of
the upper sample size S.
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Figure 6.11: Actual NDCG of the recommendations for MovieLens 100K for various values
of the upper sample size S.
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Figure 6.12: Actual NDCG of the recommendations for MovieLens 1M for various values
of the upper sample size S.

Similarly to the traditional CF, we utilised effectiveness cost models that predict the accuracy
of the recommendations (e.g., RMSE, NDCG) based on characteristics of their input. To
this end, we utilised off-the-shelf state-of-the-art Black-Box regression models, such as Ada
Boost Regressor (ABR), Support Vector Regressor (SVR), and Gradient Boosting Machine
(GBM) to estimate the effectiveness metrics of the entire collection for a given neural CF,

based on the accuracy measured on a set of samples drawn using the strategy described in
Algorithm 4.
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Figure 6.13: Predicted RMSE of the recommendations for MovieLens 100K for various
values of S using state of the art regressors (Black-Box approach). The black horizontal line
represents the actual recommendation quality (RMSE) over the entire collection.

Figures 6.13 and 6.14 depict the predicted RMSE of the recommendations for the selected
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Figure 6.14: Predicted RMSE of the recommendations for MovieLens 1M for various values
of S using state of the art regressors (Black-Box approach). The black horizontal line
represents the actual recommendation quality (RMSE) over the entire collection.
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Figure 6.15: Predicted NDCG of the recommendations for MovieLens 100K for various
values of S using state of the art regressors (Black-Box approach). The black horizontal line
represents the actual recommendation quality (NDCG) over the entire collection.
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Figure 6.16: Predicted NDCG of the recommendations for MovieLens 1M for various values
of S using state of the art regressors (Black-Box approach). The black horizontal line
represents the actual recommendation quality (NDCG) over the entire collection.

DL CF. For most representatives, the empirical evaluation showed that an upper sample S of

30-40% suffices for gauging the effectiveness of the CF on the entire dataset. Comparably,
if the DL CF were assessed in a ranking task [3], and hence a ranking metric (e.g., NDCG)

would have to be estimated, our proposed solution can successfully address this, as illustrated

in Figures 6.15 and 6.16.
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6.5 Chapter Summary

This chapter described the problem of efficiency estimation for various architectures of
DL CF, highlighting how the proposed White- and Black-Box approaches can be extended
to predict resource consumption during training for the neural CF. After introducing the
research problem on how we can gauge the efficiency and effectiveness of the DL. CF when
these are trained on one vs. multiple GPUs, we outlined and analysed the time and space
complexity of the DL CF using big-O notation [91] as part of Section 6.2. If the asymptotic
complexity of the neural CF was not presented in the relevant literature, we provided
complexity equations derived from the algorithms’ implementations found in Cornac [38].
Section 6.3 described the evaluation metrics and the profilers used to collect processing time
and GPU utilisation for the various neural CF. In addition, we also discussed the parameter
configuration for each DL representative, and how the proposed sampling strategy was
employed during the experimental evaluation. Lastly, Section 6.4 presented a comparative
assessment of the performance of White- and Black-Box approaches in the problem of
resource estimation for DL CF, which were trained on both one and two GPUs. The
results demonstrated that for predicting the processing time of the neural CF, the linear and
Bayesian White-Box regressors computed over the time complexity equations outperformed
the best off-the-shelf Black-Box predictor (GBM) trained solely on characteristics of the
URM. However, for the GPU overhead estimation task, both the White- and Black-Box
methods successfully managed to gauge the additional memory required during training of
the DL CF. Furthermore, similarly to traditional CF, the effectiveness of neural CF can be
predicted using off-the-shelf Black-Box regressors, irrespective of the number of GPUs used
for training the DL CF.
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Chapter 7
Conclusions

The final chapter summarises the thesis statement introduced in Chapter 1, revisits the
research questions investigated throughout the experimental chapters (Chapter 4, Chapter 5,
and Chapter 6), noting the findings and contributions. In addition, we discuss the limitations
of the work undertaken in the Ph.D., and explore a number of potential future research

directions.

7.1 Thesis Summary

This thesis investigated how the efficiency of CF algorithms, with a particular focus on
resource consumption (e.g., processing time, RAM, GPU memory) can be quantified and
predicted using two main methodologies (i.e., the White- and Black-Box approaches) for a
wide area of the CF design space, containing both traditional and neural CF representatives.

The proposed work was first introduced in the thesis statement outlined below.

This thesis argues that the resource consumption of the CF models during training phase
can be estimated using characteristics of the input (i.e., URM), sampling-based probabilistic
analysis, and efficiency cost curves. The scope of this work is threefold: firstly, we map the
design space by examining state-of-the-art CF algorithms, including traditional and neural
approaches, with respect to different characteristics, such as algorithmic complexity, internal
representation of input data, sets of computations, etc.; secondly, we show how efficiency
cost models can be used to predict the CF algorithms’ performance, based on the white-
box and black-box approaches; finally, we provide an evaluation methodology that assesses
the CF models on accuracy (i.e., quality of the recommendations) versus training cost
(e.g., processing time, memory overhead) curves, by exploiting the efficiency-effectiveness
trade-offs and limitations present in the implementations, and experimenting with different

sampling techniques.
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In the chapters that followed, research that supports this statement through methodologies,
sampling algorithms, and experimental evaluations was presented, covering the main
research questions explored in this thesis, as well as their answers and corresponding
theoretical and empirical findings. Specifically, Chapter 4 provided an overview of the
current standard practice sampling techniques [25, 26] for sampling a dataset, represented
as an URM, with the purpose of estimating the effectiveness of a CF model on the full
dataset. This chapter also examined if the current standard practice sampling approaches
can be used for drawing samples from an URM to predict the efficiency of a CF algorithm
on the complete dataset. Our findings indicated a number of drawbacks of the latter, and
hence, we proposed a new sampling approach, and showcased its applicability for both
efficiency and effectiveness prediction purposes. In addition, we augmented the proposed
sampling scheme with an adaptive component, which allows users to sample the URM
dynamically given the operational constraints (e.g., time budget), and the desired quality of
the samples, captured through a Coefficient of Variation (CoV) threshold. Then, Chapter 5
covered the efficiency and effectiveness cost models for predicting the resource consumption
in traditional CF algorithms. This chapter also illustrated and compared the two main
approaches for estimating efficiency, namely, the White-Box and Black-Box methodologies.
Finally, Chapter 6 discussed the resource cost models for neural CF algorithms. As part
of this chapter, we investigated how resource consumption (e.g., processing time, GPU
memory) and recommendations’ quality varied during the training phase of the DL CF
models on one and multiple GPUs, as well as how they can be predicted using characteristics

of the input and different methodologies.

7.2 Research Questions

While investigating and modelling the efficiency of traditional and neural CF through
theoretical and practical methods, a number of novel and interesting areas of discussion
emerged. This section revisits the challenges and findings of our research, guided by the

main research questions (RQs) of each chapter outlined below.

7.2.1 Sampling Strategies

The first RQs examined in this thesis were investigated as part of Chapter 4, with
a particular focus on a comparative performance assessment between standard practice
sampling schemes, presented in [26, 25], and our proposed adaptive sampling approach,
outlined in Algorithms 4 and 5, which given an URM, it can draw samples that can be used
for both efficiency and effectiveness prediction. In this chapter, we evaluated our sampling

algorithms and the standard practice sampling baseline, by measuring the accuracy of the
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predicted processing times, showcased in Figures 4.3 and 4.4, and the effectiveness (i.e.,
quality of recommendations) of CF models, illustrated in Figures 4.1 and 4.2, using samples
acquired with both strategies. Then, to answer RQ1, we undertook an empirical study which
demonstrated that standard practice sampling techniques cannot capture the complexity
characteristics of the base data, as demonstrated by the non-dashed models in Figures 4.1
and 4.2, and hence, a different approach is needed for efficiency prediction, which led to
the development of a revised adaptive sampling scheme, as presented in Section 4.4. This
chapter also addressed RQ2 through an ablation study, summarised in Tables 4.3, 4.4, and
4.5, that showcased how the quality of the samples can be gauged, and how to stop sampling
the dataset to jointly satisfy a user-defined Coefficient of Variation (CoV) and/or a predefined

operational constraint (e.g., maximum sample size, maximum time budget).

7.2.2 Traditional CF

The next three RQs were analysed and answered as part of Chapter S, which presented the
efficiency cost models for traditional CF algorithms. In this chapter, we firstly addressed
RQ3 with an initial investigation into how efficiency can be quantified in CF models,
what are the current state-of-the-art methods for performance prediction, and how can we
accurately predict processing time and memory overhead using complexity analysis. Then,
we used the baseline solution for efficiency prediction using characteristics of the input and
the best off-the-shelf regressors (i.e., Black-Box approach) covering RQ4. Furthermore, this
chapter described the proposed resource consumption cost models for CF algorithms using
the White-Box methodology. As part of answering RQS5, we provided an implementation-
based complexity analysis for traditional CF models, described in Sections 5.2.1 and 5.2.2,
followed by our proposed White-Box efficiency cost model for estimating processing time
and memory overhead during the training phase of CF models. Finally, we conducted a
comparative assessment of the White-box and Black-box methodologies, highlighting the
benefits and limitations of each approach, as evidenced in Section 5.4. Furthermore, we
showed that using a smaller sample of a dataset, the traditional CF models’ performance and
resource cost, could be estimated with our proposed methodology (WB/LR) without training

on the entire collection, as illustrated in Table 5.4.

7.2.3 Neural CF

The last two RQs were addressed in Chapter 6, which illustrated how efficiency can be
modelled in neural CF algorithms. As part of this work, we investigated how processing time
and GPU memory utilisation vary while training the neural CF models on inputs/samples of

different sizes using one and multiple GPU cards with the empirical results presented in
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Figures 6.1, 6.2, 6.3, 6.4, 6.5, 6.6, 6.7, and 6.8 . To this end, we analysed the training cost
of the DL CF models, and answered RQ4. As part of this research question, we built a
framework that measures and records the processing time and GPU utilisation of the various
neural CF algorithms. Then, we used these measurements with the proposed White-Box and
Black-Box approaches to compute the training cost of DL CF algorithms, and discussed the
trade-offs of each method in Section 6.4. In this chapter, we also extended the previously
mentioned framework to also capture and estimate the effectiveness of the neural models,
depicted in Figures 6.13, 6.14, 6.15, and 6.16, which was further used in conjunction with
the proposed sampling strategy to predict the accuracy of the DL CF models on the complete

datasets, as part of answering RQS.

7.3 Contributions

This thesis made a number of key contributions, outlined in Section 1.2, towards the
accurate prediction of efficiency in CF. As part of this work, we provided conceptual
and theoretical developments towards modelling resource consumption in CF algorithms
during their highly expensive training phase, we built efficiency cost models to predict
computational requirements for traditional and neural CF models, and we assessed them
through several experimental evaluations. In the following paragraphs, we note the specific

contributions that emerged from the experimental chapters.

In Chapter 4, the key contribution is a sampling strategy, described in Algorithms 4 and
5, that captures both the complexity and structural properties of the URM, and produces
samples that can be further utilised for predicting both the efficiency and effectiveness of CF
in one go. Thus, as part of C1.1, we presented an investigation, shown in Figures 4.3 and
4.4, into how current standard practice sampling strategies used for effectiveness prediction,
described in Section 4.2, perform in the task of estimating resource consumption for CF
models. Then, C1.2 featured an adaptive sampling strategy, outlined in Algorithm 5, that
dynamically draws samples from the URM to jointly satisfy a user-defined Coefficient of
Variation (CoV) and/or a predefined resource constraint (e.g., maximum time quota) that
can be used for both efficiency and effectiveness prediction of CF algorithms. As part
of C1.3, we presented an experimental evaluation, which compares the proposed adaptive
sampling strategy with the current standard practice approaches, as seen in Section 4.5.2
and Section 4.5.3. In addition, a sampling algorithm that assesses the quality of the samples
based on a given confidence interval and a smart mean, and then decides if to further sample
the URM based on the operational time and memory constraints has been developed as part
of C2.1 and presented as part of Section 4.3. Finally, C2.2 comprised an empirical study,
featured in Section 4.5.4 and Section 4.5.6, through Tables 4.1, 4.2, 4.3, 4.4, and 4.5, which
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analysed the variance and quality of the samples produced with the proposed algorithm and

adaptive sampling strategy.

The main contribution of Chapter S consists of the efficiency cost models for traditional
CF. Prior to the development of these models, we first analysed how the processing time
and memory overhead scale with respect to samples, drawn from URM, of different sizes
as part of C3.1 in Figures 5.1, 5.2, 5.3, 5.4, 5.5, and 5.6. Then, we conceptualised the
baseline approach for estimating the efficiency of CF models using solely characteristics
of the input and state-of-the-art regressors (i.e., Black-Box approach) as part of C3.2. In
C3.3, we proposed a novel methodology for predicting the processing time and memory
overhead using complexity analysis and curve fitting primitives (i.e., White-Box approach),
evaluated in Section 5.4. In addition, in C4.1, we conducted an empirical study which
investigates the best state-of-the-art regressors for estimating the efficiency of CF algorithms,
and in C4.2, we provided an experimental evaluation which assesses the accuracy of the
Black-Box approach for predicting resource consumption for CF models, as shown in
Section 5.4.1 and Section 5.4.3. Furthermore, as part of C4.3, we provided a comparative
assessment across Black-Box based regressors for predicting the effectiveness (i.e., quality
of recommendations) of traditional CF, as illustrated in Figures 5.7, 5.8, and 5.9. C5.1
discussed the theoretical analysis of the time and space complexity, summarised in Tables
5.1 and 5.2 for traditional CF models using their implementations, showcased in the
popular Surprise framework [37], throughout Section 5.2. Then, as part of C5.2, we
developed an efficiency cost model based on time and space complexity equations (i.e.,
White-Box approach) for estimating processing time and memory overhead for traditional
CF algorithms. Finally, C5.3 covered an experimental study which compares the White-
Box methodology against the Black-Box approach, and efficiency cost models based on
complexity equations from the relevant literature, presented in 5.1, 5.2, and 5.3, as illustrated

in Section 5.4.

Chapter 6 contributed a framework for estimating the processing time and GPU memory
during training for DL CF. Specifically, in C6.1, we provided a theoretical analysis of the
time and space complexity for neural CF models, using their implementations showcased in
the Cornac framework [38], as presented in Section 6.2 and summarised in Tables 6.1 and
6.2. In addition, C6.2 depicted an empirical study, which investigates how the processing
time and GPU memory vary with respect to the size of the input when one or multiple GPU
cards are used for training the DL CF models, as seen in Section 6.4.1 and Section 6.4.2, as
well as Figures 6.1, 6.2, 6.3, 6.4, 6.5, 6.6, 6.7, and 6.8. As part of C6.3, we extended the
proposed White-Box and Black-Box methodologies to estimate the training cost of DL CF.
Then, throughout Section 6.4, C6.4 focused on providing a comparative assessment between
the White-Box and Black-Box methodologies, and evaluated the accuracy of each method for

predicting the resource consumption of neural CF algorithms. Furthermore, C7.1 illustrated
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an initial investigation into how the effectiveness of a neural CF model varies across
inputs/samples of different sizes when the model is trained on one and multiple GPUs with
the empirical findings depicted in Figures 6.9, 6.10, 6.11, and 6.12. Lastly, as part of C7.2,
we provided an experimental evaluation of various off-the-shelf standard practice predictive
models (i.e., Black-Box approach) used to estimate the quality of recommendations produced
by DL CF algorithms on a complete dataset given their effectiveness on a set of sub-
samples, as seen in Figures 6.13, 6.14, 6.15, and 6.16. Both C7.1 and C7.2 are presented
in Section 6.4.

7.4 Limitations and Future Research Directions

This section discusses the limitations of this thesis, considering areas of the design space that

could be further explored, and formulates a number of potential avenues for future work.

This thesis introduced the problem of efficiency estimation and provided resource
consumption cost models for several traditional and neural families of CF algorithms that
have been trained on explicit data (i.e., ratings). To cover an even wider area of the CF
design space, we propose to extend our framework, methodology, and sampling scheme to
estimate the efficiency and effectiveness of implicit feedback CF, investigating well-known
representatives [3], such as Bayesian Personalized Ranking (BPR) [169], Logistic Matrix
Factorization (LMF) [170], Implicit Matrix Factorisation (IMF) [49], and others. In addition,
so far, we have only examined CF that were trained on numerical URMs. Thus, another
extension of this work would be to include other types of input for CF, such as textual data.
As part of future work of this thesis, we propose predicting the resource consumption of CF,
such as processing time, memory usage, network transfer load, etc., in distributed training
CF frameworks. To further augment the research conducted in the Ph.D., we could build
different types of regression models depending on the general form of the time and space
complexity equations of CF. Lastly, the efficiency prediction framework presented in this
thesis could be deployed as a packaged Dockerised tool for estimating resource consumption

of CF and potentially other types of jobs in clusters and cloud platforms.

The proposed White- and Black-Box methodologies were conceptualised, developed, and
probed with different categories of CF models. However, we believe they could be applied
and used to quantify the resource requirements for other classes of algorithms and use cases,
such as predicting the execution time of various query processing algorithms [171]. Knowing
the execution time is particularly useful as this information can facilitate latency-aware query
scheduling [172], or bypass “rogue” queries that have a very expensive execution time [173],
as well as it can allow Databases as a Service (DBaaS) providers to scale their systems

and acquire the necessary hardware [174]. Existing works tried to address this problem
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by treating the database as a black box and tried to learn the queries processing/execution
time as a function of the input [175, 176]. Nevertheless, we believe a similar approach to
the White-Box methodology, employed for predicting the processing time of CF, could be
built for estimating query execution time based on the computational complexity of query
processing algorithms. Furthermore, our methodology could be also utilised to estimate the
execution time of a plan or parts of a plan in a single-node database, as part of the query
optimiser’s cost estimations. Recent works [177, 178] tackled this problem by deploying
DL-based solutions to learn the correlations between different columns/tables. However,
there is an inherent trade-off between the accuracy of the predictor and its training cost, and
thus, using a more complex model could often be too expensive (i.e., take too long to train)
for the optimiser’s pipeline [179, 180]. Consequently, simpler and faster regressors, such
as the linear ones, could be an alternative solution to the query optimiser’s cost prediction

problem.

As part of this thesis, we introduced a sampling strategy that allows one to sample the URM
and create smaller partitions of the input, while maintaining its structural and complexity
properties. In future, this sampling methodology could be extended to also upsample the
URM, and allow the users of our framework to determine how the resource consumption of
the CF would vary if the size of the input grows. The upsampling component would be based
on a workload generator for CF, which could produce larger (or smaller for downsampling)
URMs, which emulate the complexity and structural characteristics of a given real dataset.
A good starting point for exploring this research direction can be found in the CF simulation
literature, which supports standard practice evaluation methodologies and encourages
reproducibility [181]. Moreover, capturing the relative performance of CF models on
both real and synthesised collections offers a better understanding of (a) the behaviour
of the algorithms, and (b) how the characteristics of the input affect the recommendation
process [182]. Also, being able to manage the properties of simulated collections leads
to numerous experimental setups, which can not only increase the explainability of the
recommendations, but also highlight which CF models are best suited for different scenarios

(i.e., recommendation tasks) and/or types of URMs [25, 26].

7.5 Conclusion

The accurate prediction of the resource consumption during the training phase of CF models
is of exceptional practical interest to establishments of all sizes from both academia and
industry. However, so far, the relevant literature has overlooked this pressing problem. This
thesis addresses the problem of predicting processing time, memory overhead, and GPU

utilisation for a number of popular traditional and neural CF algorithms using a simple yet
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highly effective methodology. Our solution is built using a fit-for-purpose sampling strategy,
as well as a fast and accurate linear regression scheme over time and space complexity
equations drawn from the algorithms’ implementations. Furthermore, we showed that using
a smaller sample of a dataset, the CF models’ performance and resource cost could be
estimated with our approach (White-Box) without training on the entire collection, as shown
in Table 5.4. The proposed sampling strategy also allows the prediction of both efficiency
and effectiveness while paying the cost of sampling the based data only once, as otherwise,
alternative solutions require multiple/different sampling rounds, which translate into higher
costs. Despite its simplicity, our framework and resource cost models for CF representatives
manage to considerably outperform in accuracy even the best performing off-the-shelf state-
of-the-art Black-Box regressor. In addition, our findings, summarised in Table 5.3, indicated
that the White-Box approach is also faster and cheaper than all contenders, utilising only
a fraction of the resources used by them. To the best of our knowledge, the research
presented in this thesis is one of the first works that addresses the challenge of predicting
the efficiency of both traditional and DL CF in a well-rounded manner, which investigated
and proposed various methods to estimate CF’s resource consumption, and paved the way
towards a systematic exploration of the efficiency-effectiveness trade-offs inherent in modern

recommendation systems.
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