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Abstract

Magnetic skyrmions are emergent, topological quasiparticles with vortex-like mag-

netisation profiles, stabilised in magnetic systems hosting the Dzyaloshinskii–Moriya

(DM) interaction. Their high physical stability and ease of propagation by electrical

currents, means that skyrmions have the potential to act as information carriers in

future low-power data storage and transmission devices. However, for skyrmions to

be used in such a manner, their stability under non-equilibrium conditions and in a

range of magnetic systems must be investigated further. This thesis provides a con-

tribution to such studies, through investigating the dynamics and physical stability

of magnetic skyrmions in a range of material systems.

Arrays of skyrmions may be stabilised into a hexagonal skyrmion crystal lattice

(SkX), under favourable conditions of magnetic field and temperature. Image anal-

ysis was performed on high frame rate Fresnel LTEM video data, showing repeated,

spontaneous skyrmion motion across a SkX domain boundary. It was observed that

the motion involved the creation and annihilation of skyrmions through splitting

and merging of deformed skyrmions. The energy landscape of a SkX domain bound-

ary region was investigated using micromagnetic simulations, with SkX defects found

to be dominated by the interplay between exchange and Zeeman energies. Informed

by Fresnel LTEM imaging and micromagnetic simulations, a mechanism for skyrm-

ion creation and annihilation involving anti-skyrmions is proposed. This work de-

monstrates that in regions of high energy density, skyrmions may exhibit such large

deformations that they are able to spontaneously split or merge with neighbouring

skyrmions. These observations highlight the limits of skyrmion stability when alter-

native energy pathways involving topological structures are available.

Advanced image processing including total variation (TV) denoising and non-

negative matrix factorisation (NMF) was carried out on sub-millisecond Fresnel im-

age frames showing skyrmion dynamics, providing the ability to automatically iden-

tify transient skyrmion states. These analysis techniques provide a means of improv-

ing signal-to-noise ratio (SNR) and configurational state identification using ma-

chine learning. Perturbation of the SkX is carried out through the application of

sub-µs perpendicular magnetic field pulses within the TEM. The realisation of such

in-situ magnetic field pulses was achieved through the design, creation and testing

of a bespoke microcoil and current pulser. Realisation of extensive disorder, and the

formation of many defect regions within the SkX is demonstrated, where long-range

reorientation of the SkX is unable to occur due to the duration of the pulses. Appli-

cation of precise magnetic field pulses will allow for greater control over skyrmion

nucleation and may aid in the study of skyrmion metastability.

Methods for enhancing skyrmion stability in the technologically relevant syn-
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thetic antiferromagnetic (SAF) systems are investigated through the utilisation of

micromagnetic simulations. Variation in skyrmion stability within multilayer SAF

systems is described, through studying the process of offsetting the destabilising

dipole interactions with interlayer exchange coupling. SAF systems with ’spinter-

face’ regions are investigated, focusing on the skyrmion stabilising effect of includ-

ing a C60–metal interface. Non-trivial skyrmion size behaviour is shown when the

C60 is explicitly simulated as a dilute magnetic layer, due to coupling between three

distinct magnetic subsystems. These micromagnetic studies highlight the ability to

tune magnetic interactions, and thus skyrmion stability, through the engineering of

multilayer condensed matter systems.
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Chapter 1
Introduction

Magnetic skyrmions have the potential to be at the forefront of a future paradigm

shift in magnetic data transfer and storage technologies. Since their theoretical pre-

diction in 2006 [1], and first real-space observation in 2010 [2], research involving

skyrmions has been growing rapidly, as demonstrated in Fig. 1.1. The particle-like

nature of skyrmions, and the fact that they can be easily propagated by electrical cur-

rents [3], means that skyrmions are an attractive entity for both information storage

and transmission. Many of their proposed spintronic applications include: informa-

tion storage in racetrack memory devices, information computing using so-called

skyrmionic logic, and skyrmion neuromorphic devices [4]. However, for skyrmions

to be used in such a manner, their dynamical behaviour and physical stability in

different magnetic systems must be investigated and understood. This thesis is con-

cerned with investigating and manipulating the stability and dynamic processes of

magnetic skyrmions by utilising transmission electron microscopy with a high-speed

imaging detector, and micromagnetic simulations. Image analysis techniques will

be used to extract important configurational state and lifetime information, utilis-

ing a mix of image processing, visual analysis and automated state detection using

machine learning techniques. Methods of inducing frustration and observing relax-

ation in a skyrmion lattice will be demonstrated through the application of in-situ

high frequency magnetic field pulses. The stability of one of the most technologically

promising skyrmion-hosting systems, namely multilayer synthetic antiferromagnets

[5], will also be studied. The design of these multilayer systems will be explored

through micromagnetic simulations, with a focus on those with metal-molecular

interfaces, and how it is possible to tune skyrmion stability through multilayer en-

gineering.

Chapter 2 introduces the main physical theories required for understanding and

describing magnetic skyrmions. This begins with a general description of ferromag-

netic materials, with considerations for thin-film nanoscale effects. This is followed

1
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Figure 1.1: Estimation of skyrmion research output by publication year, using data from
www.webofknowledge.com, generated on 06 June 2021. Plot shows the number of individual
research records containing the keyword ’skyrmion’ for each year, in the range 2006-2020.
The trend shows that research involving skyrmions has been rising dramatically since 2010.

by a description of micromagnetic theory, the theoretical framework in which the

magnetic systems within this thesis are described. Finally, magnetic skyrmions as

topological magnetic spin textures are introduced and described in the context of

micromagnetic theory.

Chapter 3 is concerned with describing the instrumentation and experimental

methodology utilised in the results chapters of this thesis. This is broadly broken

down into three aspects: data collection using transmission electron microscopy

(TEM), sample preparation using focused ion beam microscopy (FIB) and micro-

magnetic simulation methods.

Chapter 4 is the first results chapter of the thesis and describes the investigation

of spontaneous skyrmion dynamics. In order to understand the organisation of skyr-

mions within skyrmion crystal lattice (SkX), experimental observations of B20 FeGe

using Lorentz TEM imaging methods and micromagnetic simulations of the emer-

gent SkX are undertaken. This includes studies involving both isolated 5-7 defects

and those present at SkX domain boundaries. The analysis of observed spontaneous

skyrmion motion at a SkX domain boundary follows. Image and statistical analysis

methods are used to identify the skyrmion states, the nature of transitions involved

and to determine a relative energy landscape. Through image analysis, it is shown

that the spontaneous transitions observed correspond to creation and annihilation

of skyrmions, raising questions about topological charge conservation and skyrmion

deformation. Finally, mechanisms for the creation and annihilation of skyrmions in-

volving antiskyrmions are proposed, aided by micromagnetic simulations.

Chapter 5 presents the investigation of induced skyrmion dynamics. This begins
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with an extension of the image processing and analysis techniques used in the pre-

vious chapter. Methods implemented for detecting transient skyrmion states in the

high-speed Fresnel image data include total variation (TV) denoising, frame sub-

sampling and non-negative matrix factorisation (NMF). These methods enable an

increase of image signal-to-noise ratio (SNR), and the automatic detection of skyrm-

ion states involved in dynamic processes using machine learning. Next, the design

and fabrication of a novel microcoil device and accompanying current pulser, to pro-

vide out-of-plane magnetic fields within the TEM, is described. Following this, ex-

perimental observations of significantly frustrated skyrmion defect states induced

by the microcoil device’s in-situ magnetic field pulses are presented and analysed.

Chapter 6 presents a series of micromagnetic studies on skyrmions in synthetic

antiferromagnetic (SAF) systems, and the effect of including metal-molecular inter-

faces. This begins with a study on the stabilisation of skyrmions in multilayer SAFs

systems, highlighting the destabilising effect of uncompensated dipolar interactions.

Next, the inclusion of C60 molecular layers in SAF systems is presented as a means

to stabilise skyrmions through enhancement of perpendicular magnetocrystalline

anisotropy (PMA). Finally, the C60 layers are explicitly simulated as weak magnetic

layers, and a nontrivial behaviour involving skyrmion size is demonstrated.

Chapter 7 acts as a summary of the work undertaken in this thesis and attempts

to highlight the promising future of skymionic research.
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Chapter 2
Skyrmions in Magnetic Systems

Introduction

This chapter is dedicated to providing the core theoretical details necessary to un-

derstand the ensuing research in this thesis. In order to properly describe magnetic

skyrmions and how they emerge in magnetic systems, some general theory on mag-

netism must first be provided. We begin by introducing the theory of spontaneous

magnetism, through exchange interactions in condensed matter systems. This is fol-

lowed by a description of key energy terms within the micromagnetic framework, a

powerful tool in studying micro- and nanoscale magnetic systems. Magnetic skyr-

mions will then be introduced, highlighting the different magnetic systems that host

them. Finally, an overview of micromagnetic simulations will be provided in the con-

text of simulating skyrmion-hosting systems.

2.1 Ferromagnetism and Exchange Interactions

Magnetism in condensed matter systems emerges from the collective behaviour of

atomic magnetic moments, arising from the angular momentum of electrons. This

can be understood semi-classically by applying Ampère’s Law to the Bohr model of

the atom, which together describe the magnetic moment associated with an elec-

tron’s orbit. However, a complete explanation of macroscopic magnetism in solids

requires extension to ensembles of localised or delocalised electrons, and depends

heavily on the material’s electronic band structure [1]. In non-magnetic materials,

the number of spin up and spin down electrons are equivalent, and therefore no net

magnetic moment arises. However, magnetic materials have an intrinsic imbalance

between the number of spin up and spin down electrons, resulting in a non-zero net

magnetic moment. Ferromagnetic materials, including iron, cobalt and nickel, are a

class of materials that meet the Stoner criterion, which defines a critical point where

7



8 2.1. FERROMAGNETISM AND EXCHANGE INTERACTIONS

energy is lowered by having a unequal number of spin up and spin down electrons.

According to the Stoner criterion, parallel spin alignment is present in a material

when the product of its density of states, which is the number of electrons occupying

a particular energy interval per unit volume, and exchange integral is greater than

unity [2, 3].

It is possible to define a vector quantity for the magnetisation within a material,

M, as the distribution of elementary magnetic moments, dm, within a differential

volume, dV :

M =
dm

dV
(2.1)

Magnetisation may be further defined as a smoothly varying spatial quantity M(r),

within the continuum limit, by ignoring variations arising from the atomic lattice.

This assumption is a key constituent of the micromagnetics framework, and will be

discussed in more detail in subsequent sections. The maximum magnetisation a

material can have is when all of the magnetic moments are pointing in the same

direction, and is known as the saturation magnetisation, Ms.

Isolated and collective magnetic moments give rise to six distinct types of mag-

netic behaviour: paramagnetism, diamagnetism, ferromagnetism, antiferromagnet-

ism, ferrimagnetism and superparamagnetism [4]. Since magnetism is intrinsic to

electrons, all materials exhibit at least one of these forms of magnetic behaviours.

The magnetic systems in this thesis are primarily dominated by ferromagnetic or-

dering, and as such it is the focus of this section.

A ferromagnetic material is characterised by spontaneous, nonzero magnetis-

ation below a critical temperature, due to the long-range ordering and alignment

of magnetic moments. This type of magnetic behaviour was first described phe-

nomenologically by Pierre Weiss in 1907, through the introduction of a non-physical

internal magnetic field, HW. This field is proportional to magnetisation and acts to

align the internal magnetic moments:

HW = γM (2.2)

where γ is the Weiss molecular field constant, on the order of 100 for strong ferro-

magnets [5]. The Weiss field, HW, must therefore take on huge values in order to

explain the spontaneous magnetisation observed in some ferromagnets, such as Nd-

FeB. Although no such physical field exists within these magnetic materials, the de-

scription remains useful as a classical approximation of magnetic ordering. Indeed,

the phenomenological theory is able to accurately explain a wide range of magnetic

phenomena including the temperature dependence of magnetisation in ferromag-

nets.

With the advent of quantum mechanics, Werner Heisenberg provided a full ex-
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planation of ferromagnetic behaviour in 1928. The phenomenologically determined

Weiss field was found to be the result of strong electron-electron Coloumb interac-

tions and the Pauli exclusion principle, which states that electrons are forbidden

from occupying the same quantum state. The energy of two neighboring electron

spins is given by the Heisenberg exchange Hamiltonian:

Hex = −
∑
i,j

Jij(Si · Sj) (2.3)

where Si and Sj are the spins associated with neighbouring atoms at positions i and

j and Jij is the exchange constant. The sign of Jij in Eq. 2.3 determines whether

the material exhibits ferromagnetic or antiferromagnetic behaviour. If Jij is positive

then neighbouring spins will align parallel, minimising exchange energy. However, if

Jij is negative then neighbouring spins will instead align anti-parallel.

Although Eq. 2.3 is defined for localised electrons on adjacent atoms, it can be ap-

plied to more complicated long-range exchange mechanisms involving delocalised

electrons. An example of this is the Ruderman–Kittel–Kasuya–Yosida (RKKY) inter-

action, in which the exchange constant, JRKKY , may be oscillatory in nature. This

gives rise to alternating ferro- and antiferromagnetic behaviour in magnetic multi-

layers containing nonmagnetic spacer layers, as a function of the spacer layer thick-

ness [6]. The RKKY interaction will be further discussed in a subsequent section.

Antisymmetric exchange, also known as the Dzyaloshinskii–Moriya (DM) inter-

action, is another type of exchange interaction present in magnetic systems with

strong spin-orbit coupling (SOC) and lacking spatial inversion symmetry [7, 8]. The

Hamiltonian for the DM interaction is given by:

HDM = −
∑
i,j

Dij · (Si × Sj) (2.4)

where Dij is the DM vector. By inspecting Eq. 2.4, we see that the DM interaction

favours a perpendicular alignment of neighbouring spins. Therefore, the DM inter-

action in a ferromagnet is in direct competition with the Heisenberg exchange in-

teraction (Eq. 2.3), which favours the parallel alignment of neighbouring spins. The

DM interaction is a cause of weak ferromagnetic behaviour in antiferromagnets, but

may also lead to the formation of chiral magnetic spin-spirals in ferromagnets due to

the aforementioned competition with the Heisenberg exchange interaction. The DM

interaction is integral to the formation of chiral magnetic skyrmions, and as such it

will be discussed in more detail in a subsequent section.
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2.2 Micromagnetic Theory

If magnetism in condensed matter systems were only determined by the symmetric

exchange interactions (Eq. 2.3), then all spins would be aligned parallel (or antipar-

allel) to each other and the resulting magnetic configurations would be trivial. How-

ever, in most materials, other magnetic interactions are present and these must be

taken into account to explain the complexity of observed magnetic configurations.

Micromagnetics is a framework concerned with describing magnetic behaviour on

the sub-µm length scale, but as a semi-classical approach it does not reach atomic

length scales. In this framework, magnetism is represented as a continuously varying

vector function, M(r), and is therefore a continuum approximation. For a particular

magnetic material with saturation magnetisation Ms, the magnetisation unit vector

is given by:

m(r) = M(r)/Ms (2.5)

The description of each magnetic interaction that follows is given in terms of either

the normalised, m(r), or unnormalised, M(r), magnetisation.

For the majority of ferromagnetic materials the key energy terms consist of: mag-

netostatic (dipolar) energy, magnetocrystalline anisotropy energy, Zeeman energy

and exchange energy. Exchange energy encompasses DMI and RKKY interactions

in relevant systems that exhibit such phenomena. Summing and minimising these

energy terms with respect to m(r) leads to stable or metastable magnetic configura-

tions. Dynamic behaviour can also be modelled by combining the energy terms into

the Landau–Lifshitz–Gilbert (LLG) equation, which will be described in the later sec-

tion on micromagnetic simulations. Micromagnetic modelling allows for compari-

son between predicted magnetic configurations and those observed experimentally,

and as such it is particularly effective when used in conjunction with experimental

observation.

2.2.1 Exchange Energy

Although Eq. 2.3 provides the means to calculate exchange energy between two

neighbouring spins, it needs to be extended to incorporate the exchange energy be-

tween all nearest neighbours within a magnetic system. In this case, exchange energy

in the micromagnetic framework is given by:

Eex = A

∫
V

((∇mx)
2 + (∇my)

2 + (∇mz)
2)dV (2.6)

where A is the exchange stiffness constant, mx, my and mz are the components of m

and the integral is taken over the sample volume. The exchange stiffness constant,
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A, incorporates the exchange constant, J , and thus the sign of A also determines

whether the material exhibits ferro- or antiferromagnetic behaviour.

2.2.2 Demagnetising Energy

Aligned magnetic moments within a material are the source of an internal demag-

netising field and external stray field. Inside a uniformly magnetised sample, such as

the one shown in Fig. 2.1a, the magnetic moments are necessarily aligned antipar-

allel to the internal demagnetising field (Hd). This acts to destabilise the magnetic

ordering, and is thus a source of increased demagnetising energy. Therefore, the de-

magnetising field is in direct competition with ferromagnetic exchange, which tends

to align magnetic moments. The demagnetising energy of a magnetic sample can be

expressed as:

Edemag = −µ0

2

∫
V

Hd ·M(r) dV (2.7)

where Hd is the demagnetising field and the integral is taken over the sample vol-

ume. The demagnetising energy is the result of long-range dipolar interactions, and

is dependent on the exact magnetisation configuration, making it difficult to calcu-

late. To investigate the demagnetising field further, we can express it in terms of the

magnetic scalar potential, φm, as:

Hd = −∇φm (2.8)

The magnetic scalar potential can then be expressed in terms of volume (−∇ ·M)

and surface (n ·M) poles, analogous to their electric counterparts:

φm(r) = − 1

4π

∫
V

∇ ·M(r
′
)

|r− r′ |
dV +

1

4π

∫
S

n ·M(r
′
)

|r− r′ |
dS (2.9)

where r
′

is the variable to be integrated over the volume and surface, respectively.

Equation 2.9 demonstrates that regions of converging and diverging magnetisation

(left-most integral) as well as normal components of M at the surface (right-most in-

tegral) act as a source of the scalar potential, and therefore the demagnetising field.

In the absence of an external magnetic field, minimising the sources of these mag-

netic poles will often lead to the most favourable magnetic configurations.

Figure 2.1a demonstrates how the internal demagnetising field interacts with the

magnetic moments within a simple bar magnet. For certain geometries such as

that shown in Fig. 2.1b, the direct competition between ferromagnetic exchange en-

ergy and demagnetising energy results in flux-closed magnetic configurations. These

configurations consist of multiple regions of constant magnetisation, known as mag-

netic domains, which through their formation minimise magnetostatic energy. The
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domains are separated by regions of rotating magnetisation, known as domain walls

(DWs). DWs are extremely well researched magnetic objects since they have an in-

herent stability and may even be manipulated by using electrical currents [9], mak-

ing them technologically relevant magnetic structures in the field of spintronics. The

situation of going from a single domain to two domains roughly halves the demag-

netising energy due to the reduction in the stray field, however it is not possible to

add domains indefinitely. There is an energy cost associated with DWs, due to the ro-

tating magnetisation across the DW costing exchange energy. Thus, a real magnetic

system will balance the total number of domains with the cost of each resulting DW.

Figure 2.1: a Interaction of internal magnetic moments (red arrow) with the demagnetising
field they create in a simple bar magnet and b a flux-closed magnetic configuration, which
minimises demagnetising energy through the formation of magnetic domains.

2.2.3 Magnetocrystalline Anisotropy Energy

As the name suggests, magnetocrystalline anisotropy (MA) is a material property de-

scribing magnetisation variation due to crystal structure. The primary source of MA

is from SOC, which is present in all atomic systems due to the relativistic interact-

ion of electron spin with orbital motion. An isolated magnetic atom has spherical

symmetry and so it can magnetise in any direction equally. However, once atoms

are placed into a crystal structure, certain orbitals are electrostatically stabilised over

others due to the electrostatic potential of the crystal. In this case, the electrons are

now influenced by the nature of the lattice geometry and magnetic moments will

tend to align along certain crystallographic directions. This leads to easy and hard

axes, where lowest MA energy is associated with magnetisation aligned with easy

axes. The symmetry of the crystal structure determines how many hard or easy axes

are present, and their directions. The magnetocrystalline anisotropy energy for the
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uniaxial case, with a single easy axis, is given by:

Eanis = V Kusin
2θ (2.10)

where θ is the angle M(r) makes with the easy axis, V is the sample volume and Ku is

a material specific constant with units of J m−3. It is possible to reformulate Eq. 2.10

in terms of the easy axis and magnetisation vectors:

Eanis = −
∫
V

Ku(u ·M(r))2dV (2.11)

where u is the easy axis vector and the integral is taken over the sample volume.

Because MA is a spin-orbit effect, it is modified at surfaces or interfaces, where

discontinuity in crystal structure occurs. For ultrathin films, it is important to de-

compose the total anisotropy into separate volume and surface terms:

Ku = Kv +
Ks

t
(2.12)

where Kv is the volume anisotropy constant and t is the thickness. Clearly, as t is

reduced the surface term starts to dominate, and can explain why a rotation from

in-plane to out-of-plane magnetisation is seen as film thickness is reduced [10].

Shape anisotropy is an effect that arises from the aforementioned demagnetising

field due to dipolar interactions and unlike MA is not determined by the crystal struc-

ture. However, shape anisotropy is often included into the MA energy term by using

a geometry dependent demagnetising factor, Nd. The demagnetising factor is deter-

mined by the aspect ratio (shape) of the sample and is therefore particularly impor-

tant when studying structures that have one or more dimensions on the nanoscale.

For ultrathin films, with t on the order of 1 nm, these dipolar effects can be combined

with the MA effects by defining an effective anisotropy constant,Keff , which is given

by [11]:

Keff = Ku −
µ0

2
NdzM

2
s (2.13)

where Ndz is the demagnetising factor in the z-direction and is equal to unity for

ultrathin films and zero for a perfectly symmetrical sample. This allows us to rewrite

Eq. 2.11 in terms of the film surface normal unit vector, n, and effective anisotropy

constant, Keff , as:

Eanis = −
∫
V

Keff (n ·M(r))2dV (2.14)

where a Keff < 0 corresponds to in-plane easy axis and Keff > 0 corresponds to

an out-of-plane easy axis. This is another example of magnetic competition, where

demagnetising effects arising from the sample shape are interacting with the MA ef-
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fects. The implication of Eq. 2.14 is that it is, in principle, possible to achieve a de-

sired anisotropy effect by tuning the thickness of thin films.

2.2.4 Zeeman Energy

The final interaction discussed here is the energy associated with placing a magnetic

material within an external magnetic field. Magnetic moments will tend to align par-

allel to a magnetic field, provided that it is strong enough to disrupt the SOC of elec-

trons. This is known as the Zeeman effect, and magnetic moments will minimise

their Zeeman energy, EZ , according to:

EZ = −µ0m ·Hext (2.15)

which can be extended to be given in terms of the magnetisation of the sample:

EZ = −µ0

∫
V

M(r) ·Hext dV (2.16)

where Hext is the applied external magnetic field and the integral is taken over the

sample volume.

2.2.5 Magnetic Configurations

The interplay between each of the magnetic energy terms described above can be

investigated through their effect on the resulting magnetic ground states of a simple

idealised system. Figure 2.2a-d demonstrates how the ground state magnetic config-

uration might change depending on the different energies contributing to the total

energy. If only Eexch is considered, the resulting magnetic configuration would be

like that of Fig. 2.2a, with all magnetic moments aligned parallel. Including Edemag
initiates the formation of domains, specifically flux-closed structures such as 2.2b.

By considering uniaxial MA with an easy y-axis, magnetisation will tend to lie along

this axis in order to minimise Eanis, as in Fig. 2.2c. Finally, by providing an external

magnetic field and the addition of EZ , domains will grow or shrink depending on

whether their magnetisation is aligned parallel or antiparallel to the applied field, as

shown in Fig. 2.2d.

Ultimately, the relative strengths of the magnetic interactions will dictate the in-

terplay of these energy terms and thus the ground state magnetic configurations. A

wealth of complexity in magnetic structures and textures can be found by consider-

ing only these four interactions, especially when competing terms are relatively close

in energy. Domain walls, vortices, helices and magnetic skyrmions are examples of

magnetic configurations that can be found in systems with competing magnetic in-
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teractions.

Figure 2.2: Examples of simple magnetic configurations for a generic ferromagnet with dif-
ferent energies contributing to the total energy and minimum energy configuration. a Ex-
change energy only, b Exchange and demagnetising energies, c Exchange, demagnetising
and MA energies, d Exchange, demagnetising, MA and Zeeman energies. The red arrows
represent the magnetisation, M, within each domain.

2.3 RKKY Interaction

The Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction is an example of an indi-

rect exchange interaction between spatially separated magnetic moments. This in-

teraction was first proposed by Ruderman and Kittel in 1954 [12], and later expanded

upon by Kasuya and Yosida [13, 14]. Unlike symmetric and antisymmetric exchange,

which are short-range interactions, RKKY acts over extended distances. These inter-

actions involve the coupling of magnetic moments, separated by a distance r, via the

conduction electrons in a non-magnetic material. The mechanism involves localised

magnetic moments creating oscillatory magnetisation of the conduction electrons,

which in turn interact with other, spatially separated, magnetic moments. The sign

and approximate magnitude of the RKKY interaction is given in Ref. [4] as:

JRKKY (r) ∝ cos(2rkF )

r3
(2.17)
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where kF is the Fermi sphere radius and JRKKY (r) is the separation dependent RKKY

exchange constant. The derivation of Eq. 2.17 assumes a large r, when compared

with atomic separation, and a spherical Fermi surface. RKKY is often included into

the micromagnetic framework through scaling of existing exchange interactions.

As seen by Eq. 2.17, the exchange constant for this type of interaction is oscilla-

tory in nature, depending on the separation distance of the two interacting magnetic

subsystems. Varying the separation distance, r, enables one to favour either ferro-

magnetic (FM) or antiferromagnetic (AFM) coupling between the subsystems. For

example, it has been shown that in Co/Ru/Co multilayers, the non-magnetic Ru layer

provides RKKY-type interlayer exchange coupling (IEC) between the FM Co layers,

with an AFM coupling peak at around 0.8 nm Ru thickness as given in Ref. [6]. This

type of coupling allows for significant multilayer engineering and the development

of systems with desirable magnetic properties. Chapter 6 will demonstrate how both

FM and AFM IEC is fundamental to both the existence and stabilisation of skyrmions

in multilayer synthetic antiferromagnetic (SAF) systems.

2.4 Nanoscale Magnetism

Nanoscale magnetism is the study of magnetic systems that have at least one object

dimension less than 100 nm. This includes magnetic thin films (2D), nanowires (1D)

and nanoparticles (0D) where the dimensionality, nD, describes the number of di-

mensions, n, which have lengths greater than 100 nm. As the size of dimensions are

reduced, they may become comparable to characteristic length scales which can re-

sult in sharp transitions of magnetic behaviour. An example of such a transition is

the superparamagnetic limit, whereby ferromagnetic nanoparticles become param-

agnetic below a critical size, at which point it is no longer energetically favourable

to contain DWs. Another such example is the aforementioned effective anisotropy

transition, where magnetisation switches from in-plane to out-of-plane below a crit-

ical film thickness. These types of size-effects are not limited to magnetic systems,

but are widespread across nanoscale condensed matter systems. For example, quan-

tum dots are semiconducting nanoparticles that exhibit interesting optical phenom-

ena only once their characteristic dimensions reach sub-100 nm due to quantum

confinement effects [15]. When studying sufficiently small systems, step changes in

behaviour may occur, and it becomes necessary to investigate the associated length

scales.

An important characteristic length scale in magnetism is the exchange length,

which describes the competition between the exchange interaction and the dipolar
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interactions. The exchange length is given by:

lex =

√
A

µ0M2
s

(2.18)

and typically has a magnitude in the range of 2-5 nm for many ferromagnets, as given

in Ref. [1]. The exchange length is a particularly informative parameter, especially

in micromagnetic theory, as it defines the length scale associated with uniform mag-

netisation in a ferromagnet.

Another characteristic length scale, which is of particular importance for systems

involving DM interactions, is the helical length, LD, given by:

LD = 4π
A

|D|
(2.19)

This describes the competition between exchange and DM interactions, and LD is

the length over which spins sweep 2π radians, for the helimagnet B20 FeGe, LD is

approximately 70 nm [16].

2.5 Magnetic Skyrmions

Skyrmions are topologically robust, particle-like solutions of nonlinear field theories

[17], namely topological solitons. Originally proposed as a model of the nucleon by

Tony Skyrme in 1962 [18], skyrmions have since been discovered as emergent struc-

tures across a range of condensed matter systems. These include superconductors

[19], liquid crystals [20], and magnetic thin films [21]. Although the specific micro-

scopic mechanisms governing the formation of skyrmions is different in each sys-

tem, the emergent topological structures bear many similarities and skyrmions are

therefore of a fundamental interest.

Magnetic skyrmions, henceforth referred to as skyrmions, are examples of such

topological quasi-particles, arising in magnetic systems due to competing magnetic

interactions [22–25]. It is possible to stabilise chiral skyrmions in multilayer sys-

tems containing ferromagnetic (FM)/heavy metal (HM) layers [26, 27] and bulk crys-

tals with broken inversion symmetry [28], due to the aforementioned Dzyaloshinkii-

Moriya (DM) interaction. These spin textures have a defined chirality (right- or left-

handedness), as determined by the sign of the DM vector, Dij, as given in Eq. 2.4.

Non-chiral skyrmions have also been stabilised in systems without the DM interact-

ion, where the competition between other energy terms instead gives rise to skyrmion-

like spin textures, such as bubble skyrmions [29]. These bubble skyrmions can be

stabilised with either right- or left-handed spin rotation, and are often larger and less
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stable than skyrmions stabilised by the DM interaction [30]. The non-trivial topology

of skyrmions can be characterised in terms of topological charge, or winding num-

ber, which takes on integer values according to:

N =
1

4π

∫∫
m ·

(
δm

δx
× δm

δy

)
dxdy (2.20)

where m is the local magnetisation unit vector. Equation 2.20 counts the number

of times, given by N , that the magnetisation wraps a unit sphere (as demonstrated

in Fig. 2.4c). The topological nature of skyrmions gives them high physical stabil-

ity [31], and the ability to be propagated at low current densities [32]. Furthermore,

the discrete nature of topological charge means that it is possible to determine a sim-

ple set of topological charge conservation rules, whereby changes to and interactions

between topological structures will occur in the same discrete steps [33]. These prop-

erties position skyrmions as robust and versatile information carriers, especially in

low-power spintronic devices [34].

2.5.1 Dzyaloshinkii-Moriya Interaction

Magnetic systems lacking spatial inversion symmetry and with strong SOC may host

the relativistic DM interaction, an antisymmetric exchange interaction as defined

by Dzyaloshinskii and Moriya in Refs. [7] and [8]. Competition between the DM

interaction and the Heisenberg exchange interaction leads to spin canting, and the

emergence of skyrmion structures under favourable conditions of temperature and

magnetic field [35].

The Hamiltonian for the DM interaction was given in Eq. 2.4 and relates to the

spin geometry shown schematically in Fig. 2.3a. This schematic demonstrates the

DM interaction between spins Si and Sj, mediated by a third non-magnetic atom

with high SOC (orange circle). The DM vector, Dij, is oriented perpendicular to the

triangle formed by these three atoms. When translated to real material systems, Dij

may point perpendicular to the plane of the system as in Fig. 2.3b, stabilising Bloch-

type skyrmions, or parallel to the plane as in Fig. 2.3c, stabilising Néel-type skyr-

mions. For a particular system, the sign of Dij determines the chirality of the mag-

netic texture, namely a clockwise (CW) or counterclockwise (CCW) rotation of spins.

The relative strength, sign and direction of the DM interaction determines whether

it is possible to stabilise chiral skyrmions in a particular system, and also determines

their type and size [30, 36].

Vector plots of Bloch and Neél-type skyrmions are shown in Fig. 2.4a,b respec-

tively, where the difference between the distribution of spins is immediately evident.

However, Fig. 2.4c shows how the spins on both of these skyrmion structures may be
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exactly mapped to a unit sphere, as described mathematically in Eq. 2.20, highlight-

ing their topological equivalence.

Figure 2.3: a The DM interaction between two ferromagnetic atoms (grey) and a high SOC
atom (orange). The Dij vector points perpendicular to Si,j, favouring clockwise or coun-
terclockwise spin rotation depending on the sign of Dij. b,c Orientation of Dij relative to
magnetic film, favouring formation of Bloch and Néel skyrmions, respectively. The labels in
c refer to heavy metal (HM) and ferromagnetic (FM) layers.

Figure 2.4: Vector plots of a a Bloch skyrmion, b Neél skyrmion and c how their magnetis-
ation can be mapped to a unit sphere, demonstrating their non-trivial topology. Magnetic
moments are coloured according to their mz magnetisation.

2.5.2 Skyrmions in Non-Centrosymmetric Magnets

Common skyrmion-hosting materials include non-centrosymmetric magnets with

the B20 crystal structure, including iron germanium (FeGe) and manganese mono-

silicide (MnSi) [37]. The lack of spatial inversion symmetry inherent to the crystal
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structure, and presence of heavy metals with large SOC results in a significant DM

interaction [38]. Competition with the Heisenberg exchange interaction leads to a

noncollinear arrangement of spins into a helical ground state with wave-vector, q,

pointing along the axis of spin rotation. This type magnetic ordering is known as

helimagnetism, and materials that display this type of ordering are known as heli-

magnets. The chirality of the B20 crystal structure determines whether CW or CCW

helimagnetism is present, which in turn is translated to the chirality of any emerging

skyrmions. In the B20 helimagnets, skyrmions exist within a distinct region of field-

temperature-thickness phase space, and before skyrmions were definitively discov-

ered this anomalous phase was simply referred to as the A-phase [39]. It is possible to

navigate between a number of different magnetic phases through varying the mag-

netic field, for samples of a constant thickness at a constant temperature as demon-

strated in Fig. 2.5.

Figure 2.5: A mix of vector and scalar diagrams demonstrating the different magnetic phases
in B20 helimagnets, accessed by varying the applied perpendicular magnetic field strength.
As field is increased, it is possible to transition between the helical, skyrmion lattice, conical
and saturated phases. This is assuming a region of uniform thickness at a constant tempera-
ture.

The hexagonal skyrmion lattice (SkX) phase, as shown in Fig. 2.5, can be reached

by a phase transition from the helical phase on application of a perpendicular ex-

ternal magnetic field, at temperatures below the material’s Curie temperature, and

thicknesses on the order of LD. On further increase of the external magnetic field,

the system will transition first to a conical, and finally field-polarised state. The

field-temperature-thickness phase space was explored in Ref. [35], and can be seen

in Figure 2.6. The SkX is stable in a relatively small region of the phase space, but

this can be expanded by decreasing the thickness of the sample. This behaviour has

been attributed to the presence of stabilising surface twist states, which occupy a

larger fraction of the total z-thickness for thinner samples [40]. Furthermore, it has

been demonstrated that individual skyrmions inherit a hexagonal symmetry from
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the SkX, with the SkX lattice parameter aSk (as defined in Fig. 2.5) being dependent

on the magnetic field strength used to stabilise the SkX [41].

Figure 2.6: Phase diagram of FeGe showing the stability of the skyrmion lattice (SkX) as a
function of magnetic field and temperature for sample varying thickness. Reproduced with
permission from Ref. [35], Springer Nature.

2.5.3 Skyrmions in Thin Film Multilayers

Néel skyrmions, as previously shown in Fig. 2.4b, can be stabilised at the interface

between FM and HM layers, due to the interfacial DM interaction. At these FM/HM

interfaces, inversion symmetry is broken and significant SOC provided by the HM

layer leads to a non-vanishing DMI. Because this DM interaction arises due to the

interfacial effects, the layers must be thin (on the order of the exchange length), oth-

erwise the strength of the effect will be diminished, as described in Ref. [27].

The sign and amplitude of Dij in these multilayer systems is determined by the

heavy metal at the interface and the order and size of the layers [42]. Because of

this, it is possible to enhance and tune the net interfacial DM interaction by creat-

ing HM1-FM-HM2 multilayer systems. In such systems, HM1 and HM2 provide Dij of

opposite signs, which combine additively due to the stacking order [43, 44]. Further-

more, these magnetic multilayer systems typically demonstrate significant PMA, due

to the fact that the thickness of the layers are on the order of 1 nm. This can provide

additional means of creating skyrmion-hosting multilayer systems, since PMA has

been shown to have a skyrmion stabilising effect [45]. However, because the result-

ing magnetic interactions are so sensitive to the exact details (thickness, roughness,

composition) of all layers, any inhomogeneity arising from synthesis can be expected

to result in deviations from the expected magnetic behaviour.

The ability to tune different magnetic interactions in multilayer systems give ac-

cess to a range of key skyrmion properties, such as size and stability. For example, it

has recently been demonstrated that it is possible to stabilise synthetic antiferromag-

netic (SAF) skyrmions in carefully engineered magnetic multilayers [46], highlighting

the versatility that these multilayer systems provide.
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2.6 Micromagnetic Simulation Methods

A significant portion of the work in this thesis utilises micromagnetic simulations,

specifically using the GPU-accelerated software MuMax3 [47]. As such, the following

section provides the general principles and theory associated with simulating mag-

netic materials, with specific reference to MuMax3 where necessary.

The four magnetic interactions described in the micromagnetic framework: ex-

change, demagnetising, magnetocrystalline anisotropy and Zeeman energies can be

combined to describe an arbitrary number of magnetic systems using numerical

techniques. The total energy of a magnetic system in the presence of a magnetic

field can be given by:

Etot = Eex + Edemag + Eanis + EZeeman (2.21)

where Eex includes any additional exchange effects such as the DM and RKKY inter-

actions.

The basis of the finite difference simulation approach is to treat the magnetic

moments within a sample as a continuously varying vector, m = m(x, y, z), and then

discretising into cuboidal simulation cells, the sides of which are larger than the rel-

evant atomic distances. The total energy, Etot, of a magnetic state can then be found

by summing the energy calculated for each cell.

The choice of cell size is usually informed by the relevant length scales on which

magnetisation can be assumed to be uniform, for example the exchange length as

defined previously in Eq. 2.18. In fact, the exchange length is often used as an up-

per limit for discretisation of the simulation space [48]. However, when simulating

helimagnetic materials with a non-zero DM interaction, the helical length (Eq. 2.19)

gives a better indication for simulation discretisation. This is due to the fact that in

such systems there is significant spin canting, compared to systems without the DM

interaction. In order to ensure the validity of simulation results, the cell size must be

chosen appropriately, particularly when calculating exchange energies as described

in Ref. [47]. Furthermore, because the simulation cells are always cuboids, it can be

difficult to simulate curved structures. For these types of geometries it is often more

appropriate to use finite element simulation methods, which discretise the simula-

tion space into a mesh of tetrahedra [49].

Spin dynamics can be introduced to the micromagnetic simulations by using the

Landau-Lifshitz-Gilbert (LLG) equation given by:

dM

dt
= − γ

1 + α2
m×Heff −

αγ

1 + α2
m× (m×Heff ) (2.22)
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where γ is the gyromagnetic ratio, α is the damping constant and Heff is the effective

field felt by the local magnetisation. The effective field can be calculated by summing

the relevant energy terms, as in Eq. 2.21, and taking the derivative with respect to the

direction of the magnetisation vector:

Heff = − 1

µ0Ms

dEtot
dm

(2.23)

Dynamical effects can then be modelled by advancing the LLG equation (Eq. 2.22),

which in MuMax3 can be performed by a range of different solvers. Minimum energy

configuration states may also be found by disabling the precessional term (first term

in Eq. 2.22) such that Heff points in the direction of decreasing energy and advancing

time until the total energy reaches the numerical noise floor.

Although MuMax3 has functionality to combine all of the energy terms described

in Eq. 2.21, it can also include user defined custom energy terms. This is particu-

larly important when simulating more complex multilayer systems containing non-

magnetic spacer layers and interlayer exchange coupling. Such systems are studied

using MuMax3 in Chapter 6, and as such custom energy terms are required to model

the systems with sufficient validity.

The robustness of micromagnetic code is typically verified using a series of micro-

magnetic standard problems, however these do not typically contain systems host-

ing the DM interactions. Recently, standard problems were proposed for such DM

interaction hosting materials, and demonstrated the validity micromagnetic simula-

tion codes, including MuMax3, when simulating such systems [50].
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Chapter 3
Instrumentation and Methodology

Introduction

In this chapter, the different instruments and methodologies used within the the-

sis will be described. Firstly, the basic history and construction of the transmission

electron microscope (TEM) will be outlined. This will include a description of the

image formation process in the TEM, with comparison to the scanning transmission

electron microscope (STEM). The use of direct electron detectors in the TEM, with

a focus on high-speed imaging will follow. Magnetic imaging in the TEM will then

be introduced, and the main magnetic imaging methods used in this thesis will be

outlined. Finally, TEM sample preparation using focused ion beam (FIB) milling will

be described.

All TEM work in this thesis was carried out on the JEOL ARM 200cF with either the

Orius CCD camera or the Merlin direct electron detector. Sample preparation was

carried out on the FEI Nova 200 Ga+ dual beam FIB. Magnetic nanostructures were

grown using the FEI Helios Xe dual beam PFIB. All instruments are located in the Ma-

terials and Condensed Matter Physics (MCMP) group at the University of Glasgow.

3.1 Transmission Electron Microscopy

In its most basic construction, a microscope consists of a series of aligned lenses (of-

ten made of glass or plastic) that act to refract light and thereby generate magnified

images of objects. The term microscope was coined by German botanist Giovanni

Faber in 1625 to describe the compound microscope designed by Galileo Galilei. Al-

most 400 years later, the visible light microscope (VLM) is still used by scientists of

all disciplines to gain insight into details otherwise obscured from experimental ob-

servation. One major drawback with the VLM however, is that it utilises visible light,

which has a fundamental resolution limit of around 200 nm. This is given by the Abbe

29
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diffraction limit, which approximates to:

δ =
0.61λ

µ sin β
(3.1)

where δ is the smallest distance between individually distinguishable features, λ is

the wavelength of electromagnetic radiation, and the quantity µ sin β is known as the

numerical aperture (NA) of the optical system and takes on values of approximately

unity [1]. What this means practically, is that features separated by less than 200 nm

would not be observable as distinct objects in a VLM image. By inspecting Eq. 3.1, it

follows that by reducing the wavelength of radiation, one may improve the imaging

resolution.

The advent of quantum mechanics and conception of the wave–particle duality

provided the means of harnessing such low-wavelength radiation. In 1924 Louis de

Broglie proposed that all matter may be described as having wave-like properties,

and this relationship is given by de Broglie’s surprisingly simple equation:

λ =
h

p
(3.2)

where λ is the de Broglie wavelength, h is Planck’s constant and p is the particle’s

momentum. By 1928, the wave–particle duality hypothesis had been confirmed in

two separate experiments [2, 3], the second of which was carried out by Davisson

and Germer and involved the scattering of electrons from a nickel surface and for-

mation a diffraction pattern. Thus, the natural duality between particles and waves

was confirmed, and with it a means to assign any quantum entity a corresponding

momentum and wavelength. The consequence of this duality for electron imaging

is that electrons can be described as waves with a defined wavelength, and these

electron waves may interact with matter through diffraction effects.

By incorporating Einsteins theory of special relativity, to account for the relativis-

tic effects of the electrons, it can be shown that the wavelength of an electron accel-

erated by a voltage V is given by:

λ =
h[

2m0eV (1 + eV
2m0c2

)
] 1

2

(3.3)

wherem0 is the rest mass of the electron, e is the electronic charge of the electron and

c is the speed of light in a vacuum. Inserting a common accelerating voltage of 200 kV

for a traditional transmission electron microscope (TEM), we can see that the corre-

sponding electron wavelength is 0.002 nm, which is an order of magnitude less than

the radius of the carbon atom (0.070 nm [4]). Therefore, under appropriate imaging
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conditions, it should be possible to resolve individual atoms using electron radia-

tion. Furthermore, the Davisson–Germer experiment demonstrated that electrons

scattered from a specimen contained information regarding its atomic structure, via

the resulting diffraction pattern. These diffraction patterns can be understood as

constructive interference of the electron radiation at the Bragg condition:

nλ = 2dsin(θ) (3.4)

where n is an integer termed the diffraction order, λ is the electron wavelength and d

is the atomic plane spacing. θ is defined as the angle of incident radiation (and scat-

tered radiation), with respect to the atomic plane. The diffraction condition defined

when Eq. 3.4 is satisfied generates maximum constructive interference, and is the

basis of both bright field (BF) and dark field (DF) structural imaging in the TEM.

By 1933, only five years after experimental confirmation of the wave nature of

electrons, physicist Ernst Ruska and electrical engineer Max Knoll had built the first

electron microscope, which exceeded the resolution limit of the VLM [5]. It did not

however, reach the resolution limit of electrons described for diffraction above. Al-

most a century later, and modern TEMs bear many similarities with Ruska’s orig-

inal design, through focusing electron waves using electromagnetic lenses. How-

ever, there have been many improvements, modifications and additions to the orig-

inal TEM design, primarily in the form of lens aberration corrector systems, which

have drastically improved electron optics within the TEM. Unlike the VLM, image

resolution in the TEM is primarily limited by aberrations caused by the imperfect

electromagnetic lenses. By utilising complex corrector systems, consisting of multi-

pole lenses, it has been possible to reach sub-nm resolution [6]. The TEM therefore

lends itself to investigation of condensed matter systems, by providing resolutions

on the order of atomic separation, allowing the detailed observational study of phys-

ical phenomena on the nm and sub-nm scale.

3.1.1 Conventional Transmission Electron Microscope

With the intention of expanding the description of electron microscopy to include

magnetic imaging, that which has been introduced as transmission electron mic-

roscopy will henceforth be referred to as conventional transmission electron mic-

roscopy (CTEM) within this chapter. CTEM involves obtaining information about

a specimen’s microscopic structure as electron waves are transmitted through the

specimen, interacting with its projected electrostatic potential. The fundamentals of

the TEM do not differ between magnetic and non-magnetic imaging, only the ways

in which the components are utilised and how the images are interpreted. As such,

the general construction of the TEM and the main steps in CTEM imaging will be
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discussed here and then modified to include magnetic imaging later.

In CTEM, the fundamental imaging process can be broken down into the follow-

ing steps. Firstly, within the electron gun at the top of the TEM column, electrons

are produced by a source, accelerated and then focused into an initial beam. Two

main classes of electron gun exist: thermionic and field-emission guns, where field-

emission guns (FEGs) tend to produce much more coherent electron beams. Note,

the experimental work in this thesis was performed on the JEOL ARM 200cF, which

hosts a FEG and therefore benefits from the increased electron coherency and bright-

ness that FEGs provide. Next, the electron beam is focused further using a series of

electromagnetic lenses, apertures and coils, before being transmitted through the

specimen. At this point, the phase and amplitude of the transmitted electron wave is

modified by the specimen’s electrostatic potential. During this process the electrons

obtain information about the structure and composition of the specimen through

elastic and inelastic interactions. Finally, the transmitted electron beam is focused

and magnified before being imaged, often by a phosphorescent screen coupled to a

charge-coupled device (CCD) camera.

A simplified schematic of a CTEM system can be seen in Figure 3.1a, a few of the

main components will be discussed. The condenser (C1 and C2) lenses are involved

in probe formation, eg illuminating the sample. The beam shift and tilt coils pro-

vide small adjustments to the electron beam, through magnetic fields in the x- and

y-directions. The shift and tilt coils allow the electron beam to travel along the optic

axis of the different electromagnetic lenses, even if those are physically misaligned.

The objective lens is arguably the most important lens as it serves to magnify and

form the first image plane of the sample. The projector system involves a series of

lenses to further magnify the image and the detection system is what allows the user

to observe and record the image data. The user may (directly or indirectly) exert

control over all of the components shown in the schematic in order to illuminate

the sample, focus the image and set the desired magnification. In order to obtain

clear, in-focus images with the desired resolution however, the user must go through

a series of preliminary alignment steps. Amongst other things, this ensures the max-

imum number of electrons are travelling down the column along the optic axis and

corrects for some lens aberrations, such as condenser and objective lens astigma-

tism.

It is possible to mathematically describe the TEM imaging process using Abbe’s

theory of image formation. Within this framework, imaging in the TEM can be un-

derstood as the process by which radiation transfers information from a specimen to

an image. In general, the amplitude and phase of the incident radiation will be mod-

ulated when transmitted through the specimen. However, in this case we will assume

that the specimen is thin enough such that only the phase is modified on emergence
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Figure 3.1: a Simplified TEM schematic diagram demonstrating CTEM imaging. b Image
formation process. Mathematical quantities are defined in Eqs. 3.5 - 3.10.

from the specimen, namely invoking the phase object approximation (POA). The rea-

son for this decision is that when we shift our description to magnetic imaging, the

magnetic samples will also be treated as phase objects, where the origin of magnetic

contrast is due to phase variations. Thus, the following description is valid within

the context of high resolution TEM (HRTEM), where specimens are thin enough to

be considered pure phase objects. Although HRTEM is not a focus of this thesis, it

provides a useful starting point for understanding phase contrast in the TEM, which

is integral to magnetic imaging.

We start by invoking the wave–particle duality in order to model the electrons as

coherent plane waves, and describe how they interact with the specimen, apertures

and lenses of the TEM [7]. Electrons are incident on the specimen as coherent plane

waves of the form:

ψi(r) = e2πikz (3.5)

where the wave is travelling in the positive z-direction (defined as down the micro-

scope column, from gun to detector), k = 1
λ

is the wavenumber and r is a real-space

vector describing a point in the xy-plane. As the electron wave passes through the

specimen, its phase is modified through interaction with the specimen’s electrostatic
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potential. The wave emerges with a phase difference:

ψt(r) = ψi(r) · eiφ(x) (3.6)

where φ(x) is the phase. The wave then passes through the objective lens and enters

the back focal plane (BFP) of the objective lens, where the electron wave distribution

may be expressed as a Fourier transform of the transmitted wave, Ψt(u) = FT (ψt(r)):

Ψt(u) =

∫∫
eiφ(x) · e−2πi(u·r) dx dy (3.7)

Note that the electron wave entering the BFP of the objective lens is now a function

of u = (kx, ky), a reciprocal-lattice vector. The components kx and ky are therefore

spatial frequencies, which are proportional to the real-space displacements (x, y) in

the BFP. The electron wave subsequently emerging from the back focal plane experi-

ences a further phase difference inflicted by the aberrations present in the objective

lens. The aberration function is given approximately by:

χ(u) = π∆fλu2 +
1

2
πCsλ

3u4 (3.8)

assuming no astigmatism and where Cs is the spherical aberration coefficient of the

objective lens and ∆f is the defocus. This is combined with an aperture function

A(u), which is unity within the objective aperture and zero elsewhere, to give the

transfer function:

t(u) = A(u) · e−i(χ(u)) (3.9)

The transfer function, t(u), is multiplied by the transmitted wave function, ψt(r), to

give the final form of the electron wave in the back focal plane:

Ψbfp(u) = Ψt(u) · t(u) (3.10)

The electron wave arriving at the image plane and incident on the detector can be

described by Fourier transformation of Ψbfp(u), with the observed intensity being

the modulus squared of this wave function:

I(r′) =

∣∣∣∣∣
∫∫

Ψbfp(u) · e−2πi(u·r′) dkx dky

∣∣∣∣∣
2

(3.11)

A key property of this result is that if the transfer function (Eq. 3.9) was unity at all

points then the intensity (Eq. 3.11) would be constant and there would be no observ-

able contrast in the image. This means that in order to obtain contrast from phase

variations in the specimen, some aberrations are required such that these variations
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become perceptible intensity variations in the image [7]. The enhancement of mag-

netic phase contrast through the introduction of non-zero defocus (∆f ) is an exam-

ple of this fact, and will be discussed in more detail in a later section.

This treatment of electron waves demonstrates an important aspect of CTEM

imaging, namely that the image formation process can be thought of as a succes-

sion of Fourier transforms. Firstly, from real space (specimen plane) to reciprocal

space (back focal plane) and then to real space (image plane). This gives additional

insight into the nature of the information that can be obtained by placing detectors

at different locations within the TEM, be it real space or reciprocal space. Figure 3.1b

highlights the image formation process schematically, demonstrating how the elec-

tron wave changes form as it propagates through the sample and key components of

the TEM.

3.1.2 Scanning Transmission Electron Microscopy

Scanning transmission electron microscopy (STEM) imaging involves the formation

of a small, focused electron spot (also known as a probe) at the specimen plane and

sequential scanning of this probe across the specimen. In this imaging mode, the

electron beam reaching the sample is highly focused and passes through the C2 aper-

ture, defining the semi-convergence angle that determines the size of the probe and

the resolution of the final image. In order to form an image, a diffraction pattern for

every point in the scan is formed and recorded by a detector in the BFP of the ob-

jective lens. Most commonly these detectors consist of an annular dark-field (ADF)

detector and a solid BF detector, which obtain information about scattered and un-

scattered electrons, respectively. This information can then be used to form BF and

DF images of the specimen, using the Bragg scattered electrons (BF) or unscattered

electrons (DF). Additionally, a high-angle annular dark-field (HAADF) detector can

be used to obtain elemental information using electrons inelastically scattered at

high angles, where the intensity observed is proportional to Z2, where Z is atomic

number.

Through the use of a FEG and aberration corrector systems, it is possible to obtain

a sub-nanometer or even sub-angstrom probe [8], which is subsequently rastered

across the specimen . This not only enables atomic scale image resolution, but also

site-specific spectroscopic, diffraction or magnetic information of the same resolu-

tion to be obtained. Therefore, depending on the detectors available, it is possible to

obtain a wealth of information about the specimen at each point in the scan. Some

techniques enabled by STEM include electron energy loss spectroscopy (EELS), en-

ergy dispersive x-ray spectroscopy (EDS) and differential phase contrast (DPC) imag-

ing.
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Although the specific electron-optical components and operating procedures dif-

fer between STEM and CTEM, the two methods of electron imaging can be related

through the principle of reciprocity. Originally described in 1968 for electronic mi-

croscopes [9], and expanded upon in 1969 [10], reciprocity relates the appearance

of phase-contrast from a broad incoherent source (CTEM) with that of a scanning

probe (STEM) [11]. The value of relating the two techniques this way is that it al-

lows the technique of STEM to be understood using theory from the relatively well

understood CTEM imaging process.

Figure 3.2: Critical components for describing the reciprocity relationship between a STEM
and b CTEM. Adapted from [10].

Figure 3.2 demonstrates the reciprocity relationship between STEM (Fig. 3.2a)

and CTEM (Fig. 3.2b), with only a single lens included for simplicity. In STEM, elec-

trons emitted from a source at point A are focused into a small probe at the specimen,

and the resulting intensity is measured at a distance from the specimen at point B on

the detector. Conversely in CTEM, electrons emitted from a source at point B* hit the

specimen, are scattered and subsequently focused at point A* on the detector. Thus,

by the principle of reciprocity, the intensity of point B due to the source point A in the

STEM system will be the same as the intensity at A* due to the source point B* in the

CTEM system. This equivalence means that the effects of all aberrations and micro-

scope limitations will have exactly the same effect in both STEM and CTEM imaging.

Other insights into STEM imaging can also be gained from this principle, such as the

effect of resolution. Since points A and A* are related through reciprocity, modifying
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the size of the source in STEM is the same as modifying the size of the detector in

CTEM, which will affect the resulting resolution. The upshot of reciprocity in trans-

mission electron microscopy is that image contrast in STEM is fundamentally related

to image contrast in CTEM [10].

3.1.3 Aberrations and Limitations of the Electron Microscope

As mentioned previously, the electromagnetic lenses used to focus electrons within

the TEM column are not perfect. In this context, an imperfect lens is one in which

the focusing power of the lens is unable to generate a perfect image of an object. The

lens imperfections are known as aberrations, and there are a range of such aberra-

tions which ultimately degrade the maximum achievable resolution. Probably the

easiest aberration to spot and correct for is astigmatism, which occurs due to the

non-uniformity of the magnetic field produced by the lenses. This form of aberra-

tion is usually corrected using stigmator coils, which provide compensating fields to

counter the astigmatism introduced by the electromagnetic lenses. However, in or-

der to reach atomic or sub-atomic resolution (high-resolution TEM or HRTEM), the

relationship between spherical aberration and defocus must be understood. With

astigmatism fixed, we’re left with the two terms in the aberration function, which

was given in Eq. 3.8, involving defocus ∆f and spherical aberration Cs. Spherical

aberration is introduced because electrons travelling along the central axis of the

lens are refracted less than those travelling at the periphery of the lens. This results

in points in the object plane being represented as finite discs in the plane of "least

confusion", limiting resolution. The defocus can be changed by the microscope user

by adjusting the excitation of the objective lens, however the spherical aberration is

intrinsic in lenses with spherical symmetries and must be compensated for by the

microscope’s Cs corrector.

It is possible to investigate how defocus and spherical aberration affect the max-

imum obtainable resolution in the TEM by treating the specimen as a weak-phase

object. In this case, the contrast obtained in the image is determined by the contrast

transfer function (CTF), given by:

T (u) = 2A(u) sinχ(u) (3.12)

whereχ(u) is the aberration function defined in Eq. 3.8 andA(u) is the aperture func-

tion. Equation 3.12 demonstrates the oscillatory nature of phase contrast transfer,

which results in difficulty interpreting images especially at high spatial frequencies.

Its possible to optimise the CTF such that all spatial frequencies up to a critical value,

corresponding to the maximum interpretable resolution, are transferred with similar

phase to the final image intensity. In 1949 Scherzer showed that for a particular value
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of Cs, it is possible to find an optimum defocus value to maximise the interpretable

resolution. A later modification of this work led to the relationship between Cs and

defocus given by:

∆fSch = −1.2(Csλ)
1
2 (3.13)

where ∆fSch is the Scherzer defocus and λ is the relativistic electron wavelength [12].

This relation calculates the optimum defocus for a particular microscope and oper-

ating voltage, maximising the interpretable resolution.

This can be investigated by plotting the CTF as a function of spatial frequency, a

series of such plots are shown in Fig. 3.3. Each plot is calculated using Eqs. 3.3 and 3.8

for 200 keV electrons andCS = 0.5 mm, for three defocus values including the Schezer

defocus. The second zero (first x-axis intercept) in each plot defines the minimum

interpretable distance, and maximum interpretable resolution. It is evident that the

maximum interpretable resolution degrades either side of the Schezer defocus, since

u1 and u2 are both less than uSch. The minimum interpretable distance is given by
1

uSch
, and therefore at the Schezer defocus and for the parameters given, would be

approximately 0.21 nm. This demonstrates the severity of lens imperfections within

electron imaging systems and importance of obtaining images at focus. Even with

sophisticated corrector systems, such as those in the JEOL ARM 200cF, the minimum

interpretable distance is still two orders of magnitude larger than that imposed by

the theoretical diffraction limit of electrons.

The majority of the TEM work in this thesis will be carried out in Fresnel mode,

which will be described shortly. In Fresnel imaging, magnetic contrast is generated

through intentional defocusing of the electron beam, away from the Scherzer defo-

cus. As such, it is not possible to obtain the maximum interpretable resolution de-

scribed here when using Fresnel TEM imaging due to this intentional defocussing. As

such, the resolution in Fresnel mode is approximately an order of magnitude worse

than is achievable using in-focus modes.

Figure 3.3: A series of plots demonstrating the oscillatory nature of the CTF and how the
interpretable resolution varies as a function of the defocus.
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3.2 Direct Electron Detectors

In order to achieve increased resolution and a higher signal-to-noise ratio, direct

electron detectors can replace the charge-coupled device (CCD) cameras present in

many TEM systems [13]. Direct electron detectors, as the name suggests, are able

to directly detect the electrons emerging from the sample. This is in contrast to the

CCD camera, which cannot detect electrons directly, due to the amount of energy

deposited by incident electrons, reducing dynamic range and cause risk of damage

[14]. CCD cameras must therefore be fibre-optically coupled to a phosphorescent

screen, which leads to a loss of resolution due to scattering effects [15]. Semicon-

ductor detectors, such as those in the Medipix3 family, are able to detect single elec-

tron hit events. These detectors utilise a semiconductor chip, often made of silicon,

which is pixelated using electronics and the material-specific electron interaction

volume. The Medipix3, which is the electron detector used within this thesis, is ca-

pable of imaging at extremely high frame rates (sub 1 ms) and even in a continuous

mode, where frame duration can be determined in post processing. The Medipix3

chip consists of a 256 × 256 pixel matrix and periphery electronics, which handle

the energy threshold and counting processes [16]. This is made possible because the

devices are capable of recording a timestamp of each electron hit, allowing them to

capture high-throughput image data. This means that the direct electron detectors

are only subject to the fundamental shot noise associated with the stochastic process

of electron arrival. As such, this method of detecting electrons makes the summing

of data more effective as you are not also summing excessive random noise. Higher

temporal resolution is also possible using the Timepix3 device, which has a theoret-

ical limit of its time-of-arrival (TOA) data of 1.56 ns [17].

The use of direct electron detectors opens up the opportunity to perform fast

time-resolved electron microscopy in the traditional TEM [18], [19]. This is extremely

valuable in condensed matter physics, enabling the possibility of studying dynamic

processes such as phase transitions and structural dynamics [20], [21]. As such, the

Merlin Medipix3 detector installed on the JEOL ARM 200cF was used to obtain high

spatial and temporal resolution data of dynamic processes. Specifically, the high

signal-to-noise and frame rates enabled advanced image processing techniques, de-

scribed in detail in Chapters 4 and 5.

3.3 Magnetic Imaging

Thus far, the description of electron imaging has been limited to the generation of

structural contrast arising from the interaction between electrons and generic sam-

ples. In CTEM operation, the sample sits within a strong magnetic field produced by
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the objective lens pole pieces. This magnetic field effectively saturates any magnetic

textures present in a sample, severely limiting the obtainable information. Therefore,

a prerequisite for magnetic imaging is switching off the objective lens and creating a

field-free region at the sample location. A series of other lenses, condenser mini and

objective mini, are used instead of the objective lens to focus the electrons for imag-

ing. However, when using these lenses, even with the corrector systems in place on

the JEOL ARM 200cf, the maximum resolution obtainable is around 1 nm (in field-

free 200 kV STEM mode) [22]. This is approximately an order of magnitude worse

than the resolution obtained when the objective lens is switched on, due to the large

CS associated with using the mini-lenses and the fact that these lenses are purpose-

fully located further from the sample, reducing the convergence angle, probe size

and therefore resolution in STEM imaging. This type of imaging is typically referred

to as Lorentz TEM (LTEM) imaging, due to the nature of how magnetic contrast is

formed, which will be discussed further below. LTEM encompasses a collection of

different techniques for generating magnetic contrast, two of which will be intro-

duced and described in the following sections.

The objective lens does provide a function in magnetic imaging however, as it

allows for the application of out-of-plane magnetic fields to the sample. In-plane

magnetic fields can also be produced through tilting of the sample, however an out-

of-plane component will always be present as well. Figure 3.4 demonstrates how one

can provide both in-plane and out-of-plane magnetic fields to a sample within the

TEM using the tilt and rotate sample holder. The relative strengths of the in-plane

and out-of-plane magnetic fields applied to the sample are given by:

Hout−of−plane = Hcos(θ) (3.14)

Hin−plane = Hsin(θ) (3.15)

where H is determined by the objective lens excitation and θ is the sample tilt about

the x-axis (defined in Fig. 3.4). Rotation of the sample about the z-axis allows align-

ment of the magnetic field with a particular axis of the magnetic sample. This is par-

ticularly important for elongated magnetic structures, such as wires. In such sam-

ples, the propagation of magnetic domain walls may be initiated through tilting of

the sample, following the alignment of the wire’s long axis with the tilt direction.

This effect is demonstrated experimentally in Fig. 3.5, where the Fresnel contrast

highlights movement of magnetic domain walls (bright and dark regions) on appli-

cation of a magnetic field in the y-direction. Here, tilting through angles θ = 0 to

θ = 10 increases the in-plane magnetic field applied according to Eq. 3.15 and causes

the domain walls to move in the direction of the applied field. In these images, the
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Figure 3.4: Schematics demonstrating the application of both in-plane and out-of-plane
magnetic field components to magnetic samples in the TEM. a View from above the tilt and
rotate sample holder b how this translates to the fields present within the sample for an x-axis
rotation of θ.

contrast is primarily magnetic in nature and is particularly sensitive to the domain

walls. Explanation on how this contrast is formed and the different types of magnetic

imaging follows.

Figure 3.5: LTEM Fresnel images of magnetic nanowires and how domain wall motion can
be initiated through tilting the sample in a non-zero perpendicular magnetic field. The in-
plane magnetic field is calculated through Hy = Hsin(θ), where H is the out-of-plane field
strength.

3.3.1 Lorentz TEM

We begin this section by describing the interaction of electrons with magnetic sam-

ples using a classical framework, and later expand the description to include the full

quantum mechanical effects. Electrons transmitted through a sample are not only

influenced by the sample’s electrostatic potential, as described in Section 3.1.1, but

also any magnetic potential generated by the sample. Classically, the magnetic force

acting on an electron travelling in a magnetic field, is given by the Lorentz force:

Fmagnetic = −q(v ×B) (3.16)
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where q is the magnitude of the electron charge, v is the electron velocity and B is

the magnetic field, which can be defined as:

B = µ0(M + H) (3.17)

B = ∇×A (3.18)

where A is the magnetic vector potential. Thus, according to Eq. 3.16, an electron

travelling in a magnetic field, or within a material with non-zero magnetisation, will

have its trajectory modified by the Lorentz force. However, if the electron is travelling

parallel to B it experiences no Lorentz force, since the quantity v × B is zero. This

directional lack of sensitivity limits the amount of information that can be obtained

using LTEM techniques for out-of-plane magnetic textures.

The consequence of the Lorentz force in the TEM is that an electron will be de-

flected as it passes through a magnetic sample. The magnitude of this Lorentz de-

flection, β, for an electron travelling through a uniformly magnetised sample is given

by:

β =
qB0λ

h
(3.19)

where B0 is the z-averaged saturation induction and t is the thickness of the sample.

This deflection is typically on the order of µrad, which is multiple orders of mag-

nitude smaller than the Bragg deflections associated with structural imaging. The

consequence of this large difference in deflection angles means that it is, in prin-

ciple, possible to separate the structural and magnetic signals. It is worth noting

that if quantitative magnetic information about the sample is desired, this classical

description of electron deflection is not sufficient. Therefore, before describing the

detection of magnetic signals we must first investigate how the electron wave be-

haves when interacting with a magnetic sample. The Lorentz imaging process can

be treated using a quantum mechanical wave model, which leads to a quantitative

description of magnetic contrast formation.

The interaction between an electron wave and a magnetic potential is described

through the Aharonov-Bohm effect. This phenomenon arises from the coupling of a

magnetic potential to the complex phase of the electron’s wave function, as such it

is an entirely quantum-mechanical effect. Electrons travelling different paths from

the same point will pick up a relative phase difference, ∆φ, when they rejoin if their

paths enclose magnetic flux:

∆φ =
2πq

h

∮
C

A · dl (3.20)

where the line integral is around the closed pathC traced by the electron trajectories
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[23]. Equation 3.20 can be reformulated in terms of the magnetic field, B, using Eq.

3.18 and invoking Stokes’ theorem. This essentially converts the line integral to a

surface integral, describing the flux of magnetic potential through the surface, S,

traced out by the electron trajectories:

∆φ =
2πq

h

∫
B · dS (3.21)

Assuming constant B in the z-direction and that the sample is wholly within the path

traced by the electrons, evaluating the integral gives:

∆φ =
2πq

h
B0tx (3.22)

where the integrated surface is found by the product of sample thickness, t, and

width, x. This can be generalised to a situation where the enclosed magnetic in-

duction varies between two x-coordinates:

∆φ(x) =
2πqt

h

∫ x2

x1

By(x) dx (3.23)

Finally, we can link this quantum mechanical description back to the classical de-

scription using the Lorentz deflection earlier. Taking the gradient of Eq. 3.22 and

comparing it directly with Eq. 3.19 yields:

d(∆φ)

dx
=

2πq

h
B0t =

2πβ

λ
(3.24)

Thus, the differential phase difference is proportional to the local magnetic induc-

tion, which is in turn proportional to the Lorentz deflection angle, β [24]. Equation

3.23 additionally demonstrates the fact that magnetic samples act as pure phase ob-

jects in relation to the electron beam. This hearkens back to the image formation

treatment in Section 3.1.1, where image intensity was related to phase variations

imposed by ultra-thin samples. Furthermore, Eq. 3.24 provides a way to calculate

the local magnetic induction from the phase difference, two ways of experimentally

measuring such a phase difference are given in the following sections.

3.3.2 Fresnel Imaging

As was stated previously, in order for electron phase variations to result in percep-

tible contrast differences in the image, some aberrations are required. Because the

Lorentz deflection angle (electron phase difference) is so small, the intrinsic aberra-

tions are not sufficient to generate observable magnetic contrast in the image. There-

fore, in order to observe the kind of magnetic contrast shown in Fig. 3.5, a non-zero
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value of defocus, ∆f , must be introduced. This method of forming magnetic con-

trast is known as Fresnel imaging, and the intensity seen in the image is given by the

equation:

I(r,∆f) = 1− ∆fλ

2π
∇2[φ(r)] (3.25)

where the Laplacian (∇2[φ(r)]) relates only to in-plane sample coordinates, r, as (x, y)

[25]. This demonstrates why only the domain walls in Fig. 3.5 are clearly visible,

Fresnel imaging is only sensitive to the Laplacian of the phase, and therefore regions

of constant magnetisation generate zero Fresnel contrast.

The method by which the Lorentz deflection of electrons generates magnetic con-

trast in Fresnel imaging is shown for a series of 180◦ domains in Fig. 3.6. Electrons

travelling in the positive z-direction through the sample are deflected in opposite

directions, depending on the direction of in-plane magnetisation that they experi-

ence. This leads to alternating bright and dark regions in the observed intensity, cor-

responding to the domain wall locations. Although Fresnel imaging is typically used

to provide qualitative information, it is possible to retrieve phase information and

therefore quantitative information on sample magnetisation. This is done by taking

a series of in-focus, over and under focus images, and using the transport of intensity

equation (TIE) method [25].

Figure 3.6: Schematic showing Fresnel contrast formation due to the deflection of electrons
travelling through a magnetic sample. Transmitted electrons are convergent or divergent
depending on their interaction with the in-plane magnetisation, this results in alternating
bright and dark intensity regions corresponding to the domain walls.

As a parallel illumination method, Fresnel imaging benefits from the high tem-

poral resolutions provided by using direct electron detectors, such as the Merlin

Medipix3 detector installed on the JEOL ARM 200cF. As such, Fresnel TEM is partic-

ularly suited to studying magnetic phase transitions and skyrmion dynamics in the

B20 helimagnets, which host distinct magnetic phases namely helical, SkX and field-

polarised/conical phases [26]. These phases each generate distinct Fresnel contrast,
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and transitions between them can be initiated through the application of external

perpendicular magnetic fields. The majority of experimental work in this thesis is

concerned with the dynamics and deformation of individual skyrmions, collective

phase transitions and breaking of long-range order through defects. As such, much

of the magnetic imaging performed utilises LTEM techniques. However, a significant

downside of Fresnel imaging is the relatively poor resolution due to the microscope

being operated in a defocused state. Fresnel imaging therefore cannot typically be

solely relied upon to detect intricate nanoscale variations in magnetisation. There-

fore, in order to obtain a more detailed description of magnetic textures, a comple-

mentary imaging method can be used in STEM mode, namely differential phase con-

trast imaging.

3.3.3 Differential Phase Contrast Imaging

The intrinsically quantitative mode of Lorentz imaging is known as differential phase

contrast (DPC) imaging, and requires STEM mode operation. In DPC-STEM, the

magnetic sample is rastered with a small electron probe, and can be related back

to Fresnel imaging through the principle of reciprocity as previously described. As

such, the general principles of Lorentz imaging in CTEM, can be translated over

to DPC-STEM. Unlike Fresnel imaging however, which generates contrast from the

Laplacian of the electron phase (∇2[φ(r)]), DPC imaging generates contrast from the

gradient of the electron phase, (∇[φ(r)]). Equation 3.24 gives the direct relationship

between the gradient of the electron phase, the Lorentz deflection of electrons, and

the local integrated magnetic induction. Therefore, by measuring the deflection of

the electron probe at every point in the scan, it is possible to retrieve a detailed quan-

titative map of the magnetic induction across the sample [27].

Figure 3.7a demonstrates schematically, how a probe with a semi-convergence

angle, α, is deflected by the magnetisation of the domains within a sample. The sen-

sitivity of DPC is directly linked to spatial resolution in STEM imaging, where both

are determined by the semi-convergence angle. The Lorentz deflection, β, translates

the disc, which is formed at the detector plane, by an amount proportional to the

deflection. The magnetic domains that are magnetised in the positive and negative

y-directions deflect the disc in the positive and negative y-directions, respectively.

However, for the magnetic domain which is magnetised in the negative z-direction,

there is no Lorentz deflection and the disc remains centralised. The deflection of the

electron disc is typically measured by segmented annular detectors as difference sig-

nals [24], as shown in Fig. 3.7b, where the deflection in the x and y-directions, βx and

βy, can be calculated according to:
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βx = α
π

4

(A+D)− (B + C)

(A+B) + (C +D)
(3.26)

βy = α
π

4

(A+B)− (C +D)

(A+B) + (C +D)
(3.27)

Equations 3.26 and 3.27 can be used with Eq. 3.24 to determine the two orthogonal

magnetisation components at each point in the scan. The formation of magnetic

contrast in DPC can be improved further by using a direct electron detector instead

of the annular segmented detectors, which has been shown to minimise the effect

of diffraction contrast [28]. This type of detection is known as 4D-STEM DPC due

to the fact that, at each point in the two-dimensional scan of the specimen, a two-

dimensional image of the electron probe is obtained. As such, 4D datasets are very

large in size, and require significant data processing to obtain an image when com-

pared to segmented detector DPC [29, 30].

Figure 3.7: a DPC schematic demonstrating how the electron spot is deflected by a magnetic
sample with distinctly magnetised domains. b Schematic showing how the deflection in a
leads to different detection on the segmented detector.
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Since DPC imaging is an in focus method, it benefits from increased spatial res-

olution over Fresnel imaging through increased sensitivity. Indeed, DPC can pro-

duce magnetic induction maps of permalloy with spatial resolutions as low as 1 nm,

as shown in Ref. [22]. Unlike Fresnel imaging however, which can utilise the high-

temporal resolution of direct electron detectors, DPC imaging is fundamentally lim-

ited in this regard. This is because of the non-zero time it takes to raster the sample

to create each image frame. As such, DPC imaging is typically only used to investi-

gate static magnetic structures and is therefore of limited use for the investigation of

skyrmion dynamics presented in this thesis.

3.4 Focused Ion Beam Microscopy

The focused ion beam (FIB) microscope is a powerful complementary tool for use

in experimental condensed matter physics. This is particularly true for dual beam

FIB instruments, which incorporate both ion and electron beams to facilitate a wide

range of functions [31]. These include the generation and study of material cross-

sections, preparation of samples for other experimental techniques, 3-dimensional

structural data acquisition and both bottom-up and top-down nanofabrication [32].

Both of the FIBs used in this thesis are dual beam instruments, however the ions

used in each instrument differ. The FEI Nova 200 FIB utilises gallium ions (Ga+),

whereas the FEI Helios plasma FIB (PFIB) has a plasma source of xenon ions (Xe+).

The choice of which FIB to use is situational, Ga+ FIBs allow small probe sizes and

high current densities whereas Xe+ PFIBs generate much higher maximum current.

PFIBs using Xe+ additionally benefit from the fact that xenon is a noble element, and

as such minimises contamination [33].

For the experimental work in this thesis, the Nova Ga+ FIB was used to mill bulk

samples to prepare electron transparent specimens for use in the TEM. This is be-

cause the milling using Xe+ ions was too aggressive on the FeGe samples used within

this thesis. Since many functions and components are shared between both FIBs

and PFIBs, these will be discussed first before delving into the details of the two dif-

ferent instruments and their accompanying methods. Figure 3.8a highlights the key

components in both the FIB and PFIB, with Fig. 3.8b demonstrating the FIB opera-

tion for milling and Fig. 3.8c showing the setup for focused electron beam-induced-

deposition (FEBID). Although not specifically utilised within the work in this the-

sis, FEBID enables the bottom-up growing of magnetic nanostructures [34–36], and

highlights the versatility of FIBs.

By inspecting Fig. 3.8a, it can be seen that the electron and ion columns are ori-

ented at an angle of 52◦ to each other. This allows both beams to be coincident on a

specimen in the eucentric plane. Furthermore, only a single secondary electron (SE)
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detector is required for imaging, since both electron-sample and ion-sample interac-

tions generate secondary electrons. Much like scanning electron microscopy (SEM),

this means that the image contrast formation in FIB is topographic in nature [37].

The sample holder and accompanying stage is able to rotate, tilt and move in the x, y

and z-directions, as shown in Fig. 3.8b, in order to access all areas of the sample with

both beams. Finally, the gas injection system (GIS) is used to deposit material onto

a substrate or sample, this includes welding and complex structure growth. This de-

position process proceeds via the use of local chemical vapour deposition through

the interaction between an organometallic precursor and the high energy electron

or ion beam [35].

An important aspect not easily visualised in the FIB schematics is the need for

sophisticated vacuum systems. Poor vacuums will impede both the electron and

ion beams by decreasing the mean free path of the charged particles, resulting in

decreased effective beam current. Additionally, unwanted elements such as carbon

and oxygen present on the sample or within the instrument can contaminate the

sample if a sufficiently high vacuum isn’t maintained. As such, all regions of the FIB

and PFIB instruments are under high vacuum conditions, facilitated by a range of

auxiliary pumps, valves and gauges.

Figure 3.8: Simplified FIB microscope schematics. a Showing all key components, b set up
for material ablation, used in TEM sample preparation and c set up for FEBID, to grow mag-
netic nanostructures.
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3.4.1 TEM Sample Preparation

No amount of TEM imaging enhancements will compensate for a poorly prepared

sample. Most importantly, if electrons are not able to transmit through the specimen,

then zero material information can be obtained. One of the most revolutionary uses

of the FIB is TEM sample preparation, as it brings increased accuracy and through-

put compared to alternative methods such as mechanical polishing [38]. TEM sam-

ple preparation in the FIB involves gradual milling of a bulk sample via controlled

etching, utilising the high kinetic energy of the ions. Although both the Nova Ga+

FIB and Helios Xe+ PFIB can be used for TEM sample preparation, the work in this

thesis used the Ga+ FIB.

Figure 3.9: TEM lamella preparation using ’lift-out’ method. 1: Deposition of protective
platinum layers to protect sample. 2: Trench milling. 3: Partial undercut of the lamella. 4:
Welding of lamella to OmniProbe needle. 5: Lamella cut free from bulk sample. 6: Welding
of lamella to OmniProbe grid. 7: Lamella cut free from OmniProbe needle. 8: Successive
thinning of lamella to electron transparency.

The basic principles of FIB milling involve the energetic interactions between Ga+

ions and atoms near the surface of the sample. The Ga+ ions are accelerated and

focused onto the sample surface, where transfer of momentum and kinetic energy

sputters atoms from the sample. This milling process can be applied to creating elec-

tron transparent TEM lamellae, in a ’lift-out’ process [39]. This process is partially au-

tomated on the Nova FIB, but essentially involves a number of discrete steps, shown

schematically in Fig. 3.9. First, a small region (8 × 2 µm) of the sample is coated

with a 500 nm thick platinum layer in order to protect the lamella from excessive ion

irradiation during imaging and thinning. The next few steps involve milling to first

create a trench on either side of the lamella, partially cutting the lamella from the

bulk sample and attaching it to an OmniProbe needle. The lamella is then cut free

from the bulk sample, attached to an OmniProbe grid and the OmniProbe needle

is subsequently cut free. Finally, the lamella is thinned through an iterative process

of tilting the lamella and reducing the beam current. Once the sample is thinned to
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electron transparency (< 100 nm), the OmniProbe grid can be placed in the TEM. The

’lift-out’ steps above are carried out with an ion beam acceleration voltage of 30 kV

and currents between 48 pA and 0.28 nA.

An example of a thinned FeGe sample can be seen in Fig. 3.10, where the electron

transparent region is the bright section of the lamella. This is an example of a sample

which has been thinned too aggressively, where the protective platinum layer has

been milled away, causing the leading edge to thin much more quickly. This typically

occurs if using a high beam current or tilting the sample too much, and results in an

uneven thickness and potentially high sample damage and/or Ga+ ion implantation.

Figure 3.10: SEM image showing a thinned FeGe sample using the FIB ’lift-out’ process. The
bright region is the thinnest section and the fact it is so bright demonstrates the electron
transparency.
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Chapter 4
Spontaneous Skyrmion Dynamics

Introduction

This chapter presents the analysis of spontaneous skyrmion motion across a skyrm-

ion crystal lattice (SkX) domain boundary, and provides mechanistic insight into the

skyrmion creation and annihilation processes involved. First, preliminary Fresnel

TEM imaging experiments are used to demonstrate how different magnetic phases

in B20 FeGe may be differentiated, and how to identify SkX defects. The observation

of spontaneous skyrmion motion across a SkX domain boundary is then presented,

and the high-speed image data is analysed using a variety of techniques to determine

the configurational states involved. Next, micromagnetic simulations are performed

in order to determine the key energy terms related to the formation of SkX defects

and deformed skyrmions. Finally, by combining Fresnel TEM images and dynamic

micromagnetic simulations, mechanisms for the observed skyrmion creation and

annihilation processes are proposed.

Much of the work within this chapter can be found within the following pub-

lished journal article: ‘Rendell-Bhatti, F., Lamb, R.J., van der Jagt, J.W., Paterson, G.W.,

Swagten, H.J.M. and McGrouther, D. Spontaneous creation and annihilation dynam-

ics and strain limited stability of magnetic skyrmions. Nat Commun 11, 3536 (2020)’.

4.1 Imaging Skyrmion Lattice and Characterisation of

Defects

Emergence of a hexagonal skyrmion lattice crystal (SkX) in B20 helimagnets can be

described as a magnetic phase transition, involving nucleation of skyrmion quasi-

particles from the helical ground state. This particle-like description of skyrmions

is supported by experimental observations that indicate their high physical stability
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[1], and ability to organise themselves into lattice domains within the SkX [2]. The

SkX organisational structure is thus analogous to hexagonal close-packed atomic

lattices, and two-dimensional honeycomb lattices such as graphene [3]. In such

atomic systems, defects and domain boundaries exist to minimise lattice strain due

to atomic vacancies and grain misorientation, respectively [4]. Analogously, the SkX

may contain pairs of 5-fold and 7-fold coordinated skyrmions within Σ7 domain

boundaries, so called 5-7 defects as defined by coincidence lattice site (CSL) theory

[5]. As in atomic systems, these domain boundaries separate regions of the SkX with

distinct principle lattice vectors [6]. Interestingly however, and quite unlike atoms,

the skyrmions involved in these regions are able to deform, accommodating local

coordination changes through changing their structure.

Details of the SkX and its defects can be investigated using Fresnel TEM imaging,

particularly in FeGe where the inter-skyrmion distance is on the order of 80 - 100 nm.

The high-contrast variation of the skyrmions and inter-skyrmion regions in the SkX

allows for the identification of defects [6], and the tracking of skyrmion positions

[7], with relative ease. Figure 4.1 provides an example of a regular SkX (Fig. 4.1a),

an isolated 5-7 defect (Fig. 4.1b) and a domain boundary (Fig. 4.1c). These Fresnel

images were obtained on the JEOL ARM 200cF TEM, using the Orius CCD camera

and were subsequently processed using ImageJ’s ’Rolling Ball’ algorithm to remove

unwanted background contrast variation. The top panel of each figure shows the

processed Fresnel TEM image, and the bottom panel is a Delaunay triangulation plot

generated from the geometric centre of mass of the skyrmions in the Fresnel image.

Within the regular hexagonal SkX shown in Fig. 4.1a, each skyrmion has 6-fold co-

ordination as demonstrated in the accompanying Delaunay triangulation, in which

colour denotes the normalised triangular area, as given by the colour bar at the bot-

tom of Fig. 4.1. In this regular section of SkX, skyrmions are separated by the equilib-

rium skyrmion lattice parameter, shown by the near uniform colour across the De-

launay Triangulation plot. The presence of an isolated 5-7 defect can be seen in Fig.

4.1b, where the skyrmions with 5- and 7-fold coordination are labelled accordingly.

The Fresnel image demonstrates how the skyrmion with 7-fold coordination is spa-

tially extended, whilst the skyrmion with 5-fold coordination is spatially compressed.

As such, there is a variation in skyrmion lattice parameter around 5-7 defects, shown

by the yellow and dark green regions in the Delaunay triangulation. Such deforma-

tions do not alter the topology of the skyrmions since they are continuous in nature,

and thus the topological charge, N , remains constant during these deformations.

Finally, Fig. 4.1c shows a SkX containing a chain of 5-7 defects between two SkX

regions (A and B), with principle lattice vectors (q1A and q1B). The presence of these

5-7 defects, like in atomic systems, reduces the lattice strain due to the misorien-

tation of the domains. In this SkX, the domain boundary misorientation angle is
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reducing from right to left, and as such the boundary does not extend across the en-

tire SkX. Therefore, a third SkX region (C) exists on the left of the SkX, with its own

principal lattice vector, q1C .

Figure 4.1: Fresnel TEM images (top) and Delaunay triangulation plots (bottom) showing (a)
regular hexagonal SkX, (b) isolated 5-7 defect within SkX, where the annotations denote the
coordination of the indicated skyrmions, (c) SkX with a domain boundary containing three
5-7 defects and three regions (A, B, C) with distinct principle lattice vectors (q1A, q1B , q1C).
Delaunay triangulation plots generated from the skyrmions geometric centre of mass are
coloured according to the normalised area of the triangles and give an indication of skyrmion
density. The red outlines are to provide a guide for the eye in locating the 5-7 defects.

The Fresnel image of a thin (<60 nm) FeGe plate is shown in Fig 4.2, prepared us-

ing FIB thinning techniques. Using the variations of magnetic structure indicated

by the magnetic contrast, it is possible to deduce that the sample does not have a

uniform thickness. Slight thickness variations across the sample mean that differ-

ent regions have their own magnetic field–temperature phase space. For example,

a region in the SkX phase is shown in the red box, the blue box highlights a region

in the helical phase and a section approaching the field-polarised phase is shown in

the green box. This suggests that the region in the blue box is too thick to stabilise

skyrmions whereas the region in the green box is too thin to stabilise skyrmions. All

three of these magnetic configurations are present at the same temperature and ap-

plied magnetic field value due to this sample thickness variation. Furthermore, the

curved dark lines seen in the image are due to bending contours, indicating sample

curvature. This non-magnetic contrast can often obfuscate magnetic detail, but the

effect may be minimised through sample tilting.

The fact that SkX formation is dependent on thickness, magnetic field and tem-
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perature means that it is crucial to characterise phase change behaviour in individual

samples. This is particularly important when investigating temperature or field de-

pendence on dynamic processes, since changing these parameters may also induce

magnetic phase transitions. It is possible to influence the formation of SkX domain

boundaries and lattice defects, such as the extended skyrmion structure shown in

the yellow box in Fig. 4.2, by quickly modulating the applied external magnetic field

in the TEM by changing the excitation of the objective lens rapidly. Furthermore, it is

often possible to eliminate these frustrated states, including defects and SkX domain

boundaries, by increasing the temperature or applied magnetic field, analogous to

annealing defects in atomic crystals.

Figure 4.2: Fresnel image of a skyrmion lattice formed in a FeGe thin plate at a tempera-
ture of 243.15 K and a perpendicular magnetic field of approximately 0.2 T. The white spots
denote the locations of the individual skyrmions. The dark curves seen in the bottom right
of the image are bend contours, diffraction contrast arising from the fact that the sample is
not entirely flat. The areas in the coloured boxes correspond to distinct regions as follows,
blue: helical phase, red:, regular hexagonal SkX, green: approaching field polarised/conical,
yellow: deformed elongated skyrmion.

4.2 Analysis of Spontaneous Skyrmion Motion

The raw Lorentz Fresnel image data of skyrmion dynamics across a domain bound-

ary, which will be presented within this section, was previously acquired by Raymond

Lamb and Damien McGrouther at the University of Glasgow. This raw data has been

used with permission, and all analysis presented within this chapter is original work.

The method to generate the aforementioned skyrmion dynamics is outlined below,

before moving onto the analysis.
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A SkX with two distinct domains, and therefore a domain boundary, was induced

by application of a 510 Oe perpendicular magnetic field to a disordered helical state

in a thin plate of FeGe at a temperature of 253 K. Filming of the skyrmion dynamics

occurring across a SkX boundary was captured with the JEOL ARM 200cF transmis-

sion electron microscope (TEM), using the high-speed Merlin detector in continuous

read/write mode with an exposure time of 10 ms. A total of 1000 frames displaying

the dynamic skyrmion behaviour were acquired, and analysis of these Fresnel im-

ages follows.

4.2.1 Configurational State Identification

Spontaneous transitions between six unique configurational states (Fig. 4.3b-g) were

observed within a region of SkX defined by the dashed box in Fig. 4.3a. These states

were further categorised into three primary Px states, namely, P1, P2 and P3 (Fig.

4.3b–d), and three transition Tx states, namely, T1, T2 and T3 (Fig. 4.3e–g). Each

of the identified states featured a 5-7 defect, highlighted in Fig. 4.3b by the con-

joined pentagon and heptagon. The skyrmions at the centre of the pentagons and

heptagons are herein denoted as SkCoP and SkCoH, respectively. As previously men-

tioned, SkCoP are spatially compressed whereas the SkCoH are spatially expanded,

due to the ability for skyrmions to continuously deform to account for local vari-

ations in coordination. Categorisation into the Px or Tx states was defined by the

relative position of the 5-7 defect and the number of skyrmions present along the

row of skyrmions in which the lateral motion was taking place, highlighted by the

black triangles in Fig. 4.3b–g. Within the field of view shown, Tx states contain eight

skyrmions whereas Px states contain seven skyrmions along the indicated row. This

fact initially suggests that the repeated, spontaneous motion involves both creation

and annihilation of individual skyrmions. Furthermore, during transitions between

the six states, motion of the 5–7 defects alters the position of the domain boundary

(shown by the blue/red/green dotted lines in Fig. 4.3a) and is accompanied by very

slight shifts in the regular lattice skyrmions in the immediate vicinity as they accom-

modate the change.

In order to analyse the order of occurrence of the six states, each of the 1000

frames was assigned to one of the observed Px or Tx states, through a combination

of visual inspection and Delaunay triangulation. The system was observed to tran-

sition reversibly between Px states via Tx states, and a portion of the recorded se-

quence data can be seen in Fig. 4.3h. An example highlighting the reversibility of the

transitions is shown in section J of Fig. 4.3h, where the system begins in the P1 state,

goes through a series of transitions and ends up back in the P1 state. However, some

Px–Px transitions observed did not visibly appear to proceed via a Tx state, for exam-
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ple section K in Fig. 4.3h demonstrates an apparent P1-P2 transition. In these cases,

it is assumed that, owing to the short-lived nature of the Tx states when compared

to the frame acquisition time, occupation of the Tx state simply comprised a small

fraction of the duration of an individual frame. Evidence for such an assumption

comes from observations in which some smearing of intensity suggested multiple

states (Px and Tx) being captured in a single frame. Furthermore, the system did not

always transition between different Px states, as recorded in section L of Fig. 4.3h.

This pattern suggests that, once the system is in a Tx state it can lower its energy by

transitioning to a neighbouring Px state, or back to its starting Px state.

Figure 4.3: Fresnel TEM images of SkX and identification of configurational states. a Entire
region of observed SkX, showing the domain boundary with an average misorientation angle
of 14° (black dashed lined) and principle lattice vectors (arrows). The three coloured (blue,
red and green) dashed lines demonstrate how the domain boundary shifts during transitions
between the Px states. b-g Examples of the six observed configurational states, time of each
frame given in the bottom left corner of each image. The black arrowheads point along the
row of skyrmions in which lateral motion was taking place. Skyrmions with 7- and 5-fold co-
ordination (SkCoH and SkCoP, respectively) are highlighted by the conjoined pentagons and
heptagons. h A portion of the transition data showing the progression of transitions between
states shown in b-g. The markers (b)-(g) additionally indicate the time of occurrence of the
images shown in b-g. Colour in each panel is associated with the identified configurational
states, according to the bottom key. Scale bars, 200 nm.

Additionally, its possible to determine whether successive transitions are random

in nature or follow a pattern by inspecting the transition probabilities shown in the

matrix in Fig. 4.4. This demonstrates that successive transitions most commonly
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hop between spatially adjacent Px states via the appropriate Tx state. For example,

the probability of a P1 to T1 transition is higher than that of a P1 to T2 or P1 to T3

transition. Furthermore, the transition matrix shows that some transitions simply

did not occur under observation, for example once the system was in the P1 state it

never transitioned to the T3 state. This can be understood by the fact that the change

in the lattice configuration from a P1 to T3 state is much greater than that of a P1

to T1/T2 state. Therefore, it is assumed that the energy barrier associated with the

‘neighbouring’ transitions is much lower than that of the more spatially separated

transitions, resulting in a much higher likelihood to occur.

Finally, the transitions may be described in terms of skyrmion creation and anni-

hilation. During Px to Tx transitions, the number of skyrmions present along the row

involved in the lateral motion increases from seven to eight. During this process a

SkCoP is created, appearing to be formed by the division of the expanded SkCoH in

the original Px state. Thus, through the SkCoH splitting, a skyrmion has been created

and the local average skyrmion density should correspondingly increase. Conversely,

during a Tx to Px transition, the newly created SkCoP is annihilated by merging with

a nearest-neighbour skyrmion, reducing local skyrmion density. Thus, skyrmion cre-

ation is associated with Px to Tx transitions, and skyrmion annihilation is associated

with Tx to Px transitions. The higher local skyrmion density in Tx states than Px im-

plies a reduction of the mean inter-skyrmion distance, and a corresponding modifi-

cation of local energy density. The portion of transition data given previously in Fig.

4.3h highlights the relatively transient nature of the Tx states when compared with

the Px states. This suggests that the energy cost of having an extra skyrmion in Tx
states outweighs that of having one fewer in the Px states. However, since the tran-

sitions are occurring spontaneously it shows that the thermal energy of the system

is sufficient to initiate passage between these different configurations. The precise

structure of the SkCoH and SkCoP within the 5–7 defects is elucidated through fur-

ther image analysis of the six observed states.

4.2.2 Image Analysis of Configurational States

With the definition of the six configurational states, it is now possible to gain further

insight into the microscopic details of the key skyrmions (SkCoH in Px states and

SkCoP in Tx states) involved in the spontaneous dynamics. First, the characteristics

of Px states will be described, followed by analysis of the more transient Tx states. In

order to improve contrast in the images, each frame in the following analysis has had

a background subtraction using ImageJ’s ‘Rolling Ball’ algorithm, which is inspired

by the algorithm presented in Ref. [8].

A series of four successive frames of the P1 state is given in Fig. 4.5a, where the
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Figure 4.4: Transition matrix with probabilities normalised to unity across rows. Colour bar
indicates the transition probability of each observed transition.

time of frame acquisition is given in the top left of each image. These series of images

demonstrate that the SkCoH appears to have distinct curvature around its centre,

and that the curvature increases as the sequence progresses. This behaviour demon-

strates the dynamic nature of the SkCoH structure, in which the skyrmion appears to

be deforming between elongated and dumbbell structures. Such structures repre-

sent a significant deformation from the regular 6-fold coordinated lattice skyrmions,

and hints at the instability of such deformed SkCoH structures. However, it should

be noted that as long as the deformations are continuous in nature, the topological

charge of the deformed skyrmion remains unchanged. In other words, even though

the skyrmion structure appears to be changing, it remains topologically stable across

the four image frames. However, to be sure that there are no discontinuous breaks

in the structure, quantitative information about the spin profile is required. This can

be obtained on static structures using DPC imaging, however this method cannot be

used in dynamic processes due to the finite scanning time to generate an image. It

is therefore assumed that no such discontinuities are present and that, at least for P1

states, lifetimes are on average greater than that of the frame time (10 ms). A more

detailed discussion of the method by which skyrmions are created and destroyed

during the observed transitions will be given later in Section 4.2.5. Furthermore the

observation of the P1 state over successive frames indicates that lifetimes of all six

states may be calculated from the order of occurrence data to determine relative en-

ergy barriers for transitions. This analysis will be performed in Section 4.2.4.

In order to obtain an average image for each of the six states, every frame of the

one thousand total frames was assigned a state based on the analysis in Section 4.2.1.

The individual frames of each state were then summed together and intensity nor-
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malised, to obtain six resulting average images, constructed from the corresponding

frames. Each pair of images in Fig. 4.5b,c, consists of a normalised summed intensity

image (left) and a Delaunay triangulation of the average skyrmion positions (right).

Again, the Delaunay Triangulation plots are coloured according the triangular area,

as defined by the colour bar. In Fig. 4.5d,e, integrated intensity profiles extracted

from the dotted box in each summed intensity image in Fig. 4.5b,c are plotted. They

record the intensity values along a path joining two skyrmions of regular 6-fold co-

ordination, passing through a SkCoH in the case of Px states (Fig. 4.5d) or through a

SkCoP in the case of Tx states (Fig. 4.5e).

Figure 4.5: Spatial analysis of the six observed configurational states. a Successive frames
showing the variation in structure of the SkCoH in the P1 state, frame time in the bottom
right of each image. b,c Normalised summed intensity images of each observed state (left)
and Delaunay triangulation calculated from the skyrmion geometric centre of mass (right).
The colour bar indicates the area of the triangles in nm2. d,e Integrated line profile plots of
the Px and Tx states respectively, measured across the dashed rectangles in b,c. The double
inner peak in d demonstrates the dumbbell structure of the SkCoH in the Px states. Scale
bars, 100 nm.

A key feature of the Px states appears to be the relatively deformed structure of the

SkCoH, as shown in Fig. 4.5b. From the summed intensity images, the SkCoH struc-
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ture appears to possess the aforementioned dumbbell shape on average. This obser-

vation is supported by the intensity profiles in Fig. 4.5d, which further confirms that

the SkCoH in each of the distinct Px states have a highly similar form. These intensity

profiles are characterised by two clearly defined central intensity peaks of approxi-

mately equal height, with an intensity 60%–70% lower than the regular neighbouring

skyrmions of 6-fold coordination. These two central peaks correspond to the dumb-

bell shape of the SkCoH within the images. Structure of the Px states is elucidated

further through the Delaunay triangulation plots, where the 5-7 defect has a rela-

tively low skyrmion density, as shown by the larger area yellow-coloured triangles.

Figure 4.5d also shows that the same-row nearest-neighbour distances (i.e., from the

intensity peaks of the SkCoH dumbbell to the intensity peaks of the adjacent regu-

lar 6-fold coordinated skyrmions) approximately match those of the bulk lattice of

80 nm. This suggests that the singular SkCoH is in fact deforming into an extended

structure with two ‘lobes’, each at approximately the equilibrium distance from the

regular lattice skyrmions. By comparing the SkCoH structure of the two most com-

mon states (P1 and P2), it was observed that 41% (205 of 499 frames showing P1) and

87% (328 of 376 frames showing P2) were characterised by a SkCoH skyrmion pos-

sessing an intensity central double peak, as described for the summed intensity im-

ages in Fig. 4.5b. This observation suggests that the precise structure of the SkCoH

fluctuates, but a common state (indeed the most common state for the less stable P2

state) is the dumbbell-like form.

Following a similar set of analyses for the Tx states in Fig. 4.5c, the SkCoP ap-

pears to be less well defined in the summed intensity images, appearing somewhat

smeared. This highlights the transient nature of the Tx states, specifically the fact

that the lifetime of these states appears to be on the order of the frame time (10 ms).

The intensity profiles in Fig. 4.5e reflect this fact, where the inter-skyrmion intensity

decreases to only around 58%–68% of the central peak values. This indicates that

between the skyrmion positions, magnetic contrast does not fall to zero, likely due

to change in structure on timescales less than the frame time. The line profile shows

three defined intensity peaks, with a spatial extent of 128 nm, compared to the line

profile of the Px states with a spatial extent of 208 nm. This is further evidence of

the creation of a skyrmion on transition from a Px state to a Tx state, as the elon-

gated SkCoH splits. The compressed nature of the SkCoP in the Tx state can also be

observed in both the Delaunay triangulation map of Fig. 4.5c and in the intensity

profile of Fig. 4.5e, in which same-row nearest-neighbour distance is measured to be

64 nm, 20% closer than in the bulk lattice.

A non-time varying 5–7 defect (from a different location along the same SkX do-

main boundary) is shown in Fig. 4.6, with the intensity across the SkCoH shown in

the integrated line profile. Again, the SkCoH is more spatially extended than regu-
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lar hexagonally coordinated lattice skyrmions. However, instead of the two distinct

central intensity peaks that were observed for the dynamic SkCoHs in Fig. 4.5b, there

is a single offset peak. This suggests that the stationary SkCoH in Fig. 4.6 likely pos-

sesses a single elongated core, displaced toward one side. The distance between the

two intensity peaks belonging to regular skyrmions in Fig. 4.6 is approximately 192

nm, whereas this same distance is around 208 nm in the Px states in Fig. 4.5d. This

indicates that the SkCoHs in the Px states have a greater lateral spatial extent than

static 5-7 defects. This may be a contributing factor causing additional deformation

that yields the dumbbell structure, and eventual skyrmion splitting. This suggests

that a very deformed SkCoH structure may be a requirement for the skyrmion cre-

ation process, through modification of the energy landscape. Finally, comparing the

dynamic and stationary SkCoH integrated intensity line profiles (Fig. 4.5d and Fig.

4.6, respectively), the lower relative central peak intensity further implies a higher

structural variance in the dynamic SkCoH structures in the Px states.

Figure 4.6: Normalised summed intensity image and line profile plot across a stationary (un-
der observation) SkCoH, for comparison. This 5-7 defect is located further down the SkX
boundary, just below the right black arrow in Fig. 4.3a. Scale bar, 100 nm.

By comparing the Delaunay triangulation images in Fig. 4.5b,c, it is clear that

the triangular cells joining each skyrmion location have a lower area in the Tx states,

making the overall nearest-neighbour distances shorter than in the Px states (shown

by the colour scale). This difference reinforces the fact that skyrmion creation causes

regions of higher skyrmion density (Tx states) that reduce local energetic stability,

leading to later relaxation to a Px states through annihilation of a skyrmion. The

fact that these transitions occur spontaneously suggests that the relative energies of

the six states are close, and that the thermal energy fluctuations of the system are

sufficient to overcome the potential energy barriers separating them.

4.2.3 Energy Landscape of 5-7 Defects

In order to gain insight into the energy terms that might govern the skyrmion cre-

ation and annihilation processes, we performed a series of micromagnetic simula-

tions (using MuMax3) of both isolated 5–7 defects and those within a SkX boundary.
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The damping, DM constant, exchange stiffness, saturation magnetisation and exter-

nal magnetic field in these simulations were set as follows: Landau-Lifshitz damping

constantα = 0.1, bulk DM constantDbulk = 1.58 mJ m−2, exchange stiffnessAex = 8.78

pJ m−1, saturation magnetisation Ms = 384 kA m−1 and applied perpendicular mag-

netic field Bz = 0.2 T. All simulations were performed at 0 K and the material param-

eters were chosen in order to represent that of FeGe [9].

In order to compare the relative energy densities of a 5-7 defect and regular 6-fold

coordinated skyrmions, the appropriate equilibrium lattice parameter first needed

to be determined. This was found by varying the dimensions of a SkX triangular unit

cell and minimising the energy with an external field of 0.2 T applied out-of-plane, as

in Ref. [10]. Figure 4.7a shows the relationship between total energy density, ηtot, and

skyrmion lattice parameter, ask, over a large range of lattice parameters. The overall

shape of this graph resembles that of a Lennard-Jones potential for two interacting

particles, again highlighting the particle-like nature of skyrmions. The minimum

in the energy density plot can be seen more clearly in Fig. 4.7b, and corresponds

to the equilibrium skyrmion lattice parameter of approximately 91 nm. This lattice

parameter was implemented into the future simulations by constraining the simu-

lation dimensions. This is an important step to ensure that the variations in energy

density across the SkX are due to the presence or absence of 5-7 defects, rather than

the relaxation towards the equilibrium value of ask.

The 2D energy density plots in Fig. 4.8a,b were obtained by simulating a 50 nm

thick film of FeGe using periodic boundary conditions in the xy-plane, averaging the

energy density through the thickness. The simulation in Fig. 4.8a involves a repeat-

ing array of 64 skyrmions, with simulation dimensions 632 nm× 730 nm× 50 nm and

a cell volume of 1 nm3. The skyrmions are located at the regions of high energy den-

sity (yellow regions in the figure) and the definition of ask is given through annota-

tions. In order to obtain isolated 5-7 defects, a single skyrmion was deleted from the

array of 64 skyrmions, using a strong localised field. This modified simulation state

was then allowed to relax to reach the minimum energy configuration state shown in

Fig. 4.8b. The deformed SkCoHs show up clearly as regions of high energy density,

due to the large central skyrmion region, where the spins are oriented anti-parallel

to the applied magnetic field. This increases the total Zeeman energy of a SkCoH

when compared to a regular hexagonal skyrmion. A comparison between the energy

densities of a 5-7 defect and regular skyrmion can be seen through the annotations

in Fig. 4.8b, showing that there is an energy cost associated with the formation of a

5-7 defect within a SkX.

Although the simulations presented in Fig. 4.8 provide some insight into the en-

ergy cost of SkCoHs within 5-7 defects, they do not precisely represent the 5-7 de-

fects located within domain boundaries observed in the dynamic processes. Thus,
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Figure 4.7: Total energy density plots (summed over the simulated region) as a function of
skyrmion lattice parameter, ask, for a material thickness of 50 nm. a Energy density plot over a
large range of ask. b Energy density plot near the minimum energy. The labelled equilibrium
(minimum energy) lattice parameter of 91.2 nm in b is used in future simulations.

the formation of domain boundaries within a simulated SkX was pursued to inves-

tigate each of the energy contributions (Zeeman, Exchange+DM and demagnetis-

ing) in domain boundary 5-7 defects. In order to achieve the bi-domain state shown

in Fig. 4.9a, the system was initialised in a randomly magnetised state and subse-

quently allowed to relax into a disordered helical lattice at zero applied magnetic

field (Bz = 0.0 T). A perpendicular magnetic field of 0.4 T was subsequently applied

in order to nucleate skyrmions, and allowed to evolve for a total simulation time of

1 µs. This length of time was required for the randomly distributed skyrmions to ar-

range themselves into a multi-domain skyrmion lattice. The external magnetic field

was subsequently reduced to 0.2 T and the system relaxed, allowing the SkX to adopt

the previously calculated skyrmion lattice parameter. Simulation dimensions were

1670 nm× 980× 50 nm, with a cell volume of 1 nm3.

As with isolated 5-7 defects, the SkCoHs within the SkX boundaries in Fig. 4.9a

can be identified through their elongated cores. These elongated skyrmions have

high integrated Zeeman energy density, as exemplified by the circled region in the

Zeeman energy density plot (Fig. 4.9c). Additionally, the exchange+DM energy den-

sity plot (Fig. 4.9b) highlights an increased exchange energy density in the inter-

skyrmion regions, particularly around the compressed SkCoPs (circled). Importantly,

this suggests that regions of higher skyrmion density have an exchange energy cost,

whilst regions of lower skyrmion density have a Zeeman energy cost. This is reflected

in the lattice parameter plot of Fig. 4.7b, where deviating from the equilibrium lattice

parameter in either direction leads to a higher total energy density. Furthermore, this

helps to explain why increasing the external magnetic field acts to eliminate defects

from a SkX (analogous to annealing), as it drastically increases the Zeeman energy

cost of deformed SkCoHs with extended central regions. Finally, the demagnestising
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Figure 4.8: 2D total energy density plots of, a regular SkX with ask set to 91 nm and b SkX con-
taining a pair of 5-7 defects imposed through skyrmion deletion. Energy density comparison
between 5-7 defect and regular skyrmion in b is calculated from the regions enclosed by the
dashed white lines. Energy densities are given in units of A

D2 , shown by the colour bar in
a. In these plots, skyrmions are centred on the highest energy regions, with the skyrmion-
skyrmion distance shown by the label for ask in a.

energy density plot can be seen in Fig. 4.9c, but this does not show any significant

long-range effects across the lattice, and so does not appear to contribute as much

to the formation of 5-7 defects as the short-ranged interactions.

Although these simulations are non-dynamic and performed at zero tempera-

ture, they provide some key insights into the minimum energy configuration of a

SkX containing 5-7 defects within a domain boundary. Furthermore, they provide

hints into the key magnetic interactions involved in the observed dynamic processes.

Since the observed transitions between the six configurational states are accompa-

nied by skyrmion creation and annihilation, the local skyrmion density is in constant

flux. These transitions proceed via the splitting of an expanded SkCoH (Px to Tx tran-

sition), which lowers the Zeeman energy but in creating an extra skyrmion, leads to

regions of high skyrmion density (Tx states), increasing the local exchange energy.

Therefore, these states quickly collapse back into one of the Px states via skyrmion

annihilation (Tx to Px transition), lowering the skyrmion density but resulting in sig-

nificantly expanded SkCoHs with a high Zeeman energy cost. These micromagnetic

studies suggest that the interplay and balance of these two energy configurations re-

sults in the observed repeated, spontaneous transitions involving skyrmion creation
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Figure 4.9: 2D total energy density plots of a SkX region containing two boundaries with
three 5-7 defects in each. a Total energy density for entire simulated SkX region, energy den-
sity comparison between 5-7 defect and regular skyrmion from the regions enclosed by the
dashed white lines. b Exchange+DM energy density, c Zeeman energy density and d demag-
netising energy density. All subplots are from the left-most SkX boundary in a, enclosed by
the black dashed box. Energy densities are given in units of A

D2 , scale shown by the colour
bars accompanying each figure.

and annihilation.

4.2.4 Energetic Stability of Configurational States

In order to investigate the energetic stability of the six configurational states, life-

times of each state over the one thousand frames were measured. This was carried

out by counting the number of successive frames of a particular state and multiply-

ing this number by the frame time (10 ms). Figure 4.10a shows the lifetime distri-

butions along with the total number of observations of each of the six states. This

shows that the P1/T1 and P2/T2 states were the most commonly observed. Owing

to the short-lived nature of the Tx and P3 states, these transitions may not always

be captured individually, but may instead be averaged across the frame duration as
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previously mentioned. This explanation also suggests why Tx states were not always

observed during transitions, since (for example) state lifetimes of 1 ms would con-

tribute only 10 % intensity to the final 10 ms frame. This also suggests that use of a

shorter frame time may help to elucidate the structure of these more transient states.

It has been established that the system can transition to or from the same Px state

(P1–T1–P1 for example). However, if the Tx state was very short-lived, then it is pos-

sible that the system would appear to have remained in the Px state (for example

P1–P1). This summing effect might explain some observations of very long lifetimes

of around 400 ms for the P1 state.

Figure 4.10: Lifetime distributions and associated energy barriers of each state. a Scatter
plots of observed lifetimes, half the frame time (5 ms) was added to the lower bound uncer-
tainties in Tx and P3 due to the short-lived nature of these states. b Relative energy barriers
calculated using the Néel-Arrhenius equation and average lifetimes. Each barrier height is
given relative to P1, which had an energy barrier height of 0.55 ev.

The timescale of a thermally activated magnetic transition between two states,

separated by a potential energy barrier can be deduced from the Néel–Arrhenius
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equation:
1

τ
= ν0(T )e−

∆E
kT (4.1)

where the lifetime, τ , of a particular state is the product of the temperature depen-

dent attempt frequency ν0(T ) and an exponential term containing the Boltzmann

factor, which gives the probability of a transition with energy barrier ∆E to occur

at temperature T . The precise form of ν0(T ) can only be determined from detailed

information about the minimum energy path taken during transitions. However, it

has been reported that the attempt frequency for magnetic skyrmion annihilation

in thin films is around 109 – 1010 Hz [11], which is in the range typically reported

for other magnetic systems [12]. Conversely, theoretical studies into the minimum

energy pathway of isolated skyrmion collapse report strong entropy-compensation

effects, particularly for metastable skyrmions far from equilibrium conditions. These

compensation effects lead to reported variations in ν0(T ) of up to five orders of mag-

nitude [13–15]. However, the use of an attempt frequency of 109 Hz is justified here

since only relative barrier heights are required. Therefore, any error in the estimated

value of ν0(T ) will simply shift the entire energy landscape vertically, leaving the rel-

ative barrier heights unchanged.

With the assumption that the observed transitions obey Eq. 4.1 to a first approxi-

mation, and using an attempt frequency of 109 Hz and kT of 0.022 eV, relative energy

barriers for the skyrmion creation and annihilation processes were thus calculated.

These can be seen in the barrier heights of Fig. 4.10b, where each of the states are

compared to the most energetically stable state, P1, which had an absolute calculated

barrier height of 0.55 ev. Note again that this absolute value was calculated using the

approximate ν0(T ), which may vastly differ from the true value, and as such con-

fidence in the absolute barrier height is low. Figure 4.10 additionally shows that the

less stable P2 state has 28 % more observations than the P1 state. This disparity can be

understood by the fact that the P2 state is both energetically and spatially positioned

between the P1 and P3 states. This suggests that there may be entropy-compensation

effects involved due to the increased number of possible transition state configura-

tions accessible from the P2 state, thereby decreasing its observed lifetime.

By assuming that any individual transition is not affected by past transitions, the

state transitions can be modelled using a Markov chain [16]. The observed transition

probabilities and average lifetimes of each state were combined to give the Markov

chain schematic in Fig. 4.11. In this diagram only transitions that occurred more

than once are included, and the arrows(circles) are scaled to the relative transition

probabilities(state lifetimes). By inspecting Fig. 4.11 it can be seen that during a

transition from P1 to P3, it is more probable for the system to proceed in multiple

lower energy steps via the P2 state instead of a single step. Evidence for this multi-
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step process is demonstrated by the individual transition probabilities given in Fig.

4.11, where zero transitions are observed between the P1 and either T3 or P3 states.

Instead, every state has a connection both to and from the P2 state (red circle). This

provides further evidence for the short lifetime and higher frequency of the P2 state,

being at the nexus of the transitions.

Figure 4.11: Observed state transitions represented as a Markov chain process, only includ-
ing transitions observed more than once. Circles(arrows) representing each state(transition)
are scaled to the relative lifetimes(transition probabilities). Values next to each arrow show
the transition probability.

It should be noted that the T1 and T2 states were labelled at the same position in

the energy landscape (Fig. 4.10b). This is because although they are spatially distinct

(as was demonstrated in Fig. 4.5c), they differ only by a small shift in the skyrmion

positions local to the SkCoP and therefore were approximately equally likely to occur.

However, Fig. 4.11 and Fig. 4.4 both demonstrate that there is a small probability bias

when transitioning from a Tx state to the corresponding Px state. For example, T2 to

P2 is more likely to occur than T2 to P1 because it requires a smaller overall shift in

skyrmion positions.
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4.2.5 Skyrmion Creation and Annihilation Mechanisms

Due to limitations in the spatial and temporal resolution of LTEM measurements,

the fine details of the transition mechanisms are not yet accessible experimentally.

However, it is possible to gain mechanistic insight into the skyrmion creation and

annihilation process through micromagnetic simulations. By using spatially con-

fined, short-duration magnetic field gradients, it was possible to initiate the merging

of two neighbouring skyrmions (Fig. 4.12a top panel) and the splitting of an elon-

gated skyrmion (Fig. 4.12a bottom panel). Figure 4.12d,e shows a series of magnet-

isation snapshots of skyrmion merging and splitting, respectively. The simulation

parameters were chosen to represent FeGe and were as follows: Dbulk = 1.58 mJ m−2,

Aex = 8.78 pJ m−1 and Ms = 384 kA m−1. A damping parameter of α = 0.02 was used

in order to investigate the dynamical aspects of the simulation under study here. A

cell size of 1 nm was used, and the sample dimensions were 484 nm× 560 nm× 2 nm

for the merging case and 512 nm× 256 nm× 2 nm for the splitting case. The merging

process was also separately carried out with a 10 nm thick sample (484 nm× 560 nm

× 10 nm) in order to investigate the details of antiskyrmion destruction through the

thickness, shown in Fig. 4.12f. Figure 4.12b tracks the topological charge during the

simulations for merging (left panel) and splitting (right panel).

The merging simulation is shown in Fig. 4.12d, where a very short-pulsed (0.7 ns)

magnetic field gradient (25 MT m−1) was localised around a skyrmion within a SkX.

The field pulse is confined within a two-dimensional Gaussian distribution, with a

standard deviation of 50 nm in the x-direction and 35 nm in the y-direction, shown by

the dashed ellipse in Fig. 4.12a (top panel). This causes the skyrmion localised under

the field gradient to move towards a neighbouring skyrmion, and eventually merge.

The merging of the two skyrmions results in continuous rotation of magnetisation

surrounding the two skyrmions, as demonstrated by the black circular arrow in Fig.

4.12d (left-most panel). This structure gives the appearance of an elongated skyrm-

ion, with an antiskyrmion superimposed at the centre, indicated by the trapped out-

of-plane magnetised region in the dashed box. This antiskyrmion subsequently re-

duces in size, as shown in the bottom set of vector plot panels in Fig. 4.12d. Once

the antiskyrmion is at the minimum size allowed by the simulation, the central spin

rotates in plane and the antiskyrmion topology is immediately destroyed. This is

because the rotation of the central spin represents a discontinuous change in the

structure. This is accompanied by a step-change in the topological charge (left panel

in Fig. 4.12b), which accounts for the removal of the N = −1 associated with the

antiskyrmion.
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Figure 4.12: a Initial states of skyrmion merging (top) and splitting (bottom). Dashed ellipses
show field-pulse confinement, with the arrow giving the positive to negative field gradient. b
Topological charge as a function of time during the merging (left) and splitting (right) simu-
lations, labels i-v correspond to the panels in d and e. c Colour wheel for simulations in d and
e. d,e Scalar plots of magnetisation (top) and vector plots of antiskyrmion (bottom) during
the skyrmion merging and creation, respectively. f Annihilation of antiskyrmion through a
thickness of 10 nm.

The splitting simulation is shown in Fig. 4.12e, again a short-pulsed (0.15 ns)

magnetic field gradient was localised around the centre of an elongated skyrmion.
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The standard deviation of the gaussian in this case was 25 nm in both the x and

y-directions, shown in the bottom panel of Fig. 4.12a. In this case, the elongated

skyrmion quickly separates into two skyrmions each with N = −1, and a central

antiskyrmion with N = +1. This conserves the initial topological charge of N = −1

of the single skyrmion. As before, the antiskyrmion first reduces in size and is then

destroyed when the central spin rotates in plane. This is accompanied by a discon-

tinuous change in topological charge (right panel in Fig. 4.12b) corresponding to the

removal of the N = +1 associated with the antiskyrmion. Note the antiskyrmion

in the merging case has opposite polarity to the antiskyrmion in the splitting case,

which is why they have N of opposite signs.

Figure 4.12f shows how the antiskyrmion structure is eliminated in three dimen-

sions, when a 10 nm thick sample is simulated. Here it can be seen that the central

spin on the top surface first rotates in-plane, and then progresses down through the

sample over a duration of 0.002 ns. This demonstrates the existence of antiskyrmion

structures terminating mid-sample in a similar fashion to skyrmion bobbers [17],

where the antiskyrmion structure only exists in half of the sample thickness (second

panel in 4.12f) during its elimination.

Using information obtained from the micromagnetic simulations of skyrmion

merging and separating, it is now possible to take account of the topological changes

associated with skyrmion merging and splitting. This information has led to the

proposal of mechanisms that explain how the experimentally observed spontaneous

dynamic processes may be accomplished. Fig. 4.13a shows how a significantly de-

formed SkCoH with a topological charge of N = −1 may split into two separate skyr-

mions, corresponding to an experimentally observed Px to Tx transition. This first

occurs through stretching of the SkCoH, from an elongated structure to a dumbbell

structure (as was shown experimentally in Fig. 4.5a). Such a deformation is con-

tinuous, and as such there is no associated change in topological charge. However,

at the centre of the dumbbell-like SkCoH structure, significant magnetisation gra-

dients and curvature occur, creating a region of locally high energy density and low

energetic stability. This leads to formation of two skyrmion structures with a total

topological charge of N = −2, connected by a central region containing an anti-

skyrmion with N = +1 (positive topological charge since it has the same core polar-

ity as the two formed skyrmions). Thus, the antiskyrmion fulfils topological charge

conservation during the SkCoH splitting into two skyrmions. The middle state in

Fig. 4.13a corresponds to the states observed in the dynamical micromagnetic sim-

ulations. This micromagnetic transition state can be seen reproduced in Fig. 4.13c,

where two individual skyrmions are joined by an antiskyrmion. The final step in-

volves the unstable antiskyrmion reducing in size, until eventually the central spin

rotates in-plane and the antiskyrmion topology is destroyed, accompanied by a step-
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change in total topological charge of N = −1 to N = −2. This antiskyrmion collapse

mechanism has been proposed theoretically in Ref [14], where the saddle point con-

figuration corresponds to the state preceding the central spin flipping (Fig. 4.13c

right panel).

Figure 4.13b demonstrates the case for skyrmion merging (corresponding to a Tx
to Px transition). It is proposed that the reverse mechanism is followed, such that

a reduction in proximity of two neighbouring skyrmions, with a total topological

charge ofN = −2, leads to a singled elongated skyrmion withN = −1. During merg-

ing of these neighbouring skyrmions, a region of out-of-plane magnetisation is nec-

essarily trapped between the two merging skyrmions (middle panel in Fig. 4.13b).

This structure is an antiskyrmion of opposite polarity to the previous splitting case,

and thus has an associated topological charge of N = −1. Therefore, the antiskyrm-

ion again fulfils the role of topological charge conservation during skyrmion merg-

ing. The resulting transition state and antiskyrmion corresponding to the middle

state in Fig. 4.13b can be seen in Fig. 4.13d. Again, the antiskyrmion reduces in size

until it is eventually destroyed when the central spin flips, resulting in a step change

in topological charge fromN = −2 toN = −1. This merging mechanism is similar to

one suggested for skyrmion lattice inversion during polarity switching of an applied

external magnetic field, whereby antiskyrmions are formed at the point of skyrmion

core merging [18].

The notion of antiskyrmions conserving topological charge during creation or an-

nihilation events has also been studied in dipolar magnets, in which antiskyrmions

have a higher stability than that in chiral magnets [19]. The thickness of our sample

(on the order of the FeGe helical length, 70 nm) implies that variation in magnetis-

ation through the thickness will be minimal. This leads us to believe that the mech-

anism involves the creation and annihilation of antiskyrmions rather than the in-

volvement of Bloch point zippers as discussed in Ref. [20], which studied a bulk sam-

ple. However, both of these mechanisms involve topological structures that are cre-

ated and eventually destroyed to fulfil topological charge conservation during transi-

tions. The mechanisms involving antiskyrmions demonstrated in Fig. 4.13 also bear

resemblance to the proposed mechanisms of magnetic vortex core reversal, whereby

anti-vortices are created and subsequently destroyed [21].

Recently, a theoretical study using a saddle point search method was used to de-

termine saddle point configurations of skyrmions undergoing duplication and col-

lapse [22]. These configurations bear many similarities with the dumbbell-like struc-

tures observed here, and are suggestive of the proposed transition state configura-

tions involving antiskyrmions. It has been shown that, using a 360◦ domain wall

model, skyrmion deformation does not significantly lower the universal skyrmion

energy (the energy required to reduce skyrmion radius to zero) [23]. The energy bar-
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rier should be sufficient to prevent spontaneous skyrmion annihilation through re-

duction in radius, at the temperatures studied here. However, it is proposed that

thermal fluctuations combined with extreme skyrmion deformation leads to the for-

mation of the antiskyrmions as described. Thereby providing new energy pathways

and providing a form of entropy-compensation for skyrmion creation and annihila-

tion that are much lower than the calculated universal skyrmion energy.

Figure 4.13: Skyrmion creation and annihilation mechanisms. a,b Proposed mechanisms
for skyrmion creation and annihilation via splitting and merging, respectively. N gives the
topological charge of each structure involved. c,d Micromagnetic simulation snapshots of
splitting and merging transition states, closely resembling the middle states in a and b, re-
spectively. Colour bar indicates the out of plane (mz) component of magnetisation.
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4.3 Discussion and Conclusions

This chapter presents the analysis of spontaneous dynamic processes involving the

creation and annihilation of individual skyrmions involved in 5-7 defects within a

SkX domain boundary. Section 4.1 first introduced methods for imaging and iden-

tifying different magnetic configurations in skyrmion-hosting B20 helimagnets us-

ing Fresnel TEM imaging. The observed spontaneous dynamic motion of skyrmions

was then introduced in Section 4.2. Next, in Section 4.2.1, frame-based analysis en-

abled the identification of key configurational states, and Section 4.2.2 presented the

variations of structure within SkCoH and SkCoP that lead to skyrmion creation and

annihilation through splitting and merging. Investigation into the key energy terms

and the energy landscape of 5-7 defects was carried out using micromagnetic simu-

lations in Section 4.2.3. This demonstrated the importance of both the Zeeman and

exchange interactions within the deformed SkCoH and SkCoP in explaining the re-

peated spontaneous motion. It was determined that the primary Px states, with their

spatially extended SkCoH, had a significant Zeeman energy cost, whilst the Tx states

with their higher skyrmion density had a significant exchange energy cost. Natu-

rally, the observed transitions between these states are governed by thermal fluctu-

ations, and induced exploration of a relative potential energy landscape in Section

4.2.4. These transitions appeared at first sight not to fulfil the concept of topolog-

ical charge conservation, however, aided by micromagnetic simulations in Section

4.2.5, it is proposed that skyrmions can exhibit extreme deformation, leading to the

formation of antiskyrmions. Through subsequent random local magnetisation fluc-

tuations, the unstable antiskyrmions are destroyed. The appearance and subsequent

destruction of these antiskyrmions may provide lower energy pathways for skyrmion

creation and annihilation, in which topological charge is conserved.

These observations provide evidence of magnetic strain-limited skyrmion ener-

getic stability in lattices, based on Zeeman and exchange interaction energies. This

finding is contrary to many reports of high energetic stability, arising from topolog-

ical protection for both isolated skyrmions and those in lattices [23–26]. Further-

more, the observations provide the potential for a new method of controlling skyrm-

ion creation and annihilation through engineering SkX boundaries with high mag-

netic strain, induced via the intentional patterning of magnetic/non-magnetic de-

fects with key dimensions comparable to SkX periodicity. Although the present study

was limited to investigating a single SkX boundary, general observations are that 5-

7 defect density and the rate of skyrmion dynamic events increase as a function of

SkX misorientation angle [27]. A very recent high-resolution DPC study involving

skyrmion creation processes [28], similar to those observed here, demonstrates that

antiskyrmion structures are indeed involved in skyrmion creation as the proposed
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mechanism in Section 4.2.5 and Ref. [18] suggest. To summarise, the work presented

here provides new insights into the dynamic transformation processes of topological

structures within condensed matter systems. These observations strengthen theo-

retical predictions involving skyrmion and antiskyrmion duplication and annihila-

tion made previously in Refs. [14, 18, 19, 22, 29, 30].

Although the image analysis presented in this chapter lead to the discovery of

non-trivial skyrmion states during dynamic processes, it was limited to 10 ms frame

times and a fairly low number of total frames (1000). In order to go faster, reach-

ing the sub-ms frame time limit on the Merlin detector, and obtain larger datasets

(6000 frames or more) more sophisticated automated methods for extracting skyrm-

ion states are required. The following chapter highlights how such automated image

detection algorithms may be combined with visual inspection to analyse dynamic

processes involving skyrmions.
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Chapter 5
Induced Skyrmion Dynamics

Introduction

This chapter presents further studies involving the analysis and creation of skyrmion

dynamics processes. First, the utilisation of advanced image processing techniques

are introduced and demonstrated, through investigation of transient skyrmion states

involved in dynamic processes. This includes the implementation of image denois-

ing algorithms and subsequent parts-based analysis of images via non-negative ma-

trix factorisation. This combination of techniques leads to automated skyrmion state

identification, using sub-ms Fresnel image frames. Next, the design and construc-

tion of a bespoke microcoil device for generating out-of-plane magnetic field pulses

within the TEM is presented. Through the use of the microcoil and accompany-

ing current pulser, highly disordered SkX states and controlled phase transitions are

achieved.

5.1 Fast-frame Image Analysis Techniques

When acquiring high-speed Fresnel TEM video data of complex dynamical processes,

it can be difficult to rely on visual inspection to characterise magnetic structure in

the constituent image frames. A fast acquisition time often leads to noisy individ-

ual frames with low average intensity and contrast, due to fewer electron counts per

frame. This presents a problem to both human visual inspection and automated

identification methods such as ImageJ’s Analyse Particles algorithm, both of which

depend on relatively high-contrast images. Within the published work associated

with imaging spontaneous skyrmion dynamics in Chapter 4 [1], this was overcome

through the use of 10 ms frame acquisition times. With a frame time that is over

ten times higher than the 0.822 ms supported by the Merlin detector readout system

used in the work, it provided high average intensity within image frames. A down-
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side to using a relatively long frame acquisition time, as demonstrated in Ref. [1], is

that dynamic events with characteristic timescales less than the frame time are not

always captured in individual frames. The result is an averaging of structure across

multiple frames, making both visual analysis and automated techniques less effec-

tive. In order to confidently identify key configurational states involved in a dynamic

process, the individual image frames should ideally contain a single distinct con-

figuration. This promotes the use of fast frame acquisition times, resulting in the

aforementioned issues with average image intensity and contrast.

A further challenge associated with high-speed Fresnel imaging, is the sheer quan-

tity of images contained within large video datasets. By using a fast acquisition time,

a larger number of total frames are required to capture dynamics occurring within

the same time. For example, 1000 frames with a frame acquisition time of 10 ms re-

sults in a total video time of 10 s. To obtain this same video time with a 0.822 ms

acquisition time, requires 12, 165 frames. This presents a serious challenge when at-

tempting to identify and extract key configurational details from each constituent

frame, and more statistical tools are required. Methods to overcome these challenges

include Total Variation (TV) denoising algorithms with frame subsampling [2] and

machine learning techniques involving neural networks [3–5]. This section presents

a combination of these techniques in the form of TV denoising, frame subsampling

and machine learning parts-based analysis. It is shown that it is possible to auto-

matically identify skyrmion states from large (6000 frame) datasets, captured with

sub-ms frame-times.

5.1.1 Image Denoising

A significant benefit of using the Merlin detector during Fresnel TEM imaging is the

ability to acquire high-speed image data in the continuous read/write mode. The

speed of this mode is limited by the data readout time, which is 0.822 ms for the de-

fault 120 MHz clock rate of the readout system, corresponding to frame times of 0.822

ms per frame (1216.5 FPS) [6]. However, as previously mentioned, when recording

at these speeds a significant limiting factor becomes the number of electrons hit-

ting the detector per second, thus reducing contrast and signal-to-noise ratio (SNR)

in the resulting image frames. However, SNR may be improved post-acquisition

through the use of image processing techniques such as Total Variation (TV) de-

noising algorithms [7]. TV denoising reduces the total variation of a signal, with the

assumption that noise is a source of unwanted high variation. Thus, through the

implementation of TV denoising, image noise can be reduced whilst preserving im-

portant details within the image. The TV denoising algorithm used within this thesis

is part of the python skimage restoration module, and was originally proposed in
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Ref. [8] for use with image data. Because of the low electron count in the original

high-speed image frames, details in the denoised images can often still be difficult

to interpret due to low image contrast. However, superposition of multiple denoised

frames can be used to further increase contrast and SNR within the superposed im-

ages at the cost of frame time [2]. Here, it will be shown that by implementing these

methods it is possible to obtain Fresnel TEM videos of skyrmion dynamic processes

with frame rates of 400 FPS, four times higher than those employed in the previous

chapter.

Figure 5.1a highlights the effect of the TV denoising algorithm on a Fresnel im-

age of a SkX, demonstrating the variation in image detail as the weight parameter

is increased. The images contain the familiar 5-7 lattice defect, as shown by the

conjoined heptagon (red outline) and pentagon (blue outline). The SkX within the

image was stabilised at a temperature of 240 K and a perpendicular magnetic field

strength of 85 mT. The Fresnel image is of a cropped region of a SkX, where the orig-

inal 256 × 256 pixel image frame has been reduced to 60 × 60 pixels, to centre the

field of view around the 5-7 defect. This single image frame is one of six thousand,

captured using the Merlin detector with a frame acquisition time of 0.822 ms. The

full multi-frame dataset shows dynamic processes involving the aforementioned 5-7

defect, and will be treated further using NMF in the following section. The red arrow

highlights the deformed 7-fold coordinated skyrmion at the centre of the heptagon,

abbreviated to SkCoH in the previous chapter, as a visual guide to the effect of TV

denoising.

When implementing the TV denoising algorithm, weight measures the strength

of the resulting denoising effect, with a higher weight corresponding to a stronger

effect. To determine the effectiveness of the TV denoising algorithm at different

weights, the SNR was calculated in each image according to:

SNR =
µsig
σsig

(5.1)

where µsig is the mean signal value and σsig is the standard deviation of the signal. In

this case, for images, the signal is the pixel intensity values. By inspecting the images

in Fig. 5.1a and the SNR plot in Fig. 5.1b, it is clear that as the weight is increased, the

denoising effect is also increased. Details within the image become obfuscated as the

denoising starts to mask features within the images. There is a corresponding overall

increase to SNR as well, however there is an initial drop in SNR for low weight values

(0.00 to 0.02). The reason for this initial drop is due to the fact that for low weight

values there is a slight reduction in µsig accompanying the reduction in σsig. This

observed behaviour informed the chosen weight value for future implementations of

the TV denoising algorithm. Overall, it was determined that a compromise between
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image fidelity and SNR should be used, and as such a weight of 0.05 (circled value in

Fig. 5.1b) was chosen for future TV denoising processing on this dataset. It should

be noted that the effect of TV denoising weight depends on the signal, and as such

different weights may be required for different image datasets. The choice of weight

value should preserves some high spatial frequency detail whilst increasing the SNR,

thus improving the effectiveness of future image analysis techniques.

Figure 5.1: a The effect of using different weights within the Total Variation (TV) denoising
algorithm on a single Fresnel TEM image showing a deformed SkCoH. b Plot of SNR against
denoising weight, the circled weight value of 0.05 was chosen for future denoising analysis
on this dataset.

5.1.2 Automated State Identification

As previously mentioned, when analysing large Fresnel video datasets it becomes dif-

ficult and time-consuming to rely on visual inspection to identify distinct magnetic

states. Therefore, it is beneficial to employ other automated methods and although

image processing techniques such as particle detection and edge finding algorithms

may be implemented, these can often fail with low-contrast images or when fea-

tures of interest are not sharply defined. An alternative method is to treat the multi-
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frame image data with parts-based analysis techniques such as non-negative ma-

trix factorisation (NMF). NMF is a machine learning technique whereby a multi-

dimensional dataset is approximated as a linear combination of basis elements and

coefficients, through matrix factorisation. NMF is an unsupervised machine learn-

ing technique because it does not require training data, and instead learns to rep-

resent the large dataset by parts, using an iterative process. The power of this tech-

nique is that the generated basis elements represent key features within the original

dataset, thus automatically extracting important information from arbitrarily large

datasets. The non-negative constraint in this method dictates that the basis elements

can only be combined additively when approximating an object within the original

dataset. This is in contrast to other components-based analysis techniques, such as

principle component analysis (PCA). Therefore, NMF is particularly well suited to

analysing image data containing a range of configurational states, since images are

intrinsically non-negative.

It has been shown that, by utilising NMF, it is possible to decompose a series of

images depicting human faces, into a number of basis images and an encoding ma-

trix [9]. The generated basis images contain key features extracted from the original

images, such as noses, mouths, eyes, etc. It is then possible to approximate any orig-

inal face image, using a linear combination of the basis images as determined by

coefficients contained within the encoding matrix. By varying the number of basis

images used in the analysis, it is possible to tune the quality of the approximation

and therefore extract both low-order (few basis images) and high-order (many basis

images) structural variations from the original dataset. As such, this NMF represents

a robust, automated method of extracting distinct skyrmion states from a sequence

of Fresnel images (i.e. a Fresnel video) showing skyrmion dynamics. NMF has been

used within the context of electron microscopy previously to treat spectroscopic data

[10], diffraction data [11], individual TEM images [12], and more recently large 4D

STEM datasets [13]. In each case, NMF was employed to automatically treat large

datasets and retrieve and interpret key features within the corresponding data types.

Within this work, NMF was chosen to treat Fresnel video data, which is also four di-

mensional in nature and thus proves difficult for human interpretation alone. The

NMF module used within this work was from the Scikit-learn python library [14],

developed according to the work in Refs. [15, 16].

The process of performing NMF on Fresnel images will be now exemplified by

using the image data from the previous section, shown in Fig. 5.1. The raw data con-

sisted of six thousand 256× 256 pixel Fresnel image frames, captured with a 0.822 ms

frame acquisition time on the Merlin detector. The image stack was subsequently

cropped to 60× 60 pixel frames, such that the region of interest (skyrmion dynamics

involving a 5-7 defect) was centred in the image. Subsequently, TV denoising was
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applied to each image with a weight of 0.05. To properly prepare the data for NMF, it

is important that the desired features fill the field of view, and that the images have

uniform, non time-varying contrast. If this is not the case then the NMF may pick

up these variations as potentially important features. This justifies why the origi-

nal 256 × 256 pixel images were intensity normalised, background subtracted and

cropped to 60 × 60 pixels, centred around the region exhibiting the dynamics of in-

terest.

The NMF process related to this dataset is demonstrated schematically in Fig. 5.2,

where a cropped Fresnel video consisting of 6000 frames is factorised into a series of

basis images and encodings in order to find key skyrmion states within the original

image sequence. First, each image within the 6000 frames is converted to a one-

dimensional column vector and combined into the n × m matrix V , where the m

images are represented by the columns containing n pixels values in the rows. In this

case, the dimensions of V are 3600 × 6000, since each of the 6000 images contained

3600 pixels (60× 60 pixels). The goal of the NMF algorithm is then to approximate V

through:

V ≈ WH (5.2)

where each column in the matrixW contains pixel values for a basis image, and each

corresponding column in the matrix H contains encoding coefficients. The dimen-

sions ofW andH are n×r andm×r, respectively, where r is the rank of the factorisa-

tion and gives the number basis images chosen to decompose the original data into.

Thus, an image in the original dataset (a column in V ) may be approximated through

matrix multiplication betweenW and the corresponding encoding (column) inH. As

an example, Image 1 in V (dimensions 3600 × 1) may be reconstructed through the

matrix multiplication of W (dimensions 3600× 2) with Encoding 1 in H (dimensions

2 × 1), resulting in an element in the new matrix WH (dimensions 3600 × 1). Note

that V and WH will necessarily have the same dimensionality as they represent the

same information in an original and approximated form, respectively.

In the example shown in Fig. 5.2, the number of basis images is two, which means

that every original image in V will be represented as some linear combination of two

basis images, with weights (coefficients) given by the encoding matrix, H. The num-

ber of basis images is a user-defined parameter, and as previous stated, the larger the

number of basis images, the better the V ≈ WH approximation will be. However, the

goal of using NMF on the Fresnel images is to determine the key skyrmion states, and

its therefore possible disregard the high-order variations in the images contained in

V . As such, it is advantageous to set the number of basis images to a low value and

slowly increase it, whilst inspecting the generated basis images. By using this itera-

tive method, it is possible to find the key states involved in skyrmion motion, since
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Figure 5.2: Schematic demonstrating NMF analysis as performed on a cropped Fresnel video
containing 6000 individual Fresnel images with dimensions 60× 60 pixels. First, each image
is flattened into a 1-dimensional array and then combined into an n×mmatrix, V , where the
rows give the n pixel values for each image, m. Next NMF is performed on V by factorisation
into two matrices, W and H , which contain the basis images and encoding, respectively.
Each image in V can then be approximated through linear combinations of the basis images
in W through multiplication with the encoding in H .

those that are most common over time should be the basis images generated by the

NMF algorithm. Further structural complexity can then be found by increasing the

number of basis images, thus accounting for higher-order variations within the orig-

inal images.

Figure 5.3 shows the reconstructed basis images, contained in W , after NMF has

been performed on the 6000 frames. The process was first carried out with two basis

images, which can be seen reconstructed in Fig. 5.3a, whereas Fig. 5.3b shows the

case for three basis images. First, inspecting Fig. 5.3a, we can immediately see that

the NMF algorithm has identified two skyrmion 5-7 defect states (denoted Defect 1

and Defect 2) as the basis images. This suggests that to a first order approximation,

every image in the original 6000 frames can be represented as some linear combi-

nation of these two basis images. It is therefore highly likely that these are two key

skyrmion states involved the dynamics. To determine whether any further unique
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states are present within the dataset, the number of basis images can be increased

by one before rerunning the NMF analysis on the original dataset. By increasing the

number of basis images to three, as shown in Fig. 5.3b, it is apparent that Basis Im-

age 1 and Basis Image 2 remain qualitatively similar to those in Fig. 5.3a. However,

the defect in Basis Image 3 appears to have a highly similar form to the one in Ba-

sis Image 2, as shown by the outline around the 5-7 defect. Defect 2’ in Basis Image

3 is demonstrating some higher-order structural variation, namely increased inten-

sity (as shown by the red arrow) between the two skyrmions involved in the dynamic

process. The fact that both Basis Image 2 and 3 appear to be representing the same

5-7 defect, suggests that Defect 2 is perhaps less stable and exhibits more structural

variations than Defect 1, represented solely by Basis Image 1. Note that an arbitrary

number of basis images may be chosen, and in this case prior knowledge of the video

data was used to make the choice of the number of basis images. When extending

to four basis images, it will be shown below how more dynamic complexity may be

extracted but it is up to the user to determine at what point the basis images cease to

be physically meaningful or useful.

It is possible to use the coefficients held within the encoding matrix, H, to ob-

tain further information about the configurational skyrmion states, represented by

the basis images. Since the encoding matrix H contains the coefficients required to

approximate the original dataset V using the basis images W , each row in H can be

plot concurrently to produce a time series-like plot for the transitions between basis

images. In these plots, the higher the coefficient, the larger contribution that partic-

ular basis image has when estimating the original image frame in V . Note that in this

case, the time increments will be determined by the frame acquisition time, so the

frame number is a proxy for the time, t, assuming the detector is functioning in the

continuous read/write mode. This temporal information can then be used to deter-

mine the order of occurrence and approximate lifetimes of the states as determined

by the basis images.

The time series plots for two and three basis images can be seen in Fig. 5.4. Within

these plots, a coefficient of zero means that the basis image is not required for repre-

senting the original image frame, and a high coefficient means that the basis image is

a good representation of the original image frame. In the case of two basis images, in

Fig. 5.4a, there are very clear transition points between the different defect states rep-

resented by Basis Image 1 and 2. These discontinuous transitions are thus exhibiting

clear first-order transition behaviour between the two states. This plot demonstrates

three such transitions within the 6000 frames, and it is apparent that the lifetimes of

these states are on the order of thousands of milliseconds. Due to this relatively long

lifetime, there is not sufficient data to estimate lifetimes of the two states. However,

qualitatively it appears that Defect 2 (as represented by Basis Image 2) has a shorter
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Figure 5.3: Non-negative matrix factorisation (NMF) performed on a 6000 individual Fresnel
image frames to determine the key features. NMF performed with a two basis images, which
is sufficient to identify the key states and b three basis images, highlighting some higher-
order structural variation.

lifetime than Defect 1 (as represented by Basis Image 1). Increasing the basis images

to three, in Fig. 5.4b, the previous first-order transition behaviour between Defect

1 and Defect 2 is still present. However, higher-order structural variations as rep-

resented by Basis Image 3 is is present throughout, and specifically within the first

2800 frames. The plot of Basis Image 3 reflects continuous structural variations oc-

curring, as the curve varies smoothly rather than discontinuously (as in Basis Image

1 and 2). These two plots highlight the fact that, to a first-order approximation, the

dynamic behaviour of skyrmions within the Fresnel video can be represented as a

series of discontinuous transitions between two distinct configurational states, rep-

resented by Basis Image 1 and 2. However, higher-order variations of a continuous

nature are extracted on addition of a third basis image, and the discontinuous struc-

tural change is superposed with continuous variations associated with Basis Image 3.

Given the topological nature of skyrmions, it is likely that the continuous variations

within Basis Images coefficients are associated with topologically conserved struc-

ture variation, whereas the discontinuous variations represent change in topology.
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Figure 5.4: Coefficients from encoding matrix H plot as a function of frame to create a time
series-like plot for a two basis images b three basis images. Each line corresponds to a row in
the encoding matrix, and contains the coefficients associated with a particular basis image
as noted by the key legend in each plot.

Indeed, the transition between Basis Image 1 and Basis Image 2 closely resembles

the transitions observed in Chapter 4 involving discontinuous changes in topology

as facilitated by antiskyrmions, and it is highly likely that a similar mechanism is in-

volved here as well.

This analysis can be extended further through NMF utilising four basis images, as

shown in Fig. 5.5a. Although there is some variation in intensity distribution, Basis

Image 1 and 2 still represent Defect 1 and 2, respectively. Basis Image 3 again cor-

responds to Defect 2’ and Basis Image 4 shows the same 5-7 defect configuration as

Basis Image 1, and is thus given the label Defect 1’. It is now apparent that the main

difference between Defect 1(Defect2) and Defect 1’(Defect 2’) is in the intensity vari-

ations associated with the elongated 7-coordinated skyrmion, SkCoH. In both Defect

1’ and Defect 2’, there is a circular region of intensity associated with the SkCoH and

a tail of lower intensity to the right and left respectively, as indicated by the pairs of

arrows in each panel. This indicates that the majority of structural variations within

the Fresnel video can be represented by basis images containing a pair of 5-7 defects,

whereby higher-order structural variations represent structural changes of a contin-
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uous nature.

Figure 5.5: NMF analysis using four basis images. a Skyrmion defect images as represented
by Basis Images 1 - 4. b Time series plots of coefficients from matrix H as associated with
each Basis Image after smoothing using a Savitzky–Golay filter.

Inspecting the time series plots in Fig.5.5b, the coefficient data has been smoothed

using a Savitzky–Golay filter to minimise the effects of the highest frequency coeffi-

cient variations. This averaging was done to improve the readability of the plot due

to the noise of the four individual plots. The original discontinuous transition be-

haviour is still clearly apparent between Basis Image 1 and 2, and the smoothing has

revealed some further interesting behaviour involving Basis Image 3 and 4. Again,

both Basis Image 3 and 4 demonstrate smoothly varying behaviour signifying con-

tinuous change in structure. Furthermore, either side of the structural discontinuity

around Frame 2800, there appears to be a series of fluctuations of Basis Image 3 and

4 around a central average coefficient value (approximately given by the dotted line).

This suggests that at some moments there is more Defect 1’ character, whilst at other

moments there is more Defect 2’ character. However, in the frames preceding the

labelled convergence point there is more overall Defect 2’ character, whereas in the

frames following the labelled divergence point there is more overall Defect 1’ char-

acter. Furthermore, there appears to be high-frequency (with periods on the order

of 150 ms) coefficient oscillations superimposed onto the behaviour of every basis

image. With respect to Basis Image 3 and 4, these oscillations appear to be anti-
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correlated in nature, suggesting that these choice of basis images are appropriate

for characterising the dynamic behaviour. Overall, the plots in Fig.5.5b demonstrate

that along with the first-order structural transitions between Defect 1 and Defect

2, there are accompanying higher-frequency continuous fluctuations between De-

fect 1’ and Defect 2’. These continuous fluctuations may be similar in nature to the

SkCoH deformations observed in Chapter 4 involving the transitions between elon-

gated and dumbbell structures. Furthermore, skyrmion fluctuations have reported

around a first-order phase transition from a helical state to a skyrmion lattice[17],

which bears similarity to the first-order transitions observed here between Defect 1

and 2. This suggests that since skyrmions can deform, first-order transitions involv-

ing skyrmions are also accompanied by continuous, second-order structural varia-

tions.

By using these coefficient time series-like plots, in combination with the recon-

structed basis images, it has been demonstrated that new insight may be obtained

into fluctuations (both continuous and discontinuous) involved in dynamic pro-

cesses. Instead of tracking skyrmions on an individual level, NMF provides an au-

tomated statistical way to treat the entire dataset and find key features therein. Fur-

thermore, NMF is particularly useful for treating video data, as it decouples spatial

(basis images fromW ) and temporal (coefficient plots fromH) components, provid-

ing a way to inspect both independently. The fact that the skyrmion dynamic pro-

cesses analysed in this section had relatively few (two) distinct configurational states

meant that a small number of basis images were sufficient to probe the behaviour.

However, the appropriate number of basis images used within NMF analysis will de-

pend on the dataset, and will ultimately have an upper-bound associated with the

loss of discernable structure in both the basis image and coefficient plots.

5.1.3 Implementing Frame Superposition for Fast Dynamics

A final demonstration of the denoising and NMF method will be given for a dataset

that contained much faster dynamic events than in the previously analysed dataset.

These dynamics were induced by manually oscillating the magnetic field above and

below the SkX nucleation field within the TEM using the objective lens at 250 K. This

was done by visually observing the transition between SkX and helical pattern as

the objective lens excitation was varied manually until sufficient disorder was in-

troduced and repeated skyrmion dynamics were observed under static field. This

method initiates rapid transitions between magnetic phases, and causes rapid re-

orientation of the SkX/helical lines. As disorder is induced, it becomes increasingly

likely that domain boundaries within the SkX will form when the SkX nucleation field

is reached. However, there is a limit on the rate at which the magnetic field can be
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oscillated using this method, and therefore a corresponding limitation on the level of

frustration. This limitation was a contributing factor to the development of a mag-

netic field pulse-generating microcoil, the development of which will be described

in Section 5.2.

After data acquisition, the subsequent analysis process is shown in Fig. 5.6, show-

ing only the first 9 frames as an example, and the NMF output when using three basis

images. The images were recorded with a frame time of 0.822 ms, and a total of 6000

frames were acquired (for a total recording time of 4.932 s, at 1216 FPS). The dynam-

ics were obtained at a temperature of 238 K and a final static magnetic field of 87

mT. Each frame was denoised using the TV denoising algorithm, and then subsam-

pled by superposition of three successive frames, giving a new frame time of 2.467

ms/frame. The purpose of the subsampling is to to increase the SNR and contrast of

the images, and is performed here for illustrative purposes. Indeed, when obtaining

data with even faster frame-acquisition times it may be a requirement to subsample

fast-frames to obtain images with clear features as in Ref. [2]. In this case, TV de-

noising and frame subsampling increases the SNR from 1.24 to 1.33, as shown by the

annotations. These 2000 subsampled frames were then analysed using NMF to find

the key skyrmion states involved in the dynamics.

Inspecting the reconstructed basis images, the first two depict a 5-7 defect lo-

cated within the same row of skyrmions within the SkX. The third basis image also

contains a 5-7 defect, however the SkCoP (shown by the white arrow) has smeared

intensity and appears to have formed from skyrmion separation. This suggests that

the dynamics involve skyrmion motion between two 5-7 defect states, and the for-

mation of a third transient skyrmion, much like that seen in the dynamics analysed

in Chapter 4.

The coefficient time series plot for this data can be seen in Fig. 5.7, where only

frame 0 to 600 is shown for visual clarity, and the data has undergone smoothing.

Transitions are indicated by the red dotted lines, as determined by the cross-over

points for Basis Image 1 and Basis Image 2. Immediately apparent is the decreased

lifetimes of the states represented by Basis Image 1 and 2, compared to the previous

dataset. Furthermore, Basis Image 3 displays some peaks of coefficient values, some

of which are located at the points of transitions. This is as expected, since Basis Image

3 appears to represent a transition-like state between the defect in Basis Image 1 and

Basis Image 2. This analysis demonstrates that it is possible to extract dynamical

and configurational state information from fast-frame Fresnel video data, through

a combination of TV denoising, frame subsampling and NMF. Finally, it should be

noted that if dynamics are occurring on a similar timescale to the frame time (2.467

ms in this case), then smoothing the data is not appropriate as it necessarily causes

a loss of high frequency information. However, since the state lifetimes associated
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Figure 5.6: Example of denoising, subsampling and NMF analysis on Fresnel images display-
ing fast skyrmion dynamics. Nine frames are shown as an example, with key steps shown by
the labelled arrows. The outputs of the three basis images given, with the key states outlined.
Basis image 1, 2 and 3 show a 5-7 defect in different locations. Basis Image 3 appears to show
a more transient state, with smeared intensity.

with the dynamics in this dataset appear to be on the order of 10s to 100s of ms, the

smoothing is justified.
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Figure 5.7: Coefficient time-series plot for each of three basis images, with red dotted lines
demonstrating individual transitions between Basis Image 1 and Basis Image 2. Note the plot
is only showing frame 0 to 600.

5.1.4 Discussion and Conclusions

The image analysis techniques presented within this section have demonstrated that

it is possible to use machine-learning algorithms in the form of NMF to both auto-

matically identify key skyrmion states and extract information related to low-order

and higher-order structural variations as a function of time. The basis images con-

tained within the matrix W represent key features within the original dataset, which

in the case of Fresnel videos of skyrmion motion corresponds to configurational

states. Furthermore, the coefficient data contained within the encoding matrix H is

sufficient to extract lifetime information assuming that the Fresnel images are cap-

tured in a continuous read/write mode.

This work demonstrates that through a series of image analysis techniques, it is

possible to obtain skyrmion structural information from image data obtained at the

highest rate possible from the Merlin detector. Indeed, it should be possible to obtain

useful information from images with even lower frame times than 0.822 ms/frame,

through a combination of TV denoising and subsampling. After obtaining these pro-

cessed images, NMF can be implemented to automatically identify key features in-

volved in skyrmion dynamics. This adds an additional tool to aid visual inspection

of image sequences (videos), particularly for large datasets obtained at high frame

aquisitions. These techniques may be combined with other analysis techniques,

such as Delaunay triangulation, to further elucidate the key skyrmion states involved

in dynamic processes.
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5.2 Magnetic Field Pulses in the TEM

The application of out-of-plane magnetic fields is integral to the formation of skyr-

mions in the types of magnetic systems under study here. Although the objective

lens is able to provide such out-of-plane magnetic fields required to nucleate and

image skyrmions in the TEM, it does have certain limitations. These include the fact

that the TEM’s electromagnetic lenses were not suitable for generating bi-directional

magnetic fields or high frequency magnetic field pulses at the time of performing this

work. In order to increase the level of control over SkX nucleation, and to investigate

dynamic processes induced through SkX frustration, a means of generating magnetic

fields with varying strength, direction and duration is required.

Devices capable of generating in-plane magnetic fields at the sample’s location

within the TEM have been developed previously [18–20]. Although the construction

and operation of these devices differ, they are all able to provide in-situ magnetic

fields with varying strengths during TEM operation. As an example, the device de-

scribed in Ref. [18] consists of a pair of current-carrying parallel gold wires, embed-

ded in an insulating material, placed just below the specimen plane. On application

of an electrical current through the gold wires, a magnetic field is generated in the

specimen plane, perpendicular to the axis containing the gold wires. This device is

able to provide magnetic fields with strengths of 0.002 T A−1. If similar strengths can

be obtained with devices creating out-of-plane magnetic fields, then currents of un-

der 100 A would be sufficient to study dynamics in the SkX, by providing a range of

magnetic fields between 0.0 T and 0.2 T.

Simple, single-turn copper microcoils provide a means of generating out-of-plane

magnetic fields when current is passed around them, as described by the Biot–Savart

law. Such microcoils have previously been developed and used for the study of mag-

netic systems [21–23], and in combination with current pulsers are able to gener-

ate fast, bi-directional perpendicular magnetic field pulses [24]. In order to gener-

ate such magnetic fields within the TEM however, the microcoil device must meet a

number of key criteria. First, the device needs to be able to fit into the TEM sample

holder within a circular region, approximately 3 mm in diameter. The device then

needs to be able to connect to a circuit on the external side of the TEM, utilising the

wiring through the sample holder. Furthermore, the magnetic field generating part

of the device must be in contact with the sample, as close as possible to increase the

magnetic field at the sample location. Finally, the device must be designed such that

the electron beam is still able to pass through the sample. These criteria can be met

through the design and fabrication of a bespoke, compact, rigid-flex printed circuit

board (PCB) microcoil design. This device then needs to be connected to a current

pulser on the external side of the TEM, capable of outputting sub-microsecond cur-
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rent pulses. Furthermore, these pulses must be of sufficient amplitude to generate

magnetic fields capable of perturbing the magnetic systems under study.

5.2.1 Microcoil Design

A simplified schematic of the required microcoil geometry can be seen in Fig. 5.8a,

consisting of a single turn copper coil, embedded in an insulating material. Further-

more, the insulating material contains a through-hole at the centre of the circular

coil, allowing transmission of the electron beam through the sample. The direction

of the magnetic field can be reversed by the current direction, as shown in the top

and bottom panels. Figure 5.8b shows a section of the HC3500 cooling/heating TEM

sample holder, with annotations for the sample location and the circuit connections

required to provide current to the microcoil. In this image, an acrylic prototype is

installed in the sample holder, demonstrating the size and flexibility required of the

microcoil device. In order to determine the appropriate geometry and dimensions

of the microcoil, some constraints need to be defined. Firstly, in order to reduce re-

sistive heating, increase component longevity and improve safety, the device should

require no more than around 100 A pulses during operation. Furthermore, the mi-

crocoil size and geometry is limited by the sample location within the HC3500 TEM

sample holder, which has a 3.25 mm diameter. Finally, the microcoil should be able

to provide a magnetic field strength of at least 0.1 T, which would be sufficient to

nucleate skyrmions from the helical ground state without the need for the TEM ob-

jective lens.

Figure 5.8: a Simplified schematic of a current carrying, single turn copper microcoil, gener-
ating an out-of-plane magnetic field with the direction based on the current direction. The
copper coil is embedded in an insulating material with a hole in the centre of the circular
region to allow the TEM electron beam to transmit through the sample. b HC3500 cool-
ing/heating TEM sample holder with annotations showing where a sample would sit and
the circuit connections required to provide the electrical current to the microcoil. An acrylic
prototype of the microcoil device is installed to demonstrate the geometry and flexibility re-
quired.
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For a coil carrying a uniform current distribution, the magnetic field generated at

the centre of the coil is given in Ref. [21] as:

B =
µ0I

ri

F (α, β)

2(α− 1)β
(5.3)

where α = ro
ri

and β = d
2ri

. d is the coil thickness, ri and ro are the inner and outer radii

of the coil respectively. F (α, β) is known as a ‘field factor’ [25], which is a geometrical

function of the coil given by:

F (α, β) = β ln
α2 +

√
α2 + β2

1 +
√

1 + β2
(5.4)

Equations 5.3 and 5.4 are sufficient to determine a range of coil geometries, given a

magnetic field and current of 0.1 T and 100 A, respectively. Furthermore, given that

the standard width of copper trace in PCB manufacturing is 0.254 mm, ro will be

further constrained through ro = ri + 0.254× 10−3.

Figure 5.9a shows a schematic for the final microcoil device geometry, with anno-

tations highlighting the scale of the device. It was necessary to design the device as

a rigid-flex PCB to ensure it would fit into the TEM sample holder and connect to its

internal wiring. The rigid and flexible sections can be seen through the annotations

in Fig. 5.9a. The magnetic field generating section of the microcoil device is shown

in Fig. 5.9b, with the inner and outer radii labelled respectively. The fin-like regions

are introduced to reduce resistive heating effects, through improved heat distribu-

tion. Inserting the values of ri = 0.35× 10−3m, ro = 0.60× 10−3m and the thickness

of the copper trace of d = 3.6× 10−5m into Eq. 5.4 and Eq. 5.3 gives a magnetic field

strength of 0.002 T A−1, which means that approximately 50 A should be sufficient to

generate a magnetic field of 0.1 T. However, this calculation is for the magnetic field

at the centre of the coil, and the magnetic flux density will diminish away from the

coil, where the sample is located. This means that currents greater than 50 A may

be required in practice, and calibration experiments will be required to determine

the magnetic field generated at the sample location. Nonetheless, this provides in-

dication that the proposed microcoil geometry (shown in Fig. 5.9a) is sufficient to

generate the magnetic fields required. Finally, a 3D rendered version of the device is

shown in Fig. 5.9c, where the two panels demonstrate how the device can bend to fit

into the TEM sample holder.

Once designs were finalised, the PCB was subsequently professionally manufac-

tured, and the physical microcoil device can be seen in Fig. 5.10a. Figure 5.10b shows

the microcoil device installed into the HC3500 TEM sample holder, with the connec-

tions soldered and a TEM sample on an omniprobe grid in the sample location.
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Figure 5.9: a Schematic of entire microcoil PCB, red regions are the copper trace. Rigid-
flex PCB design has been used here, and each section is labelled accordingly. b Schematic
of magnetic field generating section of microcoil device, inner and outer radii are labelled
accordingly. The copper fin-like sections in this design are to reduce resistive heating effects,
through heat distribution. c 3D render of the device and how it is able flex to fit into the TEM
sample holder. All schematics were created in Altium Designer version 21.0.9.

5.2.2 Current Pulser Design

The purpose of the current pulser is to provide well-defined, user controlled cur-

rent pulses of microsecond duration to the microcoil device. The chosen method of

providing such current pulses was through the combination of a high-voltage (HV)

switch, power supply and pulse generator. A prototype circuit layout with these dis-

tinct components can be seen in Fig. 5.11, where everything in the dotted box was

to be isolated within an acrylic enclosure for both safety and ease of use. Each of the

connections outside the dotted box would therefore require a corresponding socket

to interface with each of the inputs. The left side of the schematic is the low-voltage

side, which consists of the pulse generator transistor-transistor logic (TTL) input, a

+5 V DC input for powering the HV switch, and a ground (GND) connection. The

right side corresponds to the high-voltage side, which consists of the positive (+)

and negative (−) terminals on the power supply and the resistive load (TEM sample

holder and microcoil device). Note that the polarity of the generated magnetic field
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Figure 5.10: a Professionally manufactured microcoil device. b Microcoil device installed
within the TEM sample holder, with an actual sample in place.

pulse within the microcoil can be reversed by switching +HV and −HV, assuming

that the HV switch is bi-directional.

The central component of the proposed circuit is the HV switch, which acts to

modulate the current pulse in the microcoil. By supplying either a positive or nega-

tive voltage (+/−HV in Fig. 5.11), the bi-directional HV switch is capable of generat-

ing positive or negative current pulses in the microcoil, as determined by the pulse

generator. The chosen bi-directional switch was the BEHLKE HTS 31-23 AC-SiC-C,

which has a maximum voltage of 3 kV, a variable on-time (100 ns to infinity) and a

maximum current of 230 A. Given that the microcoil resistance was approximately

0.5 Ω, a silicon carbide (SiC) switch was chosen with an extremely low on-resistance

(less than 1 Ω). The purpose for this choice was to reduce the required supply voltage

and impedance mismatch within the circuit.

In order to investigate the suitability of components, and to test the viability of a

current pulser design as proposed in Fig. 5.11, a workshop prototype device was con-

structed. This meant that both the JEOL ARM 200cF TEM and HC3500 sample holder

were not required within the preliminary test circuits. This enabled a relatively low-

risk iterative design process, without the chance of damaging the TEM or sample

holder. To realise the current pulser device, a PCB was designed and professionally

fabricated to provide an embedded circuit with connection pads for installing input

sockets. The PCB was subsequently installed into an acrylic enclosure, and this pro-

totype device can be seen in Fig. 5.12a. Each of the labelled sockets was installed into

the walls of the enclosure and subsequently soldered via wires to the PCB. Once de-
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Figure 5.11: Initial design of current pulser using a number of distinct components including
HV switch, power supply and a TTL pulse generator. The components within the dashed box
would be contained in an enclosure for safety reasons, and thus the electrical circuit should
be embedded within a PCB.

sign and initial testing was completed, the microcoil and TEM sample holder would

be introduced to the circuit via the labelled 9-pin D-sub connector socket.

The physical setup of the current pulser is translated to a circuit diagram sche-

matic in Fig. 5.12b. In this schematic, it can be seen that a high-side switch configu-

ration was chosen, such that the resistive load is on the ground side of the switch, as

in the initial design (Fig. 5.11). Therefore, since the switch is bi-directional, simply

switching the +HV and −HV inputs from the power supply produces positive and

negative current pulses as depicted in the schematic (where the dotted line repre-

sents 0 V). Note that the pulse shapes given in Fig. 5.12b are idealised, and do not

take into account the real measured voltages across the microcoil.

The two additional components shown in Fig. 5.11a,b are the load resistor and

buffer capacitor, labelled RL and CB respectively. The purpose of adding these com-

ponents was to improve the quality of the current pulse in the microcoil device, such

that it more closely resembles the input TTL pulse. An example of a square wave

input pulse provided to the HV switch is shown schematically in Fig. 5.13a. This

signal is then amplified and reproduced via the power supply and HV switch, gen-

erating a current pulse of the same form within the microcoil. The output (post-

switch) voltage signal was measured across the microcoil and load resistor using an

oscilloscope, and schematic examples of these signals are shown in Fig. 5.13b. It

is clear that without the use of a buffer capacitor or load resistor, the voltage signal

deviates significantly from the original input TTL pulse signal, specifically exhibit-

ing oscillatory behaviour. This ‘ringing’ effect can be caused both by parasitic ca-
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Figure 5.12: a Workshop prototype of current pulser box for testing different components
and current output profiles. Two additional components were added after initial testing, a
load resistor (RL) and buffer capacitor (CB), labelled accordingly. b Circuit diagram schema-
tic of the workshop prototype with the bi-directional switch in a high-side configuration. The
pulse direction is given by the pulse shape, where the dotted line represents 0 V, and is deter-
mined by the HV terminals. For a +HV(−HV) input a positive(negative) pulse is obtained.

pacitances/inductances and impedance mismatch reflections caused by a current or

voltage pulse. Thus, it should be possible to minimise the ringing effect by isolating

the high-voltage circuit from parasitic capacitors and impedance matching where

possible.

By incorporating a buffer capacitor with a capacitance of CB = 10 µF, the signal

shape is dramatically improved, specifically the oscillations in the high-voltage part

of the signal are eliminated. This is due to the isolation of the circuit from the power

supply, a likely source of parasitic capacitance and inductance. However, there is

still significant ringing present at the end of the pulse, which is likely due to signal

reflections arising from impedance mismatch in the circuit. It was found that this

ringing effect could be reduced by introducing an additional load resistor in series
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Figure 5.13: a Schematic of the voltage-time signal as defined by the pulse generator, which
is used as the input for the HV switch. b Schematics of signals measured across the microcoil
device when using an additional load resistor (RL) and a buffer capacitor (CB). Ideally the
output signal should match the TTL pulse, however due to impedance mismatch and an
unbuffered HV power supply, there is a significant ringing effect as seen by the sharp signal
oscillations. This ringing can be reduced through the use of CB = 10 µF across the +HV and
−HV terminals and by increasing the load resistance using RL = 0.5 Ω. c Oscilloscope trace
of input TTL signal (yellow) and measured voltage across device (red).

with the microcoil. A range of different load resistors were tested, and it was found

that the ringing effect was drastically reduced for high resistances. Unfortunately,

due to Ohm’s law, this increased the required voltage to generate the same current

through the microcoil, and with access only to a 150 V power supply, high resistances

were not an option. A load resistance of RL = 0.5 Ω was finally chosen, as a com-

promise between signal fidelity and amplitude, and ensured that sufficient current

would still pass through the microcoil. An oscilloscope trace of the input TTL signal

and measured voltage across the microcoil device with the chosen load resistance

can be seen in yellow and red respectively within Fig. 5.13c.

Once the buffer capacitor and load resistor were installed and the circuit was op-

timised, the microcoil device was soldered to the TEM sample holder and connected

to the current pulser. The final measured resistance of the resistive load was 2.3 Ω,

meaning that a voltage of 150 V could generate currents of approximately 65 A. There-

fore, it should be possible to generate magnetic field pulses within the microcoil de-

vice of up to 0.13 T, given the value of 0.002 T A−1 calculated in Section 5.2.1 using the

microcoil geometry.
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5.2.3 Experimental Device Testing

To determine the real-world functionality of both the current pulser and microcoil

device, a series of experiments involving Fresnel imaging of a SkX were performed.

An annotated image of the current pulser and microcoil during use on the JEOL ARM

200cF TEM can be seen in Fig. 5.14. With this setup, pulse shape and duration is de-

fined and supplied to the microcoil by triggering the pulse generator, thus providing

user-defined magnetic field pulses to magnetic samples within the TEM. Two Fres-

nel imaging experiments were chosen to investigate the capability of the microcoil

to both induce frustrated states in the SkX and also improve the level of control over

SkX phase transitions.

Figure 5.14: Experimental setup for Fresnel TEM imaging with in-situ magnetic field pulses,
consisting of the bespoke current pulser, HC3500 sample holder with the installed microcoil
device and the JEOL ARM 200cF TEM.

The first experiment involved generating significant frustration within the SkX to

initiate defect formation by oscillating the applied magnetic field around the SkX

transition field, HSkX. A schematic showing the approximate magnetic field profile

as a function of time at the sample location during this experiment can be seen in

Fig. 5.15a. In order to achieve the proposed magnetic field profile, a static out-of-

plane magnetic field was first applied using the TEM objective lens, below the SkX

transition field. To generate the magnetic field pulse, a voltage of 143 V was used to

generate a 3 µs current pulse through the microcoil, with total resistance 2.3 Ω, giving

a calculated amplitude of 62 A. This corresponds to an approximate magnetic field

of 0.12 T, according to the geometry of the microcoil as defined in Section 5.2.1. The

magnetic pulse was applied in an iterative process of triggering the pulse generator

and acquiring a Fresnel TEM image once the pulse had ended. With each magnetic
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field pulse, the system momentarily transitions to a region of the SkX phase space,

stabilising the hexagonal SkX. Once the pulse ends however, the system undergoes

a phase transition back towards the helical state, and disorder is thus introduced

as some metastable regions of the SkX reorient. This iterative process introduces

significant disorder through SkX domain boundaries and isolated defects, and results

in a number of Fresnel images depicting different levels of SkX frustration.

Figure 5.15: Magnetic field vs time schematics for preliminary experiments to test the micro-
coil and current pulser. Note that the pulse heights and durations are not to scale in either
schematic. a An experiment to generate significant disorder within a SkX to create lattice
defects. The static magnetic field from the objective lens is set below the SkX transition field
(HSkX) such that the magnetic field pulse from the microcoil temporarily stabilises the SkX
phase. b An experiment to create controlled changes within the magnetic system during
phase transitions initiated through step-changes in the static magnetic field provided by the
objective lens (H1, H2, etc). In both experiments, Fresnel images are obtained over time at
the points indicated by the red circles.

The outcome of the first experiment can be seen in the Fresnel TEM images in Fig.

5.16a,b. Both of these images are of the same SkX at different locations and were cap-

tured using the Orius CCD camera at 213 K and with a static magnetic field from the

objective lens of 0.137 T. Immediately apparent in Fig. 5.16a is the high density of 5-7

defects, including a connected defect chain on the right side of the image. Further-

more, there is a variation to the extent of deformation present in the SkCoHs, from

extremely elongated and dumbbell-like (marked i) to relatively compressed (marked

j). It has not been possible to create this density of 5-7 defects before, especially as

they are not involved in a clearly defined SkX domain boundary. However, although
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the density of these 5-7 defects is high, their individual geometry is not unlike those

already formed before in other experiments.

Figure 5.16: a Fresnel TEM image of a region of SkX containing a high density of 5-7 defects,
outlined in white, where deformation of SkCoHs ranges from high (i) to low (j). b Fresnel TEM
image showing a nontrivial SkX lattice defect involving a pair of 5-fold coordinated skyrmi-
ons. This defect represents a state prior to a regular 5-7 defect, which would be reached
through merging of the two SkCoP, marked Ska and Skb. c,d Line profile plots of image inten-
sity along the paths indicated by the green and blue dashed lines, respectively, in b. Fresnel
images captured using Orius CCD camera, temperature of 213 K and static magnetic field of
0.137 T.

The defect state shown in Fig. 5.16b however, is unlike those created previously,

and represents an interesting, highly symmetrical (compared to 5-7 defects) configu-

rational motif within the SkX. This defect consists of a neighbouring pair of 5-fold co-

ordinated skyrmions (SkCoP) without a corresponding 7-fold coordinated skyrmion

(SkCoH). This pair of defects results in two skyrmions further than than the equi-

librium distance (marked with red squares), and two closer than the equilibrium

distance (marked red circles). This behaviour is elucidated further through the in-

tegrated intensity line profiles taken from the blue and green dashed lines, shown

in the plots within Fig. 5.16c,d, respectively. In Fig. 5.16c it can be seen that the

skyrmions marked with red circles are 22 % closer than the measured regular skyrm-

ion lattice parameter of 81 nm. Furthermore, Fig. 5.16d shows that the skyrmions

marked with red squares are 12 % further apart than the equilibrium lattice parame-

ter. From this information and the geometry of the defect it is assumed that this state

is a precursor for a regular 5-7 defect, which may form on the merging of the close
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skyrmions marked Ska and Skb in Fig. 5.16b. The creation of these defects highlights

the ability of the pulsed magnetic fields to purposefully introduce significant frustra-

tion to the SkX, thereby generating interesting and nontrivial isolated SkX defects.

The second experiment involved initiating helimagnetic phase transitions using

static magnetic fields from the objective lens, and subsequently inducing disorder

and mixed states using magnetic field pulses. The schematic showing the magnetic

field vs time profile for this experiment was given in Fig. 5.15b. Here, the static

magnetic field is increased in a step-wise fashion, with each increase separated by

three magnetic field pulses each with a 10 µs duration. For this experiment, an ini-

tial Fresnel image was obtained at each of five static magnetic field values, and again

after each of three magnetic field pulses, generating a total of twenty Fresnel im-

ages. These images (captured using the Orius CCD camera) can be seen in Fig. 5.17,

where horizontal images belong to the same static field value, obtained after suc-

cessive magnetic field pulses. Each set of four images has been assigned a coloured

label denoting the magnetic phase, with annotations of matching colour highlight-

ing key features. These images and features will be described sequentially, in order

of increasing pulse number, as the static field is increased.

Starting at a magnetic field of 0.077 T, the system is in the helical state, as seen by

the characteristic white and black stripes in the Fresnel image. As the system is sub-

jected to magnetic field pulses, discontinuities in the helical pattern are introduced

(shown by the dark orange arrows). The feature marked i is of particular interest,

showing a section of helical line with contrast variations towards the terminating

end. These intensity variations are due to magnetic moments with in-plane com-

ponents, and suggest that additional helical discontinuities may form. In fact, this

particular feature bears many similarities with a defect-pinned helical line, imaged

in Ref. [26] using differential phase contrast (DPC) TEM imaging, whereby a skyrm-

ion was nucleated. In this case however, after the third magnetic field pulse, although

significant disorder has been introduced to the top left of t=he image, no skyrmion

appears to have been nucleated. Overall, the magnetic system remains in the helical

state through pulses 1 - 3, however significant disorder is introduced in the form of

discontinuities, even though the static magnetic field remains unchanged.

Increasing the static field to 0.097 T, we immediately see the formation of a single

isolated skyrmion (as marked by the orange arrow). As the magnetic field pulses are

sequentially applied, the region of disorder that was previously introduced begins

to extend (shown by the growing orange boxes). The magnetic field pulses appear

to nucleate small clusters of skyrmions within the helical pattern, particularly lo-

calised in regions where discontinuities were previously located. These images pro-

vide clearer examples of the states generated in Ref. [27], and demonstrates the effec-

tiveness of fast magnetic field pulses in forming these highly frustrated mixed states.



112 5.3. DISCUSSION AND CONCLUSIONS

After reaching a static magnetic field of 0.116 T, skyrmions can be seen to have

nucleated in a much larger region of the sample. There is still significant disorder

present, but short-range hexagonal symmetry is emerging (as shown by the green

hexagons). After two magnetic field pulses, the first 5-7 defect is formed, along with

more complex defects involving significantly deformed skyrmions (within the green

box). After the final magnetic field pulse, two distinct regions of SkX can be seen

with their own principle lattice vectors (green arrows), and a series of 5-7 defects

separating them. Note however, that helical lines are still present, which suggests

that this SkX may be metastable only.

At a static magnetic field of 0.126 T, the system still appears to contain a mix of

helical and SkX regions. Upon application of the magnetic field pulses, the helical

lines disappear and a SkX domain boundary is formed, and then shifts (as shown by

the dotted green lines). This demonstrates the ability for fast magnetic field pulses

to initiate subtle orientational changes within the SkX. Finally, after reaching a static

magnetic field of 0.137 T, the system is in a mostly uniform SkX state. A SkX domain

boundary is present in the bottom of the image, and this boundary shifts location

on application of the magnetic field pulses. Furthermore, isolated 5-7 defects (blue

outlines) are introduced and then eliminated, as small re-orientations in the SkX shift

the energy landscape.

To summarise, both Fig. 5.16 and Fig. 5.17 demonstrate the functionality of

the bespoke microcoil and current pulser devices in inducing non-trivial, frustrated

skyrmion states. Through repeated application of a pulsed magnetic fields near a

phase transition, significant disorder is introduced, leading to the formation of non-

trivial defects. Furthermore, by providing pulsed magnetic fields at different points

within the magnetic phase space, it is possible to generate metastable skyrmion states

through a combination of temporary (magnetic field pulses) and permanent (static

field increases) navigation of the phase space. This allows for the precise creation of

highly frustrated, mixed skyrmion states that have many interesting structural fea-

tures. It is expected that the creation of these states is due to the fact that, during the

fast magnetic field pulses, short-range magnetic reorientation is possible whereas

long-range lattice reorientation is not. This is evidenced in Fig. 5.17 through the for-

mation of distinct regions of mixed skyrmion/helical states, helical discontinuities

and the formation and movement of isolated skyrmion defects and domain bound-

aries on application of successive magnetic field pulses.

5.3 Discussion and Conclusions

The work within this chapter presented methods for both investigating, and induc-

ing high-speed skyrmion dynamic processes using Fresnel TEM imaging. Within
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section 5.1, Total Variation (TV) denoising and the machine learning technique of

non-negative matrix factorisation (NMF) were used to analyse large Fresnel image

datasets. It was shown that the implementation of TV denoising algorithms and

subsequent superposition of image frames increased signal-to-noise ratio (SNR) of

Fresnel images with sub-ms frame times, captured using the Merlin Medipix3 de-

tector. Subsequently, these denoised image sequences, displaying skyrmion dynam-

ics, were analysed with NMF and this enabled the automated detection of distinct

skyrmion states in the form of basis images. It was shown that the NMF method pro-

vides user-defined control over the ability to generate an arbitrary number of basis

images, and thus detected structural variations, from the original 4D dataset. For few

basis images, the method generates key states based on low-spatial frequency varia-

tions. However, by increasing the number of basis images, NMF takes into account

higher-spatial frequency variations within the original data. This provides flexibility

in searching for key configurational states within a large dataset of images, whereby

both low- and high-order variations of magnetic structure may be identified. Fur-

thermore, plotting the basis image coefficients held within the encoding matrix gen-

erated by NMF, was shown to generate a time series-like plot whereby transitional

information, such as state lifetimes may be extracted. Thus, NMF is able to provide

both spatial information, in the form of key features represented by the basis images,

and temporal information, in the form of the coefficient time series plots. The com-

bination of presented image processing techniques here provide additional tools for

analysing large, high-speed TEM image data generated by direct electron detectors

such as the Merlin detector.

Although NMF has been used previously to treat electron microscopy datasets as

reported in Refs. [10–13], this work demonstrates the ability to treat Fresnel video

data of dynamic skyrmion events and extract both spatial and temporal information

in a novel fashion. Furthermore, it adds to an increasing number of uses of machine

learning more widely in condensed matter physics studies [16].

In Section 5.2, experimental methods for inducing skyrmion dynamic processes

and controlling skyrmion phase transitions were achieved through the use of a be-

spoke magnetic field pulse device. This consisted of firstly designing and fabricat-

ing a magnetic field-generating microcoil in Section 5.2.1, whilst designing a current

pulser was the focus of Section 5.2.2. In Section 5.2.3 the two devices were designed,

constructed and experimentally tested, confirming their ability to provide in-situ,

sub-ms perpendicular magnetic field pulses to a sample within the TEM. Experi-

ments involving the field pulse device led to the generation of significantly frustrated

SkX configurations, including a non-trivial lattice defect involving a neighbouring

pair of SkCoPs. This defect was determined to be the precursor to a 5-7 defect,

whereby subsequent merging of the two SkCoPs would lead to a 5-7 defect. Further-
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more, by combining both static magnetic field increases provided by the TEM objec-

tive lens and the magnetic field pulses, it was possible to navigate the helimagnetic

phase space and form a number of frustrated, mixed skyrmion states containing a

wealth of interesting structural and topological defects.

The types of skyrmion states observed during application of the pulsed magnetic

field are similar to those previously observed in Ref. [27], and more recently using

DPC in Ref [26]. Specifically, the Fresnel images obtained in this work provide a

clearer example of the range of metastable skyrmion clusters and isolated skyrmions

within helical lines than previously reported. Furthermore, this work highlights a re-

producible way of generating a wide range of these observed and predicted skyrmion

states.

The work contained within this chapter demonstrates the ability to perturb mag-

netic systems with pulsed perpendicular magnetic fields within the TEM. In contrast

to the usual method of providing magnetic fields using the objective lens, the pre-

sented method demonstrates a much finer level of control of the applied magnetic

fields. Furthermore, in combination with high-speed TEM detectors and the ma-

chine learning-based analysis techniques, these methods present new avenues of

investigating dynamic processes within condensed matter systems.
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Figure 5.17: Fresnel TEM Images captured on Orius CCD camera showing skyrmion phase
transitions occurring as the static magnetic field is increased. Images along the same row
demonstrate how different metastable states become accessible using the magnetic field
pulses generated by the microcoil. Scale bar is 200 nm. Annotations highlight important
features, as described in the main text.
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Chapter 6
Skyrmion Stability in Synthetic

Antiferromagnetic Systems

Introduction

This chapter is concerned with investigating the stability of skyrmions within syn-

thetic antiferromagnetic (SAF) systems, and magnetic systems with metal-molecular

interfaces. These studies will be presented through a series of micromagnetic sim-

ulations using MuMax3. First, some context and motivation will be provided relat-

ing to SAF systems, particularly related to unbalanced SAFs. This will be followed

by a study into how skyrmion stability in a multilayer SAF (mSAF) may be influ-

enced by uncompensated dipolar interactions, and how these may be compensated

for through the introduction of ferromagnetic (FM) interlayer exchange coupling

(IEC). Next, a skyrmion stabilising effect will be presented through the introduction

of metal-molecular interfaces in bilayer SAF (bSAF) systems. The focus will be on

C60 and Co layers, where the stabilising effects are due to anisotropy enhancement

effects at the Co/C60 interface. Finally, non-trivial variations in skyrmion radius are

found when the C60 layers are explicitly included in micromagnetic simulations, sug-

gesting interesting future experiments involving these types of metal-molecular SAF

systems.

The original MuMax3 script for simulating SAF systems was written by William

Legrand, ETH Zürich. This script was subsequently modified for use within this

chapter.

6.1 Stabilising Skyrmions in SAF Multilayers

A number of challenges still exist for skyrmions to be realised as information carriers

within future data transmission and storage devices. These include improving zero-
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field stability, achieving small skyrmion radii and enhancing current-induced mo-

tion. Due to the long-range dipolar interactions present in most skyrmion-hosting

magnetic systems, skyrmion stability relies on the application of external magnetic

fields and furthermore, skrymions are prevented from reaching ultra-small sizes (<

10 nm) [1]. Methods of reducing the effects of the dipolar interactions include either

decreasing the thickness or the saturation magnetisation (Ms) of the ferromagnetic

(FM) layers within skyrmion-hosting systems. However, materials of a finite thick-

ness and non-zero Ms will always generate a non-vanishing stray-field, which desta-

bilises small skyrmions. Furthermore, skyrmion deflection during current-induced

motion, due to the skyrmion Hall effect (SHE), must be minimised or eliminated to

enable the desirable linear propagation of skyrmions [2]. The consequence of the

SHE is that skyrmions will be deflected with a component of their velocity perpen-

dicular to the current direction that drives their motion, and therefore poses signif-

icant real-world challenges when designing skyrmion race-track devices. Therefore,

minimising both dipolar interactions and the SHE is of paramount importance for

future skyrmion-based devices.

Synthetic antiferromagnets (SAF) are an excellent candidate system for providing

solutions to the challenges posed above, through their ability to stabilise pairs of an-

tiferromagnetically coupled skyrmions with opposite topological charge (±N). In its

simplest construction, a SAF consists of two antiferromagnetically coupled FM lay-

ers, separated by a non-magnetic (NM) heavy metal (HM) spacer layer. The HM layer

facilitates antiferromagnetic exchange coupling between the two FM layers through

a Ruderman–Kittel–Kasuya–Yosida (RKKY)-type interaction. Thus, SAF systems aim

to replicate the antiparallel spin configuration present in regular antiferromagnets,

between the two coupled FM layers. An example of a general SAF system is shown

in Fig. 6.1a, where the two FM layers are coupled antiferromagnetically due to the

thickness and elemental choice of the HM1 layer. In these SAF systems, skyrmions of

opposite polarity may exist in the FM layers as shown in Fig. 6.1b, coupled together

to form a single SAF skyrmion. This type of long-range exchange coupling between

distinct magnetic layers can have both FM and antiferromagnetic (AFM) character,

and will henceforth be refereed to generally, as interlayer exchange coupling (IEC)

for the purposes of this thesis.

It is possible to carefully tune the magnetic interactions present within the SAF

system through multilayer engineering, for example the composition and thicknesses

of the HM1, HM2 and FM layers in Fig. 6.1a. Thus, the SAF system as a whole will de-

termine the nature and strength of important magnetic interactions for stabilising

skyrmions, including the Dzyaloshinskii–Moriya (DM) interaction and perpendic-

ular magnetocrystalline anisotropy (PMA) [3]. Recently, SAF skyrmions have been

stabilised in (Pt/Co/Ru)-based multilayers, and experimentally detected using mag-
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Figure 6.1: a Generic synthetic antiferromagnetic (SAF) system consiting of two ferromag-
netic (FM) layers coupled antiferromagnetically through non-magnetic (NM) heavy metal
(HM) layers. In this system HM1 and HM2 provide desired magnetic interactions such as
RKKY, DM and PMA, and the strength of these interactions will depend on the choice of met-
als and the thickness of the layers. b Vector schematic of a SAF skyrmion cross-section, where
the skyrmion in the top FM layer has opposite topological charge, and is coupled, to the
skyrmion in the bottom FM layer. The combination of these two coupled skyrmions forms
the single SAF skyrmion, which has a total topological charge of zero.

netic force microscopy (MFM) as described in Ref. [3]. In this case, HM1 = Pt, HM2 =

Ru and FM = Co, and the thickness of each layer was carefully chosen to reach an op-

timum balance of DM interaction for skyrmion formation, RKKY for AFM coupling

and PMA to obtain zero effective anisotropy (Keff = 0) in the FM layers.

In SAF systems, the aforementioned dipolar interactions are minimised due to

the proximity of the antiferromagnetically coupled FM layers. The stray fields gen-

erated by each of the FM layers compensate for each other due to their opposing

magnetisation and close proximity, theoretically allowing for small skyrmion sizes.

Additionally, the SAF skyrmion has a net zero topological charge, which eliminates

the deflection caused by the Magnus force during current induced motion due to

the SHE [4, 5]. However, although the FM layers may be close (< 1 nm) there is still

a non-zero separation between them. Therefore the dipolar effects will not be fully

compensated, and a finite stray-field will still be present. This should create a lower-

bound for the minimum achievable skyrmion radius, and furthermore may impose

a requirement some form of stabilising field for the smallest skyrmion sizes. Indeed,

the experimental observation of SAF skyrmions in Ref. [3] reported that although

no global magnetic field was required to stabilise the SAF skyrmions, coupling of

the SAF to a FM biasing layer (BL) was required to nucleate skyrmions. A BL is cho-

sen over an external magnetic field because of the asymmetric effect that a global

magnetic field would have on the individual skyrmions in a SAF system. For exam-

ple, a magnetic field applied in the +z-direction (perpendicular to the SAF surface)

would cause the skyrmion in one FM layer to grow in size and the skyrmion in the

other layer to shrink, thus destabilising the coupled SAF skyrmion. Note that in the
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remainder of this thesis the term ’SAF skyrmion’ refers to the extended skyrmion

structure with a net N = 0, which may consist of two or more individual skyrmions

coupled via IEC.

6.1.1 Unbalanced SAF Systems

Imaging a SAF skyrmion using Lorentz TEM (LTEM) is not a straight-forward pro-

cess like it is for the SkX within a B20 helimagnet, as described in Chapter 4 and

5. In LTEM, electrons are transmitted through the entire specimen and therefore

in a perfectly balanced SAF, any Lorentz deflection caused by one FM layer would

be cancelled out by an equal and opposite deflection from the other FM layer. This

would have the effect of generating zero or near-zero magnetic contrast in both Fres-

nel and DPC imaging. Note that any technologically relevant SAF system should

be balanced to ensure a net-zero SHE and maximum cancellation of dipolar inter-

actions, however it is not straight forward to investigate such a system using LTEM

imaging methods. It is therefore a useful endeavour to create unbalanced SAF sys-

tems for LTEM imaging purposes, such that the two vertically separated FM layers do

not precisely compensate for each others stray fields, and a net magnetic induction

in the z-direction may be thus detected. This is not an issue for surface techniques

such as MFM, because asymmetry is introduced from the MFM probe being closer

to one FM layer than the other, thereby detecting uncompensated local stray-fields.

Two methods for creating unbalanced SAFs are summarised schematically in Fig.

6.2, achieved by either tuning the FM layer thickness (Fig. 6.2a) or number of FM

subsystem repeat units (Fig. 6.2b).

The first method described here involves varying the thickness of one FM layer,

whilst the thickness of the other FM layer is held constant. In Fig. 6.2a this is shown

through the variation of the Co layer thicknesses, namely holding t2 constant and

increasing t1. The result of this variation in FM layer thickness will be an increased

integrated magnetic induction in the top Co layer when compared to the bottom Co

layer, resulting in non-zero magnetic contrast during LTEM imaging. A problem with

this method is that by modifying the thickness of the Co layer, any magnetic inter-

actions with a thickness dependence will also be modified. Examples include the

effective anisotropy (Keff ) and the interfacial DM interaction (Dind), both of which

will have an impact on the properties of any skyrmion structures formed. Thus, a

FM thickness variation would result in differences in the skyrmion-forming proper-

ties between the top and bottom FM layers, which may not be desirable.

An alternative method for creating an unbalanced SAF is to introduce repeat units

of FM/HM above and/or below the RKKY-providing Ru layer. In Fig. 6.2b this is rep-

resented by the [Pt/Co/HM] repeat unit (NRep), where the HM is chosen to optimise
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Figure 6.2: Methods for creating unbalanced SAF systems, which exhibit non-zero magnetic
contrast during LTEM imaging. In these schematics, the elemental composition of the FM
and HM layers are the same as defined in the previous section. a SAF system is unbalanced
by tuning the thickness ratio of the Co layers. The SAF can be unbalanced by holding t2
constant whilst varying t1. b Introduction of individual [Pt/Co/HM] subsystem repeat units
above and below the Ru layer can create an unbalanced multilayer SAF when N1 and N2 are
different.

magnetic interactions. The example shown in Fig. 6.2b has an additional repeat

unit above the Ru layer, such that N1 = 2NRep and no additional repeat units below

the Ru, such that N2 = 1NRep. This creates two distinct anti-parallel FM subsystems

above and below Ru, where the SAF is unbalanced when N1 6= N2. A benefit of this

method is that the individual layer thicknesses (and therefore magnetic interactions)

are consistent across the SAF system. Indeed, SAF skyrmions have recently been ex-

perimentally observed using LTEM imaging, within an unbalanced SAF consisting of

[Co/Pd] multilayer repeat units [6]. However, this multilayer SAF system differs from

the regular SAF system (Fig. 6.2) in that the repeat units (NRep) cannot be coupled

antiferromagnetically to one another, thus limiting the choice of HM within NRep to

one that does not provide AFM IEC. Thus, this multilayer design consists of a SAF

region, and two distinct FM subsystems above and below the SAF region.

For the remainder of this thesis, the type of structure shown in Fig. 6.2b will

henceforth be referred to as a multilayer-SAF (mSAF), and the type first shown in Fig.

6.1a will be referred to as a bilayer-SAF (bSAF), based on the number of FM layers.

6.1.2 Simulating Multilayer SAFs

Simulating the types of mSAF systems presented in Fig. 6.2b requires a micromag-

netic simulation program that supports demagnetising field calculations whilst pe-

riodic boundary conditions are imposed. This is because the FM layers are spatially
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separated from each other, and thus will be subject to non-zero stray-field interac-

tions that should be accounted for. Furthermore, since the thickness of the FM layers

is extremely small compared to their lateral extent, periodic boundary conditions are

required to reduce the simulation space to a feasible size. This is in contrast to the

recent method undertaken in Ref. [6], whereby the FM subsystems were grouped

together into a pair of antiferromagnetically coupled layers, for simulation purposes

using OOMMF. The problem with this method is that it disregards any dipolar effects

coming from the non-zero separation of each FM layer within the subsystems. As

such for this thesis, MuMax3 was chosen as it supports demagnetising field calcula-

tions with periodic boundary conditions enabled [7]. A further benefit of MuMax3

is that it benefits from GPU-accelerated code, which means that computer systems

with NVIDIA GPUs will benefit from significantly reduced compute times when com-

pared to CPU-only simulation software such as OOMMF [8]. This is particularly im-

portant for the mSAF simulations presented here, which require additional custom

energy terms, increasing the computational complexity of the simulations.

The first step is to convert the ‘real-world’ geometry of the mSAF, given in Fig.

6.2b, into a magnetic system that can be represented within MuMax3. Since we are

only interested in explicitly simulating the magnetic layers, the mSAF structure can

be simplified to alternating magnetic and NM regions. The magnetic layers repre-

sent the FM (Co) and the NM layers represent the combined HM ([Ru/Pt]) spacer

layers. A schematic of the mSAF representation for simulation purposes can be seen

in Fig. 6.3a, showing a two-dimensional mSAF cross-section. This structure demon-

strates the two separate FM multilayer subsystems (blue and red layers), which each

consist of FM layer repeat units with FM IEC between them. The two subsystems

are aligned anti-parallel to each other (shown by the white arrows representing the

magnetisation direction), due to the AFM IEC. This AFM IEC represents the RKKY

coupling introduced by the Ru spacer layer, with a strength determined by the thick-

ness of this layer. The FM IEC represents RKKY interactions between neighbouring

FM layers within the multilayer subsystems that do not contain Ru, but instead other

HM that facilitate FM coupling. This type of FM IEC has been demonstrated to exist

within multilayer Co/Pt systems [9], where the strength of this effect is greatly en-

hanced when Pt thickness is less than 3 nm [10]. Given the desirable thickness of Pt

in mSAF systems is on the order of 1 nm, it is highly likely that the subsystems will be

ferromagnetically coupled in the manner described in Ref. [9].

Both the AFM and FM IEC are introduced into MuMax3 through separate custom

field and energy terms. Since the magnetisation vector m is normalised in the sim-

ulations, we introduce the RKKY fields by first calculating an RKKY scalar factor that

is subsequently multiplied by m. The RKKY scalar factors for AFM and FM coupling,
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Figure 6.3: a Schematic demonstrating the multilayer SAF geometry simulation configura-
tion. The structure consists of two FM subsystems (red and blue layers), which exhibit FM
IEC coupling between neighbouring layers within the subsystem. However, the two inner-
most layers have AFM coupling between them, enabling the anti-parallel spin alignment
(shown by white arrows) between the subsystems. b MuMax3 simulation initial state ex-
ample for N1 = 3, N2 = 3, coloured by mz magnetisation.

CAFM and CFM are calculated according to:

CAFM =
JRKKY AFM

cellz ×Ms

(6.1)

and

CFM =
JRKKY FM

cellz ×Ms

(6.2)

where cellz is the z-axis cell size, which is a proxy for the layer thickness. For simplic-

ity, the following explanation is in terms of CAFM , however the exact same process is

carried out for CFM . The calculated scalar CAFM is multiplied by m within the two

layers participating in the interaction, which in the case of the AFM IEC is between
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the two neighbouring layers that have anti-parallel spin alignment. This generates

two local fields, which are then additively combined, resulting in a net AFM field,

BAFM, acting between the two participating layers. The corresponding AFM energy

density associated with the two interacting layers is subsequently calculated accord-

ing to:

EAFM = Ms(−m ·BAFM) (6.3)

This process is repeated for the FM IEC, between all pairs of qualifying layers, such

that the total energy now takes the form:

Etot = Eex + Edemag + Eanis + EZeeman + EFM + EAFM (6.4)

Note that both EFM and EAFM will only be non-zero for simulation cells that have

an associated FM or AFM IEC. In other words, only layers that are participating in

FM(AFM) coupling will contribute EFM (EAFM ) to the total energy during minimisa-

tion.

For all simulations in this section, the strength of AFM and FM IEC was set to

JRKKY AFM = −0.5 mJ m−3 and JRKKY FM = +2.00 mJ m−3, taken from Ref. [10] and

Ref. [11], respectively. The remaining simulation parameters are as follows: cell size

cellx,y,z = 1.3 nm, interfacial DM interaction strength Dind = 1.0× 10−3 Jm−2, satura-

tion magnetisationMs = 1.2× 106 Am−1, exchange stiffnessAex = 10 pJm−1, uniaxial

anisotropy constant (z-axis) Ku = 0.995× 106 Jm−3, Landau-Lifshitz damping pa-

rameter α = 0.02. The choice of interfacial DM interaction strength is supported by

previous studies involving Pt/Co/Ru systems [12]. The effect of a biasing layer (BL),

to stabilise the SAF skyrmions, was introduced using a small perpendicular (+Bz)

magnetic field of 0.08 T applied to only the top-most layer in every simulation. Note

that the cell size is a proxy for the layer thickness, and as such the FM layer thickness

and NM spacer are both equal to 1.3 nm in these simulations. As such, they rep-

resent physical systems in which the FM and NM sections have equal thicknesses,

and systems that deviate from that restriction cannot be simulated precisely using

this method. All simulations contained within this chapter have a lateral (x− y) sim-

ulation mesh size of 256 × 256, with the z-dimension determined by the thickness

and number of layers being simulated. The total simulation size is then determined

by multiplication of the mesh dimensions with the cell size used within the specific

simulation.

The reason for choosing the above parameters was to determine the stability of

SAF skyrmions within extended mSAF systems, particularly when unbalanced (N1 6=
N2). The material parameters were used to represent Pt/Co/Ru/HM multilayer sys-

tems, where HM could be chosen to fine-tune DMI and/or the IEC. A range of mSAF

systems with N1 and N2 ranging between one and five were simulated, resulting in a
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total of 25 simulations. These simulations were initialised with a skyrmion of the ap-

propriate polarity in each of the FM layers. An example of the initial state is shown in

Fig. 6.3b, for the N1 = N2 = 3 simulation. The large SAF skyrmion can be seen in the

cross-section, after initialisation this state was allowed to relax until the minimum

energy configuration was obtained and the simulation ended.

6.1.3 Results

The magnetisation configurations corresponding to the minimum energy state for

the 3-layer unbalanced mSAFs can be seen in Fig. 6.4, where the scalar plots are

coloured by the mz magnetisation component. In these, and all future simulations,

layers will be ordered such that Layer 1 is the topmost layer with the additional

Bz = 0.08 T, accounting for the effect of the BL. Furthermore, the simulations will

be referenced within the text by a pair of numbers denoting their N1 and N2 values,

for example 1-2 and 2-1. The annotated arrows show the type of IEC coupling that

has been implemented in the simulation between each of the corresponding layers.

Additionally, the skyrmion radius (given in nm) has been calculated for each layer,

using the contour of mz = 0.

Immediately apparent, is the fact that in both simulations a relatively small SAF

skyrmion is stabilised with average radii of 12.2 nm and 14.4 nm, respectively. The

smallest individual skyrmion is within Layer 1 of simulation 1-2 and this is due to the

fact that the BL field is acting in this layer and its only neighbouring layer is one of

anti-parallel spin alignment (Layer 2), minimising demagnetising effects. This small

radius is then translated to Layer 2 through the AFM IEC, and to Layer 3 through the

FM IEC. It can be seen that the skyrmion radius does increase slightly from Layer 1 to

Layer 3, likely due to uncompensated stray-field interactions. A slightly different be-

haviour is present in simulation 2-1, where although the isolated layer (Layer 3 in this

case) has the smallest skyrmion radius, the average skyrmion radius is greater. This

is likely due to the lack of the compound effect found in simulation 1-2, whereby the

isolated layer was also the layer affected by the BL field. However, there are still clear

stray-field compensation effects in 2-1, shown by the smallest skyrmion in Layer 3.

These simulations demonstrates that a simple 3-layer mSAF with appropriate mag-

netic interactions and a BL is capable of stabilising a small SAF skyrmion in an unbal-

anced system that should generate a net Lorentz deflection, and therefore magnetic

contrast in LTEM imaging. A comparison between the simulated Fresnel contrast

images generated by balanced and unbalanced mSAFs will be performed at the end

of this section.

Next, the number of layers within the mSAF is increased to determine what ef-

fect this may have on the individual skyrmion radii, and by extension the entire SAF
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Figure 6.4: Magnetisation scalar plots coloured by mz, given by the colour bar, for each layer
within the 3-layer unbalanced mSAFs, N1 = 1 N2 = 2 and N1 = 2 N2 = 1. Skyrmion radius
is calculated using the contour of mz = 0 in each layer. Annotated arrows highlight the type
of IEC present between the corresponding layers, as implemented in the simulation. The BL
field is acting in Layer 1, out of the plane of the page.

skyrmion stability. Figure 6.5 shows the minimum energy magnetic configuration for

the 4-layer mSAFs, 1-3, 2-2 and 3-1. Note that although the panel sizes differ com-

pared to the 3-layer mSAF, the simulation size is identical and simply scaled to fit on

the page. The average SAF skyrmion radius has increased in all simulations, most

notably in the unbalanced mSAFs, 1-3 and 3-1, it is 30.3 nm and 37.4 nm respectively.

This indicates that the increased number of uncompensated layers has led to fur-

ther destabilising effects from the additive stray-fields. Again, 1-3 stabilises smaller

skyrmions than 3-1 due to the BL field acting in Layer 1. However, the balanced 2-2

simulation shows quite different behaviour, with an average SAF skyrmion radius of

only 15.5 nm. The fact that this system is balanced appears to have provided a sta-

bilising effect on the skyrmions, as seen through a reduction in their radii. This is

despite the fact that Layer 1 and Layer 4 are generating uncompensated stray-fields

over short distances. However, the fact that there is symmetry about the AFM IEC has

led to a significant reduction in skyrmion radius. This can be understood by the fact

that although Layers 1 and 4 are not immediately neighbouring, there may still be

significant compensation of the long range stray-fields associated with these layers

due to the aforementioned symmetry. As such, the balanced mSAF (much like the

bSAF) can still stabilise small SAF skyrmions, suitable for technological purposes.
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Furthermore, the increased SAF skyrmion radius in the 4-layer mSAFs may provide

useful for imaging purposes, especially in Fresnel LTEM imaging where spatial reso-

lution may be a limiting factor. In addition to the increased radius, the increased net

Bz magnetisation may provide additional sensitivity in DPC imaging, through larger

Lorentz deflections.

Figure 6.5: Magnetisation scalar plots coloured by mz, given by the colour bar, for each layer
within the 4-layer mSAFs, N1 = 1 N2 = 3 , N1 = 2 N2 = 2 and N1 = 3 N2 = 1. Skyrmion radius
is calculated using the contour of mz = 0 in each layer. Annotated arrows highlight the AFM
IEC present between the corresponding layers, the FM IEC is implied between all layers with
parallel spin alignment. The BL field is acting in Layer 1, out of the plane of the page.

Figure 6.6 shows the minimum energy magnetisation configurations for the 5-

layer mSAF simulations, where 4-1 shows a worm-like structure, continuous in the

x − y plane due to the periodic boundary conditions. Finally, we reach an mSAF

system in which skyrmions are unstable, namely the 4-1 simulation. However, the

1-4 simulation still hosts a SAF skyrmion with a large average radius of 86.4 nm, and

this is again due to the stabilising BL field applied to Layer 1. In this case, the BL

field stabilised skyrmion in Layer 1 also has stray-field compensation from Layer 2,

and this stabilised structure then propagates through the mSAF as was described for

simulation 1-3. However, the BL field in simulation 4-1 is not sufficient to overcome
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the destabilising effect of the severely unbalanced SAF structure, which relaxes to

a labyrinth or worm-like magnetic configuration. Both 2-3 and 3-2 behave in pre-

dictable ways, compared to the previous simulations, namely 2-3 hosts a SAF skyrm-

ion with a smaller radius than 3-2 due to the combination of BL field, stray-field com-

pensation and structure propagation via IEC.

Figure 6.6: Magnetisation scalar plots coloured by mz, given by the colour bar, for each layer
within the 5-layer mSAFs, N1 = 1 N2 = 4 , N1 = 2 N2 = 3, N1 = 3 N2 = 2 and N1 = 4 N2 = 1.
Skyrmion radius is calculated using the contour of mz = 0 in each layer. Annotated arrows
highlight the AFM IEC present between the corresponding layers, the FM IEC is implied be-
tween all layers with parallel spin alignment. The BL field is acting in Layer 1, out of the plane
of the page.

With simulation 4-1 in Fig. 6.6, we have reached a point of instability with the

current simulation parameters, and given that the BL field appears to have a limited

effect on stabilising extended mSAFs it is unlikely that just increasing this value will

be sufficient to stabilise the entire SAF skyrmion. Instead we may take guidance from

the stabilising effect of the IEC, in its ability to propagate or ‘transfer’ the skyrmion

structure throughout the mSAF. To demonstrate this effect, the same BL field (0.08

T) is used to stabilise a skyrmion structure in Layer 1 and the AFM IEC constant is
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increased from −0.5 mJ m−3 to −2.0 mJ m−3, where all other simulation parame-

ters remain the same. The results of this simulation are shown in Fig. 6.7a, where

the minimum energy magnetisation configuration for a 7-layer mSAF is shown. A

small skyrmion is stable across the mSAF, which qualitatively has a relatively con-

sistent size, highlighting the stabilising effect of increasing only the AFM IEC. This

is in contrast to the magnetic configuration shown in Fig. 6.7b, which has extended

into a labyrinthine structure when the original AFM IEC strength of −2.0 mJ m−3 is

used. Finally, we can confirm that the destabilising effect and non-uniformity of the

skyrmions within extended mSAFs is due to the stray-fields, by switching the demag-

netising field off in the MuMax3 simulations. Indeed, by inspecting Fig. 6.7c we can

see that an extremely small SAF skyrmion is stable in an 8-layer system with the orig-

inal simulation parameters, when the stray-field effects are unaccounted for.

Figure 6.7: Magnetisation scalar plots coloured bymz, given by the colour bar for mSAFs with
different parameters. Although the scale is different in these figures, the simulation space is
the same for all cases. a 7-layer mSAF with JRKKY AFM = −2.0 mJ m−3 b 7-layer mSAF with
JRKKY AFM = 0.5 mJ m−3 c 8-layer mSAF with demagnetising field switched off in MuMax3.

Finally, a comparison between the simulated Fresnel images of three different

mSAF systems is given in Fig. 6.8. First, the magnetisation was averaged across the

thickness of each of the mSAF simulations, generating a 2D vector plot of the aver-

age magnetisation. Next, a phase image of this magnetic configuration was gener-

ated, followed by a simulated Fresnel image using the mag_tools module in the fpd

python library [fpd]. The colour bar in each of the images gives the relative pixel in-

tensity, with an arbitrary scale. Immediately apparent in Fig. 6.8a is the extremely

low intensity compared to those in Fig. 6.8b,c. In fact, the generated Fresnel inten-

sity is almost two orders of magntitude weaker, due to the fact that simulation 1-1

is balanced. Due to the fact that both simulation 1-2 (Fig. 6.8b) and simulation 2-3

(Fig. 6.8c) are unbalanced, means that a much higher Fresnel intensity is generated.
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A characteristic feature in Fig. 6.8c is the faint halo of intensity around the central

bright spot, which is likely due to the variation in skyrmion radii through the thick-

ness.

Figure 6.8: Simulated Fresnel images of the a 1-1, b 1-2 and c 2-3 mSAF systems. Images
were simulated using the python fpd package [fpd], with simulation parameters: spherical
aberration CS = 0.5 mm, defocus ∆f = 500 µm and 200 kV acceleration voltage.

Through a series of micromagnetic simulations in this section, it has been shown

that SAF skyrmions can be stabilised in extended mSAF systems, including unbal-

anced SAFs for TEM imaging purposes. The primary factor in destabilisation appears

to be due to uncompensated stray-field interactions across the multilayer, especially

in severely unbalanced systems. Through multilayer engineering and use of different

materials, it may be possible to extend the stability of skyrmions in mSAFs with a rel-

atively large number of layers, particularly if the AFM IEC can be enhanced. Further-

more, intermediate mSAF systems (around four or five layers) may be able to provide

increased magnetic contrast through larger skyrmion sizes and increased net Bz in

more unbalanced mSAFs. However, when properly accounting for demagnetising

effects, a biasing field was required to stabilise a skyrmion in all of these systems and

we will now look into alternative methods for providing additional skyrmion stability

in SAF systems.

6.2 Metal-Molecular Interfaces in SAF systems

Research into molecular spintronics [13], and specifically the study of "spinterfaces"

has grown rapidly in recent years [14]. Spinterfaces concern the formation of mag-

netic metal-organic interface regions, whereby spin injection from the metal into

the organic molecule takes place [15]. Importantly, at the interface between mag-

netic metals and fullerene molecules [16], a region of enhanced or modified mag-

netic properties extends into both the metal and the molecule. For example, it has
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recently been shown that in bilayers of C60 and Co, a drastic increase of in-plane

anisotropy within the Co is exhibited [17]. This phenomenon is due to the in-built

potential between the molecule and metal, in combination with the formation of

a spin-dependent electric dipole involving π − d hybrid orbitals, and thus named

π-anisotropy. Enhancement of perpendicular magnetic anisotropy (PMA) has also

been reported at Co/C60 interfaces in ultrathin films [18, 19]. This type of PMA en-

hancement has been attributed to additional interfacial anisotropy, arising from or-

bital hybridisation within the spinterface. Furthermore, it has been shown that C60

interfaced with a ferromagnet, such as Co, becomes ferromagnetic itself due to spin-

polarised charge transfer from the Co. This magnetic molecular layer is coupled an-

tiferromagnetically to the Co involved in the interface region, and acts to suppress

the magnetisation of the Co film. The induced moment within C60 from Co charge-

transfer has been measured to be 0.8 µB per cage in Ref. [19] and 1.2 µB per cage in

Ref. [15], where µB is the Bohr magneton. Note that although C60 layers have been

shown to enhance both PMA and in-plane anisotropy, the PMA enhancement effect

is more relevant here since the magnetic layers are ultra-thin, on the order of 1 nm

thickness and therefore Ku should dominate over Kv. As such, only the enhance-

ment of PMA will be explicitly simulated here, however it should be noted that it

may be possible to enhance a finite in-plane anisotropy by tuning the thickness of

the magnetic layer such that Kv becomes a relevant quantity to consider.

These studies raise the possibility of modifying skyrmion stability through the

modification of magnetic properties in SAF systems, through the introduction of C60

molecular layers. Since skyrmion size and stability has been shown to be related to

PMA [20], inclusion of a Co/C60 interface into the SAF structure may provide stabil-

ising effects. As such, the effect of incorporating C60 layers into SAF stacks will be in-

vestigated using micromagnetic simulations with custom energy terms, as in the pre-

vious section. As such, (Pt/Co/Ru)-based SAF systems will be chosen, with the inclu-

sion of C60 molecular layers in contact with one of the Co layers. Two separate meth-

ods will be chosen and investigated for introducing the effects of the Co/C60interface

within the micromagnetic simulations. The first will involve simulating only the ef-

fects of the Co/C60 interface, through a reduction in the exchange stiffness and in-

crease in PMA constant (∆Ku) of one Co layer. These modifications to the Co layer

will represent the measured magnetic effects of the Co/C60 interaction only. The

second method will be to explicitly simulate the C60 magnetic layer, along with the

PMA enhancing effects and reduction in exchange stiffness. This method will involve

treating the molecular layer as a dilute magnet, with AFM IEC to the underlying Co

layer but zero intermolecular coupling. It will be shown that both methods demon-

strate qualitatively the same skyrmion stabilising effect, however the explicit simu-

lation of C60 leads to some non-trivial skyrmion size behaviour. Schematics showing
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the first and the second simulation setups can be seen in Fig. 6.9a,b, respectively.

The magnetic properties of the C60 layer in Fig. 6.9b have not been defined here, and

will instead be discussed in Section 6.2.2. Furthermore, note that no BL field will be

implemented in these simulations, since the enhancement of PMA is predicted to

have a similar effect as the BL.

6.2.1 Simulating PMA Enhancement Effects

It has been shown that the metal/C60 interface region of modified magnetic prop-

erties extends only a few nm into the metal film. As such, within large systems,

any interface effect may saturated by the bulk magnetic properties. Therefore, this

type of interface behaviour is particularly well suited for thin-film multilayer sys-

tems such as SAFs, in which the thickness of the FM layers are typically on the order

of 1 nm. Therefore, the magnetic enhancement effects may be assumed to be acting

uniformly through the layer thickness. This drastically simplifies the SAF simula-

tions, where the cell size is already a proxy for the layer thickness. This way, each

layer in the simulation can have constant magnetic properties, in contrast to sim-

ulating a thicker (>10 nm) film, whereby magnetic properties would be inhomoge-

neous, changing far from the interface region.

In the following simulations, a bSAF system will be chosen with one of the Co lay-

ers having modified magnetic properties due to the interface with C60. To simplify

the simulation and the number of variable parameters, only the PMA enhancement

effect and reduction in exchange stiffness will be explicitly simulated. However, since

the C60 layer has been shown to modify the spin-orbit coupling at the interface [21],

a modification of the interfacial DM interaction is also expected. This modification

was excluded from the following simulations, since further studies on the strength

of this DM interaction are required. The strength of the PMA enhancing effect was

given in Ref. [18] as ∆Ku = +0.27 MJ m−3, and the exchange stiffness for Co in con-

tact with C60 is given in Ref. [17] as Aex = 4 pJ m−1. The reduction in exchange

stiffness was deduced experimentally and is due to electron transfer from the Co

to the C60. The bottom Co layer will remain unchanged, as it is spatially separated

from the C60 layer and as such will not form a spinterface. All other simulation and

material parameters are as follows: cell size cellx,y,z = 1.47 nm, AFM IEC constant

JRKKY AFM = −0.23 mJ m−3, interfacial DM strength Dind = 0.8× 10−3 Jm−2, sat-

uration magnetisation Ms = 1.2× 106 Am−1, uniaxial anisotropy constant (z-axis)

Ku = 0.905× 106 Jm−3, exchange stiffness for bottom Co layer Aex = 10 pJm−1, ex-

change stiffness for top Co layerAex = 4 pJm−1, Landau-Lifshitz damping parameter

α = 0.02. An additional anisotropy constant, ∆Ku, ranging between 0.00 and 0.34 MJ

m−3 was added to the top Co layer for each simulation.
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Figure 6.9: Simulation layer setup for the different methods of investigating the enhanced
PMA from a Co/C60 within a SAF system. a bSAF with effect of C60 introduced through mod-
ification of magnetic properties. The C60 is assumed to be in contact with the top Co layer
in this case. a bSAF with a C60 layer explicitly simulated along with the modification of mag-
netic properties. The magnetic properties of the C60 layer will be defined and discussed in
Section 6.2.2.

The minimum energy magnetic configurations can be seen in the scalar plots

in Fig. 6.10a, for the simulations with additional PMA ranging from ∆Ku = 0 to

∆Ku = 0.29 MJ m−3. The panels on the left are for the top Co layer, with the modi-

fied magnetic properties due to the Co/C60 interface, whilst the panels on the right

are for the unmodified bottom Co layer. Immediately apparent is the skyrmion sta-

bilising effect as the PMA is increased. This can be seen as the magnetic structure

transitions from an extended labyrinth-type structure at ∆Ku = 0 MJ m−3 to a circu-

lar skyrmion structure at ∆Ku = 0.06 MJ m−3. Further increasing the additional PMA

in the top layer reduces the skyrmion radius significantly, which is reflected in both

Co layers. Although the additional PMA is only added to the top Co layer, the bot-

tom layer hosts a very similar structure due to the AFM IEC between the two layers.

The black outlined panels in Fig. 6.10a highlight the skyrmion structure stabilised

when ∆Ku = 0.27 MJ m−3, which is the measured PMA enhancing effect as mea-

sured in Ref. [18] for a Co/C60 interface. This suggests that a sub-10 nm skyrmion

may be achievable by utilising the PMA enhancing effect of the spinterface. Indeed,

it has been recently experimentally demonstrated in Ref. [21] that the size of mag-

netic bubble domains within a Pt/Co/C60/Pt system are drastically reduced when



138 6.2. METAL-MOLECULAR INTERFACES IN SAF SYSTEMS

compared with a Pt/Co/Pt system. This behaviour has similarities to the radius re-

duction seen for skyrmions in the present ∆Ku simulations.

Figure 6.10: a 2D Scalar plots of the minimum energy magnetic configuration of the top
(left) and bottom (right) Co layers in a SAF system that incorporates the effect of a Co/C60

interface. Each image corresponds to a simulation with a different value of ∆Ku added to
the top Co layer. The panel with the black outline reflects the experimentally measured value
of ∆Ku = 0.27 MJ m−3 for the PMA enhancing effect. Coloured bymz magnetisation as given
by the colour bar. b Plot of skyrmion radius as a function of ∆Ku. The circled data points
again reflect the experimentally measured PMA enhancing effect value of ∆Ku = 0.27 MJ
m−3.

The skyrmion size dependency over the entire range of ∆Ku can be seen in Fig.

6.10b, where an initial decrease in skyrmion radius quickly stabilises to an average

value of approximately 7 nm. The circled data points again highlight the experimen-

tally determined value of ∆Ku = 0.27 MJ m−3. Furthermore, it is clear that the skyr-
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mions in the top and bottom layers have different radii. This discrepancy between

the top and bottom skyrmions is due to the difference in PMA values within these

layers. Within this SAF system there is essentially two separate equilibrium skyrm-

ion radii, one for the top Co layer and one for the bottom Co layer. This effect is

most obvious at ∆Ku values above 0.15 MJ m−3, where the difference in the individ-

ual equilibrium skyrmion sizes becomes most apparent. It is the coupling of these

two separate equilibrium sizes via the AFM IEC, which stabilises the SAF skyrmion

even when the additional PMA in the top Co layer is increased by 37 % over the value

in the bottom Co layer. It is important to note that these SAF skyrmion structures are

only stable when the interface effect is applied to a single Co layer. In fact, if the Ku

value is increased for both the top and bottom Co layers, then the skyrmions quickly

collapse to zero radius and are thus annihilated.

These series of simulations provide some evidence towards the potential for im-

plementing Co/C60 interfaces within SAF structures to enhance skyrmion stability.

Importantly, they show that a small SAF skyrmion is stabilised in these systems, with-

out the need for a biasing layer (BL). However, since the specific spinterface effect

is not well understood within SAF systems, it is important to carry out some com-

plementary experimental observations involving SAF systems containing C60 layers.

Furthermore, since the C60 layer breaks the symmetry within the SAF and creates a

new interface region, it may have other effects on the magnetic interactions such

as DM and RKKY. Investigation of these effects and implementation into the simu-

lations were not included in this study as they were beyond the scope of the work

presented in this thesis.

6.2.2 Explicit Simulation of C60

Within a Co/C60 interface region, the C60 molecules in contact with the Co become

magnetic, with magnetic spins aligned anti-parallel to the neighbouring Co. This

is due to spin-polarised electron transfer from Co to C60, as described in Ref. [15].

This means that the C60 molecular layer may be simulated within MuMax3 as very

weakly magnetic, with AFM IEC between itself and the Co layer. This type of setup

was introduced within the schematic in Fig. 6.9b, whereby a new magnetic layer

representing the C60 is placed in contact with the top Co layer. However, in order to

simulate the molecular layer, appropriate material parameters for C60 must first be

determined.

Firstly, Dind = 0 and Ku = 0 are set within the C60 layer, on the assumptions that

the molecular layer will not host a DM interaction, or exhibit significant anisotropy

effects. The approximate separation between C60 cages within a molecular layer is 1

nm [22], and this means that simulation cell sizes of around 1 nm will represent indi-
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vidual C60 cages. It should be noted that this choice of discretisation may introduce

errors into the simulation, since the micromagnetics framework is based upon con-

tinuously varying magnetisation vectors. In some sense, the fundamental magnetic

unit within the molecular layer is the C60 cage (approximately 1 nm diameter), and

as such its representation inside the micromagnetic simulation (with cell sizes of 1

nm) is subject to no coarse-graining. Furthermore, the relatively large (compared

to atomic separation) intermolecular distance prompts the use of Aex = 0 for the

C60 layer, an assumption that there is essentially zero magnetic coupling between

the cages. This means that neighbouring simulation cells within the C60 may have

large angles between their magnetic moments, which is a source of error within the

MuMax3 simulation code [7]. The assumption of Aex = 0 admittedly requires more

detailed theoretical or experimental work to determine whether it is appropriate, as

it is possible that some exchange coupling between C60 cages exists. However, veri-

fying this assumption is outwith the scope of the work in this thesis, and as such the

simplifying assumption of Aex = 0 will be used. The saturation magnetisation, Ms,

may be determined from the approxiamte cage volume (1 nm3) and the magnetic

moment per cage, 1.2 µB as determined in Ref. [15]. This results in Ms = 11100 A

m−1, which is less than 1 % than that of the Co layer. Finally, a AFM IEC between the

top Co layer and the C60 layer is introduced, with a strength of JRKKY AFM = −0.02

mJ m−3. Again, the true magnitude of this effect is uncertain, however it was found

that any magnitude above approximately 0.01 mJ m−3 produced the same minimum

energy magnetic configurations. A cell size of 1.47 nm was chosen to allow the other

calculated material properties (for the Co layers) to remain the same. Again, an ad-

ditional PMA constant was added to the top Co layer as in the previous simulations,

and this amount was varied between 0.00 and 0.34 MJ m−3.

A selection of minimum energy magnetic configurations for the C60, top Co and

bottom Co layers can be seen in Fig. 6.11a, where the plots are coloured by mz as in-

dicated by the colour bar. The values of ∆Ku for each magnetic configuration can be

seen at the top of each column of panels, and these states were chosen to illustrate

key differences in the skyrmion size-behaviour when including C60 in the simula-

tions. Firstly, additional PMA of 0.07 MJ m−3 is sufficient to stabilise a circular skyrm-

ion structure within each of the three layers, which shows a quick initial reduction

in size, in line with the simulations in Section 6.2.1. However, a step-change reduc-

tion in skyrmion radii is observed between 0.25 and 0.26 MJ m−3 as highlighted by

the corresponding magnetic configuration plots. This behaviour is elucidated fur-

ther through the plot of skyrmion radius as a function of ∆Ku in Fig. 6.11b. Here,

the radius of each skyrmion within the three layers is plot individually on the same

axis, note that the C60 line exactly tracks that of the top Co layer. There is an initial

rapid decrease in skyrmion radii in all three layers, which stabilises to approximately
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40 nm at around 0.12 MJ m−3. The skyrmion radii does not change significantly on

further increase of ∆Ku until 0.26 MJ m−3, when the step-change reduction occurs.

At this point, the bottom Co layer stabilises a larger skyrmion than the top Co and

C60 layers, this discrepancy is due to the additional PMA in the top Co layer.

Figure 6.11: a 2D Scalar plots of the minimum energy magnetic configuration for C60 layer,
top Co layer and bottom Co layer for some instructive values of ∆Ku. b Plot of skyrmion
radius as a function of ∆Ku for each layer in the simulation.

This more complex (when compared with the simulations in Section 6.2.1) skyrm-

ion size-behaviour is due to the fact that each of the simulated layers have different
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magnetic properties, and therefore each would stabilise skyrmions of different radii

if simulated in isolation. However, simulated together with IEC, which provides cou-

pling between each of these individual magnetic layers, the 3-layer SAF skyrmion

reaches an average radius. This coupled system demonstrates a resilience against

skyrmion radii fluctuations as PMA is increased in the top Co layers, which should

initate skyrmion size reduction. Thus, the inclusion of the magnetic C60 layer ap-

pears to provide a mechanism by which the skyrmion radii are stabilised at some in-

termediate radii (in this case 40 nm), even when ∆Ku is increased. The step-change

at 0.26 MJ m−3 indicates that this stabilising effect is overcome once a tipping-point

is reached, whereby the additional PMA in the top Co layer eventually dominates the

other energy contributions.

Comparison between this behaviour and that from simulations in Section 6.2.1,

can be seen in Fig. 6.12, where the skyrmion radii in each layer have been averaged

to a single value for each case. Immediately apparent is the existence of three sep-

arate regions (labelled A, B and C), where the simulations demonstrate similar be-

haviour in regions A and C, but divergent behaviour in region B. Note that the label

"Cages" and "No Cages" refers to the simulations that explicitly and implicitly sim-

ulate the effects of C60, respectively. In region A, the two different methods appear

to qualitatively follow the same skyrmion size-reduction behaviour. However, upon

reaching the boundary between regions A and B, the observed behaviours diverge.

At this point, when only the Co layers are simulated (No Cages) the average skyrm-

ion radius continues to decrease smoothly whereas when the C60 layer is simulated

(Cages) the skyrmion radii does not decrease further as ∆Ku is increased. Finally, at

the boundary between regions B and C, there is a sharp discontinuous decrease in

skyrmion radius for the explicit C60 simulation. From this point, the two behaviours

are identical and the C60 layer appears to have no effect on the skyrmion radius.

Although the exact reason for the stabilising effect of the C60 was not able to be

determined here, it does provide an opportunity for experimental investigation. If

the magnetic C60 cages are able to form long-range magnetic structure then it may

be possible to access this step-change in skyrmion radius through the modification

of Co thickness. Given that the unmodified PMA, Ku, is dependent on the magnetic

layer thickness according to Eq. 2.12 in Section 2.2.3, tuning the top layer Co thick-

ness may provide a means of accessing the discontinuous size behaviour either side

of the B/C boundary in Fig. 6.12.
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Figure 6.12: Comparison plot of skyrmion radius as a function of ∆Ku when only the Co
layers are simulated (No Cages) and when the C60 layer is explicitly simulated (Cages).

6.3 Discussion and Conclusions

The technological relevance of synthetic antiferromagnetic (SAF) systems was the

motivation for much of the work contained within this chapter. Understanding the

intricate balance of magnetic interactions in these multilayer systems is integral to-

wards realising SAF-based skyrmion devices such as those proposed in Refs. [23,

24]. The presented micromagnetic simulation studies demonstrate the ability to

tune magnetic interactions and thus skyrmion stability when designing such mul-

tilayer skyrmion-hosting systems. Focusing on unbalanced synthetic antiferromag-

netic (SAF) systems, Section 6.1 demonstrated the limits of skyrmion stability when

designing systems that may be imaged using Lorentz TEM imaging methods. In Sec-

tion 6.1.1 it was shown that an unbalanced SAF may be generated by using differ-

ing numbers of multilayer repeat units above and below the central SAF region con-

taining Ru. These systems were translated into simulation-appropriate forms and

investigated using MuMax3 with custom energy terms required to account for the

antiferromagnetic (AFM) interlayer exchange coupling (IEC). These studies comple-

ment those already undertaken in Ref. [6], however the present work extends the

micromagnetic representation to include the effect of demagnetising interactions

between ferromagnetic layers. Using this micromagnetic representation, it was then

shown in Section 6.1.2 that due to the non-cancelling dipolar fields in the multilayer

SAF systems, there was an upper limit on the number of constituent repeat units

before skyrmion structures were no longer stable within the system. It was shown

that it is possible to increase this upper limit by increasing the AFM IEC strength, so

that the coupling is able to overcome the destabilising effect of the non-zero dipolar
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fields. Therefore, this work highlights the importance of SAF multilayer engineering

and hints at the potential pitfalls associated with homogeneity during fabrication.

Furthermore, it demonstrates the importance of interlayer exchange coupling in sta-

bilising SAF skyrmions as also reported for dynamics in synthetic ferromagnetic [25],

and synthetic antiferromagnetic systems [26].

In Section 6.2, simulations involving metal-molecular interfaces between Co and

C60 were investigated. In such systems, a region of enhanced perpendicular mag-

netocrystalline anisotropy (PMA) is generated and the effects enhanced PMA, as re-

ported in Ref. [19], on skyrmion stability was investigated. In Section 6.2.1 it was

shown that through the enhancement of PMA in only one layer of Co, small skyrmi-

ons with an average radius under 10 nm may be stabilised without the need for a bias-

ing layer (BL). Finally, in Section 6.2.2 the C60 was explicitly simulated as a weak mag-

netic layer, where the magnetic character was due to spin-polarised charge transfer

from the Co to the C60 cages. This resulted in different behaviour to that when the

C60 was not simulated, and highlighted a complexity of radius behaviour due to the

coupling of three distinct magnetic layers. Both methods of simulating the metal-

molecular effects resulting in a reduction in skyrmion size, a similar effect of which

was reported in Ref. [21] for bubble domain size reduction in a Pt/Co/C60/Pt system.



Bibliography

1. Büttner, F., Lemesh, I. & Beach, G. S. Theory of isolated magnetic skyrmions:

From fundamentals to room temperature applications. Scientific Reports 8, 1–

12 (2018).

2. Fert, A., Reyren, N. & Cros, V. Magnetic skyrmions: Advances in physics and po-

tential applications. Nature Reviews Materials 2 (2017).

3. Legrand, W. et al. Room-temperature stabilization of magnetic skyrmions in

synthetic antiferromagnets. Nature Materials, 1–23 (Sept. 2018).

4. Zhang, X., Zhou, Y. & Ezawa, M. Magnetic bilayer-skyrmions without skyrmion

Hall effect. Nature Communications 7 (2016).

5. Barker, J. & Tretiakov, O. A. Static and Dynamical Properties of Antiferromag-

netic Skyrmions in the Presence of Applied Current and Temperature. Physical

Review Letters 116, 147203 (May 2016).

6. Chen, R. et al. Realization of isolated and high-density skyrmions at room tem-

perature in uncompensated synthetic antiferromagnets. Nano Letters 20, 3299–

3305 (2020).

7. Vansteenkiste, A. et al. The design and verification of MuMax3. AIP Advances 4,

107133 (2014).

8. Donahue, M. J. & Porter, D. G. OOMMF User’s Guide, Version 1.0. Interagency

Report NISTIR 6376 (1999).

9. Knepper, J. W. & Yang, F. Y. Oscillatory interlayer coupling in Co Pt multilayers

with perpendicular anisotropy. Physical Review B - Condensed Matter and Ma-

terials Physics 71 (2005).

10. Demidov, E. S. et al. Interlayer interaction in multilayer [Co/Pt]n/Pt/Co struc-

tures. Journal of Applied Physics 120, 173901 (Nov. 2016).

145



146 BIBLIOGRAPHY

11. Bloemen, P. J., Van Kesteren, H. W., Swagten, H. J. & De Jonge, W. J. Oscillatory in-

terlayer exchange coupling in Co/Ru multilayers and bilayers. Physical Review

B 50, 13505–13514 (1994).

12. Khadka, D., Karayev, S. & Huang, S. X. Dzyaloshinskii-Moriya interaction in Pt/Co/Ir

and Pt/Co/Ru multilayer films. Journal of Applied Physics 123, 123905 (Mar.

2018).

13. Cornia, A. & Seneor, P. Spintronics: The molecular way. Nature Materials 16,

505–506 (Apr. 2017).

14. Sanvito, S. Molecular spintronics: The rise of spinterface science. Nature Physics

6, 562–564 (June 2010).

15. Moorsom, T. et al. Spin-polarized electron transfer in ferromagnet/C60 inter-

faces. Physical Review B - Condensed Matter and Materials Physics 90, 125311

(2014).

16. Céspedes, O., Ferreira, M. S., Sanvito, S., Kociak, M. & Coey, J. M. Contact in-

duced magnetism in carbon nanotubes Feb. 2004.

17. Moorsom, T. et al. π-anisotropy: A nanocarbon route to hard magnetism. Phys-

ical Review B 101 (2020).

18. Bairagi, K. et al. Tuning the Magnetic Anisotropy at a Molecule-Metal Interface.

Physical Review Letters 114 (2015).

19. Mallik, S. et al. Enhanced anisotropy and study of magnetization reversal in Co

/ C 60 bilayer thin film. Applied Physics Letters 115, 242405 (2019).

20. Wang, X. S., Yuan, H. Y. & Wang, X. R. A theory on skyrmion size. Communica-

tions Physics 1, 1–7 (Dec. 2018).

21. Sharangi, P., Mukhopadhyaya, A., Mallik, S., Ali, M. E. & Bedanta, S. Effect of

Fullerene on domain size and relaxation in a perpendicularly magnetized Pt/Co/C60/Pt

system (Dec. 2020).

22. Goel, A., Howard, J. B. & Sande, J. B. Size analysis of single fullerene molecules

by electron microscopy. Carbon 42, 1907–1915 (2004).

23. Zhang, X., Ezawa, M. & Zhou, Y. Thermally stable magnetic skyrmions in multi-

layer synthetic antiferromagnetic racetracks. Physical Review B 94 (2016).

24. Fattouhi, M. et al. Logic Gates Based on Synthetic Antiferromagnetic Bilayer

Skyrmions. Physical Review Applied 16, 014040 (July 2021).

25. Waring, H. J., Li, Y., Moutafis, C., Vera-Marun, I. J. & Thomson, T. Magnetization

dynamics in synthetic ferromagnetic thin films. Physical Review B 104, 14419

(2021).



BIBLIOGRAPHY 147

26. Qiu, L. et al. Interlayer coupling effect on skyrmion dynamics in synthetic anti-

ferromagnets. Applied Physics Letters 118, 082403 (Feb. 2021).



148 BIBLIOGRAPHY



Chapter 7
Summary and Outlook

This thesis provided experimental and theoretical studies on the dynamic processes,

physical and topological stability and magnetic phase transitions involving mag-

netic skyrmions, in a range of different material systems. This was achieved through

a combination of the following three broad methodologies. First, the use of fast

magnetic field pulses and Lorentz Fresnel transmission electron microscopy (TEM)

to prepare and observe interesting frustrated skyrmion defect states. Second, ad-

vanced image analysis utilising machine learning on fast-frame video datasets show-

ing skyrmion dynamics, thereby extracting key configurational states, time series

and lifetime information. Third, micromagnetic simulations involving both static

and dynamic magnetic systems to investigate energy landscapes, minimum energy

configurations and transition pathways to supplement and inform Fresnel TEM ex-

periments.

In Chapter 4, spontaneous skyrmion dynamics involving distinct skyrmion defect

states within a skyrmion crystal lattice (SkX) were investigated. Analysis of a fast-

frame (10 ms) Fresnel video dataset was analysed using image processing techniques

including background subtraction, Delaunay Triangulation and visual inspection.

This led to the identification of six distinct skyrmion defect states involved in the

spontaneous motion, consisting of three primary states and three transition states.

Further image analysis of the six states was performed, involving generating aver-

age images of each state, and this led to the discovery of the continuously deforming

structure of the skyrmion at the centre of the heptagon in the 5-7 defect (SkCoH).

Through image analysis in a frame-by-frame manner, it was determined that the

spontaneous motion consisted of the movement of 5-7 skyrmion lattice defects and

the continuous splitting and merging of skyrmions. It was found that extreme de-

formation of the elongated SkCoH was integral to the skyrmion splitting process,

and the subsequent formation of a high skyrmion density state led to the merging of

neighbouring skyrmions. This was elucidated further using micromagnetic simula-
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tions involving 5-7 defects, and it was concluded that the interplay between Zeeman

and exchange energies associated with the different defect states helped to explain

the observed spontaneous motion between states, facilitated by thermal energy. By

using the order of occurrence data, it was possible to determine the average lifetime

of the states, and model the process as a Markov chain. This resulted in the discovery

that not all possible types of transitions occurred within the observed data, and that

certain transitions were more likely to occur than others. This was related back to

the configuration of each of the states, and justified through the fact that the more

likely transitions were those that required minimal bulk lattice reorientation. Fur-

thermore, one state was found to act as a nexus point, whereby it was observed to

have transitions to and from every other observed state. Although this state had the

most occurrences, it did not have the longest lifetime. It was proposed that this was

due to an entropy-compensation type effect, decreasing the lifetime of the state due

to the number of possible transitions. Finally, through the use of dynamic micromag-

netic simulations, a series of mechanisms were proposed for the observed splitting

and merging of skyrmions, resulting in skyrmion creation and annihilation. These

mechanisms involved the appearance and subsequent destruction of antiskyrmions

structures, that fulfilled topological conservation through the transitions. The pro-

posed mechanism is consistent with previous work including Refs. [1–6].

This work presented distinct benefits and limitations of Fresnel TEM imaging

using a direct electron detector, namely the ability to obtained high temporal res-

olution data at the cost of some spatial resolution, due to the defocused state of

the TEM. Although the Fresnel data contained rich temporal and spatial informa-

tion, the intricate details of the magnetic configurations for the transition states were

not resolvable. In a recent study [7], the authors attempted to solve these problems

through the use of the higher spatial resolution technique of differential phase con-

trast (DPC) imaging. Through slowing the skyrmion dynamics by lowering temper-

ature, and pinning a helical line at a defect site, they were able to image the type of

transition states involving antiskyrmion structures proposed at the end of Chapter 4.

However, further improvements to both spatial and temporal resolution in Lorentz

TEM imaging is still required to fully resolve the complexity of magnetic configu-

rations present during fast dynamic processes. Although a direct electron detector

with a faster frame rate, such as the Timepix3 [8], could help with the temporal res-

olution problem, there are more fundamental limitations on the spatial resolution

due to Fresnel being an intrinsically out of focus imaging mode. A potential solution

to the resolution problem could be to develop a method of imaging with DPC using

a reduced scan area to reduce the time it takes to raster a sample. Crucially, the ras-

tering time would need to be sufficiently less than the characteristic timescale of the

dynamics under observation. However, a technique such as this may be able to pro-
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vide additional spatial resolution and quantative information of dynamic magnetic

processes, at the cost of temporal resolution.

In order to improve the robustness of the configurational skyrmion state identi-

fication, and to enable the use of sub-ms frame acquisition times, Chapter 5 began

by introducing a series of advanced image analysis techniques. These included the

implementation of denoising algorithms, frame subsampling and machine learning

algorithms. Total variation (TV) denoising was combined with frame subsampling

to improve the signal-to-noise (SNR) ratio of fast-frame Fresnel video datasets. This

technique was then complemented by non-negative matrix factorisation (NMF) to

identify key skyrmion states held within Fresnel videos containing skyrmion dynam-

ics. Although NMF as a technique has been utilised in analysing electron microscopy

data previously, see Refs. [9–12], this work demonstrates the ability to gain both spa-

tial and temporal information on dynamic processes involving skyrmions. Specifi-

cally, it was shown that NMF is able to provide a high-throughput method for auto-

matically identifying key features within a multi-frame image dataset, through the

decomposition of the data into a number of user defined basis images. Although an

arbitrary number of basis images may be chosen, it is possible to choose different

sets of basis images, providing a range of information on the types of image varia-

tion associated with the dynamic processes. Therefore, it is helpful to have an idea

of the number of key features held within the dataset from brief visual inspection, as

a first guess, to determine whether the NMF algorithm identifies the expected states.

Higher order structural variations may then be accounted for through an increased

number of basis images. This process was exemplified in Section 5.1.2, whereby a

dataset showing relatively slow skyrmion dynamics was treated with NMF of two,

three and then finally four basis images. It is worth noting here that the use of too

few basis images results in a loss of information, whereas too many may result in

overfitting of the dataset. It is possible to use cross-validation to determine the ‘best’

number of components, however this is both time intensive and computationally

demanding, as it involves running many iterations of NMF on the same dataset. The

method chosen in this thesis may be less statistically robust, as it requires user input

to determine whether the generated basis images are ‘sensible’ representations of the

features in question. The use of the accompanying coefficient matrix as a means to

plot the time series behaviour of the basis images provided the ability to determine

order of occurrence of the key states, and also their approximate lifetimes. Non-

trivial behaviour involving four basis images, together representing two skyrmion

defects, was observed within this time series data. Both continuous and discontinu-

ous, correlated and anti-correlated behaviours were observed between the four basis

images, highlighting the complexity of structural variations involved in the transi-
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tions between two skyrmion defects.

The analysis work was followed by the implementation of pulsed magnetic fields

within the transmission electron microscope (TEM), to induce frustrated skyrmion

states using a bespoke microcoil device. Both the microcoil and current pulser de-

vices were designed and fabricated in with the intent to supply bi-directional mag-

netic field pulses of nanosecond duration and magnitudes of approximately 0.15

T. The implementation of these devices led to the generation of highly disordered

skyrmion states within the SkX, including high 5-7 defect density and a highly sym-

metric rare 5-5 defect. Furthermore, by combining the individual magnetic field

pulses from the microcoil with the static field increases provided by the TEM ob-

jective lens, it was possible to easily generate highly mixed skyrmion phases and sig-

nificantly frustrated, metastable regions. The kinds of magnetic state configurations

found here are similar to those previously observed in Refs. [7, 13], however the im-

ages obtained offer more clarity than those presented in Ref. [13]. Additionally, this

device provides a way of navigating the helimagnetic phase space in a controllable

manner, whereby the speed of the magnetic field pulses may be tuned to allow or

disallow large scale lattice reorientation. Furthermore, this highlights the ability to

generate a wide range of magnetic states through combining pulsed magnetic fields

(generated by the microcoil) with static magnetic fields (generated by the objective

lens).

The work contained within this chapter provides both experimental and analy-

sis tools for inducing and investigating skyrmion dynamic processes in detail. Un-

fortunately, due to instrument downtime, it was not possible to combine both the

fast-frame analysis and fast magnetic field pulses within this thesis. However, it is

expected that frame capture on the Merlin detector could be synced up with the

magnetic field pulses, in order to acquire images of the magnetic state during the

magnetic field pulse. Furthermore, calibration of the true strength of the magnetic

field pulses at the sample location as a function of supplied voltage is desirable. It is

expected that skyrmion lattice parameter variation may be used for this purpose, as

it varies as a function of magnetic field. Combined with frame acquisition triggered

by the magnetic field pulse, a series of images at different pulse voltages may be ac-

quired, and the skyrmion lattice parameter may then be measured and compared

with those acquired at known, static magnetic fields. Finally, it should be possible to

combine both magnetic field pulses and magnetic patterning of magnetic structures

to influence skyrmion lattice formation and dynamics.

Finally, in Chapter 6, a series of micromagnetic simulation studies were performed

on synthetic antiferromagnetic (SAF) multilayer skyrmion-hosting systems. The aim

of these studies was to provide insight into SAF skyrmion stability within different
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magnetic multilayer systems, given the technological relevance of SAF skyrmions for

devices as proposed in Refs [14, 15]. Additionally, the investigation of unbalanced

SAF systems, consisting of ferromagnetically coupled repeat units, was undertaken

to determine the feasibility of stabilising skyrmions within unbalanced SAFs. These

types of structures are important as they provide a means of generating magnetic

contrast in Lorentz TEM, and thus the ability to image SAF skyrmions in TEM exper-

iments. It was found that interlayer exchange coupling (IEC) was vitally important

in stabilising SAF skyrmions in unbalanced SAFs, due to the extended destabilising

effect of stray-field interactions. Furthermore, it was shown that experimentally fea-

sible values of IEC were sufficient to stabilise skyrmions in both balanced, and unbal-

anced multilayer SAFs. This work adds to the studies already undertaken in Ref. [16],

except that the present work takes into account the effect of demagnetising interac-

tions between ferromagnetic layers by explicitly simulating each magnetic layer.

Next, the micromagnetic simulations of SAFs were extended to include the effects

of molecular-metal interfaces. Such interfaces have been experimentally shown to

provide enhanced or otherwise modified magnetic properties, and thus a potential

to be included in magnetic multilayer systems. Specifically, it has been shown in

Refs. [17, 18] that PMA is greatly enhanced at a Co/C60 interface. By introducing

further custom energy terms into the micromagnetic solver, the effect of a Co/C60

interface was investigated. This was accomplished through both non-explicit and

explicit simulation of the C60 layer in the micromagnetic simulations. It was found

that the anisotropy enhancing effect of the Co/C60 interface was sufficient to sta-

bilise SAF skyrmions without the need of exchange coupling to a separate biasing

layer. Furthermore, explicit simulation of the C60 layer led to non-trivial skyrmion

size behaviour due to the coupling between three distinct magnetic layers. The re-

sults obtained here are consistent with a similar effect reported in Ref. [19] for bubble

domains in a similar magnetic system.

The importance of tuning magnetic interactions for skyrmion stability through

multilayer engineering was thus demonstrated, and evidence was provided for lim-

ited SAF skyrmion stability in extended multilayers, due to demagnetising effects.

These studies provide a preliminary attempt to simulate complex SAF multilayer

structures, which host a wide range of magnetic interactions. Comparison with fu-

ture experiments will provide a means of tuning and improving the micromagnetic

models of SAF systems. Given that SAF skyrmions may only be simulated in Mu-

Max3 using custom code, it would be valuable to compare simulations of the kind

presented in this thesis with both analytical and perhaps atomistic models. Fur-

thermore, comparison with experimental studies with help to determine the valid-

ity and inform further simulations involving complex multilayer magnetic systems.

Nevertheless, the micromagnetic simulation studies presented herein demonstrate
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the richness of the accessible parameter space associated with skyrmion stability,

through magnetic/non-magnetic/organic multilayer engineering in future skyrmion

based information devices.
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