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Abstract

A vital component of visual word recognition is the decoding of orthography, the rules by which
language is transcribed from and to visual script. Literate humans demonstrate considerable
consistency in the timing and localisation of orthographic processing in the brain, with an early
occipitotemporal response showing robust sensitivity to orthographic information as early as
150 - 200 ms post-stimulus. It has been proposed that, consistent with mechanisms involved
in other visual perceptual processes, orthographic processing is sensitive to higher-level
information provided via top-down inputs. In this thesis, | investigate the degree to which
early orthographic processing is modulated by higher-level expectations for word forms
over unpredicted word forms that vary in their predictability. | focus on the N1 event-related
potential component observed in electroencephalography (EEG). Peaking around 170 ms, this
component has shown consistent sensitivity to orthographic information.

| present evidence from two EEG experiments probing the effect of predictions on
orthographic processing. In the first of these experiments, | examine the interaction between
task (lexical decision, semantic categorisation) and stimulus (category-relevant words,
category-irrelevant words, pseudowords, nonwords). | replicate findings of sensitivity to
orthography in the N1, and, consistent with previous research, find evidence for a general
effect of task on processing during the N1. However, | observe a lack of selective sensitivity
for category-relevant word forms in the semantic categorisation task, where such a finding
would advocate category-level top-down modulation of the N1. | argue that a sensitivity to
higher-level predictions in orthographic processing would require a transcoding of information
from semantic to orthographic representations, which would be necessarily computationally
lossy and entail a loss of specificity in predictions. As a result, selective sensitivity to predicted
word forms may only be expected when predictions are more targeted, such that they maximise
the specificity of any predictions for orthographic input.

In the second EEG experiment | show that, indeed, when predictions are more targeted,
for specific word forms, an effect of prediction is observed in the N1. | employ a picture-word
verification paradigm to induce participants to generate strong predictions for upcoming words.
| show an interaction between picture-word congruency and predictability, where predictability
negatively predicts N1 amplitudes for picture-congruent words, and positively predicts N1
amplitudes for picture-incongruent words. | argue that these findings are inconsistent with
typical predictive coding accounts, in which predicted orthographic information is "explained
away" such that activity scales with prediction error, but support an account in which top-down
modulation results in a "sharpened" sensitivity to predicted orthographic features, such that
activity scales with prediction congruency. | suggest that the development and testing of
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computational models of orthographic processing can better delineate the specific mechanisms
by which top-down contributions influence orthographic processing.

A vital component of any model of orthographic processing is a description of orthography
and orthographic similarity. | argue that orthographic similarity is particularly relevant to
descriptions of how top-down modulation influences orthographic processing - whether
responses are "explained away" or "sharpened", the degree to which predictions modulate
neural activity associated with orthographic processing should correlate with the similarity
between the predicted and presented word form. Orthographic Levenshtein distance, the
current gold-standard measure of orthographic similarity in alphabetic orthographies, by
default overlooks sub-character complexities. In work in this thesis, | develop and validate a
sub-character measure of orthographic similarity, showing that its performance in predicting
behavioural and neural correlates of visual word recognition, including the N1 component in
EEG, can elucidate and better explain sensitivity to sub-character features of orthography.

| additionally describe and validate methodological approaches that can improve
experimental design and statistical inference in the research area. Specifically, | describe an R
package | developed, LexOPS, that provides a formalisation of an item-matching approach that
is flexible and reproducible. Such item-wise matching of factorial conditions is a key component
of experimental design in visual word recognition research, as well as in other areas of
psychological science. | also describe a formalised distribution-wise approach to matching
that can be integrated with the item-wise approach implemented in LexOPS. | apply the
item-wise and distribution-wise approaches to matching in stimulus design of the experiments
reported in this thesis. Another key component of psychological research that | examine is
the norming of items on subjective Likert ratings. Work in this thesis demonstrates, via Monte
Carlo simulations, that a statistical approach that appropriately accounts for the hierarchical
and ordinal nature of rating norming studies’ data, drawing inferences from cumulative-link
mixed-effects models, can more accurately and meaningfully summarise rating norms. |
demonstrate the improvements conferred by this approach on existing datasets, including
normed ratings of perceived orthographic similarity.

This thesis combines multiple complementary approaches to provide insight into the
processing of orthography in visual word recognition, and the degree to which such processing
may be sensitive to top-down contributions. | provide in-depth experimental evidence and
methodological developments that can inform and equip future research and computational
models of orthographic processing in the brain.
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Chapter 1

General Introduction

1.1 Introduction

The written word is a visual symbolic representation of language that supports efficient and
precise storage and transmission of information. Cognitively, reading and writing necessarily
involve flexible coordination of processes spanning a range of human faculties, including visual,
language, motor, and attentional domains. One essential process, if readers are to decode
written language, is the accurate perception and recognition of words and their sublexical
components in incoming visual information, i.e., visual word recognition. For words’ meanings to
be accessed and processed, readers must decode the orthography of written language, that is,
the rules of the visual script by which language is transcribed from and to visual representations.
The processing of orthography can be viewed as a form of expert perception that enables
readers to discriminate, for the case of English orthography, between over 20,000 known unique
word forms (Brysbaert et al., 2016) with remarkable speed, with normal reading averaging rates
of around 240 ms per word (Brysbaert, 2019).

Despite the clear perceptual expertise that reading demands, written transcription of
language is a recent human invention. Rather than a sudden innovation, the invention of
writing systems likely emerged through a gradual progression from pictorial, ideographic,
mnemonic, and mathematical figures (e.g., X. Li et al.,[2003}; Locke, |[1912; Walker, |1987) before
scripts were capable of representing natural language. Nevertheless, archaeological evidence
for even the simplest proto-writing is confined to the past 10,000 years of human history,
while anatomically modern humans have existed for around 200-300 thousand years. On an
evolutionary timescale, then, visual word recognition is a very recent cognitive phenomenon,
with limited direct survival or reproductive value. It follows that humans are very unlikely to have
evolved dedicated neural circuitry for the specific processes involved in visual word recognition
(Dehaene & Dehaene-Lambertz, |2016). Contrast visual word recognition with a cognitive
process requiring similarly expert visual perception: face recognition. Evidence shows that
the timing and localisation of early visual word and face processing is highly similar (Goodale
& Milner, 1992 Rossion et al., [2003), and it has been suggested that they are accomplished
and supported by similar neural mechanisms (Kay & Yeatman, [2017; Price & Devlin, 2011).
However, the evolutionary value of accurate intra-species face recognition in primates extends
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far beyond the homo genus, supporting a range of complex social interactions across primates.
Chimpanzees, whose last common ancestor with modern humans lived 4-12 million years
ago, show neural mechanisms for face processing in the fusiform gyrus homologous to those
of humans (Parr et al., 2009). Evidence for some degree of such perceptual organisation
being inherent, rather than learned, is seen in the behavioural preferences of both human
and monkey newborns, such as a preference for face-like images or patterns of dots (Goren
et al., [1975; Kuwahata et al., [2004; Sugita, 2008; Valenza et al., |1996). An analogous innate
preference for alphabet-, cuneiform-, or hanzi-like characters, over non-character control
patterns, would be very surprising indeed. Writing systems have existed, and have been
perceptually relevant, for a small fraction of the time that faces have. Furthermore, unlike faces,
that show consistent geometric regularity as ovoids with predictable locations of and distances
between features, orthographic characters can vary considerably in their geometry, within and
between writing systems, and across time as writing systems develop. In sum, it would be
computationally difficult, and evolutionarily implausible, for humans to have evolved innate
neural organisation specifically for visual word recognition.

How, then, do humans achieve this feat so successfully? As this introduction will show,
evidence suggests that humans are utilising neural substrates which, although they did not
evolve for orthographic processing, are conveniently placed for abstracting orthography from
sensory input and bridging it with language and higher-level circuitry. An additional feature that
may characterise human orthographic processing, and account for the efficiency with which
humans can read, is a sensitivity to top-down modulation, permitting flexible and fast processing
in a context-dependent manner. Here, it is proposed that higher-level attentional, language, and
executive functions guide early orthographic processing via general or targeted predictions of
upcoming content. | begin by defining orthography and reviewing evidence for where and when
orthography is processed, focusing on early occipitotemporal activity. | then examine the degree
to which evidence suggests such occipitotemporal processing of orthography may be sensitive
to top-down modulation. Finally, | introduce the methodological approaches | have developed
and applied throughout this thesis, and present an outline of the thesis’ chapters.

1.2 Defining Orthography

Orthography refers to conventions in the representation of language in a written or printed
form. The building blocks of orthography are individual graphemes that represent language
by each encoding one or many sublexical or lexical features, which can be combined to
form progressively larger orthographic units, like morphemes, character N-grams, and word
forms. The granularity of information that graphemes represent differs across writing systems.
For instance, the characters of alphabetic orthographies typically encode spoken language
at the level of phonemes, while writing systems like Chinese characters mostly encode
information at the level of syllables. Nevertheless, the features encoded by orthography are
almost always phonological in nature, even when the graphemes are logographic (i.e., each
character represents an individual word), as Chinese characters are. Indeed, although they
vary in the transparency of this orthography-phonology relationship (Katz & Frost, [1992), most
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orthographies serve to represent spoken language. Writing systems that represent concepts
entirely independently of spoken language are very rare, and very limited in their range
of expression (Sampson, 2016). In transcribing spoken language, orthographies therefore
reproduce many of its features. As an example, one central feature of spoken language,
and therefore of written language, is its ordinal nature. Changing the order of characters,
word forms, or phrasal components can dramatically alter, or destroy, the intended meaning
of language, just as it would for the spoken language counterparts of such linguistic units.
Consequently, writing systems must include rules dictating the order in which orthographic
components are to be read and combined, such as left-to-right and top-to-bottom, to convey
their intended meaning.

To summarise, orthography refers to rules by which phonetic components of spoken
language are transcribed into visual word forms as lexical graphemes, or else via sublexical
graphemes that can then be combined to produce individual word forms. These word forms
can then be further combined ordinally to represent natural language, reproducing features of
the spoken language that orthographies transcribe.

1.3 The "Visual Word Form Area'" and the N1

Given the implausibility of orthography-dedicated neural substrates arising from evolutionary
pressures, it is at first glance surprising that literate humans show a high degree of
homogeneity in the neural processing of visual word forms. In particular, an area in the left
ventral occipitotemporal cortex (vOT) of the fusiform gyrus, not anatomically distant from
other regions implicated in expert visual object perception and recognition (Goodale & Milner,
1992), has been consistently implicated in orthographic processing (Cohen & Dehaene,
2004; Dehaene & Cohen, 2011; McCandliss et al., 2003; Petersen et al., (1988} Price, 2012;
White et al., [2019). Containing a region sometimes referred to as the visual word form area
(VWFA), vOT shows robust sensitivity to visually presented words (Cohen & Dehaene, 2004;
Price, 2012). Furthermore, this region is known to be functionally implicated in reading and
visual word recognition, as opposed to showing epiphenomenal activation, as demonstrated in
studies of participants with lesions to vOT, who consistently show alexia (Cohen & Dehaene,
2004; Turkeltaub et al., 2014; Wilson et al., 2013).

Readers also show striking similarity in the timing of orthographic processing. The first
negative-going event-related potential (ERP) component observed in electroencephalography
(EEG) signals, following word presentation, is consistently associated with the processing of
orthographic features of word forms (Bentin et al., [1999; Ling et al., [2019; Maurer, Brandeis,
et al., 2005 Maurer, Zevin, et al., 2008; Pleisch et al., 2019). The magnetoencephalography
(MEG) counterpart to the N1, the M170, shows similar timing and topography, and a comparable
sensitivity to orthographic and morphological features (Hsu et al., 2011, Lewis et al., |2011;
Solomyak & Marantz, 2010; Zweig & Pylkkanen, [2009). In EEG research, this largely left-
lateralised ERP component has been referred to by two names: as the N1, reflecting its ordinal
status as the first negative-going component, and as the N170 (or M170 in MEG), reflecting
the approximate timing of its peak in milliseconds. In this thesis, | refer to this ERP component,
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when it is observed in EEG, as the N1, due to variability in the peak’s timing across studies,
individuals, groups with different reading experience, scalp locations, and stimulus features
(Brem et al., [2009; Fan et al., 2015 Maurer, Rossion, et al., 2008, see also results of chapters
4 and[5).

Although the N1 is mostly observed as a left-lateralised occipitotemporal ERP component,
some studies report an N1 component with a similar pre-200 ms peak, but with anterior
topography. This component has also been referred to as the early left anterior negativity
(ELAN; Friederici, [2002; Lee et al., [2012; Neville et al., [1991). Although there are exceptions
(e.g., Lau et al., 2006), whereas the posterior N1 is typically observed in studies using global
average, the ELAN is typically observed in studies using a mastoid reference (Nieuwland,
2019). One interpretation of the ELAN, given its similar timing to the posterior N1, is that
it is the same component as the posterior N1, with its topography altered by the use of a
different reference system. A similar effect is observed for the N170 component elicited by
faces, whose topography is highly dependent on the referencing method used, observed as a
posterior negativity with an average reference, or an anterior positivity with a mastoid reference
(Joyce & Rossion, 2005). However, this explanation of the ELAN fails to explain the purported
sensitivity of the component to syntax, rather than the sensitivity to orthography associated
with the posterior N1 (Friederici & Weissenborn, 2007, Neville et al., |1991), and why the
ELAN remains negative rather than reversing in polarity (Joyce & Rossion, 2005). In addition
to topographical disparities with the posterior N1, it is of note that the ELAN is more reliably
observed in response to auditory, rather than visual, stimuli (Steinhauer & Drury, 2012). While
ELAN components are observed in some reading studies, they are rare, and may reflect effects
carried over from preceding words’ ERPs such as the N400 or P600 (Steinhauer & Drury,
2012). Given the apparent differences between the N1 and ELAN, and the ELAN’s lack of
sensitivity to orthography, | focus on the posterior, occipitotemporal N1 in this thesis.

It is quite likely that the occipitotemporal N1’s neural generator is the area identified
as the VWFA, which shows similar sensitivity to orthographic features, and a comparable
developmental trajectory (Brem et al., 2006} Pleisch et al., 2019; J. Zhao et al., 2014, c.f. Brem
et al., 2009). Indeed, a range of evidence suggests that the N1 and M170 originate in an area
of the left occiptotemporal cortex that largely aligns with the purported location of the VWFA in
vOT. Such evidence is observed in source localisation of M/EEG (Brem et al., 2009; Maurer,
Brem, et al., 2005 Parviainen et al., [2006; Taha et al., 2013, Xiang et al., [2019; Zweig &
Pylkk&nen, 2009), as well as in studies that have combined M/EEG with fMRI methodologies
(Cohen et al., 2000; Dale et al., [2000; Pleisch et al., [2019) or have measured EEG responses
of vOT intracranially (Allison et al., (1994} Nobre et al., (1994 Whaley et al., |2016; Woolnough
et al.,, 2021). In sum, research shows that an early, occipitotemporal response to visual word
forms is involved in the processing of orthography.

1.4 Neural Recycling and Visual Word Form Specificity

If humans are unlikely to have evolved orthography-specific neural circuitry, why is it that humans
show such consistency in the timing and location of orthographic processing? One plausible
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explanation is that humans are re-purposing, or "recycling”, neural circuitry that has features
convenient for the representation and decoding of visual word forms (Dehaene & Cohen, 2007,
2011). According to such an account, sensitivity to orthography arises through experience,
utilising neural substrates that would otherwise be involved in processes that are unrelated,
though perhaps computationally analogous. There is broad agreement with some version of
the neural recycling hypothesis, though the extent to which this renders the VWFA a misnomer,
because it is not necessarily visual, or even not necessarily word-form-related, persists as a
subject of debate.

1.4.1 Visual Processing of Orthography

The location of the VWFA in vOT places it in close proximity to higher-level visual areas,
especially those on the ventral visual stream putatively associated with object recognition
(Goodale & Milner, [1992). Similarly, the timing of the N1 is consistent with rapid processing
of visual information. These spatial and temporal features concord with the visual nature of
orthographic processing, which can be viewed as a form of expert visual perception akin to
other occipitotemporal processes like face or tool recognition (Grill-Spector & Malach, 2004).
Indeed, sensitivity to orthographic features of word forms scales with reading experience and
ability, for both vOT activity and N1 amplitude (Brem et al., 2006, Brem et al., 2018; Dehaene
et al., 2010} Dehaene-Lambertz et al., 2018|; Pleisch et al., 2019; Varga et al., 2020} J. Zhao
et al., 2014). An additional feature of the VWFA’s location is that it shows projections into
(Bouhali et al., 2014), and functional connectivity with (Vogel et al., 2012; W. Zhou et al.,
2016), frontal and perisylvian areas associated with language and attention - more so than the
regions that surround it. Furthermore, rather than developing during or after literacy acquisition,
such projections even exist prior to language acquisition, observable from just a week after
birth (J. Li et al., 2020), though literacy acquisition appears to strengthen these connections
(Lépez-Barroso et al., [2020; Moulton et al., 2019). Localisation of the VWFA in vOT differs
somewhat between individuals, and its specific location in literate children can be predicted
from the patterns of connectivity of candidate locations in the fusiform gyrus that exist prior
to learning how to read (Saygin et al., 2016). As a result, it has been often proposed to be a
combination of the visual input to the VWFA, its location in the ventral visual stream utilised in
object recognition, and its functional connectivity to left-lateralised language areas that result
in the area developing sensitivity to orthography in the literate brain with such consistency
(Behrmann & Plaut, 2013; Dehaene & Dehaene-Lambertz, [2016).

Notably, regions in the ventral visual stream that are related to object recognition show a
degree of invariance in their response across colour, location, size, and orientation of objects
(Grill-Spector & Malach, [2004; Rust & DiCarlo, 2010). Intuitively, this largely concords with
what may be expected of orthographic processing, which must be achieved for words of varying
viewing conditions, locations, and typographies, and is ostensibly consistent with vOT’s location
in the ventral visual stream. Whether the orthographic processing that takes place in vOT
and during the N1 is invariant across such dimensions has therefore been a key question
for investigations into the area (Dehaene et al., |2005). Location invariance, i.e., consistent
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representation regardless of retinal position, was identified as a likely feature of the VWFA in
early investigations. For instance, it has been shown that the VWFA's response is invariant to
manipulations of which visual hemifield words are presented in (Cohen et al., 2000; Cohen
et al., [2002), with orthographic information in the left hemifield likely being conveyed from
the right visual cortex to the left vOT via the corpus callosum (Bouhali et al., [2014; Cohen
et al., 2000; McCandliss et al., 2003 Molko et al., [2002). Such an interhemispheric account
is consistent with the reduced sensitivity, and possibly delayed timing, of vOT’s response to
orthographic information that is presented in the contralateral hemifield (Rauschecker et al.,
2012, though EEG has failed to demonstrate timing or sensitivity differences, Takamiya et al.,
2020). However, it has also been shown that some positional information must be present in
the area identified as the VWFA. Rauschecker et al. showed that a support vector machine
classifier trained on multivariate patterns of VWFA activity, as measured by fMRI, was able to
decode a presented word form’s position in the visual field, both horizontally and vertically,
with accuracy above what would be expected by chance. This finding of retinotopy in the
VWFA was reconciled with earlier evidence for location-invariant orthographic processing by
suggestions that the VWFA'’s representations include retinotopic information in the first stages
of orthographic processing, that take place in more posterior regions, but that this information
is discarded as representations become progressively more abstracted from the visual input
(Hannagan & Grainger, 2013; J. S. Taylor et al., |2019), supported by evidence that posterior
regions of the VWFA are sensitive to positional information that the more anterior regions are
not (Dehaene et al.,[2004). As a result, evidence supports the emergence of location invariance
in vOT, as representations are abstracted from vision.

A second type of invariance that could be expected from the purported VWFA, if it is
responsible for orthographic processing, is an invariance to typography. While it is well known
that the VWFA and N1 are consistently sensitive to orthography across scripts and languages
(Bai et al., 2011; Fan et al., 2015; Gagl et al., 2020; Krafnick et al., 2016), this alone does
not necessarily mean that orthographic information is represented in the same manner, or
with the same sensitivity, across scripts and languages. Varying the typographic appearance
of word forms, while keeping the word, context, script, and language constant, can provide
insight into whether such linguistic information is abstracted from visual input in orthographic
representations. Indeed, some degree of invariance to typography should be expected for
orthography, given the variability that exists across a single writing system which readers of
that orthography are routinely required to negotiate. In addition to differences between fonts
(e.g., a vs. Q), in an alphabetic writing system a single word can be written using all lower-
or upper-case letters that bear only limited visual or geometric resemblance to one another
(e.g., barge vs. BARGE). Because upper-case graphemes are so typographically distinct from
their lower-case counterparts, while preserving phonemic and lexical identity, manipulation
of letter case has been common in studies of typographic invariance, with findings generally
demonstrating that the VWFA’s response is invariant to it. The VWFA shows activation in
response to word forms whether they are case-consistent or mixed-case (i.e., both window
and WiNdOw; Polk & Farah, 2002). Moreover, priming studies using the same word as prime
and target, but with varied letter case, show priming effects on the VWFA in both within- (i.e.,
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cat-cat or CAT-CAT) and cross-case (i.e., cat-CAT or CAT-cat) manipulations (Dehaene
et al., |2004; Dehaene et al., [2001), suggesting shared representation. More recent work,
utilising multivariate pattern analysis of fMRI to decode the information encoded by VWFA
representations, has further supported the hypothesis that the VWFA does not represent
the case of a given word, but represents information abstracted from the given typography.
Specifically, a classifier trained on the differences in activity patterns observed between
lower-case words and letter strings can also discriminate between upper-case words and letter
strings, whereas a classifier trained on the differences observed between lower-case and
upper-case words was unable to discriminate between lower- and upper-case strings of letters
(Lu et al., 2021). However, as with location invariance, typographic invariance may emerge
only in the more anterior regions of vOT. Z. Zhou, Vilis, et al. (2019) showed via a repetition
suppression paradigm that while the VWFA exhibits a response that is mostly font-invariant,
it also shows a limited degree of font sensitivity: whereas more anterior occipitotemporal
regions showed a font-invariant response specifically in the left hemisphere, more posterior
occipitotemporal regions showed font sensitivity bilaterally. Notwithstanding an additional
finding of possible font invariance in early occipital regions (see [section 7.5), Zhou et al’s
findings are largely consistent with evidence for posterior-to-anterior emergence of font
invariance in vOT. Indeed, a picture emerges of the VWFA as a region that processes visual
orthographic information with representations that become progressively more abstracted from
visual input as responses propagate anteriorly (Vinckier et al., 2007)), in a manner comparable
to, and reproducible within, the hierarchical organisation of neural networks (Hannagan et al.,
2021).

1.4.2 Meta-Modal Linguistic Processing

Thus far, vOT’s and the N1’s responses to visual linguistic input have been considered, but can
these neural phenomena be considered exclusively visual? In addition to visual word forms,
the VWFA also shows activation in response to spoken words in literate participants (Muneaux
& Ziegler, 2004}, Perre & Ziegler, 2008; Planton et al., 2019; Salverda & Tanenhaus, 2010).
Non-visual modalities are very unlikely to preserve the timing of vOT responses, such that an
auditory N1, at around 170 ms in vOT, would be very unlikely. Nevertheless, EEG evidence
suggests that there are influences of orthography on ERPs elicited by spoken language, within
the period of the N400 (Pattamadilok et al., 2011}, Perre et al., 2011 Zou et al., [2012) or even
earlier (Pattamadilok et al., [2014; Pattamadilok et al., [2011). Although it is unclear whether
orthography-phonology interactions in auditory word recognition are employed automatically or
strategically (Cutler et al., 2010}, Pattamadilok et al., [2014; Pattamadilok et al., 2011}, Planton
et al., |2019), such evidence has generally been interpreted in terms of a functionally relevant
recoding of spoken language into an orthographic code (Dehaene et al., 2002; Madec, Le
Goff, Anton, et al., 2016), facilitating auditory language comprehension. Indeed, Dehaene
et al. (2010) have shown that literate participants exhibit greater VWFA activation during
auditory word recognition than do illiterate participants, supporting the hypothesis that it
is orthographic information being activated. Such cortical reorganisation of oral language
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processing is plausible, consistent with behavioural evidence and findings of comparable neural
reorganisation in other areas that occurs after literacy acquisition (Dehaene et al., [2015), at
least when the orthography contains relevant phonemic information (Brennan et al., |2013).
However, more recent evidence has suggested that rather than spoken language being recoded
into orthographic information to be represented in the VWFA, the VWFA of literate participants
may encode spoken language in an auditory modality directly. Specifically, representational
similarity analysis suggests that both orthographic and phonological information is represented
in vOT (Qu et al., 2022; L. Zhao et al., [2017), with phonological similarities best predicting
vOT activity in more anterior regions, where representations are more abstracted from visual
input (J. S. Taylor et al., 2019). Investigating auditory representations in vOT more directly,
Pattamadilok et al. (2019) had participants complete a lexical decision task using both visual
and auditory modalities, with an adaptation to either modality preceding each trial, in a 2
(auditory/visual adaptation) x 2 (auditory/visual stimulus) x 2 (word/nonword lexicality) x 2
(left/right vOT stimulation) design. Here, TMS was applied to vOT during stimulus presentation,
with the right vOT stimulation employed as a control condition. When adaptation and stimulus
modality matched, TMS to the left vOT had a facilitatory effect on lexical decision response
times, as would be expected if the adaptation period depressed the neurons responding to
that modality, but facilitation across modalities was either much smaller or completely absent.
This suggests that distinct populations of neurons, within the area affected by TMS to left vOT,
encode language in distinct modalities. As a result, while the VWFA’s response to spoken
language may arise or increase alongside reading acquisition, it may in part represent the
auditory features of language directly in an auditory code. VWFA recruitment while decoding
language has also been shown to generalise to the decoding of language in an auditory script
(Striem-Amit et al., 2012), further highlighting the multimodal flexibility of the area. Moreover,
there is reason to believe that auditory information is not the only exception to the VWFA’s
ostensible visual specificity, as the area also shows sensitivity to language-related information
from other sensory modalities.

In addition to responding to visual word forms and spoken language, the area identified as
the VWFA appears to be sensitive to tactile linguistic information. Congenitally blind readers
of Braille who have been blind their whole lives show greater activation in a region of vOT that
overlaps strikingly with the VWFA of sighted readers, in response to real Braille words relative
to Braille nonwords (Blchel et al., [1998]; Reich et al., 2011). As in sighted individuals, the
anatomic location of the VWFA is highly consistent across and within blind Braille readers, and
is implicated most specifically in reading processes rather than language or sensory processing
more generally (Reich et al.,[2011). If the VWFA is assumed to be visual, then its recruitment in
Braille reading is particularly puzzling. It could be argued that participants who lost their sight
after having acquired visual reading are recoding tactile information into a visual orthographic
code, similar to the recoding account proposed to explain VWFA activation elicited by spoken
language (Dehaene et al., 2002), yet it is difficult to see how congenitally blind participants who
have never seen could be recoding tactile information into a visual code. It has therefore been
argued that the VWFA is not visual at all, but is rather meta-modal (Dehaene & Cohen, 2011}
Reich et al.,[2011), employed in computations that require the decoding of sensory information,
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across modalities, pertaining to shapes and patterns that have linguistic relevance. Such an
account can be considered an augmentation of the recycling hypothesis, suggesting that vOT’s
capacity for decoding linguistically relevant sensory input applies not only to the visual domain
but extends to multiple, possibly any, sensory modalities. The meta-modal account of vOT is
bolstered by evidence that blind readers of Braille represent both tactile and auditory linguistic
information in vOT, possibly in discrete neuronal populations (Dzigiel-Fivet et al., |2021), as
has been argued to be true of visual and auditory language processing in sighted readers
(Pattamadilok et al., [2019). To summarise, while the area of vOT identified as the VWFA is
mostly implicated in visual processing for sighted individuals, the region is seemingly sensitive
to language-relevant information across multiple modalities.

1.4.3 Non-Linguistic Processing

In addition to sensory exclusivity, it should also be examined whether the VWFA, and the
related N1, are only sensitive to information that is language-relevant, or whether they are also
functionally implicated in representation and processing of non-linguistic information. It has
been suggested that, indeed, reading acquisition may cause competition in occipitotemporal
regions between the perception of words, and the perception of objects or faces (Dehaene &
Cohen, 2007). The representation of objects or faces in the VWFA, in the literate or preliterate
brain, is certainly plausible: nearby regions are implicated in the perception of such stimuli
(Goodale & Milner, [1992), which require visual expertise that is arguably comparable to that
required for word recognition, and expert perception tasks like face perception result in ERPs
with similar topography and timing (Rossion et al., 2003). Furthermore, rather than vOT
responding preferentially to grapheme-like visual input (i.e., two-dimensional monochromatic
geometric patterns), the region is even involved in decoding linguistic information when the
linguistic units are images of objects such as houses (Martin et al., 2019).

Commonly cited as evidence for competition between word form processing and that of
objects or faces is the finding that literacy acquisition affects the lateralisation of face perception
in occipitotemporal regions. In both fMRI (Dehaene et al., 2010) and EEG (Dundas et al.,
2014), it has been found that literacy acquisition causes face perception to become more right-
lateralised, often interpreted as evidence that the development of left-lateralised sensitivity to
visual word forms prevents these neural populations from responding to faces (Dehaene et al.,
2015), as it is proposed that they may have done prior to literacy acquisition. Similarly, Centanni
et al. (2018)) found that, in children, the size of the region of the left fusiform cortex which is
sensitive to face stimuli (i.e., the left fusiform face area) is negatively correlated with the size
of the fusiform region sensitive to letters, indicative of competition leading to pruning of the left
fusiform face area. Feng et al. (2022) did not replicate this finding, though they did observe an
increase in right-lateralisation of the fusiform face response that occurred alongside an increase
in reading expertise. Direct evidence for online competition between face and word processing
has also been found. Fan et al. (2015) reported that the amplitude of N1 ERPs observed
in response to images of faces is reduced when the face stimuli are presented concurrently
alongside Chinese characters, with no such reduction observed when faces are presented next
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to unidentifiable Chinese characters. This implies some overlap and competition between the
neuronal populations responsible for processing faces and word forms.

Suggestions that literacy acquisition causes word form perception to compete with other
forms of perception for neural resources have been challenged more recently, however. For
instance, findings of literacy acquisition causing a redistribution of hemispheric organisation
in processes like face perception have been questioned, with Rossion and Lochy (2022)
pointing out that right-lateralisation of face processing emerges in infancy long before reading
acquisition, and arguing that there is only limited evidence for reading acquisition influencing
the degree of this lateralisation. Furthermore, if literacy acquisition does precipitate neural
competition with face and object processing, it does not seem to impede such processing. In a
study tracking the effect of literacy acquisition longitudinally, Dehaene-Lambertz et al. (2018)
found that while the preliterate vOT is clearly implicated in the perception of non-linguistic
objects, such as tools, houses, and faces, literacy acquisition does not reduce the area’s
sensitivity to such objects. Rather, literacy acquisition appears to cause vOT to increase
sensitivity to visual word forms, while maintaining its preliterate category-specific sensitivity
to other objects. This concords with behavioural (van Paridon et al., 2021) and ERP findings
(Pegado et al., 2014) showing that literacy acquisition does not impede object recognition
performance or sensitivity, but is in fact associated with small improvements.

If the VWFA is implicated in the processing of non-linguistic objects, what features does it
represent? There is some evidence that the region of vOT that the VWFA emerges in is involved
in processing dynamic motion of inanimate objects (Jastorff & Orban, [2009; Whitney et al.,
2019). Whitney et al. (2019) argue that the VWFA emerges in a region seemingly sensitive
to object motion because visual input in the early stages of reading acquisition, wherein
single-letter saccades cause word forms to make progressive movements in the visual field,
require processing that is computationally analogous to the perception of objects in dynamic
motion. This account is not necessarily inconsistent with suggestions of competition for neural
resources between orthographic processing and the processing of other objects, as many
forms of object perception could utilise and benefit from dynamic object motion representations
as orthographic processing may, consistent with vOT’s robust sensitivity to non-linguistic
visual categories (Dehaene-Lambertz et al., 2018 Whitney et al., [2019). It has also been
suggested that the VWFA region of vOT is functionally implicated in attentional processes. In
addition to robust connections with language networks (Bouhali et al., [2014; W. Zhou et al.,
2016), there is evidence that the VWFA has strong connections to the fronto-parietal attention
network (Bouhali et al., 2014; Vogel et al., 2012), which strengthen with reading acquisition
(Lopez-Barroso et al., [2020). Exploiting the high resolution and large sample size of the
Human Connectome Project, L. Chen et al. (2019) examined the structural and functional
connectivity between the VWFA and these networks in more detail. Notably, this included
robust connectivity with fronto-parietal regions, markedly with parts of the intraparietal sulcus,
which is implicated in visual attention and the coordination of perception and motor responses
like eye movements (Culham et al., |2006; Grefkes & Fink, 2005). Chen et al. also showed
robust connectivity between the VWFA and the middle temporal visual area (i.e., V5/MT+)
heavily implicated in motion perception, perhaps consistent with Whitney et al.’s account of vOT
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as an area that processes inanimate object motion. Moreover, Chen et al. demonstrated that
the VWFA'’s connections to language and attentional networks were distinct and independently
functionally relevant, predicting competency in behaviours associated with these networks
in a double dissociation. Specifically, connections to the language network predicted word
reading abilities and picture naming vocabulary, while connections with the attentional network
predicted competency in tasks utilising visuo-spatial attention, and attention connections did
not predict language abilities or vice-versa.

Findings suggesting that vOT is implicated in visual attentional processes or dynamic object
perception are not necessarily mutually exclusive, and could provide insight into why vOT
seems to be functionally relevant in language-irrelevant processing, such as making manual
manipulations (e.g., twisting vs. pouring) in response to images of action-relevant objects
(Phillips et al., [2002) and dynamic motion perception (Whitney et al., 2019). Such findings
may further augment the neural recycling hypothesis, as such attentional and visual processing
is likely to be functionally convenient for key aspects of reading behaviour and processing, such
as the control of eye movements and representation of orthography as a collection of visual
objects that consequently move across the retina (Whitney et al.,|2019).

1.4.4 Summary of vOT and its Word Form Specificity

To summarise, vOT shows, in sighted readers, robust sensitivity to the orthographic features
of visual word forms (Cohen et al., 2002 McCandliss et al., 2003; Price, 2012), with a
corresponding sensitivity in the N1 component (Bentin et al., (1999 Maurer, Brandeis,
et al., 2005). Moreover, consistent with the neural recycling hypothesis (Dehaene & Cohen,
2007), there is strong evidence that sensitivity to orthographic features in vOT develops
with literacy acquisition, rather than existing as an innate preference for grapheme-like
patterns. Nevertheless, it is clear that the region is much more flexible than the VWFA
name would suggest, showing sensitivity to information from non-visual modalities, and
possibly non-linguistic information. The involvement of vOT in a range of faculties, and across
multiple sensory modalities, has long led to calls for the role of the area, and accounts for its
involvement in visual word recognition, to be reconsidered (Price & Devlin, 2003). Although the
original conceptualisation of the neural recycling hypothesis, focusing on linguistic processing
of visual shapes, was somewhat limited, the general principle of cortical reuse appears to be
well-supported. Evidence for sensitivity to non-visual and non-linguistic information can be
used to inform a more flexible neural recycling hypothesis, in which the area is meta-modal,
and in which literacy acquisition does not necessarily lead to impairments in non-orthographic
vOT processes (Dehaene-Lambertz et al., 2018). Indeed, there have been recent calls to
describe vOT in terms of its general processing mechanisms and the forms of computation that
it supports, rather than its specificity for a single task or type of stimulus (Kay & Yeatman, 2017
Vogel et al., 2014), to provide an account consistent with the area’s flexibility. An emerging
account of vOT that satisfies these criteria considers the area to be a site of interplay between
bottom-up and fop-down contributions (Price & Devlin, [2011).
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1.5 Top-Down Modulation of Orthographic Processing

It has been suggested that orthographic processing in vOT is underpinned by top-down
modulation of bottom-up sensory information processing. Such an account is consistent with
evidence that vOT’s representations are flexible and meta-modal; it has been suggested that
top-down modulation could underlie findings of flexibility and meta-modality in vOT such as
its sensitivity to phonological information (Dehaene & Cohen, [2011; Fischer-Baum et al.,
2017; Pattamadilok et al., |2011}; Planton et al., [2019}; S. Wang et al., 2022). In the interactive
account of vOT’s contributions to reading, Price and Devlin (2011) argued that the area is an
interface between bottom-up and top-down information, wherein abstraction of orthographic
features from sensory input is guided by top-down predictions. Accounts like the interactive
account of vOT (Price & Devlin, |2011), that permit top-down influences within a processing
hierarchy (Rauss & Pourtois, 2013), exist within a predictive coding framework. According to
such a framework, the brain utilises higher-level information to build, maintain, and continually
update a generative model (or hierarchical series of generative models) of sensory information
(Friston, 2010; Rao & Ballard, [1999). Such generative models are proposed to propagate
their predictions to lower-level areas to compare internally generated predictions to externally
generated sensory input. In the case of orthographic processing in vOT, this would comprise
predictions of visuo-spatial features in graphemes and word forms (Gagl et al., 2022; Price
& Devlin, 2011), with neural activity scaling with the size of the prediction error, defined as
the difference between backward-propagated predictions and forward-propagated sensory
information (Gagl et al., 2020; J. Zhao et al., 2019). According to the interactive account of vOT,
therefore, motivated to minimise prediction error (A. Clark, 2013; Friston, 2010; Walsh et al.,
2020), the reading system may learn to use higher-level processes to generate predictions
of upcoming content, and provide these to lower-level orthographic processes via top-down
contributions (Price & Devlin,|[2011).

To investigate effects of top-down modulation, it is important to define it. Top-down
modulation is a potentially broad term (Rauss & Pourtois, [2013). For instance, components
within orthographic processing, progressing from location- and typography-sensitive visual
information, to graphemic, and morphological levels of representation, may transfer information
locally via feedforward and feedbackward connections, as proposed by connectionist models
(e.g., McClelland & Rumelhart, |[1981). Findings have supported the notion that such interactive
processing hierarchies exist and function as predicted by a predictive coding account. For
instance, Gagl et al. (2020), have shown that orthographic prediction error, calculated as the
pixel-wise distance between a presented word form and the orthography’s average word form,
predicts N1 amplitude, and fMRI activity in multiple regions including an area close to vOT.
Similarly, J. Zhao et al. (2019) showed that in developing readers of Chinese script, bottom-up
orthographic regularity interacts with their ability in reading and lexical classification to predict
N1 amplitude, with amplitude in the N1, interpreted as indicative of top-down modulation,
becoming less extreme as word recognition ability improves. Such findings provide support
for a predictive coding account of orthographic processing, and a likely influence of top-down
modulation. However, it has been argued that such findings should not be considered evidence
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for top-down modulation unless they also demonstrate an influence of processes outside
of the sensory domain or brain region in question (Barlow, 1997; Rauss & Pourtois, 2013).
The average word forms used by Gagl et al. (2020), and the lexical classification ability of
developing Chinese readers tested by J. Zhao et al. (2019), were context-irrelevant, and so the
finding of sensitivity to orthographic error does not necessarily support the notion that predictive
coding in orthographic processing is sensitive to top-down modulation. Instead, it is possible
that predictions are formed and tested entirely within lower-level orthographic processing
mechanisms, without higher-level input. As a result, top-down modulation of orthography can
be defined as the direct influence of higher-level non-orthographic processes on lower-level
orthographic processing, bypassing intermediary stages in the processing hierarchy (Barlow,
1997 Rauss & Pourtois, 2013). Examples of such higher-level non-orthographic information
include the broader semantic or task context that a word form is presented within.

How plausible is it, then, that orthographic processing is sensitive to top-down modulation?
One aspect that should be considered is whether the brain’s anatomical connections
could support top-down modulation. Notably, vOT shows robust anatomical and functional
connectivity with frontoparietal areas (Bouhali et al., 2014} L. Chen et al., 2019; Vogel et al.,
2012), including attention networks and prefrontal regions causally implicated in the top-down
modulation of sensory processing (Gilbert & Li, 2013). Findings also suggest that these
connections between vOT and frontoparietal areas influence the early processing necessary
for word recognition: evidence from MEG and intracranial EEG suggests that frontoparietal
regions influence vOT activity in some manner earlier than 200 ms after stimulus presentation
(Whaley et al., 2016 Woodhead et al., 2014), within the timeframe of the N1. The plausibility
of top-down modulation of such early occipitotemporal processing is further supported by
evidence for top-down modulation in correlates of visual perceptional processes comparable in
latency and localisation. For instance, research has shown sensitivity to top-down modulation
in the N1 (N170) associated with face processing (Blau et al., [2007; Dou et al., 2021}
Mattavelli et al.,|[2013; Rousselet et al., [2011; Wieser & Brosch, 2012), vOT activity during face
perception (Kay & Yeatman, 2017), and the N1 observed during object recognition (Maier &
Abdel Rahman, [2019; Rose et al.,[2005). The notion that readers maintain a generative model
of upcoming content capable of influencing multiple levels of representation has also been
argued to be well supported by research on predictability (Kuperberg & Jaeger, 2016)), though
the nature and scope of such a predictive system is widely debated (Altmann & Mirkovi¢,
2009; Huettig, 2015} Pickering & Gambi, |2018). Arguments against such predictive processes
influencing reading have often contended that naturalistic text is not predictable enough to
support predictions of it (Huettig & Mani, 2016). However, while average predictability in
naturalistic texts tends to be low, highly biasing contexts do occur rarely, but consistently, with
robust facilitative effects on reading behaviours like eye movements (Bianchi et al., 2020;
Luke & Christianson, 2016} 2018; Rayner, 1998|, Staub, [2015). Further, when specific word
forms cannot be predicted, morphological features may still be highly predictable, and may
also benefit from orthographic predictions (Lopukhina et al., 2021; Luke & Christianson, 2015,
2018), while non-linguistic information such as visual aids, existing knowledge of the text, and
task demands other than reading for comprehension (e.g., skimming a text for specific words
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or phrases; Rayner et al., 2016) may provide additional context to reading processes beyond
the direct predictability of the text.

The extent to which higher-level, non-orthographic processes can modulate early,
lower-level orthographic processing is the focus of this thesis. While research suggests that
top-down modulation of orthographic processing is certainly plausible, the extent to which early
orthographic processing is causally influenced by such contributions is not unequivocal. To
demonstrate causality in effects of predictability, researchers must manipulate the degree of
top-down modulation that participants employ in reading processes, while controlling for other
factors. In some domains of cognitive research, researchers can interfere with processing in
regions involved in top-down processes to demonstrate a causal role, such as with transcranial
magnetic stimulation (e.g., Feredoes et al., [2011; Mattavelli et al., 2013}, Zanto et al., 2011).
Such an approach would make demonstration of causality in language processing difficult: the
frontoparietal network involved in attentional and executive processes covers a broad network
of regions of the brain (Gilbert & Li, 2013), and regions close to or within this network are likely
involved in language processes unrelated to top-down modulation of orthographic processing.
As a result, researchers instead tend to investigate the causal role of top-down modulation
on orthographic processing with methodological paradigms that intend to differentially bias
participants’ orthographic predictions, while controlling for bottom-up features. Causal
interpretation of such evidence additionally requires consideration of the kinds of insights that
can be gained from the selected neuroimaging method.

1.5.1 Questions Permitted by Temporal and Spatial Perspectives

Top-down modulation of orthographic processing has long been proposed to be a vital
component in cognitive models of reading (Neisser, [1967), allowing acquired knowledge about
written language to inform perceptions of it (Rumelhart, [1977). Indeed, the interactive account
of vOT shares key features with connectionist models of word recognition like the interactive
activation model (McClelland & Rumelhart, (1981), such as a continual interaction between
processing levels (or brain regions) to permit feedforward and feedbackward synthesis. Such
cognitive models, although often inspired by principles of neural organisation (Rumelhart,
1989), were principally developed to account for behavioural observations like lexical decision
response times (Norris, 2013). With neuroimaging techniques like M/EEG and fMRI, however,
researchers can delineate the neural dynamics of such top-down modulation, restricting the
search to specific time frames or brain regions. This allows the development and testing of
temporally and spatially constrained models of specific neural processes involved in visual word
recognition (e.g., Gagl et al., [2022; Kay & Yeatman, 2017}, Price & Devlin, [2011). Whether a
given investigation provides insight into spatial or temporal aspects of orthographic processing
depends largely on which neuroimaging method is applied. For instance, the millisecond-level
temporal resolution afforded by M/EEG allows researchers to delineate the timing of cognitive
processes, whereas the superior spatial resolution of fMRI can provide insight into their
location.

A spatial perspective can provide insight into the spatial dynamics of top-down modulation.
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For instance, fMRI could demonstrate that a low-level region shows sensitivity to higher-level
information that cannot be inferred from a stimulus’ low level features. Analyses could also
probe the representational nature of this sensitivity (Kriegeskorte et al.,2008)), to examine which
features of higher-level information are encoded in lower-level regions, and the extent to which
lower-level representations encode the same information as higher-level regions. Furthermore,
by analysing functional connectivity, a spatial perspective can delineate the dynamics of how
information is communicated between regions to permit top-down modulation (e.g., L. Chen
et al., 2019), including identifying which regions the higher-level information is projected from.
However, the haemodynamic response, underlying the blood-oxygen-level-dependent signal
that fMRI records, is so slow (peaking several seconds post-stimulus) as to provide poor insight
into the timing of such interactions (S. G. Kim et al., [1997). Although sub-second resolution
can sometimes be achieved with fMRI through a variety of methodological techniques
(e.g., Buckner et al., [1996; Posse et al., 2012), it still provides far poorer resolution than
techniques like MEG and EEG, and interpretation is further obfuscated by variability in the
timing of the haemodynamic response across brain regions (Pfeuffer et al., 2003; Siero et al.,
2011). Functional near-infrared spectroscopy partially ameliorates such problems, but is
still temporally imprecise because of its reliance on the haemodynamic response. Activity
indexed by the haemodynamic response could potentially amalgamate multiple distinct events,
temporally discrete but spatially proximate. With such coarse temporal resolution, it is difficult
to ascertain the behavioural relevance of any top-down influence, as any representation of
higher-level information could emerge long after bottom-up orthographic processing has
occurred and may actually be contingent on word recognition having already been achieved.
Considering the speed at which humans can read and identify words (Brysbaert et al., 2019;
Hauk et al., |2012; Keuleers et al.,2012; Sereno & Rayner, |2000), the orthographic processing
necessary for word recognition must occur very quickly (Sereno et al., [1998), such that late
effects of higher-level information on orthographic processing, in regions like vOT, could be
irrelevant to initial word recognition (Hauk, 2016). Indeed, intracranial EEG recordings of
responses to words do suggest that, in addition to initial, early orthographic processing in
vOT, sensitivity to features like lexicality also emerge in the same (and in proximate) regions
hundreds of milliseconds later (Woolnough et al., 2021), possibly related to later feedback
from higher-level regions (Woodhead et al., 2014). Furthermore, because of the flexible
and meta-modal nature of the region, sensitivity to higher-level information in vOT could, in
later periods, even reflect the direct processing of higher-level non-orthographic information,
like the presented word’s phonology (Pattamadilok et al., 2019), rather than a modulation of
orthographic processing. Consequently, while a spatial perspective can provide insights into
the localisation of, and connective mechanisms underlying, top-down modulation, direct, online
evidence for behaviourally relevant top-down modulation of early orthographic processing
requires higher temporal resolution than that afforded by techniques like fMRI.

In contrast to the haemodynamic response recorded by fMRI, EEG measures changes
in the electrical currents of the brain, while MEG records the magnetic fields those currents
produce. Changes in these electrical currents reflect more directly the activity of neuronal
populations, affording far superior temporal resolution. With the millisecond-level res