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Abstract 

Dynamics of heat transfer and combusting flows has attracted increased attention 

in porous media in recent years. A growing number of technologies require 

prediction of unsteady forced convection in porous media when the inlet flow is 

unsteady. Also, in practical combustion systems fluctuations in the fuel flow rate 

can occur and result in flame destabilisation, in particular in lean and ultra-lean 

modes of operation. This is due to heat transfer being dominant in combusting 

flows in porous media. To address these challenges a joint numerical and 

experimental approach is adopted. 

A numerical study of heat convection response of a reticulated porous medium to 

the harmonic and ramp disturbances in the inlet flow is investigated taking a pore-

scale approach. The developed model consists of ten cylindrical obstacles aligned 

in a staggered arrangement with set isothermal boundary conditions. A few types 

of fluids, along with different values of porosity and Reynolds number, are 

considered. Assuming laminar flow, the system is first modulated by sine waves 

superimposed on the inlet flow velocity, and the spatio-temporal responses of the 

flow and temperature fields are calculated. The results are then utilised to assess 

the linearity of the thermal response represented by the Nusselt number on the 

obstacles. In general, it is found that for low Reynolds numbers, the dynamics of 

heat convection can be predicted decently by taking a transfer function approach. 

However, the dynamical relations between the inlet flow fluctuations as the input 

and those of Nusselt number as the output, can be non-linear. Second, the thermal 

system is subject to a ramp disturbance superimposed on the entrance flow 

temperature/velocity. A response lag ratio (RLR) is defined to further characterise 

the transient response of the system. The results reveal that an increase in 

amplitude increases the RLR and interestingly, the Reynolds number has almost 

negligible effects upon RLR.  

An experimental investigation is undertaken to examine the response of ultra-lean 

flames, stabilised in a porous burner, to the fluctuations imposed on the fuel flow 

rate. The employed porous burner includes layers of silicon carbide porous foam 

placed inside a quartz tube. The burner is equipped with a series of axially 
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arranged thermocouples and is imaged by a digital camera. The fuel streams are 

measured and controlled separately by programmable mass flow controllers, 

which impose sinusoidal fluctuations with variable amplitude and frequency on 

the steady flow. To replicate realistic fluctuations in the fuel flow rate, the period 

of oscillations is chosen to be in the order of minutes. The flame embedded in 

porous media is imaged while the fuel flow is modulated. First, methane and 

blends of methane and carbon dioxide (mimicking biogas) are mixed with air and 

then fed to the burner at equivalence ratios below 0.3. Amplitude of the flame 

oscillations for methane is found to be higher than that for biogas. Further, it is 

observed that exposure of the burner to the fuel fluctuations for a long time (180s) 

eventually results in flame destabilisation. In a separate set of experiments, the 

hydrogen and methane blends are premixed with air at equivalence ratios below 

0.275 and fed to the porous burner. It is found that fuel mixtures are noted to be 

rather insensitive to hydrogen flow fluctuation with a modulation amplitude below 

30% of the steady flow. This study reveals the strong effects of unsteady heat 

transfer in porous media upon the fluctuations in flame position. 
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Nomenclature 

𝑎𝑓 sinusoidal amplitude = (𝑚𝑎𝑥. 𝑠𝑖𝑛(2𝜋 ∙ 𝑓 ∙ 𝑡) − 𝑚𝑖𝑛. 𝑠𝑖𝑛(2𝜋 ∙ 𝑓 ∙ 𝑡))/2 

𝑎𝑟 ramp amplitude = 𝑚𝑎𝑥. 𝑢 − 𝑚𝑖𝑛. 𝑢 
𝑐𝑝 specific heat capacity (J K-1 kg-1) 

𝐶 capacitance (F) 
𝑑 obstacle distance from the inlet (m) 
𝐷 obstacle diameter (m) 
𝑓 frequency (Hz) 
ℱ Fourier transform 
ℎ𝑜 external heat loss coefficient (W m-2 K-1) 
𝐻 height (m) 
𝑘 thermal conductivity (W K-1 m-1) 
𝑙 length (m) 
�̇� mass flow rate (kg s-1) 
𝑚 mass (kg) 
𝑛 Euclidean distance of the normalized Nusselt number at each 

obstacle 

𝑁𝑢 Nusselt number (-) 
𝑜 Discrete Fourier transform single sided amplitude spectrum of the 

normalized Nusselt number at each obstacle 
𝑝 pressure (Pa) 
𝑃 thermal power (kW) 
𝑃𝑒 Peclet number (-) 
𝑃𝑟 Prandtl number (-) 
𝑞” heat flux (W m-2) 
𝑅 resistance (Ω) 
𝑅𝑒 Reynolds number (-) 
𝑆𝑡 (𝑓 ∙ 𝐷)/𝑢 
𝑡 time/period (s) 
𝑇 temperature (K) 
𝑢 flow velocity (m s-1) 
𝑢𝑚 mixture velocity = air and fuel flow velocity (m s-1) 
𝑋𝐶 capacitive reactance (Ω) 

Greek Symbols 

𝜇 dynamic viscosity (kg m-1 s-1) 
𝜀 porosity 
𝜌 density (kg m-3) 
𝜑 phase 
𝜙 Equivalence ratio 
𝜔 angular frequency (rad s-1) 
𝛿 measure of non-linearity 
𝜓 temperature/velocity 
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Superscript 

  ̅ mean 

Subscripts 

amb ambient 
delay delay 

c cut-off  
D based on Darcy 
f fluid 
i obstacle number 
in inlet 
L based on obstacle diameter size 
ramp function of ramp 
ref reference 
x, y, z Cartesian coordinates 

Abbreviations 

𝐴𝑙2𝑂3 alumina 
CO carbon monoxide 
𝐶𝑂2 carbon dioxide 
𝐶𝐻4 methane 

𝐻2𝑂 water vapour 
LHV lower heating value 
MFC mass flow controller 
𝑝𝑝𝑖 pores per inch 

𝑝𝑝𝑐𝑚 pores per centimetre 
ppm parts per million 
NO nitric oxide 
𝑁𝑂𝑥 nitrogen oxides 
𝑂3 ozone 
𝑅𝐸𝑉 representative elementary volume 
𝑅𝐺𝐵 red green blue 
SiC silicon carbide 
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Chapter 1 Introduction 

Climate change remains one of the world’s leading problems since the late 20th 

century [1] . This global crisis has substantially affected the complex architecture 

of numerous ecosystems resulting in the extinction of multiple species  

[2]. Climate change is defined as ‘an alteration in global or regional climate 

patterns, mainly associated with raised levels of atmospheric carbon dioxide 

(CO2)’ [3]. The surge of CO2 in the earth’s atmosphere alongside variation in 

temperature and rainfall, negatively impacts forest cover, leading to a gradual 

inevitable decline in human well-being [4]. 

Figure 1-1: (a) Variation in global surface temperature as reconstructed and 
observed (b) Variation in global surface temperature as observed and simulated 

[5]. 

Greenhouse gases have a direct effect on the formation of climates [6]. The 

former are essential in ensuring that the temperature of the earth is suitable for 

human life [7]. The greenhouse gas effect phenomenon primarily materialises 

from gases such as carbon dioxide (CO2), methane (CH4), water vapour (H2O), 

nitric oxide (NO), and ozone (O3) [8]. In the absence of greenhouse gases, heat 

released by the earth from its surface into the atmosphere would result in 

inhabitable freezing temperatures. However, in reality only a portion of heat is 

absorbed, with most of the heat being transmitted back to earth, thus leading to 

an increase in the temperature of earth’s surface [9] (Figure 1-1). A contributing 

factor to climate change is the upward trend of energy consumption. Other 

problems that have developed include an increase in air pollution, melting of 
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glaciers and rise in ocean levels – threatening countries to be submerged under 

water in the near future [10]. Fresh water resources will also become under threat 

with the rise in ocean levels [11]. 

1.1 Climate change mitigation 

The concept of climate change mitigation is any action taken to mitigate global 

warming or halt any of its related effects [12]. Climate change mitigation 

techniques can be categorised into three primary methods. The first method 

includes the use of technology and practices to lessen CO2 emissions [13] [14]. 

This can include utilising nuclear power, renewable energy, and the use of carbon 

neutral fuels. Most of these are seasoned technologies and carry a low-level 

managed risk. 

However, the second method employs technology and processes that have been 

newly offered. They function to seize and isolate CO2 in the atmosphere and are 

commonly known as “negative emissions technologies” [15]. Such carbon dioxide 

removal methods can include enhanced weathering, carbon capture and storage, 

afforestation, ocean enhancement and mineral carbonation [16] [17] [18]. 

Lastly, the third method entails changing the earth’s radiation balance by 

controlling the solar and planetary radiation. The most important aim is to reduce 

temperature or to keep it constant and this can be accomplished with no 

modifications to greenhouse gas concentrations in the atmosphere [19]. This 

method includes, cirrus cloud thinning, marine sky brightening and numerous 

radiation control techniques [20]. Many of these processes and techniques are 

either at the testing phase or are surrounded by ambiguity and high risk with 

regards to a comprehensive operation [21]. The three methods for climate change 

mitigation are illustrated in Figure 1-2. 
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Figure 1-2: The three primary methods deployed for climate change mitigation. 

UK greenhouse gas emissions have predominately seen a decline since the year 

1990 (Figure 1-3). CO2 emissions in particular were conditionally projected to 

reduce by approximately 11% in 2020 since 2019, along with overall greenhouse 

gas emissions to decrease by around 9%. After 1990, the UK national emissions 

were projected to plummet by a staggering 49% up till 2020. Also, the constraints 

placed in the UK due to the coronavirus pandemic stemmed a negative growth 

economy in the year 2020, thus, a substantial effect on the overall UK emissions 

was predicted in 2020 [22]. 

The current UK data shows a 44% reduction was recorded in the overall national 

greenhouse gas emissions in 2019, since 1990. 27% of greenhouse gas emissions in 

2019 were produced by the transport sector alone (Figure 1-4). Additionally, the 

energy supply sector reduced their emissions up to 66% from 1990 but represent 

only 21% of emissions in 2019 [22].  

1.1.1 UK and Worldwide greenhouse gas emissions 
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Figure 1-3: UK greenhouse gas emissions by gas type [22]. 
 

 

Figure 1-4: UK greenhouse gas emissions by divisions [22]. 
 

The worldwide energy supply consisted of 80% fossil fuels in 2019. Oil included the 

largest portion of energy supply amidst coal and gas. Although, despite coal 

holding a modest 23% in quantity, it produced the greatest amount of greenhouse 

gas emissions globally of 42% (Figure 1-5). 
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The global greenhouse gas emissions were dominated by the USA and China 

amounting to over 40% (Figure 1-6). Roughly 10% of all global energy associated 

emissions are methane related. It has been shown by the International Energy 

Agency methane tracker in 2021, that a decline in methane emissions may be the 

most economical and profitable routes to decreasing the long-term emissions 

caused by the gas and oil industry [23]. Furthermore, economies generating vast 

amounts of methane emissions as well as fossil fuels could explain the greater 

portion of the overall greenhouse gases produced from the energy sector [23]. 

 

 

 

 

 

Figure 1-5: Global greenhouse gas emissions per energy type [23].  



CHAPTER 1 6 

Figure 1-6: Overall greenhouse gas emissions from energy as a % of fuel combustion 
and fugitive emissions [23]. 

The burning of fossil fuels for heating and petrol for cars results in the production 

and release of greenhouse gases. Consequently, an increase in flooding has been 

observed in recent years, for example at the London underground in summer 2021 

[24]. Furthermore, reports by Intergovernmental Panel on Climate Change have 

shown that a lack of action to restrict the temperature of global warming by at 

least 1.5oC over that of pre-industrial standard, will result in far more constant 

and severe catastrophic natural disasters such as fires and flooding [25]. Hence, 

emissions released would need to be reduced to as low as possible (nil), allowing 

the limited surplus to be consumed via naturally occurring carbon sources. In doing 

this, a significant reduction in greenhouse gases can be witnessed in the UK [24]. 

Other methods, that aim to help achieve the imperative goal of ‘net zero’ are, to 

halt the use of petrol and diesel car engines, end deforestation and coal fuelled 

source generators [24]. Moreover, in 2015, the ‘Paris Agreement’ [26] was adopted 

to tackle climate change. The aim being to restrict the rising temperature of 

global warming to below at least 2oC, with a more desirable goal of 1.5oC. In order 

to accomplish this endeavour, countries all over the world are attempting attain 

climate neutrality before 2050, by quickly reaching global peeking of greenhouse 

gases. 

1.1.2 UK and Worldwide targets for reducing greenhouse gas emissions 
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Currently, the UK has acted in reaching ‘net zero’ through steps such as 

accelerating the ceasing of new petrol/diesel car sales to 2030, investing in carbon 

capture, wind power and hydrogen as well as production in electric vehicles. The 

UK has also provided efforts in promoting the use of public transport, walking, and 

cycling as well as recycling and upscaling to help decrease the carbon footprint. 

Efforts to protect the natural environment are also being made by improving 

biodiversity to promote healthy ecosystems, aiding a more sustainable economy, 

and arranging protection from the effects of climate change such as flooding and 

overheating [24]. Moreover, the UK has endorsed the development of new 

innovative low carbon technologies, produced zero emission vehicles (trains, 

ships, and planes) running on novel decreased sourced of carbon energy and 

adopted using cleaner affordable energy to heat homes [24]. 

1.2 Decarbonisation of heat  

Regardless of attempts in decarbonising the power division, the generation of heat 

and electricity correlates to above 40% of the CO2 emissions globally, from fuel 

combustion alone, with 70% of allied emissions being emitted by coal fired power 

stations (Figure 1-7). The generation of electricity CO2 emissions are decided by 

the subsequent factors: production efficiency, electrical output, portion of fossil 

in total production as well as carbon intensity of fossil production. 

 

 

Figure 1-7: CO2 emissions from electricity and heat generation by energy source 
[23]. 
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At least 54% of the overall global energy generated is produced by the industrial 

sector and is continuously increasing by 1.2% every year. Many industries in this 

sector make use of fossil fuels in order to meet their heat demands [27]. From the 

burning of fossil fuels, the steam generated is used for heat applications of 

industrial processes [28]. Applications with the process industry favour heat as 

opposed to that of electrical energy in order to attain the energy requirements 

needed.  

Metal manufacturing is a conspicuous industry known for depleting extensive 

quantities of energy. This industry is comprised of aluminium, steel, and iron. In 

the case of melting metal, the temperature needed can increase to 1500oC [29], 

which renders both heat pumps as well as electrical heating counterproductive. 

The worldwide need for steel has been steadily increasing throughout recent years 

due to the rise in population and GDP. Figure 1-8 illustrates the proportion of CO2 

emissions in steel production in the ‘net zero’ scenario. 

 
Figure 1-8: CO2 of steel production in Net Zero Scenario (2018-2030) [30] 

 

1.2.1 Fuels for heat generation 
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The cement sector accounts for roughly 12-15% of the overall energy used. As a 

result, a large proportion of carbon emissions are produced (1.8 gigatons per year 

[31]) due to fossil fuel burning to sustain high temperatures [32]. Within the 

cement industry, coal, petroleum coke as well as fuel oils are the primary 

components of the energy supply. Lately, alternative fuels and natural gases are 

being made use of as substitute energy sources [33]. Despite this 7% of the overall 

CO2
 emissions are caused by the cement industry [34] and this is rapidly increasing 

as the production of cement is accelerating quicker than the speed by which 

emissions are being decreased [35]. 

Figure 1-9: CO2 of cement production in Net Zero Scenario (2015-2030) [36] 

Figure 1-9 depicts an ideal reduction in cement production to achieve ‘net zero’. 

Also, with high temperature heating a key necessity for these industries, 

replacement of fossil fuels by perhaps carbon neutral fuels may be a promising 

option.  

The CO2 in the atmosphere does not rise nor decrease through the burning of 

carbon-neutral fuels and such fuels are created using CO2 as the raw material 

supply. There are a variety of groups of carbon-neutral fuels such as biosynthetic 

1.2.2 Carbon neutral fuels 
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fuels – produced via biomass gasification – and biofuels. One of the most prominent 

categories of carbon neutral fuels are biogas, biodiesel, bioethanol, bio-syngas 

and bio-butanol, all of which are produced from waste product and crops. Deriving 

biofuel from biomass is rather appealing due to biomass being cost effective and 

readily available over the passage of time. The generation of biomass can occur 

using materials or organisms that are either living or dead. Moreover, algal 

biomass is exposed to high temperatures to form bio-syngas [37]. Components of 

bio-syngas include hydrogen, carbon monoxide, carbon dioxide and methane. On 

the other hand, the main components of biogas are carbon dioxide and methane, 

and its production is made possible through the anaerobic digestion of organic 

compounds such as waste and food [38] (Figure 1-10).  

 

 
Figure 1-10: Bio-gas production [39] 

 

The renewable energy market is continually growing and developing, and biogas 

usage has significantly risen from 14.5 GW in 2012 to 29.5 GW in 2022 [40]. One 

of the primary reasons renewable fuels have gained such importance is because 

of the global aim to reduce the world’s greenhouse gas emissions. The global 

power from biogas alone is about 18 GW, with many power stations found in 

Europe (UK and Germany) and America [41,42]. An increase in the total number 

bio-gas plants worldwide has been witnessed due to the movement towards a 

greener economy (Table 1-1) [43]. 
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Table 1-1: Total Number of Bio-gas plants [43] 

Country Number 
of plants 
in 2014 

Number 
of plants 
in 2016 

Number 
of plants 
in 2019 

France 8 30 47 

Denmark 12 32 34 

United 
Kingdom 

37 85 96 

Italy 5 7 8 

Finland 9 12 17 

Switzerland 24 31 45 

Netherlands 21 26 53 

Germany 178 194 203 

Austria 14 15 13 

Sweden 59 63 69 

Hungary 2 2 n/a 

Luxembourg 3 3 3 

Spain 1 1 n/a 

Norway n/a n/a 9 

Australia 0 0 0 

South Korea n/a n/a 10 

Japan n/a 6 6 

China n/a n/a 2 

USA n/a n/a 50 

 

A study in the UK was carried out looking at potential syngas production from 

biogas by dry reforming of methane and found that the capacity for renewable 

energy generation in the UK can be assisted with the production of syngas from 

biogas [44]. 

The most common issues faced with changing to carbon neutral fuels include lack 

of government policies, access to viable technology, and initial investment for set-

up. Governments should deliberate on such policies by providing incentives and 

subsidising technology transfer between developed and developing nations. This 

is ought to be crucial for countries that are impacted by climate change the most 

and for countries like the UK, where international policies have been signed and 

endorsed to reduce greenhouse gas emissions by mid-century [44].  

1.2.3 Issues associated with switching to carbon neutral fuels 
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The UK government has recently published a Hydrogen strategy in August 2021 

[45] to develop a low carbon hydrogen sector to build a cleaner and greener energy

system to aid the UK’s transition to Net-Zero. The UK Hydrogen strategy aims to 

deliver 5GW production by the year 2030. It sets out a roadmap to enable 

production, distribution, storage of hydrogen whilst ensuring economic growth. In 

order to accelerate the use of hydrogen, the UK government has committed itself 

to gas blending[45]. The aim is to introduce 20% of hydrogen into the gas grid 

mixed with natural gas by 2023 (subject to trials). The UK government believes 

mixing hydrogen into existing gas networks could accelerate technical, regulatory 

and commercial changes that could facilitate a smoother transition to the 

potential use of pure hydrogen as a heating fuel. Figure 1-11 depicts the projected 

hydrogen demand in 2030 and 2035 in various sectors. 

Figure 1-11: Illustrative Hydrogen demand in 2030 and 2035 (%) [45] 
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The burning of carbon neutral fuels is a daunting challenge. A considerable 

proportion of ingredients in biofuels are incombustible gases [46]. One of the key 

obstacles for biogas growth in heat and power generation industries has been due 

to its low calorific value [47]. Processing and refinement of biofuels are costly and 

are mostly conducted in sensitive applications [46].  

1.2.4.1 Low-calorific fuels 

Biogas and biosyngas can be described as carbon neutral fuels with low-calorific 

values - also known as lean gases. These renewable fuels have potential for 

substituting or replacing petroleum fuels;  in particular for heat generation [47]. 

Such low reactivity fuels are gaining a lot of attention due to their low cost 

production but their combustion under certain operating conditions is challenging 

for conventional burners. Low-calorific fuels tend to contain a significant quantity 

of inert gases such as carbon dioxide and nitrogen [46]. Due to these 

characteristics conventional combustion often do not guarantee sufficient flame 

stability and also produce a large quantity of harmful emissions[48,49]. With such 

challenges in mind it is imperative to combust low-calorific fuels in an efficient 

combustion system whereby the burner design/material selection is as such that 

prolonged heat retention within the burner or pre-heating of fuel mixture can play 

a key role in complete/stable combustion of low calorific carbon neutral fuels 

[49]. Combustion within a porous medium is a probable solution where such fuels 

can comfortably burn within the cavities of the solid matrix [48]. 

 

 

 

 

1.2.4 Problems of burning carbon neutral fuels 
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A porous medium is a material consisting of a solid matrix with an interlinked void. 

The voids – also known as pores – allow the flow of one of more fluids through the 

material. In single-phase flow the pores are filled by a fluid whereas in two-phase 

flow a liquid and a gas contribute to the pore space as shown in Figure 1-12 [50]. 

Naturally developed porous media are more likely to have a non-uniform size and 

shape. These can include sandstone, wood, a slice of bread or even the human 

lung (Figure 1-13). Porous media created by man, however, mostly is uniform and 

designed for a particular application or size which can include metallic foams, 

ceramics, and composite materials (Figure 1-13). The fraction of the total volume 

of the solid matrix that is occupied by void space defined as the porosity [50]. 

 

Figure 1-12: Pore-level diagram showcasing two phase flow in porous media [50] 
 

 

1.2.5 Porous media 
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Figure 1-13: Natural porous media vs man-made porous media 

 

Ceramic porous media have the ability to withstand high temperatures, are 

chemically stable and resistant to erosion. The most popular ceramic foams for 

high temperature applications are silicon carbide, zirconia and alumina [49]. 

Hence, they are the preferred choice of material employed in porous burners. 

A low-cost technological solution to combust carbon neutral fuels for thermal 

energy are porous burners. Porous burners are a technology with the capability to 

combust low-calorific and carbon neutral fuels such as biogas and syngas [49] 

(Figure 1-14). This technology allows a carbon neutral fuel mixed with air to burn 

within the voids of a solid porous material instead of an open flame like traditional 

gas burners. 

1.2.6 Porous burner for combustion of carbon neutral fuels 
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Figure 1-14: Porous burner 

One of the key design considerations for a porous burner is the choice of porous 

material. The material choice is commonly based around, cost, thermal 

conductivity, resistance to thermal shock and the maximum temperature the 

material can withstand; thus, making ceramic foams a popular choice [49]. The 

solid ceramic foams have excellent heat retention properties which can allow 

carbon neutral fuels to burn comfortably without flame extinction [49]. This is 

due to the internal heat recirculation of the solid matrix. The incoming cool 

reactants of the fuel mixture are pre-heated allowing for easy ignition and for 

stable combustion within the solid matrix to take place, despite variation in fuel 

flow rate [49] (Figure 1-15). Consequently, making porous burners suitable for 

combustion of carbon neutral fuels. 

Figure 1-15: Schematic representation of heat recirculation in a porous medium 
idealised as an insulated refractory tube [49] 
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Combustion in porous media is known to be dominated by heat transfer, therefore 

it is imperative to investigate heat transfer individually within a porous medium. 

Also, combustion is drastically impacted by the variations in the inlet flow, making 

it ever so important to investigate the dynamic response of such systems. The use 

of porous media in emerging technologies requires an understanding of their 

dynamic responses as in such applications the inlet fluid flow rate can become 

strongly time dependent [51,52]. But most studies of forced convection in porous 

media look at only the steady phenomena [53,54] and over the last 20 years, 

majority of studies on porous media have been based on the Darcy model and its 

extensions [55,56]. However it is generally understood that the Darcy model might 

not be suitable for periodic flow systems [57] and that a pore-scale approach can 

be used for greater accuracy. Not many numerical studies have investigated 

unsteady and oscillatory flows in porous media in the two-dimensional domain 

[57,58] and even less studies have done so in the three-dimensional domain [59]. 

Therefore, to understand porous media flow, which entails small voids within 

which the fluid can pass; thus affected by wall boundary conditions, it is 

imperative to understand the dynamic response of heat transfer in porous media 

to time-varying flows in the three-dimensional domain to interpret the results in 

a realistic situation. Furthermore, it is understood that combustion of carbon 

neutral, low calorific fuels can play a huge role in improving energy efficiency and 

lowering CO2 emissions [60], but such fuels incur challenges regarding flame 

stability in conventional burners [61]. Thus, a porous burner with strong heat 

recirculation properties can allow combustion of fuel mixtures which might not be 

flammable [62]. However, in most industrial applications combustion occurs under 

steady state conditions [63,64] whereby switching from fossil fuels to biogas or 

bio syngas often includes using unsteady fuel sources [65]. The variability could 

be in the fuel flow rate and/or chemical composition due to the temporal change 

in the feedstock that produce renewable fuels [66]. Moreover, studies of 

combustion in inert and catalytic porous media are largely focused on steady 

combustion [67,68], dominated by methane mixtures [69] with very little 

attention to ultra-lean operation [70]. Thus, understanding the dynamic response 

of porous burners operating under time-varying and ultra-lean conditions can help 

lower CO2 emissions and improve energy efficiency by using low calorific, carbon 

neutral fuels. 



CHAPTER 1  18 

 

1.3 Objectives 

The objective of this thesis is to gain deep fundamental understanding about time-

dependent heat transfer and combustion in porous media. This has been achieved 

through a combined numerical and experimental approach. Firstly, a numerical 

analysis of fluid flow and heat transfer in porous media has been carried out in 

chapter 2, chapter 3 and chapter 4. It was imperative to investigate heat transfer 

in porous media independently as heat transfer plays a dominant role in porous 

media combustion whereby a three-dimensional pore-scale model was created to 

interpret the results in a realistic situation; implementing wall boundary 

conditions. The numerical investigations include a systematic approach whereby 

the inputs - pore diameter, velocity, fluid type – were varied. Furthermore, an 

experimental analysis using a custom-built porous burner with conventional and 

bio-driven gaseous fuels at constant and dynamic flow rates was carried out in 

chapter 5 and chapter 6. CO2 and CO emissions as well various temperature 

readings were noted. Moreover, a dynamic approach was crucial as majority of 

existing numerical and experimental studies have extensively investigated steady 

flow and the dynamic response of such systems remains relatively unexplored 

under ultra-lean operation; allowing the reduction of CO2 emissions and improving 

energy efficiency. Finally, a summary of the findings of thesis and future works 

are given in chapter 7.
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Chapter 2 A pore-scale assessment of the 

dynamic response of forced convection in 

porous media to inlet flow modulations 

International Journal of Heat and Mass Transfer – Rabeeah Habib, Nader 

Karimi, Bijan Yadollahi, Mohammad Hossein Doranehgard, Larry K.B. Li 

2.1 Introduction 

The use of porous media in emerging technologies [52,60], including 

electrochemical systems [71,72] combustion of carbon-neutral and renewable 

fuels [59,73], and micro chemical reactors [53,74], requires an understanding of 

their dynamic responses. This is because in these applications the inlet fluid flow 

rate can become strongly time dependent [49]. It is, further, essential to predict 

the thermal response of the system to the temporal disturbances superimposed 

on the inlet flow [75]. Yet, the existing investigations of forced convection in 

porous media have focused largely on the steady phenomena. This trend could be 

readily observed in studies that conducted macroscopic modelling (e.g. 

[55,76,77]) as well as in those taking a pore-scale approach to the analysis of heat 

convection in porous media (e.g. [78,79]). 

Over the last two decades, most theoretical and numerical studies on porous media 

have been based on the Darcy model and its extensions [80,81]. Nevertheless, it has 

been implied that the application of this model to periodic flow systems is not 

straightforward [71]  and thus a pore-scale approach is sometimes used for greater 

accuracy. A small number of studies have investigated unsteady and oscillatory 

flows in porous media in two-dimensional domains [59,72,73], and even fewer 

studies have examined three-dimensional domains [53]. As a result, there appears 

to be a gap in understanding the dynamic response of heat transfer in porous media 

to time-varying flows. To evaluate the status of steady and unsteady pore-scale 

modelling, here a concise review of the literature on microscopic studies in porous 

media is put forward. 
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Inspired by the macroscopic study of Kuwahara et al. [82], Gamrat et al. [83] 

numerically investigated heat transfer over banks of square rods in aligned and 

staggered arrangements with a varying porosity between 0.44 and 0.98. The two-

dimensional laminar flow model focussed on low Reynolds number flows and with 

two thermal boundary conditions: constant wall temperature and constant 

volumetric heat source. The effects of bank arrangements, porosity, Prandtl and 

Reynolds number upon the value of the Nusselt number were examined. Gamrat et 

al. [83] showed that the convective heat transfer coefficient obtained with a 

constant wall temperature was significantly higher than previously reported 

results. In a similar context, Teruel and Diaz [84] simulated a microscopic laminar 

flow developed through a porous medium formed by staggered square cylinders. 

They modelled multiple representative elementary volumes (REV) to validate their 

calculations of macroscopic parameters, such as the interfacial heat transfer 

coefficient by employing a unit periodic cell. The steady flow regime was varied 

with Peclet numbers in the range of 10–1000 and porosities between 0.55–0.95. The 

interfacial heat transfer coefficient was also calculated as a function of the REV 

positions in the porous structure showing position dependency or pore-scale 

fluctuations. 

Two-dimensional square and circular cross-sectional models in a staggered 

arrangement were developed by Torabi et al. [85]. A steady laminar flow was 

numerically simulated with a constant inlet temperature and solid phase 

temperature. These authors [85] performed a thermodynamic analysis of forced 

convection through porous media with a particular focus on entropy generation. A 

range of Reynolds numbers and porosities were considered for both Darcy and 

Forchheimer flow regimes. In keeping with the findings of macroscopic models, the 

results showed that increasing the Reynolds number or decreasing the porosity of 

the medium enhances the rate of heat transfer. 

Ozgumus and Mobedi [86] examined the effects of the pore- to-throat size ratio on 

the interfacial heat transfer coefficient for a periodic, two-dimensional porous 

media containing an inline array of rectangular rods. The velocity and temperature 

distributions in the voids between the rods were calculated numerically for the REV 

using the Navier Stokes equations. The effects of variations in the pertinent 

parameters including porosity, the Reynolds number and the pore-to-throat size 

ratio were considered. Ozgumus and Mobedi [86] found that the pore-to-throat size 
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ratio could considerably affect the interfacial convective heat transfer coefficient. 

According to their results, an increase in porosity increases the Nusselt number for 

low pore-to-throat size ratios, but it decreases the Nusselt number for high pore-to-

throat size ratios. 

In an attempt to gain further insight into combustion in porous media, Jouybari et 

al. [87] conducted a pore-scale simulation of turbulent reacting flow of 

air/methane mixture. This study was mainly concerned with the investigation of 

multi-dimensional effects and turbulence on the flame within the pores of a 

reticulated porous medium. The investigated two-dimensional medium consisted of 

a staggered arrangement of square cylinders, similar to that of Teruel and Diaz [84]. 

The stationary Reynolds averaged Navier-Stokes, energy conservation, the species 

conservation, and a turbulence model were solved using a finite volume technique. 

In this study, the turbulence kinetic energy, turbulent viscosity ratio, temperature, 

flame speed, convective heat transfer, and thermal conductivity were compared 

for laminar and turbulent simulations. Jouybari et al. [87] showed that unlike the 

previous volume-averaged simulations (macroscopic) which predicted a flat flame 

in the porous medium, a highly curved flame anchored to the square cylinders was 

detected in their study. 

Wu et al. [88] numerically simulated convective heat transfer between air flow and 

ceramic foams to optimise the volumetric solar air receiver performances. They 

computed the local convective heat transfer coefficient between the air flow and 

ceramic porous foam for which the flow momentum and energy balance were solved 

inside the porous ceramic foam. A sensitivity study on the heat transfer coefficient 

was conducted with the porosity, velocity and mean cell size parameters. The 

Reynolds number based on the pore diameter was between 240–1600, where part of 

the flow regime was laminar, and the solid was kept at a uniform temperature. Wu 

et al. [88] stated that the difference between the laminar flow and the turbulence 

model was insignificant and therefore their study considered only a turbulent flow. 

The inlet temperature was kept smaller than the constant temperature of the 

ceramic foam to study the convective heat transfer coefficient values. The flow 

field and heat transfer characteristics were analysed in detail, and based on the 

results, a correlation for the volumetric local convective heat transfer coefficient 

was developed. 
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A numerical investigation of turbulent fluid flow and heat transfer in porous media 

was carried out by Yang et al. [79]. They considered a T-junction mixing where a 

flow is vertically discharged in a three-dimensional fully developed channel flow. 

The governing equations were also solved at the pore level using a turbulence 

model. An in-line and a staggered arrangement of pores were investigated over a 

wide range of Reynolds numbers similar to that of Gamrat et al. [83]. Gaseous 

nitrogen with a uniform free stream velocity and a constant temperature entered a 

clear channel with a square cross-section. Similarly, nitrogen gases with uniform 

velocity and constant temperature (higher or lower than the channel inlet) were 

injected through the porous structure and mixed with the channel flow in a T-

junction arrangement. The surfaces of the solid porous structure were kept at a 

constant temperature, equal to the channel flow whereas all other walls in the 

model were considered adiabatic. Heat transfer examination of the flow domain 

revealed that the temperature distribution in the porous structure was more 

uniform for the staggered array. Yang et al. [79] further found that the average 

Nusselt number in the porous medium increased drastically with increasing 

Reynolds number in the flow under an in-line array, while for the staggered array, 

it remained insensitive to Reynolds number. 

Kim and Ghiaasiaan [89] modelled two-dimensional laminar, steady and pulsating 

flow through porous media. Their investigated system included several unit cells 

of porous structures with sinusoidal temporal variations in inlet flow. The porous 

media consisted of periodic arrays of square cylinders with the porosity ranging 

from 0.64-0.84. The Navier-Stokes equations were solved for pore-level 

simulations (microscopic equations) and the obtained results were compared with 

the volume-averaged equations (macroscopic equations) such as the Darcy-

Forchheimer momentum equation. The Reynolds number, based on the unit cell 

length, of 0.1-1000 was set for steady flow while, that based on the mean 

superficial velocity (0.11 and 560) was used for unsteady simulations. The 

oscillatory flow consisted of pulsating frequencies ranging between 20-64 Hz with 

a fixed amplitude of 0.4 for all cases. Kim and Ghiaasiaan [89] stated that although 

the inlet velocity was sinusoidal, the calculated velocity was not exactly 

sinusoidal, indicating the existence of a non-linearity in the behaviour of the 

system. They concluded that the application of Darcy-extended Forchheimer 

momentum equation with coefficients representing steady flow to pulsating flow 
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conditions is only adequate at very low-flow (low frequency) conditions and is 

otherwise incorrect [89]. 

Alshare et al. [90] computed laminar steady and unsteady fluid flows and heat 

transfer for a spatially periodic array of square rods representing two-dimensional 

isotropic and anisotropic porous media. Uniform heat flux boundary conditions 

were imposed on the solid-fluid interface where the Reynolds number was varied 

between 1 and 1000. The microscopic details of the rod arrangement and flow 

angularity were used to determine the effective anisotropic properties of the 

porous medium. The flow was varied from 0-90° relative to the unit cell where 

the working fluid was air. Alshare et al. [90] argued that the permeability of the 

isotropic medium was uniform and independent of the flow angle, while for the 

anisotropic medium, the permeability varied nearly linearly between the two 

principal permeabilities. 

Using the same geometry as Kim and Ghiaasiaan [89], Pathak and Ghiaasiaan [91] 

investigated solid-fluid heat transfer and thermal dispersion in laminar pulsating 

flow through porous media. Two dimensional, laminar flows in porous media were 

composed of periodically configured arrays of square cylinders with sinusoidal 

temporal disturbances on the inlet flow. Detailed numerical data was obtained for 

porosities of 0.64-0.84, frequencies of 0-100Hz, and Reynolds numbers of 70-980. 

Pore-scale volume-averaged heat transfer coefficients and the thermal dispersion 

term were found to be strong functions of porosity, Reynolds number, and most 

importantly, the flow pulsation frequency. Based on the obtained numerical data, 

correlations were developed for cycle-averaged, pore-scale Nusselt number and 

the dimensional thermal dispersion term. Pathak et al. [92] presented a numerical 

investigation of the hydrodynamics and conjugate heat transfer in porous media 

with the unidirectional-steady and oscillatory flows. The pore-scale simulations 

considered helium as the inlet fluid with steady and oscillatory flow at two 

amplitudes and varying frequencies between 0-60Hz for velocity. The obtained 

data was then used for the calculation of numerous parameters including the unit 

cell length based Nusselt number. It was concluded that the predictive methods 

and correlations based on unidirectional steady flow should be avoided in the 

analysis of periodic flow systems in porous media. 
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Penha et al. [78] developed a transport model subject to periodic boundary 

conditions that describe incompressible fluid flow through a uniformly heated 

porous solid. The transport model used a pair of pore scale energy equations to 

define conjugate heat transfer. To cope with the geometrically complex domains, 

Penha et al. [78] developed a numerical method for solving the transport 

equations on a Cartesian grid. The results obtained by Penha et al. [78] 

corresponded to two structured models of porous media: an inline and a staggered 

arrangement of square rods on fully developed flows with isothermal walls. The 

approximation was modelled as a three-dimensional array with a REV where the 

Reynolds number was defined with respect to the reference length of the model 

as was the Nusselt number. The effects of various system parameters were studied 

on the Nusselt number for both arrangements of square rods. A reasonable 

agreement was shown with the results of Kuwahara et al. [82] and other studies 

for Reynolds number ≥ 10 with the inline arrangement and for the staggered 

arrangement, while the two models were almost identical for 10 < Reynolds 

number ≤ 100. 

It follows from the review of literature that the existing pore-scale studies on 

unsteady heat convection in porous media are chiefly concerned with the accurate 

evaluation of Nusselt number. Unsurprisingly, this demands conduction of rather 

extensive computations which are often highly expensive and time consuming. 

However, a number of evolving technologies [49,59] require prediction of heat 

transfer rates in short durations with limited computational power and under 

highly dynamic conditions. Hence, there is a pressing need for the development 

of low-cost predictive tools to evaluate the dynamic response of heat transfer in 

porous media. Yet, as of now, there exists almost no systematic study on such 

tools. The current work aims to address this issue by using the outcomes of a pore-

scale computational model for the development of a predictive heat transfer tool 

introduced by the classical theory of control. The study further determines the 

applicability range of the developed tool through evaluating the non-linearity of 

the dynamic response of heat convection in porous media. 

The rest of this paper is organised as follows. First, the theoretical and numerical 

methods utilised by the investigation is presented. This is followed by the 
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discussion of the results and a summary of the key findings and conclusions of the 

work. 

2.2 Methodology 

Determining the heat transfer characteristics inside porous media can be a 

cumbersome task [48,93]. Unsteady, multi-dimensional, pore-scale, simulations 

are necessary to understand the complex transport and the thermal dynamic 

response of these systems. 

A general sketch of the system modelled in this investigation is shown in Figure 

2-1 and a schematic diagram is shown in Figure 2-2. A porous medium is 

represented by a series of staggered cylinders over which the fluid flows. Figure 

The working fluid enters the domain through a uniform flow moving from left to 

right. The computational domain has a total length, l, height, H, while l / H = 20 

and a flow obstacle (cylinder) diameter, D, for which D/H = 0.4. The base 

configuration has a porosity, 𝜀, of 0.874. However, the porosity of the porous 

structures changes with the cylinder diameter. The working fluids are air, 

hydrogen and carbon dioxide as they mimic fluids from the experimental 

investigations (Chapter 5, Chapter 6) and are most commonly found in combusting 

flows (Chapter 5, Chapter 6). Figure 2-3 highlights the importance of the third-

dimension showcasing strong flow interaction on the boundary layers. 

 

Figure 2-1: General sketch of the 3-D pore scale model 
 

 

 

2.2.1 Problem configuration 
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Figure 2-2: Physical model and the coordinate system (a) coordinate system in x-y 
plane (b) coordinate system in x-z plane (c) single pore structural unit with 

boundaries in x-y plane (d) single pore structural unit with boundaries in x-z plane. 

 

 

Figure 2-3: Flow interaction on the boundary layers in the third dimension (Z-
Direction) Fluid type: Air, 𝜀 = 0.874, ReL=50, f=0.25 Hz, a=30%. (a) Temperature 

Profile (b) Velocity Profile 
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Ten cylinders are employed along the x-axis. Extensive numerical tests revealed 

that increasing the number of cylinders beyond this number does not change the 

statistics of the flow and thus the flow at the end of the current computational 

domain can be deemed fully developed. 

To determine the minimum required number of flow obstacles, simulations were 

performed on a unit cell model (based on Saito and de Lemos [94] approach) with 

periodic boundary conditions at the inlet and outlet with an obstacle diameter of 

0.05m. The solid walls were set to isothermal boundary conditions with a 

temperature 300K where no slip conditions were imposed. The inlet temperature 

was set to 200K assuming uniform fluid flow. It is noted that although the unit cell 

model is representative of the inner element in a porous medium, its application 

is restricted to steady state conditions. As a result, a carefully devised approach 

was taken to generate a numerical model suitable for unsteady simulations. This 

involved utilising the steady unit cell model as a foundation and then generating 

a script to re-insert the velocity and temperature profiles from the outlet to the 

inlet. These simulations were run continuously till the variance between the inlet 

and outlet fell under a designated threshold, described by Relative Profile Change, 

𝑅𝑃𝐶 =  (∑
|𝜓𝑜𝑢𝑡𝑙𝑒𝑡−𝜓𝑖𝑛𝑙𝑒𝑡|

𝜓𝑜𝑢𝑡𝑙𝑒𝑡
𝑝𝑟𝑜𝑓𝑖𝑙𝑒 ) × 100 in which 𝜓 is either the velocity or 

temperature. Table 2-1 displays the results of this study for three different values 

of Reynolds number. Evidently, after approximately 9 iterations and for all 

Reynolds numbers the change in RPC falls below 5%. Hence, it was decided to 

model the REV using ten identical obstacles. To ensure validation, the new model 

was investigated with the exact same conditions as the unit cell model. The tests 

showed the pressure and temperature profiles to be almost identical to the 

profiles after nine level of injections. Thus, a ten obstacle configuration (as shown 

in Figure 2-1 and Figure 2-2) was selected to carry out the investigations reported 

in the rest of this paper. 
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Table 2-1: Relative Profile Change Vs Re-injection iteration 
at different Reynolds numbers 

Relative Profile Change % 
Injection Level (-) ReL=50 ReL=200 ReL=300 

1 75.6 93.6 90 
2 27.6 58.3 58.4 
3 10.1 36.9 40.6 
4 3.8 23.6 28.6 
5 1.3 15.2 19.9 
6 0.6 9.5 14.1 
7 0 6.1 9.9 
8 0 4 7.1 
9 0 2.6 5 

10 0 1.4 3.4 
11 0 1.1 2.1 
12 0 0.5 1.8 

Steady state and unsteady responses are considered for the operation of the pore-

scale model. This study focuses on the thermal dynamic response at the pore level, 

with the introduction of sinusoidal disturbances on the velocity fluctuations at the 

inlet (see Figure 2-2a, Figure 2-2b, Figure 2-2c). Two symmetry planes are 

imprinted above and below the working model along the y-axis to reduce the 

computational costs and time. 

The numerical simulations were conducted using the computational fluid dynamics 

package STAR-CCM+ 12.04.010 – a finite volume based Computational Fluid 

Dynamics software. An unsteady, three-dimensional, laminar flow model, coupled 

with the energy equation, was implemented within the fluid region for higher 

stability. 

The following assumptions are made throughout the current analysis. 

• The flow is assumed to be laminar. This is justified by noting that the

Reynolds numbers used in this study remain always below 325. This

assumption is made by the analysing the investigations carried out by Saito

and de Lemos [95–97] where 𝑅𝑒𝐿 > 1000 the flow is deemed fully turbulent

and 𝑅𝑒𝐿 ≈ 300 the flow begins to transition towards turbulence. As in this

study the flow spends only a small fraction of time at 𝑅𝑒𝐿 > 300, any

transitional flow is ignored.
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• The boundary conditions are time independent, and the temporal variations 

are imposed on the inlet flow. 

• As shown in Figure 2-1 and Figure 2-2, a consolidated porous medium is 

considered [98].  

The conservation of mass for the fluid flow between the inlet and outlet is given 

by 

𝜕𝜌

𝜕𝑡
+

𝜕𝜌𝑢𝑥

𝜕𝑥
+

𝜕𝜌𝑢𝑦

𝜕𝑦
+

𝜕𝜌𝑢𝑧

𝜕𝑧
= 0, (2-1) 

 

as the mass flux enters and leaves the model. Conservation of momentum [99] for 

the fluid flow through the pores in x, y and z directions read 

(
𝜕𝜌𝑢𝑥

𝜕𝑡
+ 𝑢𝑥

𝜕𝜌𝑢𝑥

𝜕𝑥
+ 𝑢𝑦

𝜕𝜌𝑢𝑥

𝜕𝑦
+ 𝑢𝑧

𝜕𝜌𝑢𝑥

𝜕𝑧
)

= −
𝜕𝑝

𝜕𝑥
+

𝜕

𝜕𝑥
[2𝜇

𝜕𝑢𝑥

𝜕𝑥
−

2

3
𝜇 (

𝜕𝑢𝑥

𝜕𝑥
+

𝜕𝑢𝑦

𝜕𝑦
+

𝜕𝑢𝑧

𝜕𝑧
)]

+
𝜕

𝜕𝑦
[𝜇 (

𝜕𝑢𝑥

𝜕𝑦
+

𝜕𝑢𝑦

𝜕𝑥
)] +

𝜕

𝜕𝑧
[𝜇 (

𝜕𝑢𝑥

𝜕𝑧
+

𝜕𝑢𝑧

𝜕𝑥
)] , 

(2-2) 
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(2-3) 

 

2.2.2 Governing equations, boundary conditions and numerical flow 

solver 
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The conservation of energy for the heat transferring flow is written as 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+

𝜕𝑢𝑥𝑇

𝜕𝑥
+

𝜕𝑢𝑦𝑇

𝜕𝑦
+

𝜕𝑢𝑧𝑇

𝜕𝑧
) = 𝑘𝑓 (

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
+

𝜕2𝑇

𝜕𝑧2
), (2-5) 

 

where all symbols have been defined in the nomenclature. 

The pertinent boundary conditions include no slip condition on the external 

surface of the cylindrical obstacles. Further, the top and bottom of the model in 

the y-direction are selected as the symmetry planes (Figure 2-2a). The external 

surfaces of the ten obstacles of the model are all set to a constant temperature 

of 700K. The outlet has an initial condition with the ambient temperature (300K) 

and is under atmospheric pressure. The coupled flow solver was employed to 

model the fluid flow, while steady and implicit unsteady solvers were used 

throughout this study.  

Under steady conditions, the flow of the fluid at the inlet was modelled as a 

uniform velocity and an inlet temperature of 300K. The inlet flow velocity was 

then modulated by superimposing a temporal sinusoidal with variable amplitude 

and period (frequency). The sinusoidal disturbance superimposed on the inlet flow 

is a sine wave with a prescribed amplitude and frequency: 

𝑢(0, 𝑡) = 𝑢𝑖𝑛 ∙ (1 + 𝑎𝑓𝑠𝑖𝑛(2𝜋 ∙ 𝑓 ∙ 𝑡)). (2-6) 

 

The Reynolds number based on the obstacle diameter is obtained by the following 

relation. 
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𝑅𝑒𝐿 =
𝑢𝑖𝑛𝜌𝐷

𝜇
. 

(2-7) 

 

within the pore-scale model, heat is transferred by forced convection complying 

with the Newton’s law of cooling. That is  

𝑞𝑓
′′ = ℎ𝑜(𝑇𝑓 − 𝑇𝑟𝑒𝑓). (2-8) 

 

The surface-averaged, time-dependent Nusselt Number was calculated over each 

obstacle of the porous structure to evaluate the thermal response of the system. 

The following relation was considered to obtain the numerical value for Nusselt 

Number  [83].  

𝑁𝑢𝐿 =
𝑞𝑓

′′𝐷

𝑘(𝑇𝑓 − 𝑇𝑟𝑒𝑓)
. (2-9) 

 

A second order discretization method was applied to all equations and the 

converged solutions from alike steady state solutions were used as the starting 

point for the unsteady simulations. The steady state investigations were achieved 

for residual levels of 10-6 for all equations. The base time step was designated to 

be two orders of magnitude lower than the physical time scale and a refined time 

step was implemented for unsteady cases for attaining greater precision. 

Additionally, a considerably large value was set for the maximum time step in 

unsteady cases. Furthermore, the average temperature at the outlet was observed 

to check the convergence in time. If the simulations deviated in the final 1000-

time steps by less than 0.5K the simulations were set to be terminated.  

A parametric study was subsequently conducted in which the Reynolds numbers, 

porosity, working fluids and frequency of the inlet velocity disturbances were 

varied systematically. Table 2-2 displays the operating conditions and the 

parameters in this study. It should be noted that the frequencies of the inlet 

disturbances in the current study are quite low (𝑓 ≤ 2Hz). This is because only low 
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flow velocities are considered in this work and therefore the porous system will 

be slow in responding to temporal disturbances superimpose on the inlet flow. 

 

As shown in Figure 2-4, a polyhedral staggered mesh was used with prism layers 

and finer spacing around the inlet, outlet and external surfaces of the obstacles. 

Computational tests were performed using a mesh with varying base size to 

determine the grid density that would achieve an adequate balance between 

computational power and accuracy. The base size specifies the reference length 

value for all relative size controls such as the surface size, maximum cell size, and 

total prism layer thickness. The value of base size varies depending on the model 

dimensions. To verify the grid independency of the numerical solution, the Nusselt 

number over the obstacles was investigated for seven different base sizes. This 

was performed with 𝑅𝑒𝐿= 50 and 𝜀 = 0.717 and the outcomes are summarised in 

Table 2-3.  As the mesh density is increased, there is a convergence of the 

solution. The coarsest mesh, cell size of 0.1m, fails to accurately capture the 

outlet temperature and Nusselt number on each obstacle. However, solutions 

Table 2-2: Operating Conditions 
Other conditions   
Ambient 
temperature (K) 

𝑇𝑎𝑚𝑏 300 

Frequency (Hz) 𝑓 0.25 0.5 0.75 1 1.5 2 

Reynolds Number 𝑅𝑒𝐿 50 150 250 

     

Geometry   

Pore scale model 
length (m) 

𝑙 2.0 

Obstacle diameter 
(cm) 

D 4 5 6 

Porosity 𝜀 0.717 0.804 0.874 

   

Fluid  air hydrogen carbon 
dioxide 

Inlet temperature 
(K) 

𝑇𝑖𝑛 300 

Inlet pressure (MPa) 𝑝𝑖𝑛 0.1  

Obstacle 
temperature (K) 

 700 

2.2.3 Validation and grid independency 
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obtained with the grids consisting of hundreds of thousands of cells are reasonably 

accurate. Higher grid densities, up to a cell size of 0.001m, yield no obvious 

advantage in accuracy of the results. Hence, for the three-dimensional pore-scale 

model, all solutions presented in this work are achieved using a mesh with a cell 

size of 0.005m. Precautions were taken to ensure enough mesh refinement, and 

adequate mesh resolution. 

Figure 2-4: Polyhedral staggered mesh of a single pore structural unit as 
implemented in the current simulations. 

Table 2-3: Grid Independency 
Cell Size (m) Number of cells 

Test 1 0.1 204,354 
Test 2 0.05 543,607 
Test 3 0.02 586,929 
Test 4 0.01 611,772 
Test 5 0.005 838,353 
Test 6 0.003 1,662,417 
Test 7 0.001 15,662,124 

The current study is validated using the data reported in Ref. [85] with the use of 

a circular cross-section configuration, with varying Reynolds number. The 

Reynolds number and Nusselt number are calculated by using the Darcian velocity 

and the bulk temperature as the reference instead of the obstacle diameter. Table 

2-4 shows a good agreement between the current results and those of Ref. [85].

Further, 

Figure 2-5 depicts favourable comparisons of the current results with the 

numerical data of Kawahara et al. [82] and Chen and Wung [100]. Furthermore, 

to evaluate the unsteady performance of the simulations, the current 

configuration without cylinders were exposed to different ramp disturbances in 
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the flow temperature. The predicted flow temperatures at different locations 

along the domain by the laminar flow model were compared to those predicted 

by direct numerical simulation (DNS) of the same problem [101]. The very good 

agreements observed in Figure 2-5a and Figure 2-5b confirm the validity of the 

current unsteady numerical simulations. 

Table 2-4: Validation for Nusselt Number with Torabi et al. [85]    
ReD Nu (𝜺 = 0.717) Nu (Torabi et al. [85]) % error 
1 6.26 6.8 8.6 
10 6.9 7 1.4 
50 10.42 10.9 4.6 
100 12.29 13 5.8 
200 15.33 15.9 3.7 

 

 

 
Figure 2-5: a) Comparison between Nusselt Number calculated by the current 

simulation and those reported in Refs. [82] [100] over a single obstacle; b) 
Temporal variations of temperature at inlet (black), centre (blue) and outlet (red) 

for unsteady response, solid and dash-dot lines represent DNS and the current 
simulations, respectively. 

2.3 Results and discussion 

Figure 2-6 illustrates the spatiotemporal response of the investigated flow field to 

a sinusoidal velocity disturbance superimposed on the inlet flow. The figure 

corresponds to a case with high porosity and low Reynolds number in which the 

wake of each obstacle is shorter than the distance between two neighbouring 
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obstacles. The steady flow includes low velocity wake regions behind the cylinders 

surrounded by relatively higher velocity regions formed by the passage of the flow 

between the cylindrical obstacles. As clearly shown in Figure 2-6, modulation of 

the inlet flow by a sine wave results in a noticeable change in the magnitude of 

the velocity around the obstacles. This alteration in the flow velocity is advected 

by the mean flow and thus propagates downstream throughout the domain. Figure 

2-6 shows two advective sinusoidal disturbances. These include one shown on the 

left-hand side of the figures advecting through the first few pores of the systems 

(marked by an arrow), while the other disturbance has already proceeded towards 

the outlet. Clearly, influences of the disturbance upon the velocity field has 

decayed during the downstream propagation process. This is to be expected as 

the fluid viscosity tends to smear out the stronger velocity gradients induced by 

the flow disturbance. Modulations of the flow velocity alters the local heat loss 

coefficient, which in turn forms a temporal heat transfer response on the external 

surface of each obstacle. The dynamics of this response will be investigated in the 

later parts of this section. 

 
Figure 2-6: Spatiotemporal evolution of the flow field exposed to a sinusoidal inlet 

velocity disturbance. Fluid type: CO2, 𝜀 = 0.874, ReL=50, 𝑓=0.25 Hz, a=30%. 
 

Figure 2-7 shows the temperature and velocity fields of an investigated porous 

medium exposed to sinusoidal disturbance at the inlet velocity. Development of 

the steady temperature field has been shown in Figure 2-7a. This represents a 

typical convective system with constant temperature boundaries in which the flow 

temperature approaches that of the boundaries towards the outlet. Introduction 

of the velocity disturbance does not appear to have any obvious effect upon the 

flow field. It will be later shown that this is because the velocity disturbance in 

this case induces a relatively small perturbation in the heat loss coefficient. 

Nonetheless, it will be argued that the heat transfer and subsequently the 
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temperature fields are affected by the disturbance. Figure 2-7b shows the 

spatiotemporal evolution of the flow field during a full period of inlet velocity 

modulation by a sine wave. The trends shown in this figure are qualitatively similar 

to those discussed in Figure 2-6. However, the changes in the fluid type and the 

porosity of the medium have resulted in the intensification of the velocity effects 

of the flow disturbance. It is worth noting that the local maximum velocity in 

Figure 2-7b and Figure 2-6 are well below 1m/s (Reynolds numbers below 325) and 

thus the transition to turbulence in any part of the flow remains unlikely. 

 
Figure 2-7: Spatiotemporal evolution of the flow temperature and velocity fields 

exposed to a sinusoidal inlet velocity disturbance. Fluid type: H2, 𝜀 = 0.717, ReL=50, 
f=0.25 Hz, a=30% (a) temperature field (b) velocity field. 

 

The normalised Nusselt number on each obstacle is defined as  

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 𝑁𝑢 = 𝑁𝑢𝐿 ÷ 𝑁𝑢𝐿
̅̅ ̅̅ ̅ where 𝑁𝑢𝐿

̅̅ ̅̅ ̅ is the mean Nusselt number averaged 

over the entire external surface area of the obstacle in the steady flow. Figure 

2-8 shows the time trace of the normalised Nusselt number when the flow is 

modulated by a sinusoidal disturbance with a frequency of 0.25 Hz. It is clear that 

the temporal response of the Nusselt number over the three examined obstacles 

closely resembles a sine wave, while there is a significant drop of the amplitude 

for those obstacles that are located farther from the inlet. This observation is 

further confirmed by the spectra of the traces of Nusselt numbers’ response 

(calculated through using fast Fourier transform, FFT) shown in Figure 2-8b. The 
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occurrence of response at the same frequency as the input excitation is a classical 

sign of a linear system [102,103]. It is, therefore, inferred that in this case heat 

transfer in the porous medium can be approximated as a linear dynamic system.  

 

Figure 2-8: (a) Temporal evolution of the normalised Nusselt number over three 
different obstacles (normalised time=time (s)/period of sine wave(s)), (b) 

Spectrum of Nusselt number. Fluid: air 𝜀 = 0.874 ReL=50 f=0.25 Hz. 
 

The dynamics of a linear system can be readily predicted by a transfer function, 

which gives information on both amplitude and phase of the response [102]. 

Transfer function of a linear dynamical system offers a major convenience in 

predicting the responses of such system to any input disturbance. This is because 

any arbitrary disturbance at the system input can be decomposed into a series of 

sinusoidal disturbances by utilising Fourier transform. The transfer function 

enables predicting the system response to each of those sinusoids and the linearity 

of the system allows adding them to figure out the system response to the 

arbitrary input disturbance. The concept of transfer function is usually used for a 

single input, single output system. Here, we consider the oscillating inlet flow as 

the input of a dynamic system for which the oscillating normalised Nusselt number 

at a given obstacle is the output. As a result, in the current problem ten transfer 

functions can be defined for the ten considered obstacles (see Figure 2-2). The 

amplitude of these transfer functions is defined as 𝑎(𝜔) = |𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 𝑁𝑢𝐿𝑖
(𝜔)| 

in which 𝑖 denotes the obstacle number. The amplitude and phase of these 

transfer functions were calculated for all obstacles and two representative set of 

(a) (b) 
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results are shown in Figure 2-9. The amplitudes of transfer function shown in 

Figure 2-9a and Figure 2-9b clearly indicate that the system is most responsive to 

the lowest excitation frequencies. As expected, the amplitude of the response for 

the obstacles situated farther from the inlet is significantly smaller than those 

located upstream. This is due to the decay of disturbance throughout the 

advection process (see Figure 2-6 and Figure 2-7). As the frequency of the input 

sine wave increases, the amplitude of the response drops considerably. This 

behaviour can be consistently observed for all considered obstacles in Figure 2-9 

and Figure 2-9b. The strong response of the normalised Nusselt number to low 

frequency sinusoids is in keeping with those already reported for other mechanical 

[104] and thermal systems [105,106]. In general, low frequency disturbances

provide a longer time for a physical system to respond and thus a larger amplitude 

is often obtained at low frequencies of the input disturbance. In the current case, 

the low frequency sinusoidal disturbances provide enough time for the process of 

heat convection on the surface of the obstacle to be completed. Yet, as the 

frequency of the flow disturbance increases, the available time for the 

interactions between the disturbance and heat convection becomes shorter and 

thus the amplitude of the response diminishes. Although not shown in Figure 2-9, 

a simple extrapolation reveals that at certain high frequency, the system response 

drops to almost zero. This is where the disturbance is temporally so short that the 

heat convection process essentially cannot respond to it. Once again, this feature 

is analogous to those reported for other thermofluid systems [105,106]. 
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Figure 2-9: Transfer functions of heat convection evaluated over different obstacles 

(C1-C5), (a) Fluid: CO2, 𝜀 = 0.874 ReL =50– Transfer function amplitude, 
(b) Fluid: H2, 𝜀 = 0.804 ReL =50– Transfer function amplitude, 
(c) Fluid: CO2, 𝜀 = 0.874 ReL =50– Phase of transfer function, 
(d) Fluid: H2, 𝜀 = 0.804 ReL =50– Phase of transfer function. 

 

Figure 2-9c and Figure 2-9d indicate that the phase of the transfer function 

resembles that of a classical convective lag [103]. This is the time elapsed for the 

flow disturbance to move from the inlet to a given obstacle. For a system with 

constant convective lag, the phase will be a straight line. The deviation from this 

implies changes in the advective velocity of the disturbance. As already discussed, 

this is because of the decay and annihilation of the initial disturbances during the 

process of advection over flow obstacles.  Considering these trends, the transfer 

function of the thermal system including all ten obstacles can be approximated in 

two different ways. First, the responses of all obstacles can be simply averaged. 

Second, the amplitude of the thermal system can be approximated as a ‘low-pass 

filter’ [107–109] while, the phase is governed by a convective lag. It is well 
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established that many thermofluid systems are practically low-pass filters 

[110,111] as such they respond only to low frequencies and become irresponsive 

to any excitation that exceeds a certain frequency. The low pass filter only allows 

low frequency signals from 0Hz to a cut off frequency, fc to pass whilst blocking 

those any higher. With visual inspection, it can be seen in Figure 2-9a and Figure 

2-9b that the cut-off frequency is around the Strouhal number of 0.5. Equation 

(2-10 and Equation (2-11 are the modified relations used to create a low pass filter 

for the average amplitude of the thermal system [110,111]. 

𝐿𝑜𝑤 𝑝𝑎𝑠𝑠 𝑓𝑖𝑙𝑡𝑒𝑟 = 𝑎𝑓̅̅ ̅ ∙
𝑋𝐶

√𝑅2 + 𝑋𝐶
2

, (2-10) 

 

𝑋𝐶 =
1

2𝜋𝑓𝐶
, (2-11) 

 

where all terms are defined in the nomenclature. The low pass filter introduced 

in Equation (2-10) and Equation (2-11) and illustrated in Figure 2-9 represents an 

approximation of the heat transfer dynamics of the porous system. Figure 2-8 

further shows that the amplitude of the transfer function predicted by the low-

pass filter is close to the average response. The phase of the system can be simply 

approximated by that of 𝑒𝑖2𝜋𝑓(𝑡+𝜏𝑗) in which 𝜏𝑗 is the time taken for the disturbance 

to travel from the inlet to obstacle 𝑗. 

The foregoing findings on transfer function were entirely based upon the 

assumption of linearity of the system, as confirmed by Figure 2-8. However, there 

are cases for which the system dynamics are no longer linear. For example, Figure 

2-10 shows the time trace and spectrum of Nusselt number for a case similar to 

that shown in Figure 2-8 but with a different type of fluid and a higher Reynolds 

number. The appearance of two peaks in the spectra, particularly for the 

obstacles located farther from the inlet, is a clear indication of deviation from 

linearity. This is further supported by Figure 2-11 which shows the phase portrait 

(Lissajous pattern) of the normalised Nusselt number calculated for three 

different cases. Figure 2-11a corresponds to a case with a linear response in which 

the oval shapes in phase portrait are axisymmetric. However, this feature 
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disappears in Figure 2-11b and Figure 2-11c indicating a progressive departure 

from the linear response. Figure 2-11c corresponds to a strongly nonlinear system 

for which the phase portrait can become significantly asymmetric [112]. 

Prediction of the dynamics of nonlinear systems is quite involved and, in many 

instances, the only way for predicting the behaviours of such systems is through 

high order modelling, which can be computationally expensive. This is, of course, 

very different to the linear approach discussed previously in which the whole 

dynamics could be inferred from the transfer function with little computational 

cost.  It is therefore essential to identify under which conditions the system can 

be approximated as a linear system. This, in turn, calls for the quantification of 

nonlinearity.  

  

Figure 2-10:(a) Temporal evolution of the normalised Nusselt number on three 
different obstacles (normalised time=time (s)/period of sine wave(s)), (b) 

Spectrum of Nusselt number. Fluid: CO2 𝜀 = 0.804, ReL =150, f=0.25 Hz. 

 

 

 

(a) (b) 
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Figure 2-11: Phase Portrait (Lissajous pattern), (a) linear case: Air, 𝜀 = 0.804, ReL 
=50, f=0.25 Hz, (b) mildly non-linear case: Air, 𝜀 = 0.804, ReL =250, f=0.25 Hz, (c) 

non-linear case: CO2, 𝜀 = 0.804, ReL =250, f=0.75 Hz. 
 

Here, a measure of non-linearity is introduced to evaluate deviation from linearity 

of the response. This is given by  

𝛿 =
𝑛

𝑛 − 𝑜
, (2-12) 

 

where 𝛿 is the measure of non-linearity, 𝑛, Euclidean norm of the normalized 

Nusselt number recorded at each obstacle and 𝑜 is the discrete Fourier transform 

single-sided amplitude spectrum of the normalized Nusselt number at each 

obstacle [113]. Equation (2-12 assigns value of 0 to a completely linear system and 

gives value of 1 to a completely nonlinear system. Thus, any real dynamic system 

will be assigned a value between 0 and 1. Figure 2-12 shows the values of the 

measure of non-linearity (𝛿) calculated for all ten obstacles, indicating that the 

extent of nonlinearity can vary significantly with frequency. That is to say that for 

a given obstacle, the Nusselt number can respond almost linearly to a disturbance 

at one frequency and strongly nonlinearly to another frequency. Figure 2-12 shows 

that the response of all obstacles to high frequency disturbances remains nearly 

linear. However, the response to the lowest frequency can be strongly nonlinear. 

The physical origin of nonlinearly in the current problem is due to the interactions 

between the flow disturbances and the boundary layers around the obstacles as 

well as those with the wake region behind the obstacle. Such interactions are very 

complex, and their predictions require detailed analysis. The current results 

indicate that the long duration (low frequency) disturbances have sufficient time 
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to go through these interactions and thus can render a nonlinear response. 

However, the short term, high frequency, disturbances somehow by-pass the fluid 

dynamic interactions and provide almost linear response with a smaller amplitude. 

Figure 2-12: The value of measure of nonlinearity of Nusselt Number over different 
obstacles – Fluid: Air, 𝜀 = 0.874, ReL =250. 

Here, the focus is on identifying the conditions for which the nonlinear response 

can be safely ignored and thus the dynamics of heat transfer system can be 

predicted by the straightforward transfer function approach. Figure 2-13 

represents the maximum non-linearity factor with changes in porosity and 

Reynolds number for all six investigated Strouhal number and across all ten 

obstacles with the working fluid of air. This figure shows the maximum value of 

the measure of nonlinearity for each combination of Reynolds number and porosity 

(total of 9). It also specifies the obstacle number and Strouhal number for which 

the maximum is reached. This figure clearly shows that there is no monotonic 

trend with the Reynolds number and porosity. For example, the maximum value 

of the measure of nonlinearity at 𝑅𝑒𝐿=50 is close to zero and it increases to a 

higher value as the Reynolds number increases to 150. However, it drops down 

again when Reynolds number increases to 250. This is an important result, as there 

is often a notion that lower Reynolds numbers render linear response and higher 

Reynolds number contribute to nonlinearity. Such expectation stems from the 

macroscopic models of fluid flow in porous media (e.g. Darcy and Darcy-

Brinkmann-Forchheimer models) which add nonlinearity only to the higher 
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Reynolds number flows. However, the current results indicate that for a dynamic 

problem the situation can be more complicated and Reynolds number and porosity 

can both affect the level of nonlinearity in a non-monotonic fashion. Figure 2-13, 

nonetheless, shows that regardless of the value of porosity the level of 

nonlinearity always remains reasonably small at the lowest investigated Reynolds 

number (𝑅𝑒𝐿=50). It can be then postulated that for low enough Reynolds numbers, 

the system is almost linear and thus the transfer function approach can be utilised 

to predict the dynamics of heat transfer. Yet, increases in Reynolds number does 

not necessarily push the system towards a nonlinear response. 

Figure 2-13: The maximum value of measure of nonlinearity in Nusselt Numbers, 
for air. A) St=0.125, C9 B) St=0.125, C7 C) St=0.125, C2 D) St=0.125, C2 E) 

St=0.125, C8 F) St=0.125, C2 G) St=1, C2 H) St=0.125, C6 I) St=0.25, C2. 

2.4 Summary and conclusions 

Unsteady forced convection in porous media can happen in the systems subject to 

time-varying inlet flows. Examples of such systems can be readily found in 

electrochemical systems and porous burners used for the combustion of renewable 

fuels.  In these applications, it is necessary to predict the heat transfer response 

of the system to arbitrary disturbances superimposed upon the inlet flow. 

Although it is possible to numerically model such responses, they are likely to be 

computationally quite demanding. However, usually heat transfer predictions 

should be made over a short period of time and through using a limited 

computational power. It is, therefore, desirable to use the classical methods of 
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predicting the system dynamics without conducting a detailed computational 

study for every disturbance that the system may become exposed to. Nonetheless, 

such methods (e.g. transfer functions) are mostly limited to linear dynamical 

systems. This raises an important need to critically assess the linearity of the 

dynamic response of heat convection in porous media and find out under which 

conditions a transfer function approach can be used. To address this issue, a pore-

scale analysis of unsteady forced convection was conducted in a reticulated porous 

medium consisting of several flow obstacles and subject to a temporally 

modulated inlet flow by a sinusoidal disturbance. The spatio-temporal evolutions 

of the flow disturbances within the investigated porous medium were simulated 

numerically. Further, the Nusselt number on each flow obstacle was considered 

as the output of a dynamic system for which the assessment of linearity was 

subsequently carried out. The key findings of this study can be summarised as 

follows.  

• At low Reynolds numbers, the heat transfer response remains almost linear

and therefore, a transfer function approach can be taken to predict the

system dynamics.

• The transfer functions of all obstacles are most responsive to low frequency

excitation and nearly insensitive to higher frequencies and, therefore

closely resemble a low-pass filter.

• Low frequency disturbances appeared to be more likely to lead to nonlinear

response. This can be attributed to the availability of enough time for the

flow disturbance to interact with the boundary layers formed around the

obstacles.

• For linear cases, the average amplitude and phase response of the porous

medium can be approximated by a low-pass filter and a convective lag,

respectively.

• Calculation of the measure of nonlinearity revealed that, rather

counterintuitively, increases in Reynolds number do not necessarily

enhance nonlinearity of the heat transfer response. In fact, non-monotonic

trends in the level of nonlinearity were observed with respect to Reynolds

number and porosity of the medium.



CHAPTER 2  46 

 

As established in the current chapter, transfer functions are mostly limited to 

linear dynamical systems. Thus, the need to assess the linearity of the dynamic 

response of heat convection in porous media and the criteria under which the 

transfer function approach is applicable is of utmost importance. Therefore, 

chapter 3 is a continuation of the existing study with varied initial 

conditions/working fluids. 
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Chapter 3 On the unsteady forced convection 

in porous media subject to inlet flow 

disturbances – A pore-scale analysis 

International Communications in Heat and Mass Transfer – Rabeeah Habib, 

Bijan Yadollahi, Nader Karimi, Mohammad Hossein Doranehgard 

3.1 Introduction 

The dynamic response of forced convection in porous media to imposed 

disturbances is of high practical significance. Many natural and manmade systems 

involve forced convection within porous media in which the inlet flows are time 

dependent. Examples include fuel cells [114,115], heat exchangers [116] Stirling 

engines and pulse tube cryo-coolers as well as human circulatory systems [59]. 

The most conventional way of characterising the response of any physical system 

to input temporal disturbances is by working out the frequency response or 

transfer function [103]. This provides a strong means of predicting the system 

response to any arbitrary temporal disturbance with minimal computational 

effort. In this approach the response of system to harmonic inputs are 

measured/computed for a range of frequencies. Through using Fourier 

transformation, any arbitrary intake can be deconstructed into a group of 

harmonics. Since transfer function provides the response of the system to each of 

those harmonics, the total response can be readily devised through superposition.  

Although transfer functions are very helpful in predicting the dynamic response, 

they are limited to linear systems. For that reason, prediction of the response of 

a nonlinear system to input disturbances often involves full simulations, which can 

be highly demanding. Hence, it is essential to evaluate linearity of different 

systems and determine the applicability of transfer function approach to 

prediction of their dynamics. This is particularly the case for thermofluid systems 

as the strong nonlinearity of momentum transfer often tends to dominate the 

dynamics of these systems [117,118]. Nonetheless, slowly moving fluid systems 

can be, sometimes, modelled as linear systems [50]. Given the major convenience 
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that linear dynamics offer, it is crucial to figure out under which conditions a 

system can be approximated as linear. The current work aims to answer this 

question addressing forced convection within a porous structure for which the 

fluid flow is relatively slow and therefore the dynamics might remain nearly linear.  

A number of articles reported studies on forced convection in porous media 

[119,120]. The general area of macroscopic analysis of forced convection in porous 

media has already received substantial attention. Numerous examples of steady 

([121,122]), unsteady ([116,123]), turbulent flow ([124–126]) and local non-

equilibrium ([127–129]) studies can be readily found in the literature. It is, 

however, known that macroscopic approach to heat convection in porous media is 

an approximative method and that a pore-scale understanding of the underlying 

physics is an important necessity. This is particularly the case for unsteady 

processes as they are more prone to being smeared out in the averaging exercises 

leading to macroscopic formulations [50,130]. Here, a brief review of the 

literature on the pore-scale analyses of forced convection of heat is put forward. 

The studies have been arranged in a chronological order to better represent the 

historical evolution of this branch of research on convection in porous media. 

Fujii et al. [131] numerically investigated heat transfer in a two-dimensional 

model. Incorporating a steady laminar flow, they modelled a square bank 

consisting of five cylindrical obstacles with an in-line arrangement and solved 

Navier Stokes and energy equations. Isothermal boundary conditions were imposed 

on the tube wall and Reynolds number, 𝑅𝑒𝐿, was varied between 60-300. Fujii et 

al. [131] discovered a connection between flow and heat transfer and the type of 

flow obstacles in the porous configuration. Ma and Ruth [132] conducted a 

numerical analysis of high Forchheimer number flow in a two-dimensional porous 

model. Their problem consisted of an interconnected three unit-cell capillary 

configuration in which Navier Stokes equations were solved. Ma and Ruth [132] 

developed the macroscopic momentum equations by applying the volume 

averaging concept and calculated macroscopic parameters such as permeability 

and Forchheimer number. They altered the Reynolds number, 𝑅𝑒𝐷, between 0.01-

100, and argued that the macroscopic response of the system involves nonlinear 

flow when 𝑅𝑒𝐷 ≈ 10.  
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Nakayama et al. [133] examined steady heat and fluid flow in a two-dimensional 

anisotropic configuration. These authors modelled an inline arrangement of 

square obstacles to represent a microscopic porous system. The square obstacles 

were set to constant temperature; higher than that of the inlet temperature. 

Navier Stokes and energy equations were solved numerically for a single unit cell 

structure and laminar flow regime. The results procured were then subject to 

volume averaging to analyse the macroscopic parameters similar to those of Ma 

and Ruth [132]. Nakayama et al. [133] compared the effects of increasing the 

Reynolds number with respect to the Nusselt number at two different modes of 

anisotropy. They concluded that when the system is modelled as isotropic, at 0° 

of anisotropy, there is very little augmentation in Nusselt number, 𝑁𝑢, as Reynolds 

number, 𝑅𝑒, is increased. However, when the system has 45° anisotropy there is 

a sharp incline in 𝑁𝑢 when 𝑅𝑒𝐿 ≥ 10. More recently and inspired by Saito and 

Lemos [134] and Kuwahara et al. [82], Gamrat et al. [83] numerically studied heat 

transfer over square obstacles with low Reynolds number ranging between 

0.05 ≤ 𝑅𝑒𝐷 ≤ 40. Modelling the two-dimensional square obstacles in an in-line and 

staggered arrangement for a periodic unit cell, the flow was steady and laminar 

also, isothermal and isoflux boundary conditions were implemented. Gamrat et 

al. [83] found that, for a staggered arrangement, there is a greater change 

in Nusselt number by increasing Reynolds number compared with an inline 

arrangement. For both arrangements, higher porosities resulted in lower Nusselt 

numbers.  

In a dynamic analysis, Kim and Ghiaasiaan [89] considered square particles in an 

inline arrangement with six unit cells simulating unsteady laminar flow, modulated 

by the external flow pulsations. The oscillatory flow had a frequency range of 

20 Hz ≤ 𝑓 ≤ 64 Hz. Navier Stokes equations were solved using the commercial 

software FLUENT followed by the application of the volume averaging concept to 

calculate the macroscopic parameters for each unit cell. Kim and Ghiaasiaan [89] 

showed that the value of the cycle-averaged permeability coefficients were 

similar between steady and unsteady flows. However, the cycle averaged 

Forchheimer coefficients were reported to be quite responsive to flow pulsation. 

As a result, the values recorded for steady flow were naturally greater. Variable 

parameters such as 𝜀 and 𝑅𝑒𝐷 were found to be the core cause of phase change 

between the velocity and pressure oscillations. 
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A two-dimensional laminar model containing square obstacles in an inline 

arrangement was analysed by Alshare et al. [90]. The Representative Elementary 

Volume (REV) was designated as a unit cell, subject to steady and unsteady flows 

in both isotropic and anisotropic conditions. The square obstacles were set to 

constant heat generating thermal boundary conditions. The flow angle was varied 

between 0° and 90° and 𝑅𝑒 was altered between 1-1000. For steady flows, the 

results were similar to those of Nakayama et al. [133] where the increase of  

Reynolds number led to a gradual increase of Nusselt number under isotropic 

conditions. Additionally, for anisotropic conditions there was a drastic increase in 

Nusselt number with Reynolds number.  Alshare et al. [90] further showed that 

the isotropic model was unaffected by the flow angle. However, permeability of 

the anisotropic model changed between the two principal permeabilities. 

Subsequently, Pathak and Ghiaasian [91] studied the effects of thermal dispersion 

and convective heat transfer in a laminar oscillating flow. Pathak and Ghiaasian 

[91] argued that a single unit cell model neglects the entrance effects

complications and the phase lag, making the periodic boundary conditions 

unsuitable for oscillatory flows. As a result, they modelled an inline arrangement 

of two-dimensional square particles [91]. The oscillatory flow frequency was set 

between 0-100 Hz and the Reynolds number varied between 70-980. It was found 

that as the frequency increases there is an augmentation in the average 

convection coefficient and, for a higher Reynolds number a large average 

convection coefficient was reported. However, the average Nusselt number 

dropped at higher porosities. 

Penha et al. [78] proposed a computational method to solve conjugate heat 

transfer with isothermal conditions for a three-dimensional porous medium 

including periodic REVs. The system was arranged in an aligned and staggered 

way; similar to that of Nakayama et al. [133,135] and Kuwahara et al. [82]. A pair 

of pore-scale energy equations were solved for fluid and solid regions to 

characterise the conjugate heat transfer. This further allowed Penha et al. [78] 

to average the heat transfer coefficient as the temperature of the solid altered 

gradually, with respect to timescale of the developing fluid. In a study of fuel 

cells, Yuan and Sundén [114] analysed heat transfer in a porous medium with the 

use of pore-scale energy equations. A simplified two-dimensional porous model 

was developed within a parallel plate; with the top wall subject to a constant heat 



CHAPTER 4  51 

 

flux and the lower wall set to adiabatic conditions. This included a set of 5 × 5 

cylindrical solid particles in an inline arrangement subject to a uniform flow. Yuan 

and Sundén [114] altered the operating conditions to simulate various scenarios 

and showed that Knudsen number was minuscule to overlook the rarefaction 

effect. 

In a different work, Pathak et al. [92] studied conjugate heat transfer like that of 

Penha et al. [78] but with exposure to a laminar pulsating flow. This involved 

simulation of a two-dimensional system with seven aligned square rods which were 

considered as the REV and, pulsating frequency was altered between 0-60 Hz (at 

two different amplitudes). The pore-scale results were then used to work out the 

volume-averaged Darcy permeability, Nusselt number and Forchheimer 

coefficient showing that these parameters were highly responsive to pulsating 

flow and change in amplitude. Amongst other findings, Pathak et al. [92] stated 

that extrapolative approaches and relationships which are built on uniform 

consistent flow are not suitable for investigating periodic flow systems. In a similar 

study, Mulcahey et al. [136] examined the effects of oscillatory flows upon heat 

transfer and drag in a two-dimensional array of square obstacles imitating a heat 

exchanger. Extending the model from Pathak et al. [92] to ten unit-cells as the 

REV, the square particles were set to a constant temperature of 300K whilst the 

inlet temperature was 200K. Mulcahey et al. [136] found the drag coefficient 

plummeted with higher porosities and 𝑅𝑒𝐿 but had little or no sensitivity to the 

changes in the oscillation frequency of the flow. The Nusselt number was reported 

to augment with the decrease in the period of the pulsating flow and with the 

increase in 𝑅𝑒𝐿. It was concluded that oscillatory flows could enhance heat 

transfer in heat exchanger tube bundles. 

In their numerical investigation, Imani et al. [137] analysed the effects of 𝜀, 𝑅𝑒, 

𝑃𝑟, thermal conductivity ratio and heat conduction on heat flux splitting at the 

boundary of a porous medium. They designed a channel with parallel plates, 

consisting of three different porous configurations of random, inline and 

staggered. The inlet was set to uniform velocity with the working fluid being air 

and water. The square obstacles were set to a constant heat flux and the parallel 

plates were assumed to be thermally insulated. The system was modelled under 

steady conditions with laminar flow ( 1 ≤ 𝑅𝑒𝐿 ≤ 50 ). Imani et al. [137] employed 
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Lattice Boltzmann Method to solve for fluid flow and heat transfer and found that 

all the investigated parameters could influence heat flux splitting at the external 

boundary of the porous medium. However, the effects of some parameters were 

reliant on those of others such as the thermal conductivity ratio between solid 

and fluid.  

Teruel [138] studied the entrance effects on heat transfer between the solid and 

fluid regions through porous media. They investigated a porous medium consisting 

of two-dimensional square obstacles in a staggered arrangement. The inlet 

temperature was set to be higher than the constant temperature at the fluid/solid 

interface. The system was modelled under microscopic laminar flow and periodic 

boundary conditions were applied to the outlet of the model. The volume 

averaging concept was utilised to obtain the interfacial heat transfer coefficient. 

The results showed that the flow was characterised by a developing region which 

could be multiple REVs in length showing agreement with Pathak and Ghiaasian 

[91]. Teruel concluded that the macroscopic energy equation model might show 

large discrepancies if the entrance effect was to be neglected [138]. 

Pore-scale, turbulent heat convection in a three-dimensional channel filled with 

porous media at a T-junction was numerically analysed by Yang et al. [79]. The 

porous media was modelled as square rectangular obstacles in both inline and 

staggered arrangements and fully developed flows were passed through the T-

junction. The results showed that Nusselt number for the inline arrangement was 

less than that of the staggered arrangement. However, it was found that with 

increasing the flow rate, inline arrangement featured a dramatic increase in 

Nusselt number while, little increase was recorded for a staggered arrangement. 

Most recently, Jafarizade et al. [139] analysed heat convection in a metal foam 

geometry with the use of micro-tomography. The aluminium foam was simulated 

through a three-dimensional unsteady model with a 𝑅𝑒𝐿 of 10-200. The authors 

[139] presented the laminar model in terms of a structural factor to calculate the

heat transfer coefficient. They found that with the addition of this new 

parameter, the accuracy of Nusselt number correlation was affected for 

application through ranges of pore diameter and porosity. However, Jafarizade et 

al. [139] argued that the developed correlation could still decently represent 

convection coefficient of the porous metallic foams. In another recent work by 



CHAPTER 4  53 

the same group, Afshari et al. [140] numerically studied thermal dispersion in 

granular porous media using a pore-scale model. Microscopic governing equations 

were used to solve the steady laminar flow of granular porous media. A direct 

numerical simulation was then carried out to calculate the macroscopic thermal 

dispersion. The system under investigation was simulated as a three-dimensional 

configuration with circular grains and varying diameters. Afshari et al. [140] 

discovered that when under advection dominated regime, normalised longitudinal 

dispersion coefficient increased with increases in the fluid to solid thermal 

conductivity ratio [141].  

Ahmed et al. [142] investigated the thermal performance of a pipe partially filled 

with metal foams. A grooved metal foam was used to observe heat transfer and 

fluid flow characteristics. It was reported that the aspect ratio of 0.55 results in 

the optimal Nusselt number. Chakkingal et al. [143] studied the combined effects 

of natural and forced convection in a heated cavity filled with porous media. 

Richardson number was altered between 0.025-500 and it was found that heat 

transfer improves when forced convection is travelling in the same direction as 

natural convection. The reverse behaviour was noted for opposing forced and 

natural convection. Qin et al. [144] analysed the effects of flow boiling in a two-

dimensional open-cell metal foam using Lattice Boltzmann method. The pore-

scale study systematically varied Reynolds number, porosity and Rayleigh number, 

and showed that convective heat transfer is suppressed due to the bubble motion 

confinement within the metal foam. 

It follows from the review of literature that, except for a few studies ([89–

92,136]), the response of forced convection within porous media to oscillating 

flows at the inlet has not been investigated at pore-scale. Further, the existing 

studies are mostly attentive to the value of Nusselt number and the factors 

influencing that under oscillating flow conditions. Consequently, the dynamics of 

heat transfer have comparatively received much less attention. As a result, our 

understanding of the dynamic response of porous media to incoming flow 

disturbances is still largely incomplete. The current study aims to address this 

issue. 
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3.2 Methodology 

A visual representation of the analysed pore-scale configuration is depicted in 

Figure 3-1. This includes a three-dimensional model consisting of cylindrical 

obstacles in staggered arrangement in which a steady or temporally modulated 

flow enters from left-hand side. This configuration is subject to periodic boundary 

conditions on the upper and lower boundaries. The reason for the selection of 

such configuration will be discussed later. 

 

Figure 3-1: A view of the terrain model used for unsteady investigations (a) x-y 
coordinate system (b) x-z coordinate system (c)computational unit for a single 

pore in x-y plane (d) computational unit for a single pore in x-z plane 
 

Assuming a laminar flow, for the low Reynolds number considered in this study, 

the governing equations are as follows. The unsteady equations for the continuity 

of mass, momentum and energy are obtained from Ref. [145] and are expressed, 

respectively, as shown below. 

𝜕𝜌

𝜕𝑡
+

𝜕𝜌𝑢𝑥

𝜕𝑥
+

𝜕𝜌𝑢𝑦

𝜕𝑦
+

𝜕𝜌𝑢𝑧

𝜕𝑧
= 0, (3-1) 

3.2.1 Problem configuration, governing equations and assumptions 
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(
𝜕𝜌𝑢𝑥

𝜕𝑡
+ 𝑢𝑥

𝜕𝜌𝑢𝑥

𝜕𝑥
+ 𝑢𝑦

𝜕𝜌𝑢𝑥

𝜕𝑦
+ 𝑢𝑧

𝜕𝜌𝑢𝑥

𝜕𝑧
)

= −
𝜕𝑝

𝜕𝑥
+

𝜕

𝜕𝑥
[2𝜇

𝜕𝑢𝑥

𝜕𝑥
−

2

3
𝜇 (

𝜕𝑢𝑥

𝜕𝑥
+

𝜕𝑢𝑦

𝜕𝑦
+

𝜕𝑢𝑧

𝜕𝑧
)]

+
𝜕

𝜕𝑦
[𝜇 (

𝜕𝑢𝑥

𝜕𝑦
+

𝜕𝑢𝑦

𝜕𝑥
)] +

𝜕

𝜕𝑧
[𝜇 (

𝜕𝑢𝑥

𝜕𝑧
+

𝜕𝑢𝑧

𝜕𝑥
)] , 

(3-2) 

(
𝜕𝜌𝑢𝑦

𝜕𝑡
+ 𝑢𝑥

𝜕𝜌𝑢𝑦

𝜕𝑥
+ 𝑢𝑦

𝜕𝜌𝑢𝑦

𝜕𝑦
+ 𝑢𝑧

𝜕𝜌𝑢𝑦

𝜕𝑧
)

= −
𝜕𝑝

𝜕𝑦
+

𝜕

𝜕𝑥
[𝜇 (

𝜕𝑢𝑥

𝜕𝑦
+

𝜕𝑢𝑦

𝜕𝑥
)]

+
𝜕

𝜕𝑦
[2𝜇

𝜕𝑢𝑦

𝜕𝑦
−

2

3
𝜇 (

𝜕𝑢𝑥

𝜕𝑥
+

𝜕𝑢𝑦

𝜕𝑦
+

𝜕𝑢𝑧

𝜕𝑧
)]

+
𝜕

𝜕𝑧
[𝜇 (

𝜕𝑢𝑦

𝜕𝑧
+

𝜕𝑢𝑧

𝜕𝑦
)], 

(3-3) 

(
𝜕𝜌𝑢𝑧

𝜕𝑡
+ 𝑢𝑥

𝜕𝜌𝑢𝑧

𝜕𝑥
+ 𝑢𝑦

𝜕𝜌𝑢𝑧

𝜕𝑦
+ 𝑢𝑧

𝜕𝜌𝑢𝑧

𝜕𝑧
)

= −
𝜕𝑝

𝜕𝑧
+

𝜕

𝜕𝑥
[𝜇 (

𝜕𝑢𝑥

𝜕𝑧
+

𝜕𝑢𝑧

𝜕𝑥
)] +

𝜕

𝜕𝑦
[𝜇 (

𝜕𝑢𝑦

𝜕𝑧
+

𝜕𝑢𝑧

𝜕𝑦
)]

+
𝜕

𝜕𝑧
[2𝜇

𝜕𝑢𝑧

𝜕𝑧
−

2

3
𝜇 (

𝜕𝑢𝑥

𝜕𝑥
+

𝜕𝑢𝑦

𝜕𝑦
+

𝜕𝑢𝑧

𝜕𝑧
)], 

(3-4) 

𝜌𝑐𝑝 (
𝜕𝑇

𝜕𝑡
+

𝜕𝑢𝑥𝑇

𝜕𝑥
+

𝜕𝑢𝑦𝑇

𝜕𝑦
+

𝜕𝑢𝑧𝑇

𝜕𝑧
) = 𝑘𝑓 (

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
+

𝜕2𝑇

𝜕𝑧2
), 

(3-5) 

All parameters and variables have been reported in the nomenclature. 

Furthermore, the porosity of the configuration could be controlled by adjusting 

the obstacle dimensions. In this case, circular obstacles with diameter of 0.05 m 

were fitted in the domain and porosity was varied by changing the axial and 

transversal distances of the obstacles. No-slip condition along with 300K constant 

temperature were applied on all solid walls. The fluid properties were set to those 

of air or hydrogen under standard settings. The velocity of the fluid at the 

entrance was assumed to be constant and the temperature was 200K. Also, the 

surface averaged Nusselt number over the flow obstacles were monitored to 

evaluate the heat transfer amongst the fluid, as well as the solid region. 
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To find out the minimum number of the required flow obstacles, an initial set of 

simulations were performed whereby the entrance and exit were set to periodic 

boundary conditions, while other settings were unchanged. This would reproduce 

the unit element (see Figure 3-1c) for the porous structure based on the approach 

presented by Saito and de Lemos [94]. It should be noted that although this model 

is the closest representation of an internal component inside a porous medium, 

it’s limited to a steady state environment. Therefore, a step-by-step methodology 

was developed to generate a representative model which could be used for 

unsteady simulations. The basic steady state unit model was used as a starting 

point, with velocity inlet and pressure outlet boundaries. A script was developed 

whereby the velocity and temperature profiles were re-injected from the exit to 

the entrance of the model. The simulations were re-run till the difference amid 

the entrance and exit profiles falls under a certain limit, denoted by Relative 

Profile Change (RPC): 

𝑅𝑃𝐶 = ( ∑
|𝜓𝑜𝑢𝑡𝑙𝑒𝑡 − 𝜓𝑖𝑛𝑙𝑒𝑡|

𝜓𝑜𝑢𝑡𝑙𝑒𝑡
𝑝𝑟𝑜𝑓𝑖𝑙𝑒

) ∙ 100, (3-6) 

 

in which 𝜓 is either temperature or velocity, and the RPC is summed over every 

point on the boundary as a percentage value. The results of the investigation for 

the selected Reynolds numbers have been summarised in Figure 3-2. It could be 

seen that the profiles drop under 5% after 9 iterations have surpassed for the 

investigated Reynolds numbers. Beyond this point, the profiles effectively remain 

the same. Therefore, it was concluded that the representative model could be 

generated using a terrain made up of ten identical flow obstacles as shown in 

Figure 3-1. To ensure the validity of this, the terrain geometry was tested at the 

same conditions as the periodic model. Investigations showed that the 

temperature and pressure profiles at the outlet almost exactly match those 

profiles after nine levels of injection. Furthermore, the results were very close to 

the profiles obtained using periodic boundary conditions confirming the proper 

build-up of the new model. The rest of the investigations reported in this study 

were performed on the model shown in Figure 3-1a. 
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Figure 3-2: Changes in the relative profile versus re-injection iterations for varying 

values of Reynolds numbers. 
 

The inlet flow was modulated by varying the frequency and amplitude of the 

sinusoidal wave employed on the inlet velocity. That is: 

𝑢(0, 𝑡) = 𝑢𝐿 ∙ (1 + 𝑎𝑓𝑠𝑖𝑛(2𝜋 ∙ 𝑓 ∙ 𝑡)). (3-7) 

 

It is well-known that any arbitrary temporal disturbance can be decomposed into 

a series of sine waves through application of Fourier transform. As a result, sine 

waves are the building blocks of temporal disturbances of all kinds and, for that 

reason here they are used as the primary input disturbances.  

The Reynolds number was defined by the following relation [146]. 

𝑅𝑒𝐿 =
𝑢𝐿𝜌𝐷

𝜇
. 

(3-8) 

 

Inside the pore-scale numerical model, heat is transported by forced convection 

complying with the Newton’s law of cooling. That is [145]  
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𝑞𝑓
′′ = ℎ𝑜(𝑇𝑓 − 𝑇𝑟𝑒𝑓). (3-9) 

 

which is defined at the surface of the obstacle. In order to assess the thermal 

response of the model, the surface-mean, time-dependent Nusselt Number was 

determined over all individual obstacles of the terrain model. The numerical value 

of the Nusselt number was acquired by the use of Equation (3-10), as shown below 

[83].  

𝑁𝑢𝐿 =
𝑞𝑓

′′𝐷

𝑘𝑓(𝑇𝑓 − 𝑇𝑟𝑒𝑓)
. (3-10) 

 

Three various values of Reynolds number (50,150,250) and porosity (0.87, 0.8 and 

0.72) and six different frequencies between 0 and 2Hz were investigated along 

with an inlet velocity disturbance with an amplitude of 30% of its steady value. 

Simulations were repeated for fluids of air, carbon dioxide and hydrogen, resulting 

in the total number of 162 unsteady simulations. The choice of the low frequencies 

is due to the low fluid velocity in the system which slows down the heat convection 

response. Thus, only long period (low frequency) flow disturbances are of interest. 

3.2.2.1 Computational techniques 

A three-dimensional numerical model was developed in STAR-CCM+ V12.04, which 

is a finite volume based Computational Fluid Dynamics (CFD) software. An 

adequately refined mesh of polyhedral cells was generated in the bulk region. 

Further, a number of tetrahedral or the so called “prism layer” cells were 

implemented near all solid surfaces with large gradients of flow properties (see 

Figure 3-3). A second order discretization technique was employed to every 

equation along with a coupled solver which was adopted for achieving higher 

stability. For the unsteady simulations, the converged solution from similar steady 

state simulation was used as the initial condition. The foundation time-step was 

selected so that it was a factor of 100 below than that of the physical timescale. 

An improved time step was adopted for non-steady simulations for achieving 

higher accuracy. The steady state investigations were simulated until the residuals 

3.2.2 Numerical methods 
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count fell under 10-6 for every equation. Furthermore, a very high value was 

selected for the maximum time-step number in unsteady cases, and the mean 

temperature at the exit of the model was monitored to check the convergence in 

time. The stoppage criterion was to terminate the simulations if the deviation in 

the last 1000 time-steps was under 0.5 K.  

 
Figure 3-3: Polyhedral staggered mesh with prism layers of a single pore. 

 

3.2.2.2 Grid independency and validation 

Nusselt numbers were calculated separately on each circular obstacle. These 

values were a single quantity for steady state simulations and a temporal 

variations plot was generated for unsteady cases. Temporal variations in the flow 

velocity were introduced at the inlet. The system response was represented by 

the temporal variations of Nusselt number over the obstacles. A series of 

successive refinements were undertaken on the computational mesh resulting in 

grids of roughly 2600, 45000, 225000, 377000, 445000, 613000 and 2570000 cells, 

respectively. Examination of a single Reynolds number indicated that Nusselt 

number varied slightly with changing the grid in the range of 225000 – 2570000 

cells. Further refinement in the grid size did not show any noticeable change in 

the results. In fact, the changes in Nusselt number were minor even in the 225000 

– 613000 cell range, and therefore a grid including 613000 cells was used in this 

study. 

To validate the numerical results, the calculated Nusselt numbers under steady 

state condition were compared with the empirical correlations of Chen and Wung 

[100] and Kuwahara et al. [82] developed for heat transfer in structures similar to 

that of the current study. These correlations are expressed by 
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𝑁𝑢̅̅ ̅̅ = 0.78𝑅𝑒0.45𝑃𝑟0.38,   (3-11) 

 

𝑁𝑢 = (1 +
4(1+𝜀)

𝜀
) +

1

2
(1 + 𝜀)1 2⁄ 𝑅𝑒0.6𝑃𝑟1 3⁄ .  (3-12) 

 

The former has been derived for staggered arrangement of pores while the latter 

was essentially extracted for square obstacles. Both correlations are valid in a 

wide range of Reynolds numbers and porosities. The settings are quite similar to 

the simulations discussed in section 3.2.1. 

Table 3-1: Comparison between Nusselt Number 
ReD Nu (simulated) Nu (Kuwahara et al. [82]) Nu (Chen and Wung. [100]) 
50 3.71 4.71 4.06 

100 5.43 5.92 5.54 
150 6.65 6.89 6.65 
200 7.61 7.80 7.58 

 

For further validation, the results of an unsteady simulation using an in-house 

direct numerical simulation (DNS) code [101] were compared against the 

predictions made by the current simulations. The investigated geometry was a 

channel of 0.02 m × 0.002 m in dimensions. The air flow was laminar (Re=150), 

and wall temperatures were maintained at 300 K. A 30% ramp-up variable 

temperature was applied at the inlet, and the temperature at three locations, 

namely 𝑥 = 0.0, 0.01, and 0.02 m were monitored. Figure 3-4 shows a comparison 

between the two datasets, featuring an excellent agreement. Although not shown 

here, comparison of the velocity profiles across the channel resulted in the same 

level of agreement. Therefore, it is concluded that the developed unsteady 

numerical model could predict the flow and heat transfer processes with adequate 

accuracy and resolution. 
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Figure 3-4: Time trace of flow temperature at the inlet (blue), centre (green) and 

outlet (red), dark and light colour lines show the results of DNS and present 
simulations, respectively. 

 

3.3 Results and discussion 

The system shown in Figure 3-1a, consisting of ten flow obstacles, can be 

considered as ten single-input single output (SISO) sub-systems [103]. In each of 

these, the velocity modulation at the far left of the figure is considered as the 

input and the resultant oscillations of the surface averaged Nusselt number over 

each flow obstacle is the output. The spatio-temporal response of the porous 

configuration to a sinusoidal perturbation of the inlet flow velocity has been shown 

in Figure 3-5. This figure includes snapshots of the flow field in four equally spaced 

points during one flow modulation cycle over a period of four seconds. The flow 

disturbance is advected by the mean flow and influences the flow field around 

and behind the obstacles. The effects are strong for those obstacles that are 

positioned close to the flow inlet. Nonetheless, they decay as the disturbance 

further penetrates the porous system and the viscous effects annihilate the 

imposed velocity perturbation. An increased Re in Figure 3-5a is reflected as the 

oscillation travels further downstream when compared to Figure 3-5b. Temporal 

modification of the flow velocity around the obstacles perturbs the heat 

convection coefficient and leads to the oscillation of Nusselt number. These 

oscillations are expected to be more pronounced for the obstacles closer to the 

inlet and decrease in amplitude as the outlet is approached. This can be confirmed 
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by visual inspection as a second oscillation (towards the outlet) within each system 

is recorded at a lower velocity. The analyses presented in this section aim to 

evaluate the linearity of the relation between the fluctuations in Nusselt number 

on different flow obstacles and those of the inlet flow. 

Figure 3-5: Spatiotemporal evolution of the flow disturbance during advection 
throughout the system, left column: side view, right column: top view, (a) H2, 𝜀 = 

0.804 Re=150 (b) H2, 𝜀 = 0.804 Re=50. 

Figure 3-6a and Figure 3-6b show a typical time trace of the flow velocity, along 

the centreline, as well as that of the surface averaged Nusselt number over the 

first flow obstacle. Figure 3-6b displays an obvious lag when the oscillation is 

compared with the flow velocity. The spectra of these traces are depicted in 

Figure 3-6c and Figure 3-6d, demonstrating that the frequency content of the 

system output (surface-averaged Nusselt number) is almost identical to that of 

the input (flow velocity oscillations). This is a clear indication of a linear system 

to which the classical theory of system dynamics could be applied [102]. However, 

Figure 3-7 indicates that this is not always the case. This figure shows the 

spectrum of the Nusselt number fluctuations under three different conditions 

specified in the figure caption. In this figure, frequency has been non-

dimensionalised through introducing a Strouhal number defined as 𝑆𝑡 = (𝑓 ∙ 𝐷)/𝑢. 

Clearly, the frequency response can include other harmonics different to that of 

the input. That is to say that although the flow velocity input contains only one 

(a

(b
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frequency, the Nusselt number response involves two, or more, frequencies and 

hence it is nonlinear [117]. The same conclusion can be made through analysis of 

the phase portrait of Nusselt number and flow velocity traces at a selected 

frequency and over three different obstacles (see Figure 3-8).  The right column 

of Figure 3-8 shows the cases for which the response remains nearly linear as the 

portraits are nearly axisymmetric. However, asymmetry of the phase portraits in 

the left column of this figure demonstrates a strong nonlinearity [112]. 

Figure 3-6: (a) time trace of the inlet flow (b) time trace of the surface-averaged 
Nusselt number (c) spectrum of the inlet flow (d) spectrum of the surface-averaged 

Nusselt number for H2, 𝜀 = 0.804 Re=50. 
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Figure 3-7: Frequency content (spectrum) of Nusselt number oscillations (a) CO2, 𝜀 

= 0.874 Re=50 f=0.25 Hz, (b) Air, 𝜀 = 0.874 Re=150 f=0.25 Hz, (c) CO2, 𝜀 = 0.804 
Re=150 f=0.25 Hz. 

 

Figure 3-8: Phase portrait of Nusselt number oscillations at f=0.25 Hz, plus: first 
obstacle, circle: fifth obstacle, diamond: tenth obstacle. (a, c) H2, 𝜀 = 0.804 Re=50 & 
Air, 𝜀 = 0.717 Re=50 -Linear dynamics (b, d) CO2, 𝜀 = 0.804 Re=150 & H2, 𝜀 = 0.804 

Re=150-Nonlinear dynamics. 
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The spectral and phase portrait analyses shown in Figure 3-6, Figure 3-7 and Figure 

3-8 can detect nonlinear dynamics. However, they do not quantify the extent of

nonlinearity. As shown in Figure 3-7b, there could be situations in which the 

spectrum involves a relatively insignificant second peak. Yet, it is not obvious 

whether such cases can be still approximated as a linear response or not. It is 

therefore necessary to develop a rigorous quantitative measure of nonlinearity 

through which the linear and nonlinear responses of the system can be clearly 

distinguished. To resolve this issue, calculation of non-linearity was imported in 

order to assess alteration from a purely linear behaviour. The latter is conveyed 

through 

𝛿 =
𝑛

𝑛 − 𝑜
(3-13) 

in which 𝛿 is the extent of non-linearity, n, denotes Euclidean norm of the 

normalized Nusselt number logged over all obstacles and o is the discrete Fourier 

transform of that [113]. Here, the normalised Nusselt number is defined as 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 𝑁𝑢 = 𝑁𝑢𝐿 ÷ 𝑁𝑢𝐿
̅̅ ̅̅ ̅ where 𝑁𝑢𝐿

̅̅ ̅̅ ̅ is the surface averaged Nusselt number

over the obstacle under steady state condition. Equation (3-13 assigns the value 

of zero to a truly linear system and sets one to an entirely nonlinear system. As a 

result, it always assigns a value between zero and one to any dynamical system 

[113]. A threshold can be then considered and the systems with the values of 𝛿 

below that can be regarded as linear, while those with a measure of nonlinearity 

higher than the threshold are deemed nonlinear.  

The numerical values of 𝛿 were evaluated for all obstacles and modulation 

frequencies and for all simulated configurations. For any given set of porosity or 

Reynolds number, the upper limit of 𝛿 (denoted by Max (𝛿 )) was then found. 

Figure 3-9 shows these maxima with changes in porosity and Reynolds number for 

the six inspected Strouhal numbers over each obstacle for CO2. The figure caption 

also specifies the obstacle and Strouhal numbers where the upper limit was 

achieved. According to Figure 3-9, changes in porosity and Reynolds number can 

majorly affect the upper limit of the degree of nonlinearity. For the lowest 

porosity, the maximum values of 𝛿 remains almost indifferent to Reynolds number. 

However, at higher values of porosity the maxima of  𝛿  can either increase or 
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decrease by increases in Reynolds number. Figure 3-9 shows that, in general, the 

variation of Max (𝛿) with porosity and Reynolds number is convoluted. It is, 

nonetheless, observed that regardless of porosity, for the lowest value of Reynolds 

number (Re=50) the values of Max (𝛿) are the smallest in the figure and around 

0.25. Physically, this can be explained by noting that nonlinearity in the current 

problem is dominated by the nonlinearity of momentum transfer (Eq. (2-2, (2-3, 

(2-4). Lowering the value of Reynolds number implies lower flow velocity which 

in turn weakens the nonlinearity of momentum transfer. This argument is 

qualitatively in keeping with the rationale behind Darcy and Darcy-Brinkmann 

models of flow in porous media which ignore the nonlinearity of momentum 

transfer [50]. However, unlike the general notion of macroscopic modelling, 

Figure 3-9 shows that rises in Reynolds number do not inevitably result in stronger 

nonlinearity. Interestingly, the lowest value of Max (𝛿) in Figure 3-9 is encountered 

at the highest Reynolds number. 

 

Figure 3-9: The maximum values of the measure of nonlinearity for CO2 simulations 
changing with porosity and Reynolds number A) St=1, C2 B) St=0.375, C3 C) St=0.125, 
C2 D) St=0.375, C5 E) St=0.125, C8 F) St=0.375, C3 G) St=0.375, C5 H) St=0.125, C6 I) 

St=0.375, C7. Ci denotes flow obstacle i. 

 

Considering the value of 𝛿=0.25 as the threshold of nonlinearity and sketching 

figures similar to Figure 3-9 for other investigated fluids, the linear cases could 

be readily distinguished. For these, the classical theory of system dynamics and in 

particular the concept of transfer function can be developed to describe the 

response of thermal system to inlet flow modulations. Figure 3-10 shows the 
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transfer function of the thermal response for which the amplitude is defined as 

|ℱ(𝑁𝑢𝑖(𝑆𝑡))|/|ℱ(𝑢𝑖𝑛𝑙𝑒𝑡(St)) |. In this relation, ℱ(𝑁𝑢𝑖(𝑆𝑡)) is the Fourier transform 

of the surface averaged Nusselt number for obstacle 𝑖 and ℱ(𝑉𝑖𝑛𝑙𝑒𝑡(St)) is the 

Fourier transform of the flow velocity at the inlet. 

 
Figure 3-10: Amplitude of transfer function (a) Fluid: Air, 𝜀 = 0.874 Re=50 (solid line) 

& Air, 𝜀 = 0.804 Re=50 (dashed line). (b) Air, 𝜀 = 0.717 Re=50 (solid line) & Air, 𝜀 = 
0.717 Re=250 (dashed line). Ci denotes obstacle i. 

 

Figure 3-10 shows the amplitude and non-dimensional delay of the transfer 

functions calculated for four linear cases. The data have been presented for the 

first and tenth flow obstacles as well as the average data for all ten obstacles.  As 

a general trend, the rapid reduction of the amplitude with frequency is completely 

evident. That is to say that the surface averaged Nusselt numbers over all 

obstacles respond more strongly to low frequency modulations. This behaviour is 

often regarded as low pass filtering and stems from the fact that the small 

frequency modulations deliver a lengthier time for the process of heat transfer to 

take place. As the frequency increases, the available duration for heat transfer 

declines and at certain frequency the system becomes essentially irresponsive to 

modulation and the amplitude approaches zero. This behaviour has been already 

reported in other thermofluid systems [106,118]. The low-pass filtering 

characteristic of the response allows for the development of an approximative 

formulation for the transfer function. A low pass filter allows passage of low 

frequency signals from 0Hz to a cut-off frequency, fc to pass and attenuates higher 
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frequencies. This cut-off frequency can be found visually from the transfer 

function and following a procedure detailed in Refs. [108,109], the general 

formulation for low pass filter is given by 

𝐿𝑜𝑤 𝑝𝑎𝑠𝑠 𝑓𝑖𝑙𝑡𝑒𝑟 = �̅� ∙
𝑋𝐶

√𝑅2 + 𝑋𝐶
2

, (3-14) 

  

𝑋𝐶 =
1

2𝜋𝑓𝐶
, (3-15) 

 

whereby all terms are reported in the nomenclature. For the transfer functions 

shown in Figure 3-10, this results in 𝐴𝑂𝑈𝑇 =  𝐴𝐼𝑁 ×
(

1

2𝜋𝑓𝐶
)

√10002+(
1

2𝜋𝑓𝐶
)2

  in which Ain and 

Aout refer to the amplitude of the input (velocity) and output (Nusselt number). 

Figure 3-10 shows that the developed low-pass filter closely approximates the 

average response across all ten obstacles and for the four investigated cases. 

Figure 3-10 further shows that the amplitude of the response of the first obstacle 

grows in magnitude when the 𝑅𝑒𝐿 and   of the structure increase. However, the 

frequency responses of the tenth obstacle are almost the same regardless of the 

values of Reynolds number and porosity. The strong dependency of the transfer 

function amplitude upon Reynolds number is to be expected as, in general, forced 

convection over a cylinder is significantly influenced by Reynolds number. 

Convergence of the responses over the tenth obstacle implies the existence of a 

global but negligibly low-amplitude response farther from the inlet. 

Figure 3-11 illustrates the outcomes of a statistical analysis conducted on all linear 

cases detected in this study (a total of 13 cases each consisting of 6 frequencies). 

To construct this figure, the amplitudes of the transfer function (as explained 

earlier) calculated for each obstacle were averaged over all investigated 

frequencies and the process was repeated for all detected linear cases. The 

arithmetic mean and standard deviation of the results are shown in Figure 3-11. 

As expected, the first obstacle features the strongest average response and 

further shows the largest standard deviation amongst all obstacles. Moving 

towards the outlet of the system, the average amplitude drops quickly and so does 

the standard deviation of the amplitude. The rate of this drop is, however, non-



CHAPTER 4  69 

 

uniform and the average amplitude decreases sharply over the first three 

obstacles. Yet, the amplitude decline slows down and after the fifth particle it 

becomes quite gradual. As a result, most of the amplitude dissipation occurs over 

the first three flow obstacles and the farther situated obstacles are of much less 

significance.  This behaviour is an important result as it demonstrates that the 

problem under investigation is highly dependent upon pore-scale processes. 

Porous media macroscopic models of heat convection are often based on averaging 

over several pores with an inherent assumption that no sharp changes occur within 

those pores. Nonetheless, the current results show that response of the porous 

structure to flow modulations could vary strongly from one pore to another. 

Hence, adopting a pore-scale method appears to be an essential necessity in the 

problems that involve dynamic response of heat convection in porous media. 

 

Figure 3-11: Average and standard deviation of the amplitude of transfer function 
for all linear cases each consisting of 6 frequencies. 

 

3.4 Conclusions 

The dynamic response of forced convection in porous media to imposed 

oscillations on the inlet flow velocity was investigated through conduction of a 

pore-scale analysis. A porous-structure including several flow obstacles subject to 

constant wall temperature was exposed to harmonic oscillations of the flow 

velocity at the inlet. The dynamic relations between these oscillations and the 

resultant fluctuations in the surface averaged Nusselt number over each obstacle 

were examined in detail. In particular, a novel measure of nonlinearity was 
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introduced to quantify the nonlinearity of the Nusselt number response.  The 

ultimate aim was to determine the transfer function of the porous medium so that 

the dynamic response of the medium to any arbitrary velocity disturbance could 

be figured out. Further, the limitations of transfer function were formally 

evaluated through measuring the linearity of the thermal response.   

The crucial discoveries of this study can be summarised as below. 

• Increases in pore-scale Reynolds number can push the dynamics towards 

nonlinearity. However, in contrast with a notion implied by the macroscopic 

models, further increases in Reynolds number may result in retrieving the 

linear response. 

• The Nusselt number transfer functions developed for the linear cases, can 

be similar to a classical low-pass filter. This highlights the fact that the 

dynamics of heat convection are influenced most significantly by the low-

frequency flow disturbances.  

• The statistical analysis of the cases with linear dynamics showed that the 

thermal response of the porous structure is dominated by those of the first 

few obstacles. This clearly reflects the importance of utilising pore-scale 

modelling in the analysis of unsteady forced convection in porous media.  

Chapter 2 and chapter 3 both comprise of a pore-scale analysis of unsteady 

convection subject to temporally modulated inlet flow by a sinusoidal 

disturbance. Expanding the pore-scale analysis further, chapter 4 investigates the 

transient response to inlet ramp inputs using the existing pore-scale model as 

transient response of porous media has grown in importance with its widespread 

use in emerging technologies [147,148]. 
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Chapter 4 A pore-scale investigation of the 

transient response of forced convection in 

porous media to inlet ramp inputs 

ASME – Journal of Energy Resources Technology – Rabeeah Habib, Bijan 

Yadollahi, Nader Karimi 

4.1 Introduction 

Comprehending the transient response of porous media has grown in importance 

with its widespread use in emerging technologies [149–153]. Cases can be found 

in the use of heat exchangers [116], micro chemical reactors [53,154], fuel cells 

[114,115] and electrochemical systems [71,72]. Understanding the response of 

these systems is vital as the inlet fluid flow rate can be highly time dependent 

[49]. It is fundamental to have the ability to predict the thermal response of the 

pertinent model subject to time-dependent disturbances at the inlet [75] . Steady 

flow has been the predominant focus of majority of existing studies of forced 

convection in porous media. This pattern is clearly visible in numerical 

investigation that were conducted using a pore-scale approach (e.g. [85,86]); and 

especially in those studies that took a macroscopic modelling approach (e.g. 

[54,155]). 

A smaller amount of macroscopic investigations have analysed unsteady and 

pulsating flows in porous media as will be discussed in the core part of this 

literature review. Fewer studies reported results using the pore-scale approach; 

with most studies being in the two-dimensional domain [59,156] and even less in 

the three-dimensional domain [53,157]. In order to fully comprehend steady and 

unsteady macroscopic modelling, a brief examination of literature on macroscopic 

studies in porous media is carried out using the Darcy model and its extensions. It 

is generally understood that a macroscopic model might be lacking for the analysis 

of periodic flow systems [71] therefore a pore-scale approach is employed in this 

paper.  
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Saito and de Lemos [134] proposed two-macroscopic-energy equation models for 

conduction and convection for packed beds of porous media assuming local 

thermal non equilibrium. The authors modelled a two-dimensional unit cell model 

with square cylinders in a staggered arrangement; replicating Kuwahara et al. [82] 

physical model. Saito and de Lemos [134] numerically solved for the interfacial 

heat transfer coefficient; discretizing the macroscopic governing equations using 

the control volume method. These authors [134] found their work to be in 

agreement with Kuwahara et al. [82]. They concluded that a higher porosity 

medium could reduce the energy transfer between the solid and fluid phase [134].  

Lu et al. [158] simulated temperature disturbances during the mixing process of a 

T-junction filled with and without porous media.  They implemented local thermal 

equilibrium model and concluded that the addition of porous media within the T-

junction model lowers the temperature fluctuations during the mixing process 

[158].  

Kim et al. [159] numerically simulated a two-dimensional channel filled with 

porous media to investigate the effects of forced oscillatory flow on the Nusselt 

number. Isothermal boundary conditions were set to the channel walls where the 

porosity of the porous media was fixed to 0.6. The authors [159] compared the 

temperature and flow fields with ranges of pertinent parameters and discovered 

oscillatory flow to reduce heat transfer in the entrance region of the model when 

compared to steady flow. They further reported enhanced heat transfer in the 

central region of the model. A similar study was conducted by Guo et al. [160] 

who considered the effects of pulsating flow on heat transfer in a pipe partially 

filled with porous media. The system was modelled as two-dimensional with 

porous media attached to the walls of the pipe. Guo et al. [160] found that Nusselt 

number monotonically increases with the growth in the porous layer thickness.  

Bhargava et al. [161] present finite element solutions for a non-Newtonian fluid 

experiencing pulsations. The analysis was conducted by adopting a one-

dimensional transient model depicting a porous medium conduit. The pulsatile 

effects of the pressure gradient on the model flow were examined by altering 

parameters such as Reynolds number, pulsating amplitude and frequency. 

Bhargava et al. [161] discovered the velocity to augment with an increase in 

permeability and a reduction of non-Newtonian behaviour. Huang and Yang [162] 

studied forced oscillatory convection in a parallel plate channel with porous blocks 
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mounted to the lower wall. They described the effects of varying the amplitude, 

frequency and porous blockage ratio on the flow field and heat transfer of the 

model. An oscillatory flow was introduced to improve flow mixing and greater 

thermal transport, revealing that heat transfer augments from the heat sources 

with the rise of the oscillation amplitude.  

A numerical study was conducted by Dhahri et al. [163] to find the effects of 

pulsating flow on entropy generation within a pipe partially filled with porous 

media. The authors monitored the response of the amplitude, frequency, porous 

layer thickness and thermal conductivity ratio with respect to entropy generation. 

They discovered the temperature difference in the fluid region to be greater than 

that of the porous region. Farooghi et al.[123] studied steady and oscillating flow 

in a parallel plate channel partially composed with porous media in the upper and 

lower walls of the channel; subject to a constant heat flux. The authors employed 

the Brinkman-Forchheimer-extended Darcy model and implemented the LTNE 

method and reported that LTE method overestimates the heat transfer. Farooghi 

et al. [123] suggested that augmenting the amplitude of flow oscillation could 

result in an increase in the time-averaged Nusselt number. They further noted the 

thermal conductivity ratio to increase heat transfer between the solid and fluid, 

if the porous media thickness is kept constant.  

Ghafarian et al. [164] computed pulsating flow through a channel filled with a 

porous medium to analyse heat transfer. Various studies were conducted by 

altering the frequency, amplitude, and Reynolds number of the working fluid as 

well as a change of porosity. The local Nusselt number was calculated for a laminar 

model to monitor heat transfer, showing that the Nusselt number to augment with 

the use of a high amplitude and high frequency. Targui and Kahalerras [116] 

numerically simulated oscillatory flow through a double pipe heat exchanger 

coupled with porous baffles. It was found that the oscillation has a profound effect 

on heat transfer and maximises it when only the hot fluid flow oscillates. Zaman 

et al. [165] numerically examined the flow of blood induced with pulsatile flow 

within a porous-saturated overlapping stenosed artery. The study depicted a 

pathological solution where the blood travels through an artery comprising of 

blood clots and fatty cholesterol. The numerical simulation showed the effects of 

flow rate, velocity, and wall shear stress on the porous medium. It was found that 
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with a larger permeability the resistance of the flow is smaller whilst the flow 

rate and velocity augments. 

It is observed that the existing studies on unsteady forced convection are mostly 

concerned with the macroscopic analysis by using the extended Darcy models. 

Further, most studies include two-dimensional simulations and gave little 

attention to the transient response of the system. Therefore, there is currently a 

gap in understanding the thermal transient response at pore-scale in a three-

dimensional domain. The current investigation aims to address this issue. 

4.2 Methodology 

In the current pore-scale model, the flow is assumed to be unsteady and laminar. 

The mass, momentum, and energy conservations [145] for such flow are written 

as follows. 

𝜕𝜌

𝜕𝑡
+

𝜕𝜌𝑢𝑥

𝜕𝑥
+

𝜕𝜌𝑢𝑦

𝜕𝑦
+

𝜕𝜌𝑢𝑧

𝜕𝑧
= 0, (4-1) 
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4.2.1 Problem configuration, governing equations and assumptions 
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), (4-5) 

where all terms have been defined in the nomenclature. 

A representative elementary volume (REV) similar to the structure used in Ref. 

[166] is taken into consideration. The REV contains a single pore around an

obstacle [167]. Such a unit is periodically repeated in each direction to create the 

large-scale porous structure. Therefore, it is safe to assume nearly identical flows 

in each REV unit. As a result, the boundaries of this unit element are treated as 

periodic and symmetric. 

The first set of investigations incorporated the REV as a separate unit. The porosity 

of the unit could be regulated by changing the pore dimensions as obstacle 

dimensions. In this instance, the pore was selected to be of 0.1 × 0.2 𝑚2 and a 

circular obstacle of diameter 0.05 m was designed in the domain. The flow was 

assumed to be steady state. All solid walls were set to a constant temperature of 

300K with no slip boundary conditions. The fluid properties were established to 

be standard air. Uniform velocity boundary conditions applied at the inlet, and 

the temperature was set to 200K and atmospheric pressure at the outlet. Top and 

bottom of the pore were treated as symmetry boundaries. Periodic boundary 

conditions were set at the inlet and outlet for another batch of simulations. All 

other settings were kept the same as the previous investigations. This replicated 

the unit structure for the porous media model based on the approach obtained by 

Saito and de Lemos [94] . It should be devised, however, that while this model is 

near-identical depiction of the internal structure in a porous medium, it is 

restricted to steady state conditions. Consequently, it was decided to follow a 

systematic approach to produce a representative model which could be employed 

for unsteady simulations. The rudimentary steady state REV unit model was 
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devised as a foundation model, with velocity entrance and pressure exit 

boundaries. In this instance, a script was created where the velocity, as well as 

the temperature profiles were re-inserted from the exit to the entrance of the 

model [101]. Therefore, the simulation continued till the variance amongst the 

inlet and outlet fell beneath a certain value, defined as Relative Profile Change 

(RPC) as below: 

𝑅𝑃𝐶 = ( ∑
|𝜓𝑜𝑢𝑡𝑙𝑒𝑡 − 𝜓𝑖𝑛𝑙𝑒𝑡|

𝜓𝑜𝑢𝑡𝑙𝑒𝑡
𝑝𝑟𝑜𝑓𝑖𝑙𝑒

) ∙ 100, (4-6) 

 

where 𝜓 is either velocity or temperature. The RPC is collated upon every position 

on the boundary as a percentage unit. The effect of three Reynolds numbers were 

tested in this part of the study. The outcomes of the investigation have been 

depicted in Figure 4-1. It is clear that the difference in profiles falls below 5% 

after 9 iterations for all three Reynolds numbers. After this, the profiles remain 

almost the same. Thus, it was settled that representative model could be 

produced using a terrain made up of ten REVs (see Figure 4-2). The terrain 

geometry was then verified at identical conditions as the periodic model showing 

that the temperature and pressure profiles at the outlet almost match those 

profiles after nine levels of insertion. Further, with the use of periodic boundary 

conditions the results were found to be almost identical. This confirmed the 

proper construction of the computational model used in the rest of the current 

study.  

A series of steady state investigations were performed on the terrain model to 

study the effects of main variables affecting the fluid flow inside the system. 

Three porosities of 0.87, 0.8 and 0.72 were considered. Uniform velocity and 300K 

constant temperature were set at the inlet and atmospheric pressure was set at 

the outlet. Three wall temperatures of 500, 600 and 700K were also tested with 

300K inlet temperature. The effects of circular obstacle geometries were 

investigated and Nusselt number was calculated separately on each obstacle to 

enable a more detailed evaluation of the results. 
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Figure 4-1: Accumulative relative profile change versus re-injection iteration at 
different Reynolds numbers. 

 

 

Figure 4-2: A 3-D view of the terrain model used for unsteady investigations 
visualising fluid flow. 

 

Under unsteady condition, a ramp-up was selected as the method for temporal 

variations as one of the most common scenarios in real applications. The inlet flow 

was modulated by superimposing a ramp-up on the inlet velocity after 5 seconds. 

That is: 

𝑢(0, 𝑡) = 𝑢𝑖𝑛 ∙ (1 +
𝑡

𝑡𝑟𝑎𝑚𝑝 ∙ 𝑎𝑟
). (4-7) 

 

The Reynolds number [146] was defined by the following relation. 

𝑅𝑒𝐿 =
𝑢𝑖𝑛𝜌𝐷

𝜇
. 

(4-8) 

 

Newton’s law of cooling [145] is expressed as 
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𝑞𝑓
′′ = ℎ𝑜(𝑇𝑓 − 𝑇𝑟𝑒𝑓). (4-9) 

The Nusselt number is surface-averaged for all obstacles to assess the thermal 

response of the pore-scale model. The following equation is employed to calculate 

the Nusselt Number [83].  

𝑁𝑢𝐿 =
𝑞𝑓

′′𝐷

𝑘𝑓(𝑇𝑓 − 𝑇𝑟𝑒𝑓)
. (4-10) 

Along with the aforementioned Re and porosity values, three ramp durations of 

10, 20 and 30 seconds were investigated along with three ramp-up levels of 10, 20 

and 30% of the base value. All the investigations were tested for ramp-ups in inlet 

temperature and velocity. Furthermore, three fluids as air, CO2 and H2 were 

tested. A total of around 500 different settings were investigated in the course of 

this investigation. 

4.2.2.1 Computational techniques 

A numerical model was developed using the commercial software STAR-CCM+. A 

satisfactory refined mesh of polyhedral cells was formed for the bulk region 

(Figure 4-3a). In total, 15 high quality, tetrahedral or “prism layer” cells were 

generated per solid surface to ensure higher accuracy of gradient calculations. All 

equations were solved using a second order discretization technique where a 

coupled solver was implemented for greater stability. The boundary conditions 

were set according to each case as described in section 4.2.1. Stagnant flow along 

with ambient pressure and temperature were set as the initial conditions for all 

cases except for the unsteady simulations. For these cases, the converged solution 

from similar steady state simulation was used instead. The central time step 

chosen was that in which the magnitude was lesser by a factor of 100 in 

comparison to that of the physical time scale. In order to reduce the runtime of 

ramp cases, a variable time-step approach was adopted. These time steps were 

refined around the ramp section for more accuracy. 

4.2.2 Numerical methods 
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Figure 4-3: (a) Single pore structural unit as implemented in the current 

simulations (b) Schematic representation for the definition of RLR. 
 

A minimum magnitude of 10-6 for all equations residual levels were achieved for 

all steady state simulations. Furthermore, a sizeable parameter was selected for 

upper limit time-step number in ramp cases, and mean temperature at the exit 

was analysed to monitor convergence with respect to time. A new stoppage 

criterion was defined to terminate the simulations if the deviation in the last 1000 

time-steps is lower than 0.5 K [168]. These proved to be adequate convergence 

criteria for almost all cases. 

4.2.2.2 Grid independency and validation 

Surface-averaged Nusselt numbers were calculated individually for each obstacle. 

Although these values are a single measure for steady state simulations, a 

temporal variations plot was produced for unsteady simulations. Steady state 

results were normalized with their final settled value on each pore. Temporal 

variations in either velocity or temperature were introduced to entrance of the 

model. System response was checked via Nusselt number over obstacles. Ideally, 

the same variation profile should convect to each obstacle at a speed of bulk 

velocity. However, this is not the case in real flows because of the lags 

incorporated by the viscous flow. A lag could be introduced as the flow-induced 

elongation in the ramp section, designated as Response Lag Ratio (RLR): 

𝑅𝐿𝑅 =
(𝑡𝑒𝑛𝑑 − 𝑡𝑠𝑡𝑎𝑟𝑡)𝑜𝑢𝑡𝑝𝑢𝑡

(𝑡𝑒𝑛𝑑 − 𝑡𝑠𝑡𝑎𝑟𝑡)𝑖𝑛𝑝𝑢𝑡
. (4-11) 

 

(a) (b) 
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RLR is a non-dimensional quantity, calculated for the Nusselt number response of 

each obstacle. A graphical representation for the RLR definition is shown in Figure 

4-3b. 

 
Figure 4-4: A comparison of Nusselt Number values in heat transfer validation case. 

 

Figure 4-4 shows the validation case performed on Nusselt number predictions. 

Two separate studies of Chen and Wung [100] and Kawahara et al. [82] were 

selected. A correlation for heat transfer in structures similar to the current study 

has been proposed in each of these studies. These correlations are based on 

experimental and numerical data defined by: 

𝑁𝑢̅̅ ̅̅ = 0.78𝑅𝑒0.45𝑃𝑟0.38,   (4-12) 
 

𝑁𝑢 = (1 +
4(1+𝜀)

𝜀
) +

1

2
(1 + 𝜀)1 2⁄ 𝑅𝑒0.6𝑃𝑟1 3⁄ .  (4-13) 

 

Equation (4-12 was derived to represent a staggered arrangement whereas 

Equation (4-13 was extracted particularly for square obstacles. Both correlations 

can be used for a large range of properties and Reynolds numbers. The close 

similarity of the simulated results and the correlations confirms validity of the 

numerical simulations. 
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The computational mesh was systematically refined to find the ideal balance 

between relative accuracy and low computational costs. A total of seven grids 

were created between a range of 2600-2,570,000 cells.  Early investigations on a 

single Reynolds number showed that the Nusselt number shows minimal variance 

for grid ranges between 225,000 – 2,570,000 cells. However, further refinement 

in the grid sizes did not show any significant change in the results (as shown in 

Figure 4-4). Therefore, it is safe to argue that the results are grid independent 

using the 613,000 cell grid. 

4.3 Results and discussion 

Figure 4-5 illustrates the spatial response of the ten obstacles pore-scale model 

to a steady inlet flow velocity. This figure displays snapshots of three 

configurations where the wall temperature alters at intervals of a 100K for their 

respective converged solutions. The inlet flow enters at ambient temperature 

from the left-hand side and exits towards the right. As the inlet flow travels 

downstream, the constant temperature around the circular obstacles influences 

the flow field around and behind the obstacles, creating wake regions. This effect 

is readily observed in the flow field where there is a larger temperature difference 

between the inlet flow and the circular obstacles and, is particularly visible when 

the wall temperature is at its lowest. Such effects decay after the third obstacle 

as the flow travels downstream almost appearing to have reached thermal 

equilibrium. However, the diffusion effects are the strongest throughout the 

porous configuration when the obstacle temperature is the largest. This can be 

seen when the wall temperature is 700K, the flow field appears to reach very close 

to thermal equilibrium further downstream at the tenth obstacle. The flow field 

behaviour and temperature change are monitored throughout the system by the 

surface-averaged Nusselt Number around each circular obstacle. The analyses 

discussed in this section aim to understand the transient response by observing 

the response lag ratio of the pore-scale model subject to an unsteady ramp input. 
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Figure 4-5: The effect of wall thermal boundary conditions on steady temperature 

fields, Fluid type: H2, 𝜀 = 0.804, Re=250 

 

 
Figure 4-6: a) A comparison between normalized Nu results for ramp in velocity 
(blue) and temperature (black) on first (solid), sixth (dash) and tenth (dash-dot) 

pores, Fluid type: CO2, 𝜀 = 0.874, ReL=150, R=30 s, a=30%; b) The effect of Reynolds 
number on RLR, Fluid type: H2, 𝜀 = 0.804, R=20 s, a=20%. 

 

A comparison of Nusselt numbers is made for the inlet flow subject to a ramp 

between inlet temperature and inlet velocity in Figure 4-6a. As the velocity ramp 

is introduced, the first obstacle responds gradually albeit the largest increase in 

Nusselt number is also reported. The opposite is observed at obstacles closer to 

the outlet with quicker response time and lesser augmentation in Nusselt number. 

This is expected to be due to the thermal boundary conditions set for the circular 

obstacles. As the time-dependent ramp travels throughout the model the viscous 

effects continue to decay with the rate of heat transfer plummeting as it reaches 

the outlet. A similar trend is observed when the system is subject to an inlet 

temperature ramp. To achieve constant convective heat transfer the system 

requires less time when the flow is closer to the outlet when compared to the 

inlet. As the inlet temperature rises, the local temperature difference between 
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the fluid and solid surfaces decreases. This limits the rate of heat transfer and 

reduces Nusselt number when compared with the steady state value. It is 

noteworthy that the heat transfer rate per obstacle and response time both 

change when the system is subject to a velocity ramp whereas only response time 

differs when the system is subject to a temperature ramp. Figure 4-6b displays 

the response lag ratio for each obstacle. The lag augments as the fluid travels 

downstream of the model where the viscous effects resist the inertial forces of 

the fluid flow. As the Reynolds number increases the viscous effects are also 

amplified; inflating the overall lag of the system. This phenomenon is further 

analysed in Figure 4-7 visualising the spatiotemporal flow field snapshots equally 

split over the respective ramp duration. The time-dependent inlet temperature is 

subject to an increase of 30% of its base value. In Figure 4-7a it can be seen before 

the introduction of the ramp, the flow field of the obstacles closer to the exit of 

the system exhibit higher temperature readings; almost matching the temperature 

of the surface of the obstacles (700K). As the inlet ramp in temperature is 

introduced, the overall flow field temperature surges, forcing the higher 

temperatures to move further upstream. This is because the convective heat 

transfer diminishes as the gap between the temperature difference narrows; 

decreasing the Nusselt number. 

 
Figure 4-7: Temporal evolution of the temperature field with 10 sec. ramp duration 

(on Temperature) for air at Re=250 𝜀 = 0.874. 
 

However, the opposite is observed in Figure 4-8 where the temporal evolutions for 

the velocity field are introduced by a 10 seconds ramp input. Thus, the increase 

in velocity and constant temperature at the circular obstacles provide a 

streamlined contour pattern where convective heat transfer is increasing. Also, as 
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the Reynolds number increases further with the ramp so does the inertial effects 

of the flow, combined with the thermal diffusion occurring at the circular 

obstacles, the wake region expands gradually with the passage of time. It is 

apparent from Figure 4-8, that there is a greater wake flow when compared to 

Figure 4-9; which is lower in Reynolds number. This can also be observed between 

Figure 4-9a and Figure 4-9e where the wake flow contours surge in velocity as the 

Reynolds number augments. A similar pattern is also observed in the general flow 

between the two configurations. Where a more streamline contour pattern is 

observed as the flow moves towards the outlet for a high Reynolds number and a 

more scattered wider flow pattern for the lower Reynolds number. 

 

Figure 4-8: Temporal evolution of the velocity field with 10 sec. ramp duration (on 
Velocity) for air at Re=250 𝜀 = 0.874. 

 

 

An identical configuration to Figure 4-8 is presented in Figure 4-10 where the 

working fluid has been switched from air to hydrogen. A similar streamlined 

contour flow field is observed to that of air, however there is a drastic increase in 

the system’s velocity albeit the same Reynolds number. This is primarily due to 

 
Figure 4-9:  Temporal evolution of the velocity field with 10 sec. ramp duration (on 

Velocity) for air at Re=50 𝜀 = 0.874. 
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the fluid properties. Hydrogen inhibits a lower density than air, making the fluid 

lighter therefore more responsive to the identical Reynolds number. This trend is 

clearly observed during the general flow of the model and within the wake region 

as the ramp input is implemented. It is understood for a high-density working fluid 

with identical configuration in the pore-scale model, the system will exhibit a 

lower fluid velocity, therefore making it less sensitive to inlet disturbances in 

comparison to a low-density fluid. 

 
Figure 4-10: Temporal evolution of the velocity field with 10 sec. ramp duration (on 

Velocity) for H2 at Re=250 𝜀 = 0.874 
 

Although the fluid properties of hydrogen make it more sensitive to inlet 

disturbances, it also appears to be a lot more responsive to the thermal diffusion 

and viscous effects incurred around the obstacles when compared with air. This is 

observed in the response lag ratio of hydrogen in Figure 4-11a, where all 

respective porosities report a higher response lag ratio when compared with its 

counterpart, air. A monotonic increase in the response lag ratio is observed for air 

across all three porosities of the system. However, hydrogen exhibits a response 

lag ratio further downstream for larger porosities. The change in porosity amongst 

different working fluids is further analysed in Figure 4-11b. The common trend 

changed where the largest porosity outputs a higher response lag ratio for high 

density fluids (carbon dioxide and air) and the opposite is noted for hydrogen when 

compared with the lowest porosity. As the Reynolds number is increased with 

decreasing porosity the RLR decreases rather than increasing for air and carbon 

dioxide due to their fluid properties. With hydrogen being more sensitive and less 

dense the change in Reynolds number with porosity has little or no effect in the 

overall RLR. 
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Figure 4-11: a) The RLR for air (black) and H2 (blue) at porosities of 0.87 (+), 0.80 (o) 
and 0.72 (*) when Re=250; b) The RLR for 0.87 (black, Re=150) and 0.80 (blue, 

Re=250) porosities and air (+), H2 (o) and CO2 (*) 

The RLR is further discussed under the variable parameters of amplitude and ramp 

duration for the different working fluids. Figure 4-12a shows the increase in 

amplitude augments the inlet velocity therefore increasing forced convective heat 

transfer and viscous effects around the obstacles; resulting in a higher response 

lag ratio. Fluid properties continue to impact the degree of RLR reported, with 

hydrogen (lower density fluid) showcasing larger increases in RLR as the amplitude 
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increases. However, for air (higher density fluid), although there is an increase in 

RLR; it is minimal. A general trend is also observed in Figure 4-12b, as the ramp 

duration is prolonged amongst the working fluid the RLR is noted to decrease. The 

lower RLR is reported as the gradual increase in velocity due to longer ramp 

duration decays the viscous effects and allows more time for heat to transfer from 

the circular obstacles to fluid with ease. Contrary to the previous trend reported 

in Figure 4-12a, Figure 4-12b showcases higher RLR for air than hydrogen in 

general. Yet, it is also more responsive to the increase in ramp duration allowing 

the system to adapt to a higher density fluid resulting in a lower RLR than hydrogen 

for a 30 seconds ramp duration.  The RLR being the response lag ratio is 

representative of the attenuation effect of the porous medium upon an input 

disturbance. Such attenuation is generally more intense when the disturbance 

includes strong gradients. For a ramp disturbance, strong gradients imply higher 

amplitude and shorter duration. That is why in Figure 4-12 increase of Ramp 

amplitude results in higher values of RLR while increases in ramp duration reduces 

that. 
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Figure 4-12: a) The effect of ramp amplitude on RLR for air (solid black) and H2 (dash 
blue) at 10% (+), 20% (o) and 30% (*) amplitudes during a 30 second ramp duration; 

b) The effect of ramp duration on RLR for air (solid black) and H2 (dash blue) at 10 
sec. (+), 20 sec. (o) and 30 sec. (*) durations for 30% amplitude. 
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4.4 Conclusions 

A pore-scale analysis was conducted to study the effects of forced convection in 

porous media subject to a ramp disturbance superimposed on the entrance of a 

reticulated porous structure. Comprehending the transient response of porous 

media has grown in importance with its widespread use in numerous emerging 

applications. This study allows the prediction of thermal response of the pertinent 

system subject to time dependent disturbances at the inlet. The porous model 

was made up of ten consecutive cylindrical obstacles with set isothermal boundary 

conditions and was subject to ramp disturbance for the flow velocity and 

temperature at the inlet. The RLR and transient behaviour at each obstacle was 

examined in detail by monitoring the spatiotemporal evolution of the flow and 

temperature fields as well as the surface averaged Nusselt number. 

The key findings are as follows: 

• An imposed ramp temperature disturbance at the inlet has an identical

thermal response throughout the system, where an inlet velocity ramp

input shows a varying response for each cylindrical obstacle. This makes a

pore-scale analysis essential to monitor the transient thermal response of

a porous structure.

• An increase in Reynolds number has a minuscule rise on the RLR.

• An increase in porosity decreases the RLR. Yet, when Reynolds number is

decreased for a structure with a large porosity, RLR increases for high

density fluids only (air and carbon dioxide).

• An increase in amplitude increases the RLR.

• An increase in ramp duration decreases the RLR, more strongly for high

density fluids.

After extensive numerical investigations into the temporal disturbances 

introduced at the inlet within the pore-scale model, an experimental study was 

devised with various fuel mixture blends to investigate the dynamic response of 

ultra-lean combustion in a porous burner. 
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Chapter 5 Unsteady ultra-lean combustion of 

methane and biogas in a porous burner – An 

experimental study 

Applied Thermal Engineering – Rabeeah Habib, Bijan Yadollahi, Ali Saeed, 

Mohammad Hossein Doranehgard, Larry K.B. Li, Nader Karimi 

5.1 Introduction 

Utilisation of low-calorific fuels can improve energy efficiency and reduce carbon 

emissions by combustion systems [49]. In particular, combustion of carbon 

neutral, low-calorific fuels is of high significance in lowering CO2 emissions 

[61,169,170]. Yet, combustion of low-calorific fuels often involves significant 

challenges regarding flame stability in most conventional burners [171,172]. 

Porous burners offer a practical technological route to address this issue 

[63,64,173]. Strong heat recirculation in porous burners allows premixed 

combustion of fuel mixtures that might not otherwise be flammable [48,174]. 

Currently, many industrial applications employ porous burners [175,176]. 

Examples include glass and chemical processing [177], gas turbines and propulsion 

[65,66] as well as heat exchangers [178]. In all these applications, combustion 

occurs under steady state conditions. However, switching from fossil fuels to 

biogas and biosyngas often includes utilisation of unsteady sources of fuels 

[179,180]. The unsteadiness could be in the fuel flow rate and/or chemical 

composition and is largely due to the temporal change in the feedstock that 

produce renewable fuels [67,180]. Unlike that under steady state, time-

dependent combustion in porous media has, so far, received very little attention.   

The general area of combustion in inert and catalytic porous media has already 

received substantial attention, see for example [70,181,182]. However, existing 

investigations have predominately focussed on steady combustion ([182,183]) 

where most studies have analysed burner operation with the use of methane 

mixtures ([184,185]) and very few incorporate ultra-lean operation [186]. As a 

result, there appears to be a gap in understanding the dynamic response of porous 
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burners operating under time-varying and ultra-lean conditions. An air and fuel 

mixture is considered to be lean when 𝜙 < 1. However, in ultra-lean combustion 

the fuel concentration is at or below the lean flammability limit for a free flame, 

i.e. for methane 𝜙 ≤ 0.5 [49]. Hence, it is imperative to understand unsteady 

combustion in porous burners. Here, a concise review of literature on the 

experimental studies related to premixed combustion in porous media over the 

past decade is put forward in a chronological order. Reviews of earlier works can 

be found in Refs. [187,188]. 

Bubnovich et al. [189] carried out an experiment with the aim of achieving flame 

stabilisation of premixed air and methane mixture within a porous burner between 

alumina balls of different sizes. A packed bed of alumina balls was utilised 

throughout the burner with a shorter diameter upstream (2.5mm) and larger 

diameter downstream (5.6mm). The burner was covered with insulation material 

to minimise heat losses and inserted thermocouples were utilised to measure the 

temperature inside the porous medium. CO and NOx emissions were also measured 

at the exit of the burner using a gas analyser. Bubnovich et al. [189] found the 

flame to stabilise at the interface of the Alumina balls for the flow rates between 

7.01-19.00 l/min where 0.6 <  𝜙 < 0.7. The authors [189] also found the pollutant 

emissions to be extremely low within this stability range where the maximum 

flame temperature was recorded to be 1675 K. Mujeebu et al. [190] investigated 

the combustion and emission characteristics of two novel porous burners with that 

of a conventional burner. The surface burner was made-up of two sheets of 

alumina foam; with the lower sheet consisting of a higher porosity and the upper 

sheet of a lower porosity. The authors [190] measured the temperature at four 

different locations by inserting thermocouples in the axial direction and the inlet 

fuel was a pre-vaporised liquid petroleum gas mixture. The flame stability, 

thermal efficiency, pollutant emissions and maximum flame temperature were 

compared with that of a conventional burner. A reduction of NOx emissions of up 

to 75% for both porous burners compared with a conventional burner was reported.  

 A two-layer porous burner for low pollutant emissions was developed by 

Keramiotis et al. [191] who monitored its thermal efficiency and operational 

limits. A silicon carbide ceramic foam was used as the solid matrix with a density 

of 10ppi and methane and liquefied petroleum gas were chosen as the input fuels. 
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The authors [191] varied different input parameters including equivalence ratio 

for lean combustion (0.625-0.83), excess air and thermal load output (200-1000 

kW/m2). The burner response was monitored by measuring the solid phase 

temperature and pollutant emissions. Keramiotis et al. [191] discovered excellent 

fuel interchangeability between liquefied petroleum gas and methane with 

respect to pollutant emissions and burner operation. It was concluded that for 

both fuels the burner is more sensitive to the changes in thermal load rather than 

equivalence ratio. 

Robayo et al. [192] studied the enhancement of combustion in porous media by 

introducing perovskite catalysts to the ceramic matrix. A large porosity silicon 

carbide ceramic foam was utilised as the burner matrix with a steady lean 

methane/air mixture as the inlet fuel. Temperature was measured via 

thermocouples across eight axial points. Robayo et al. [192] found that all 

perovskite catalysts enhance the burner performance. Dehaj et al. [193] 

conducted an experimental study of premixed combustion of methane in a porous 

burner with the addition of a heat exchanger for household heating application.  

They [193] found the pressure to decrease within the burner as there is an increase 

in power and the excess air ratio. 

A variable porosity porous burner was built by Song et al. [61] to operate on ultra-

low calorific gas combustion. Silicon carbide was utilised as the ceramic foam 

whereby it gradually increases in pore density throughout, from the entrance to 

the exit of the burner. The purpose was to combust ultra-low calorific fuels lower 

than 6.28 MJ/m3. In order to accommodate this, the authors [61] preheated the 

burner by igniting liquefied petroleum gas then switched to a CH4+N2/air (ultra-

low calorific) mixture, burning the ultra-low calorific fuel within the porous 

burner. Song et al. [61] discovered their annular porous burner increased the 

flame stability limit with a further reduction in CO emissions. The authors [61] 

managed to successfully combust a mixture with a calorific value as low as 1.4 

MJ/m3. 

In an experimental study, Ghorashi et al. [194] compared pollutant emissions of a 

conventional and a custom-built porous burner. These authors [194] monitored 

the effects of pore density and porous material on the pollutant emissions when 

the burner was fed by a steady flow of natural gas/air mixture. Silicon carbide 
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and alumina were chosen as the solid porous matrix with pore density ranging 

between 10-30ppi and the burner operation was between 𝜙=0.65-0.83. Ghorashi 

et al. [194] found the CO emissions to reduce by the use of alumina instead of 

silicon carbide. They also reported a surge in CO emissions with the increase in 

pore density. Chaelek et al. [195] developed a novel pre-heating air porous 

medium burner to compare its performance with a conventional burner. They 

designed an annular burner filled with alumina spheres whereby pre-heated air 

recirculates towards the inlet of the burner. The authors [195] measured the 

temperature at 14 different points via thermocouples to monitor the thermal 

performance of the burner and the exhaust gases were fed into a gas analyser. 

Chaelek et al. [195] found the maximum thermal efficiency of the burner to reach 

51% whereby a reduction in energy consumption by 28.6% was noted when 

compared to a conventional burner. 

In their experimental investigation, Devi et al. [196] ran a porous burner on a 

power range between 5-10 kW and a stable lean operating range of 0.75 <  𝜙 <

0.97 with biogas as fuel. These authors [196] analysed the performance of a 

conventional burner using the identical input parameters for comparative 

analysis. Devi et al. [196] discovered that their porous radiant burner reduced CO 

and NOx emissions up to 95% and 85% respectively when compared to a 

conventional burner. Uniform temperature distribution on the surface of the 

burner was considered as a sign of enhanced combustion performance. Hongsheng 

et al. [197] designed a porous burner operating on diesel fuel subject to pulse 

combustion. The core part of the burner consisted of alumina filled spheres filled 

within a quartz tube with a ceramic foam upstream to form the pre-heating zone. 

Hongsheng et al. [197] fed air and liquid diesel into the burner and once flame 

stability was achieved, the air flow was adjusted, and the fuel was injected at 

intervals to create pulse combustion. It was shown that the propagation of the 

flame was similar to subsonic combustion under transient operation. 

Most recently, Habib et al. [157,168,198] conducted extensive pore-scale 

modelling and demonstrated that the response of heat transfer in porous media 

to fluctuations in the inlet flow could involve complex dynamics. As combustion 

in porous media is dominated by heat transfer, it is anticipated that combustion 

is also significantly affected by fluctuations in the inlet flow. However, as clearly 
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reflected by the preceding review of literature there is currently almost no 

systematic study of such effects. The present work aims to fill in this gap through 

an experimental approach. 

5.2 Methodology 

Figure 5-1: (a) Schematic of the experimental setup (b) 3-D model of the porous 
burner. 

Figure 5-1 shows a schematic diagram of the employed experimental setup. The 

test rig and apparatus can be divided into four major parts; the fuel/air supply 

system, porous burner, water cooling supply and, data collection and 

measurement equipment. 

5.2.1.1 Fuel/Air supply system 

An air filter was used to extract moisture from compressed air. A quarter turn 

hand valve was installed upstream of air mass flow controllers (MFC) to manually 

operate the supply of air whereby an identical arrangement was made for fuel 

transmission between respective gas cylinders and MFCs with the installation of 

manual valves. ALICAT Scientific programmable MFCs were used for both fuel and 

air with an error margin of ±0.6%. Flow Vision SC software from ALICAT was 

utilised to alternate the mass flow rate (standard litres per minute – SLPM) of each 

MFC via a computer. Different ranges of MFCs (Figure 5-1a) were operated to 

5.2.1 Experimental setup and instrumentation 
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supply the steady and time-varying flows of air and fuel. Fuel was transported 

within a 6.35mm diameter stainless steel pipe linking to a 25.4mm outer diameter 

thick rubber pipe. The premixing of fuel and air took place within the rubber pipe 

before being fed into the porous burner. 

5.2.1.2 Porous burner  

The porous burner is comprised of four primary components including inlet valve, 

outer casing, combustion chamber and quartz glass. Figure 5-1b displays a 3-D 

model of the burner and provides the key dimensions. All components were 

manufactured from stainless steel. A quartz glass was fixed on top of the burner 

with high temperature resistant sealant to visually observe the combustion process 

in porous media. The combustion chamber sits within the outer casing of the 

porous burner, leaving a gap for water to flow in-between for the cooling process. 

The water cooling process occurs around the exterior of the combustion chamber 

and interior of the outer casing of the porous burner. The empty void paves way 

for a water tank with attached inlet and outlet. Cold water flows from the water 

supply into the lower side of the burner via the inlet; filling up completely before 

exiting to ensuring maximum efficiency of the cooling process. 

The combustion chamber was filled with layers of porous ceramic comprising of 

the preheating and combustion zones. Alumina foam (20ppi - 𝜀 ≈ 0.47) sits at the 

bottom of the combustion chamber followed by a cone shaped silicon carbide 

ceramic foam (20ppi) to form the preheating zone and to mitigate the risks of 

flashback. This is preceded by a packed bed of less dense silicon carbide foams 

(10ppi - 𝜀 ≈ 0.72). Further downstream, the quartz glass was filled with high 

density silicon carbide (20ppi ) foams with the exception of two low density silicon 

carbide foams (10ppi) for flame stabilisation as shown in Figure 5-2. 
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Figure 5-2: a) Schematic of the working section illustrating the position of 
thermocouples with reference points A, B, C, D, and E, b) Top view of the porous 

burner during operation. 

5.2.1.3 Data collection 

Temperature measurements were carried out at five different points at the centre 

of the ceramic foam as shown in Figure 5-2a. Type-N thermocouples were used 

with a 0.5mm bead diameter because of their ability to withstand temperatures 

above 1553K with an error margin of ±2.5K. The thermocouples were fed through 

the holes drilled in the quartz glass to the centre of the ceramic foam; fixed in 

place with high temperature resistant sealant. The voltage signals generated by 

each thermocouple were passed through an amplifier and plotted using Pico 

software. One hundred data points were recorded per second for each 

thermocouple to ensure high accuracy at a much higher frequency than that of 

the inlet fuel oscillations. An Anton Sprint Pro 5 multifunction flue gas analyser 

was positioned a few centimetres above the burner exit to measure CO, CO2, and 

NOx emissions for steady state cases. The gas analyser error margin was reported 

to be ±10ppm for CO range of 0-200ppm, ±20ppm for CO range of 200-2000ppm, 

±0.3% for CO2  and ±5ppm for NOx. A high resolution (1920x1080) digital camera 

was used to record the flame behaviour and movement at a distance of 

approximately 1.5m from the burner. 

Uncertainty analysis was also calculated to ensure adequate accuracy of the 

experimental procedure during flow modulation. This included the uncertainty 

error for mass flow controllers and thermocouples. To define this, thermocouple 

values were used from case 4x where T3 reported the highest temperature 

(1363K). Therefore, T3 uncertainty error was assumed across all five 

thermocouples. Combined with the supplied MFC manufacturer error (±0.6%), the 

total accumulative uncertainty error in flow measurements= ±2.7%. 
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The fuel mixture equivalence ratio [199] was defined as  

𝜙 =
(𝑚𝑓/𝑚𝑎𝑖𝑟)𝑎𝑐𝑡𝑢𝑎𝑙

(𝑚𝑓/𝑚𝑎𝑖𝑟)𝑠𝑡𝑜𝑖𝑐ℎ𝑖𝑜𝑚𝑒𝑡𝑟𝑖𝑐
 (5-1) 

 

whereby the reactants form a lean mixture when the equivalence ratio is less than 

unity. The thermal load of the burner [199] [200] is defined as 

𝑃 = �̇�𝑓 ×  𝐿𝐻𝑉𝑓 (5-2) 

 

where �̇�𝑓, is the fuel mass flow rate and 𝐿𝐻𝑉𝑓, is the fuel lower heating value 

whereby the energy produced by the burner is calculated for each respective fuel. 

Table 5-1 provides details of the experimental conditions for steady cases and 

Table 5-2 shows details for the unsteady cases, for both methane and biogas 

mixtures. Flow Vision SC software was used to program the MFCs to set the fuel 

flow rate systematically. The burner was ignited under lean conditions and the 

subsequent decrease in the fuel flow rate resulted in ultra-lean combustion and 

stabilisation of the flame inside the porous foam. The gas analyser measured 

pollutant emissions after the steady state cases had completely stabilised and the 

final temperature were recorded via the thermocouples. 

As shown in Table 5-2, after achieving flame stability, the methane flow rate was 

oscillated between 10-30% of its base value at different frequencies for both 

mixtures. This was done by programming the digital mass flow controller to change 

the flow rate of methane according to a sinusoid with variable frequency and 

amplitude. The axial temperature profile was recorded for the entirety of the 

flame oscillation. The flame position movement was monitored along the 

reference points shown in Figure 5-2 with a post-processing code developed in 

MATLAB. 

5.2.2 Experimental procedure 
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Extensive image processing was conducted to monitor the flame 

movement/position. Video footage was extracted for each unsteady case for a 

complete sinusoidal cycle – either 60s or 180s. A compilation of burner snapshots 

were created using Adobe Premiere Pro at a time interval of 2s for each study to 

visualise the flame behaviour. Further, a code was developed in MATLAB to 

process the snapshots. After cropping each image to strictly the ceramic foam (see 

Figure 5-2a), the image resolution was converted to represent distance whereby 

5.34 pixels of each image corresponds to 1mm in physical distance. In order to 

monitor the vertical flame movement, five equally spaced reference points were 

created along the x-axis in the y-direction. Each image was converted from colour 

to black and white, whereby a luminance criterion was set to detect the flame. 

The luminance value for flame detection differed for each fuel and was validated 

by visual confirmation. Once the luminance criterion was satisfied, the y-location 

of these values was calculated (where flame was detected) at the designated 

reference points. The values were further refined and only the upper and lower 

y-location was used to identify the top and bottom part of the flame at each 

reference point. The process was repeated for all snapshots for each case. The 

upper and lower locations of luminance values were then plotted in time, 

representing the flame movement in the y-direction of the ceramic foams across 

the five reference points over a complete sinusoidal cycle. 

 

 

 

 

 

 

5.2.3 Image processing  
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Table 5-1: Steady Experiments - a-CH4, b-Biogas (CH4=70%,CO2=30%) 

 CO2 

(standard 

L/min) 

CH4 

(standard 

L/min) 

Air 

(standard 

L/min) 

Mixture 

(standard 

L/min) 

Equivalence 

Ratio (𝜙) 

Thermal 

Power 

(kW) 

Case 1a  4.35 142.49 146.84 0.275 2.34 

Case 2a  5.03 150.88 155.91 0.3 2.7 

Case 3a  4.61 150.88 155.49 0.275 2.48 

Case 4a  5.59 167.64 173.23 0.3 3 

Case 5a  5.12 167.64 172.76 0.275 2.75 

Case 6a  5.63 184.4 190.03 0.275 3.02 

Case 7a  6.7 201.17 207.87 0.3 3.6 

Case 8a  6.14 201.17 207.31 0.275 3.3 

Case 9a  6.66 217.93 224.59 0.275 3.57 

Case 10a  6.92 226.31 233.22 0.275 3.71 

Case 1b 1.41 3.3 99.07 103.78 0.3 2.4 

Case 2b 1.29 3.03 99.07 103.39 0.275 2.2 

Case 3b 1.59 3.71 111.46 116.76 0.3 2.7 

Case 4b 1.45 3.4 111.46 116.31 0.275 2.48 

Case 5b 1.76 4.13 123.84 129.73 0.3 3 

Case 6b 1.62 3.78 123.84 129.24 0.275 2.75 

Case 7b 1.94 4.54 136.22 142.7 0.3 3.3 

Case 8b 1.94 4.54 148.61 155.09 0.275 3.3 

Case 9b 2.1 4.92 160.99 168.01 0.275 3.57 
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Table 5-2: Oscillatory Experiments - x-CH4, y-Biogas (CH4=70%, CO2=30%) 

CO2 

(Standard 

L/m) 

CH4 

(Standard 

L/m) 

Air 

(Standard 

L/m) 

Mixture 

(Standard 

L/m) 

Equivalence 

Ratio (𝜙) 

Thermal 

Power 

(kW) 

Oscillation 

period (s) 

of CH4 

flow 

Amplitude 

(%) of 

steady 

CH4 flow 

Case 1x 6.22-7.6 226.3 232.52-

233.9 

0.2475-

0.3024 

3.34-

4.08 

60s 10% 

Case 2x 4.84-8.98 226.3 231.14-

235.28 

0.1925-

0.3572 

2.6-4.82 60s 30% 

Case 3x 6.22-7.6 226.3 232.52-

233.9 

0.2475-

0.3024 

3.34-

4.08 

180s 10% 

Case 4x 4.84-8.98 226.3 231.14-

235.28 

0.1925-

0.3572 

2.6-4.82 180s 30% 

Case 1y 2.1 4.43-5.41 161 167.52-

168.5 

0.2475-

0.3024 

3.41-

3.74 

60s 10% 

Case 2y 2.1 3.44-6.4 161 166.53-

169.49 

0.1925-

0.3572 

3.07-

4.06 

60s 30% 

Case 3y 2.1 4.43-5.41 161 167.52-

168.5 

0.2475-

0.3024 

3.41-

3.74 

180s 10% 

Case 4y 2.1 3.44-6.4 161 166.53-

169.49 

0.1925-

0.3572 

3.07-

4.06 

180s 30% 
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5.3 Results and discussion 

Figure 5-3: Steady CH4/Biogas mixtures (a) Equivalence Ratio vs Thermal Power 
(b) Equivalence Ratio vs CO emissions. 

The right quantity of heat generation, heat recirculation and heat losses are keys 

to achieving combustion stabilisation within porous media [49]. In general, 

combustion stabilisation can be achieved when the mixture velocity (air and fuel 

flow velocity) and flame speed are proportionate. Figure 5-3 displays the burner 

performance under ultra-lean, steady state cases in which combustion 

stabilisation for both methane and biogas mixtures (Table 5-1) was achieved. 

Figure 5-3a illustrates the relations between burner thermal power and mixture 

equivalence ratio and velocity. Here, the mixture (air and fuel) velocity refers to 

that inside the quartz tube. Expectedly, the thermal power increases 

monotonically as the mixture velocity is increased. It is also clear that methane 

mixtures feature relatively higher thermal power compared to those of biogas, 

which is simply due to the higher enthalpy of combustion of methane.  

Figure 5-3b highlights the effects of mixture velocity and equivalence ratio on CO 

emissions. The common trend shows the CO emissions plummet for a higher 

mixture velocity and for a lower equivalence ratio. As the mixture velocity 

reduces, the temperature within the combustion zone decreases. This is due to 

reduction in heat release while the heat losses remained almost unchanged. Lower 

temperatures contribute to incomplete combustion and interrupt oxidation of CO 
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to CO2. Lower equivalence ratio also reduces the heat generation and brings down 

the reaction temperature which then results in increase in CO emissions. 

Evidently, emission of CO is relatively high for biogas. This is because the 

existence of CO2 in the mixture decreases the temperature compared to that in 

methane mixtures and increases the likelihood of incomplete combustion.  

Case 10a (Table 5-1) was the starting point for all unsteady methane cases before 

introduction of the inlet sinusoidal disturbances. Figure 5-4 illustrates the porous 

burner performance operating on methane mixture subject to inlet disturbance 

superimposed on the fuel flow rate with a period of 60s and amplitude of 10%. The 

axial temperature was monitored throughout the entirety of the experiment 

whereby a flashback criterion was set at T1=773K by empirical observation. 

Modulation of fuel flow rate resulted in a visible motion of the reactive front inside 

the quartz tube. This motion was filmed (see section 5.2) and the subsequent 

temperature variation were further recorded.  In total, ten cycles of oscillation in 

fuel flow rate were completed with the burner operation remaining stable. 

Figure 5-4: Unsteady case 1x, 𝑎=10%, t=60s (a) Axial temperature profile vs CH4 
mixture velocity (b) Flame position movement at respective reference points, solid 
line – upper part of flame, dash line – lower part of flame (c) Snapshots of porous 

burner subject to unsteady flow at different intervals. 
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Figure 5-4a shows the temperature traces recorded by the thermocouples (see 

Figure 5-2a) as well as the calculated fluctuations in the mixture flow velocity. 

Clearly, the temperature has been recorded by T3, between the interface of high 

density and low-density silicon carbide ceramic foam. The interface amid the two 

ceramic foams offers a supplementary means of stabilising the combustion flame 

whereby the upstream region behaves as a flashback arrestor. This is primarily 

due to the sudden decrease in pore size upstream of the interface. While 

throughout the experiment all measured temperatures exhibit almost stationary 

behaviours, T2 continues to rise as a direct response to the fluctuations in the 

inlet sinusoidal fuel. The independency of temperature traces upon the 

fluctuations in fuel flow implies that the flame motion has not been sensed by the 

thermocouples recording those traces. In the current case, this means that 

fluctuations in flame location is limited to the vicinity of thermocouple T2.  To 

further investigate this, Figure 5-4b visualises the flame position movement 

corresponding to the eighth sinusoidal cycle at its designated reference points. 

After a period of roughly 27s, the lower part of the flame takes a significant dip 

(12mm) which can be visually observed in Figure 5-4c. This correlates to the 

temperature recoded by T2 as Figure 5-4b shows that the movement of the flame 

is around 10mm, which explains why other thermocouples did not sense the 

motion of the flame. A comparison between the flow velocity signal in Figure 5-4a 

(the part inside the box) and flame location in Figure 5-4b, reveals that the flame 

motion more and less follows the fluctuation in the mixture velocity. Indeed, there 

is a phase lag between the two fluctuations. Yet, this is very much to be expected 

as time lag between the flow and flame oscillations are well recorded by studies 

on flame dynamics, e.g. [106].   
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Figure 5-5: Unsteady case 2x, 𝑎=30%, t=60s (a) Axial temperature profile vs CH4 
mixture velocity (b) Flame position movement at respective reference points, solid 
line – upper part of flame, dash line – lower part of flame (c) Snapshots of porous 

burner subject to unsteady flow at different intervals. 
 

Figure 5-5 shows a similar case to case 1x albeit with a 30% inlet fuel flow rate 

illustrated in red. In Figure 5-5a, the temperature is initially observed at T3, but 

as the time elapses, the temperature traces recorded by T2 and T3 as T2 become 

more responsive to the inlet disturbance. Heat recirculation is increased with the 

amplification of the inlet fuel flow rate. Downstream of the reaction zone, the 

combustion products are likely to have a higher temperature than the low-density 

ceramic foam, thus convective heat transfer takes place between the hot gases 

and the solid matrix. The solid foam then radiates and conducts heat upstream of 

the combustion zone. Since the temperature of the solid is larger than that of the 

inlet mixture; convective heat transfer takes place between the solid and gas. As 

a result, the incoming cold reactants are preheated. However, due to the lower 

pore size and high-density ceramic foam upstream, the rate of conductive heat 

transfer is increased as direct impact of large inlet fuel disturbance over a 

relatively short time. Consequently, the upstream thermocouple, T1 highlights the 

thermal response of the inlet disturbance over ten oscillatory cycles. Figure 5-5c 

demonstrates the flame movement of the eighth cycle of the inlet fuel 

fluctuations (marked by the box in Figure 5-5a). A broken oscillatory pattern is 
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visible as the flame position again directly correlates to the thermal response of 

the system. With the introduction of an increased amplitude the flame travels 

further upstream when compared to case 1x. As the core part of the flame has 

settled within the lower density silicon carbide, the flame thickness has also 

increased uniformly as can be seen in Figure 5-5c. 

Figure 5-6: Unsteady case 3x, 𝑎=10%, t=180s (a) Axial temperature profile vs CH4 
mixture velocity (b) Flame position movement at respective reference points, solid 
line – upper part of flame, dash line – lower part of flame (c) Snapshots of porous 

burner subject to unsteady flow at different intervals. 

Next, the period of fuel flow oscillation was extended to 180s to provide a longer 

time for the combustion system to respond. Figure 5-6a (case 1c) shows the 

temperature transitions from T3 to T2 post 500s of the experiment. At this point, 

the combustion zone transitions into the upstream high density ceramic foam. 

Although the inlet disturbance is at a minimal amplitude of 10%, the prolonged 

fluctuation period extends the internal heat recirculation of the hot combustion 

products to the incoming cold reactants and minimises heat losses even when the 

inlet velocity is brought to low values. The oscillatory temperature response at T1 

can be seen to increase rapidly as the combustion zone moves to the lower 

porosity silicon carbide foam, improving heat conduction and thermal radiation 

with the increase in foam density. Figure 5-6b provides a visual of the sixth cycle 
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of the inlet velocity impact upon the flame movement. Although, the flame 

position oscillates according to the imposed sinusoidal disturbance, a non-uniform 

movement is detected. This is further verified by Figure 5-6c whereby the flame 

features a roughly 30-degree tilt. This behaviour could be due to the existence of 

small imperfections in the ceramic foam orientation with the insertion of 

thermocouples allowing the preheating of incoming cold reactants to accelerate 

on one side of the burner foam. Nonetheless, such tilting was not observed in 

steady state cases and its inception is related to long-period forcing.  

Figure 5-7: Unsteady case 4x, 𝑎=30%, t=180s (a) Axial temperature profile vs CH4 
mixture velocity (b) Flame position movement at respective reference points, solid 
line – upper part of flame, dash line – lower part of flame (c) Snapshots of porous 

burner subject to unsteady flow at different intervals. 

Figure 5-7 highlights (case 4x) the thermal response and flame oscillations as a 

result of a modulation of fuel flow with the amplitude of 30% over a cycle period 

of 180s. With the increase of amplitude in the methane fuel rate, the equivalence 

ratio surges to 0.3572 at the peak of the sinusoidal wave, far higher than the 

stable operating range for the burner for a methane mixture. At the trough of 

each sinusoidal wave, the equivalence ratio drops to 0.1925, quenching the local 

flame. Yet, with an increased period of fluctuations, in each cycle the porous 

burner stores the heat and with the increase of the fuel flow rate; accelerates the 
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excess enthalpy combustion. As a result, in Figure 5-7a, after five cycles the fuel 

flow is cut off as the burner reaches the flashback criterion within 900s, far 

quicker than when the amplitude was set at 10% (1300s). Figure 5-7b portrays the 

fourth sinusoidal cycle of the flame movement. It can be seen that the non-

uniform movements of the flame augments amongst the reference points with an 

increase in amplitude. Figure 5-7c displays this behaviour where the flame not 

only causes a further tilt but also visualises the further spread of the flame 

amongst the porous burner within the ceramic foam. 

Figure 5-8: Unsteady case 1y, 𝑎=10%, t=60s (a) Axial temperature profile vs 
Biogas mixture velocity (b) Flame position movement at respective reference 

points, solid line – upper part of flame, dash line – lower part of flame (c) Snapshots 
of porous burner subject to unsteady flow at different intervals. 

Case 9b (see Table 5-1) is used as the foundation for all unsteady biogas mixture 

cases before the inlet sinusoidal disturbances are introduced. Figure 5-8 

represents biogas mixture subject to sinusoidal disturbance of 10% amplitude of 

methane flow over a period of 60s (case 1y). The carbon dioxide composition of 

the mixture and air are kept constant amongst all biogas experiments. Upon initial 

observation, Figure 5-8a shows the inlet fuel oscillations have little or no effect 

across all thermocouples except T2. For this case, the flame was subject to 10 

forcing cycles while maintaining stable operation. A comparison between biogas 

and methane mixture displays a similar pattern with the rate of increase in 
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temperature at T2, however from the eighth cycle onwards, a noticeably lesser 

temperature increase is observed in biogas mixture. This can be primarily 

attributed to the chemical composition of the mixture; as a smaller amount of 

fuel is being burned of the incoming reactants, less heat is generated. This led to 

smaller temperature rises and a longer time for heat to transfer. As a domino 

effect, this also increases the time to heat up the silicon carbide foam. Figure 

5-8b displays that the flame movement is minimal within the seventh cycle as the

reaction rate of biogas mixture is slower. A 10% amplitude has minimal impact, 

albeit due to the extensive thermal properties of silicon carbide it manages to 

withhold heat. Figure 5-8c depicts the biogas flame showing no obvious flame 

movement over the relevant period. However, it is noted that the flame colour 

and luminance is less intense when compared with the methane mixture due to 

the dilution of the mixture. 

Figure 5-9: Unsteady case 2y, 𝑎=30%, t=60s (a) Axial temperature profile vs 
Biogas mixture velocity (b) Flame position movement at respective reference 

points, solid line – upper part of flame, dash line – lower part of flame (c) Snapshots 
of porous burner subject to unsteady flow at different intervals. 

Figure 5-9 displays (case 2y) the trend of biogas flame as the amplitude of 

fluctuations in fuel flow is increased to 30% of its base value over a period of 60s. 

Figure 5-9a highlights stable burner operation throughout the experiment, 
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completing ten cycles of the superimposed disturbances on fuel flow. The flame 

realigns itself with T2 being the most responsive thermocouple to the inlet 

disturbance whereby a sporadic oscillatory pattern is observed post cycle six of 

the experiment. During this period, a gradual increase in temperature at T1 is 

observed. It should be noted that due to the increase of amplitude of the fuel flow 

rate a greater increase and decrease in temperature is detected whereby a larger 

temperature amplitude is visible in T2 when compared to case 1y. Further, as a 

result of the short period of fluctuations, the silicon carbide foam is able to retain 

heat. Extending the gradual reduction in reaction rate, the burner overcomes 

flame extinction as the fuel flow rate rebounds into a surplus value from the 

foundation model (case 9b). This borderline uncertainty is also visible in Figure 

5-9b and Figure 5-9c where the flame thickness is minimal for the seventh cycle

of the experiment as the burner responds to the reduction in the flow rate from 

the previous cycle. After recovery, the temperature increases, the flame thickness 

widens, and the flame position moves upstream. 

Figure 5-10: Unsteady case 3y, a=10%, t=180s (a) Axial temperature profile vs 
Biogas mixture velocity (b) Flame position movement at respective reference 

points, solid line – upper part of flame, dash line – lower part of flame (c) Snapshots 
of porous burner subject to unsteady flow at different intervals. 
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Figure 5-10 shows (case 3y) the effect of increasing the time period of the inlet 

fuel flow rate disturbance to 180s with a 10% amplitude. Overall, the system 

(Figure 5-10a) is able to complete 8 cycles of oscillatory flow amidst experiencing 

gradual flashback and the flame travelling upstream. Biogas mixture was able to 

prevent flashback for an additional 6 minutes when compared to methane mixture 

for similar conditions. This is primarily due to a variety of factors such as lower 

inlet velocity, lower flame speed and dilution of fuel composition; all lowering the 

flame temperature and speed. As a result, heat transfer within the ceramic foam 

also occurs at a slower pace due to the weaker temperature gradient between the 

flame and foam. Further, prolonging the flashback effects with the ceramic foam 

taking longer to achieve thermal equilibrium with the flame moving upstream. T1 

directly responds to the induced disturbance almost taking the shape of an 

asymptotic curve if allowed to continue. The flame position of the sixth cycle of 

the experiment is shown in Figure 5-10b. The flame movement appears to be 

minimal due to the low amplitude fluctuation albeit there is a significant increase 

in flame thickness, indicating a slower reaction rate. This is further confirmed by 

visual inspection by Figure 5-10c at various time intervals whilst the burner is 

subject to modulation of the fuel flow. 

Figure 5-11: Unsteady case 4y, 𝑎=30%, t=180s (a) Axial temperature profile vs 
Biogas mixture velocity (b) Flame position movement at respective reference points, 

solid line – upper part of flame, dash line – lower part of flame (c) Snapshots of 
porous burner subject to unsteady flow at different intervals. 
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Figure 5-11 represents case 4y whereby the amplitude is increased to 30% of the 

inlet fuel flow rate at a period of 180s per cycle. Figure 5-11a shows the burner 

response commences with T2 recording temperature gains of the first three cycles 

and then the system begins to experience more heat loss than heat addition. As a 

result, complete flame extinction via blow off occurs at the seventh cycle. As the 

fuel flow rate was adjusted for the methane mixture only, the equivalence ratio 

was altered but for biogas both the equivalence ratio and ratio of methane to 

carbon dioxide were affected. At the trough of the highest amplitude (30%) of fuel 

modulation, the equivalence ratio drops to 0.1925. With such a low ratio of fuel 

compared to the rest of the mixture over a longer time, the burner is not able to 

recover the lost heat when the inlet inputs a surplus flow of methane into the 

system. Furthermore, with each cycle the overall temperature continues to drop, 

with the combustion gas transferring little or less heat to the pre-heating zone. 

This process continues to repeat until the overall temperature drop is so 

significant that it can no longer ignite the incoming mixture within the conduits 

of the ceramic foam; resulting in flame extinction. Figure 5-11b further clarifies 

this as no flame is detected at reference point A during the third cycle, where a 

gradual blow off is underway. Although, due to the higher amplitude a larger flame 

thickness is detected albeit very minimal flame movement [201]. A drastic heat 

loss during the imposed sinusoidal disturbance is visible at various time intervals 

as can be seen in Figure 5-11c. 

5.4 Conclusions 

An experimental study was conducted on a porous burner under ultra-lean 

condition to investigate the effects of sinusoidal fluctuations in the inlet fuel flow 

upon the flame dynamics. Such burners can be used in heating applications where 

very high temperatures are not needed. Burner operation with biogas often 

involves unsteadiness in fuel flow rate because of the inherent fluctuations in the 

gas supply of small-scale anaerobic digesters.  Methane and a mixture of methane 

and carbon dioxide, mimicking biogas, were used as fuel. The fluctuations were 

superimposed on the fuel flow via programmable mass flow controllers. The 

response of the porous burner was evaluated by measuring the temperature at 

different axial locations along the burner centreline and by capturing the flame 

movement through imaging. It was shown that, under steady conditions, the 
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burner could be operated for equivalence ratios as low as 0.275 for both methane 

and biogas. Further, biogas ultra-lean flames generated more CO emissions than 

methane flames. Under unsteady conditions, the porous burner was able to 

stabilise combustion when the methane mixture was subjected to inlet sinusoidal 

disturbances with amplitudes between 0 and 30% of the steady values over a 

period of 60 s. It was found that the vertical motion of the flame roughly follows 

the dynamics of the imposed oscillations. This was the case for both methane and 

the biogas mixture. However, the extent of flame movement for methane was 

significantly greater than that for biogas, whereas the flame thickness 

increase/decrease for biogas was more responsive than for methane. Finally, for 

both fuels, long exposure of the burner (180 s) to fuel flow modulations led to 

flame destabilisation, resulting in flashback or blow-off.  
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Chapter 6 On the response of ultra-lean 

combustion of CH4/H2 blends in a porous burner 

to fluctuations in fuel flow- An experimental 

investigation 

ACS – Energy and Fuels – Rabeeah Habib, Bijan Yadollahi, Ali Saeed, 

Mohammad Hossein Doranehgard, Nader Karimi 

6.1 Introduction 

Natural gas is currently used widely throughout the world and is expected to 

continue being a major source of energy in the foreseeable future [202]. 

Production of carbon dioxide by combustion of natural gas is smaller than that of 

other fossil fuels.  Nonetheless, this still poses a substantial concern and hence, 

there exist active plans for decarbonisation of gas grids [93,203]. Injection of 

hydrogen to natural gas pipelines has been identified as a practical approach to 

reducing carbon emissions [204,205]. As a result, in recent years, there has been 

a surge of research interest in the combustion of hydrogen and methane mixtures, 

e. g. [206,207]. Although these studies [208,209] have provided a wealth of insight

into the problem, they are chiefly focused on lean premixed and partially 

premixed flames [210]. This makes them pertinent to high temperature 

applications typically more than 1500K. There are, however, an increasing number 

of applications in which large temperatures are not needed and generation of heat 

at moderate temperatures is preferred [211]. Ultra-lean combustion may provide 

a solution to the problem of heat generation at moderate temperatures [128,185]. 

Yet, some important challenges should be addressed first. These include 

management of carbon monoxide emissions and flame stability issues [183,212]. 

The current work is focused on the latter through analysis of ultra-lean combustion 

of CH4/H2 blends in a porous burner.  

An ultra-lean blend of air and fuel is inherently a low-calorific value mixture [213]. 

The resultant reduction in the temperature makes the flame susceptible to blow-
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off and extinction [214]. It has been already shown that porous burners can 

significantly enhance the flame stability [49]. Excellent thermal properties of a 

porous ceramic foam enable combustion of premixed low calorific fuels that would 

not be otherwise possible [215,216]. At present, the use of porous burners can be 

found in several engineering applications [175,176]. These include propulsion and 

gas turbine systems [65,66], heat exchangers [178], and chemical processing 

[217]. A fundamental issue in stability of combustion system operating under lean 

and ultra-lean conditions is their response to temporal changes in the fuel flow 

rate [218]. Such changes can occur during the start-up and shut-down and can be 

also encountered when the fuel composition varies [187,218]. Further, due to the 

small flow rates of hydrogen and methane in ultra-lean burners, mechanical 

defects can cause flow fluctuations. Robustness of the ultra-lean burner is heavily 

influenced by its response to such fluctuations in fuel flow rate.   

The literature on combustion in chemically inert porous media is rather large (see 

for example [69,219]) and reviewers of literature can be found in Refs. [220,221]. 

Importantly, however, most of the existing studies on combustion in porous media 

are concentrated on steady condition ([222,223]).  The majority of experiments 

in this area evaluated the burner performance ([184,224]), and only few 

considered the ultra-lean condition [186,225]. Thus, a very small fraction of the 

vast literature on reacting flows in porous media is related to the unsteady 

combustion and flame stabilisation issues. In the followings, these studies are 

briefly discussed. Further, due to the peculiarities of hydrogen flames, combustion 

of hydrogen in porous media is also included in the discussion.  

Kakutkina et al. [226] experimentally investigated hydrogen-air combustion inside 

a porous burner. The mixture was ignited upstream of a quartz tube containing 

porous medium, which also provided partial optical access to the flame [226]. The 

flame movement was recorded via a digital camera and the temperature was 

measured by a thermocouple at the designated parameters of the hydrogen-air 

mixture. Kakutkina et al. [226] found that for a 70% hydrogen mixture, the flame 

propagates upstream at a distance of 100mm in 2000s and the maximum 

temperature recorded was around 950K at approximately 1750s under steady 

conditions.  Fuel interchangeability was studied by Alavandi and Agrawal [227] by 

combusting lean blends of hydrogen-syngas and methane fuel mixtures inside a 

porous burner. The air flow rate was kept constant for all tests, while the methane 
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concentration was lowered for each test as the hydrogen and carbon monoxide 

fuel rates were adjusted to produce the required thermal power under steady 

conditions. The authors [227] reported reduced carbon monoxide and nitrogen 

oxides emissions at any flame temperature for hydrogen and carbon monoxide 

mixtures compared to those produced by a pure methane flame.  

Gauthier et al. [228] studied pollutant emissions when hydrogen was added to a 

natural gas mixture inside a porous burner. The burner was first operated with a 

natural gas-air mixture, once the combustion had stabilised a gradual addition of 

hydrogen was made. The experiments were conducted for 0.3 ≤  𝜙 ≤  0.95, 100 ≤

𝑃 ≤ 700 and an interchangeable hydrogen concentration of up to 100% within the 

natural-gas and hydrogen fuel composition. Gauthier et al. [228] reported that as 

natural gas is slowly replaced by hydrogen a reduction in carbon monoxide, carbon 

dioxide, and nitrogen oxides took place. Also, they found that when the hydrogen 

content exceeds 80% the flame becomes unstable.  

Peng et al. [229] experimentally examined combustion of a premixed hydrogen-

air mixture by varying the size of the combustion chamber inside the porous 

burner. The purpose of the study was to monitor the flame stability with the 

inclusion and exclusion of porous media in the combustion chamber. The authors 

[229] chose a stainless-steel mesh to represent the porous media whereby the

hydrogen-air mixture was operated for different mass flow rates and equivalence 

ratios. Peng et al. [229] found that as the diameter of combustor chamber 

diminished, the flame front within the porous media enlarged across the flow 

direction. Also, with the insertion of porous media, an increase in heat transfer 

accelerated the combustion process. Inspired by Alavandi and Agrawal [227], 

Arrieta et al. [230] studied the combustion of mixtures of methane and syngas 

inside a porous burner. Their experiments were focused on the emissions of CO 

and NOx, flame stability response to assigned thermal power, and the effects of 

volume fraction of the syngas mixtures under steady conditions. Arrieta et al. 

[230] used methane as the basic fuel for all tests where the hydrogen to carbon

monoxide ratio was varied. It was concluded that the addition of hydrogen-rich 

syngas to methane did not impact the flame stability or temperature profile 

drastically. Yet, a considerable reduction in CO and NOx emissions was reported. 
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The most recent work of the current authors showed that an ultra-lean mixture of 

methane and carbon dioxide burning inside a porous foam could strongly respond 

to fluctuations in methane flow rate [225]. Upon introduction of fluctuations, the 

flame featured hydrodynamic motion inside the porous foam. It was observed that 

there were certain amplitude and frequency of the flow modulation under which 

the flame could survive [225]. As the characteristics of CH4/H2 blends are quite 

distinctive to those of CH4/CO2, the burner stability for combustion of methane 

and hydrogen blends needs to be re-examined. This is particularly due to the high 

reactivity of hydrogen which can significantly affect flame blow-off and 

extinction. 

As heat transfer dominates combustion in porous media, the latter is expected to 

be influenced by variations in the inlet flow. This is particularly the case in ultra-

lean combustion in which changes in the temperature can have a profound effect 

on the flame stability. Nevertheless, as seen in the preceding survey of literature, 

currently there is no systematic experimental study on CH4/H2 mixtures subject to 

inlet flow disturbances under ultra-lean conditions. In an attempt to address this 

shortcoming, the current work investigates experimentally the unsteady ultra-

lean hydrogen combustion of different blends of methane and hydrogen. 

6.2 Methodology 

Figure 6-1: (a) Diagram representation of the experimental setup (b) 3D transparent 
view of the employed porous burner. 

6.2.1 Experimental setup and instrumentation 



CHAPTER 6 117 

A schematic representation of the experimental setup is illustrated in Figure 6-1a. 

This consists of four key components; the porous burner (Figure 6-1b), water 

coolant system, fuel mixture supply, and data harvesting and measurement 

apparatus. 

6.2.1.1 Porous burner 

Figure 6-1b illustrates the vital sizes of the porous burner in a transparent 3-D 

model. The model was made up of four main parts consisting of a quartz glass 

tube, an inlet valve, a combustion compartment, and an outer casing. The flame 

in porous media was observed through the quartz glass tube by securing it above 

the burner with a sealant able to withstand temperatures up to 1500K. The 

remaining parts were made of stainless steel. 

The combustion compartment was made up of two separate sections; the 

combustion and preheating regions. Both regions consisted of porous ceramic 

layers stacked one atop the other vertically. The preheating section (designed to 

reduce the probability of flashback) entailed an Al2O3 foam (20ppi - 𝜀 ≈ 0.47) 

positioned nearest to the inlet valve preceded by a funnel-shaped SiC ceramic 

foam (20ppi - 𝜀 ≈ 0.47). This was followed by a stack of low-density SiC foams 

(10ppi - 𝜀 ≈ 0.72) completing the preheating region. The combustion region 

(visible through the quartz glass tube) consisted of predominately high-density SiC 

foams (20ppi - 𝜀 ≈ 0.47). Two layers of low-density SiC foams (10ppi - 𝜀 ≈ 0.72) 

were placed near the centre of the combustion region to provide further flame 

stability as illustrated in Figure 6-2.  

Figure 6-2: a) Combustion region schematic highlighting the placement of 
thermocouples with reference points A, B, C, D, and E, b) Quartz glass tube 

visualising the flame before entering the porous foam. 
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6.2.1.2 Water coolant system 

An opening was created between the internal side of the outer casing and the 

external side of the combustion compartment for the water cooling to take place. 

The vacant gap acted as a water reservoir with an integrated inlet and outlet 

within the porous burner. The water coolant system drew cool water from the 

water source filling the water reservoir from the inlet located near the bottom of 

the burner. Once the reservoir was full, the water departed from the outlet 

(located near the top of the burner) warranting a thorough cooling of the stainless-

steel burner.  

6.2.1.3 Fuel mixture supply 

The mixture entering the burner consisted of a blend of hydrogen and methane 

diluted with air. Fuel was supplied from the corresponding gas cylinders and digital 

mass flow controllers (MFC) equipped with manually operated valves. Moisture 

was removed from the compressed air with the use of an air filter and the air was 

supplied in an arrangement similar to that of the fuel where a quarter-turn hand 

valve was installed before the air MFCs. Flow Vision SC software was obtained 

from ALICAT to vary the mass flow rate of each MFC using a computer. The 

programmable MFCs from ALICAT Scientific operated under an uncertainty of 

±0.6% for both air and fuel. A number of MFCs were installed with relevant 

operational ranges (Figure 6-1a) for fuel and air to operate under steady and time-

varying flows. The fuel mixture was premixed within the transmission system 

before being supplied to the porous burner. Air was supplied via a rubber pipe 

with an outer diameter of 25.4mm, which was connected to a 6.35mm diameter 

stainless steel pipe carrying fuel further downstream where the premixing 

occurred. The rubber pipe fed the fuel mixture to the inlet valve of the porous 

burner.  

6.2.1.4 Data harvesting 

Figure 6-2a depicts the five key points wherein temperature measurements were 

conducted at the midpoint of the ceramic foam. Five respective holes were drilled 

on the side of the quartz tube glass to secure each thermocouple midpoint of the 

porous media with the use of a high-temperature resistant sealant. To measure 

flame temperatures, type N thermocouple was deployed with uncertainty error of 
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±2.5K, minute diameter size of 0.5mm, and the capability of withstanding 

temperatures up to 1553K. Pico software was utilised to plot temperature with 

respect to time by translating the voltage signals produced by the thermocouples. 

In order to capture the temperature change accurately, data were logged at much 

larger frequency (100Hz) than the set frequency of the inlet fuel disturbances 

(≈0.02Hz). The exhaust gases of the porous burner were monitored by installing a 

gas analyser - Anton Sprint Pro 5 - above the outlet of the burner (≈10cm) for 

cases described in Table 6-1. The error was stated to be ±0.3% for CO2 and 

±20ppm for CO. A full high-definition video camera (1920×1080) was mounted 

≈1.5m from the burner to record the flame performance and migration.  

The equivalence ratio [199] was noted to be  

𝜙 =
(𝑚𝑓/𝑚𝑎𝑖𝑟)𝑎𝑐𝑡𝑢𝑎𝑙

(𝑚𝑓/𝑚𝑎𝑖𝑟)𝑠𝑡𝑜𝑖𝑐ℎ𝑖𝑜𝑚𝑒𝑡𝑟𝑖𝑐
 (6-1) 

 

where the mixture is described as lean when 𝜙 < 1. The thermal power of the 

system [199] [200] is given by 

𝑃 = �̇�𝑓 ×  𝐿𝐻𝑉𝑓 (6-2) 

 

in which the energy produced by each fuel is determined. 

Table 6-1 presents the operating conditions for steady experiments and Table 6-2 

shows those for the unsteady experiments, for varying fuel concentrations of 

methane and hydrogen mixtures. The mixture blends consist of a mole percentage 

of each respective fuel. The flow rates of both fuels were systematically altered 

by programming the MFCs using Flow Vision SC software. Under lean operation 

(𝜙 ≈ 0.55) the porous burner was ignited using a long-nosed lighter. The mixture 

flow rate was then gradually lowered to achieve ultra-lean combustion (0.25 ≤

𝜙 ≤ 0.275) and flame stability within the porous media. A gas analyser (Anton 

6.2.2 Experimental procedure 
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Sprint Pro 5) was employed to record the final values of CO, CO2, and NOx of the 

cases described in Table 6-1 after flame stability had been achieved. It was found 

that NOx emissions are almost negligible. This is to be expected as the current 

low-temperature combustion system strongly suppresses formation of thermal 

NOx. Once the flame had been stabilised, the concluding temperature values were 

noted from the Pico software.  

After the flame had stabilised, as described in Table 6-2, the hydrogen and 

methane flows were subject to a sinusoid disturbance with a varying amplitude of 

10-50% of its initial value for both fuel concentrated mixtures with a single forcing

frequency. This was conducted by programming the MFCs to oscillate the fuel flow 

rates at the designated amplitude and frequency. As the flame inlet disturbance 

was introduced, the temperature traces were recorded using the Pico software at 

the thermocouple locations illustrated in Figure 6-2a. The digital camera recorded 

the flame movement, which was then reported along with the designated 

reference points (Figure 6-2a) with an image processing code developed in 

MATLAB. 

Uncertainty error was also calculated to ensure adequate accuracy of the 

experimental procedure during flow modulation. This included the uncertainty 

error for mass flow controllers and thermocouples. To determine this, 

thermocouple values were used from case 6x where T3 reported the highest 

temperature (1384K). Therefore, T3 uncertainty error was assumed across all five 

thermocouples. Combined with the supplied MFC manufacturer error (±0.6%), the 

total accumulative uncertainty error in flow measurements= ±2.7%. 

An in-depth image analysis was carried out to observe the change in flame 

position. The video recording of an entire oscillation of 60s was cut out from the 

footage of each case described in Table 6-2. Using video editing software Adobe 

Premier Pro, screenshots of the oscillation were saved every 2s from the video 

recordings of all cases to examine the flame operation. Additionally, an image 

processing code was developed in MATLAB to examine the screenshots. Each 

screenshot was initially cropped to represent only the ceramic foam within the 

6.2.3 Image processing 
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quartz tube glass (see Figure 6-2a). To monitor flame movement, the screenshot 

pixels were converted to a distance where 12.8 pixels were noted to be the 

equivalent of 1mm. The referenced points were generated vertically along the x-

axis to determine the flame migration in the y-direction. Every picture was 

transformed from an RGB image to black and white where a brightness criterion 

was introduced for flame detection. The luminosity value for each concentration 

of fuel varied thus authenticated by visual validation. As the brightness conditions 

were fulfilled, the vertical position of the parameter was determined (i.e. where 

the flame had been identified) at the specified reference points. The designated 

values were reduced by filtering out only the top and bottom y-location. These 

values served to define the upper and lower section of the flame across all 

reference points. This procedure reoccurred until all pictures had been processed 

by the code. The final top and bottom positions of the brightness criterion were 

then plotted with respect to time, illustrating migration of the flame vertically 

within the porous media along the five reference points over a full oscillatory 

cycle. 

Table 6-1: Steady Experiments - a-CH4 (90%) H2(10%), b-CH4 (70%) H2(30%)  

H2 

(standard 

L/min) 

CH4 (standard 

L/min) 

Air 

(standard 

L/min) 

Mixture 

(standard 

L/min) 

Equivalence 

Ratio (𝜙) 

Thermal 

Power 

(kW) 

Case 

1a 

0.57 5.16 190.86 196.59 0.25 2.5 

Case 

2a 

0.69 6.24 209.94 216.87 0.275 3.02 

Case 

3a 

0.76 6.81 229.03 236.6 0.275 3.3 

Case 

4a 

0.82 7.37 248.12 256.31 0.275 3.575 

Case 

1b 

2.11 4.91 178.03 185.05 0.275 2.47 

Case 

2b 

2.34 5.46 197.81 205.61 0.275 2.75 
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Table 6-2: Oscillatory Experiments - x-CH4 (90%) H2(10%), y-CH4 (70%) H2(30%) 

 H2 

(Standard 

L/m) 

CH4 

(Standard 

L/m) 

Air 

(Standard 

L/m) 

Mixture 

(Standard 

L/m) 

Equivalence 

Ratio (𝜙) 

Thermal 

Power 

(kW) 

Oscillation 

period (s) 

of fuel flow 

Amplitude 

(%) of 

steady fuel 

flow 

Case 1x 0.82 6.63-8.11 248.1 255.57-

257.05 

0.2481-

0.3016 

3.221-

3.926 

60s CH4 =10% 

Case 2x 0.82 5.16-9.58 248.1 254.10-

258.52 

0.1945-

0.3550 

2.514-

4.629 

60s CH4 =30% 

Case 3x 0.82 3.69-11.06 248.1 252.63-

260 

0.1413-

0.4088 

1.8130-

5.3380 

60s CH4 =50% 

Case 4x 0.74-0.9 7.37 248.1 256.23-

256.39 

0.2743-

0.2755 

3.571-

3.577 

60s H2 =10% 

Case 5x 0.57-1.09 7.37 248.1 256.04-

256.54 

0.2725-

0.2770 

3.556-

3.587 

60s H2 =30% 

Case 6x 0.41-1.23 7.37 248.1 255.88-

256.7 

0.2712-

0.2780 

3.549-

3.593 

60s H2 =50% 

Case 1y 2.11 4.42-5.4 178.03 184.56-

185.54 

0.25-0.3 2.238-

2.711 

60s CH4 =10% 

Case 2y 2.11 3.44-6.38 178.03 183.58-

186.52 

0.2005-

0.3490 

1.770-

3.1750 

60s CH4 =30% 

Case 3y 2.11 2.46-7.37 178.03 182.60-

187.51 

0.1508-

0.3992 

1.3-3.649 60s CH4 =50% 

Case 4y 1.90-2.32 4.91 178.03 184.84-

185.26 

0.2722-

0.2774 

2.4610-

2.4850 

60s H2 =10% 

Case 5y 1.48-2.74 4.91 178.03 184.42-

185.68 

0.2672-

0.2830 

2.438-

2.513 

60s H2 =30% 

Case 6y 1.06-3.17 4.91 178.03 184-

186.11 

0.2615-

0.2882 

2.41-

2.537 

60s H2 =50% 
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6.3 Results and discussion 

The burner was operated under steady state as well as fluctuating fuel flow. Here, 

the outcomes of these two modes of operation are presented separately. 

 

Figure 6-3: Steady fuel mixtures (a) 𝜙 vs P (b) 𝜙 vs CO emissions. 
 

In order to achieve stable combustion inside the ceramic foam, a fine balance 

between heat production, heat deficit, and heat recirculation is required [49]. 

Flame stabilisation is most commonly attained when the flame speed matches the 

upstream flow velocity of air and fuel mixture [218]. Figure 6-3 depicts the 

effectiveness of stable combustion within the porous burner functioning in an 

ultra-lean setting for various fuel mixtures. Habib et al. [225] have extensively 

discussed the response of methane and bio-gas mixtures within the burner shown 

in Figure 6-1. Therefore, the focus of the current discussion will be primarily on 

methane and hydrogen mixtures (Table 6-1). Figure 6-3a displays the correlation 

between mixture velocity, equivalence ratio and thermal power. The unburned 

mixture velocity can be considered as the filter velocity within the quartz tube 

upstream of the flame. Noticeably, there exists a uniform pattern amongst all fuel 

mixtures where the thermal power augments constantly as the mixture velocity is 

6.3.1 Steady condition   
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increased. It is also clear that CH4(90%)+H2(10%) mixture exhibits a larger thermal 

power when compared to its counterpart CH4(70%)+H2(30%); which is 

predominantly due to its larger concentration of methane as (per unit volume) 

methane has a higher enthalpy of combustion compared to hydrogen. Further, CH4

(90%)+H2(10%) is able to operate at 𝜙=0.25 as hydrogen provides a higher flame 

temperature than methane alone to preheat the incoming cold reactants and 

avoid flame extinction.  

Figure 6-3b illustrates the impact of equivalence ratio and mixture velocity on 

carbon monoxide emissions. An apparent pattern is visible where the carbon 

monoxide emissions drop as the mixture velocity is increased and the equivalence 

ratio is decreased. The temperature in the combustion region plummets when 

mixture velocity curtails. This is typically due to a decline in heat generation 

whereas the loss of heat continues uninterruptedly. The reduced temperature 

increases the risk of incomplete combustion and retards the process of oxidation 

of carbon monoxide to carbon dioxide. Carbon monoxide emissions also increase 

at smaller equivalence ratios as it chokes the heat release and reduces the 

reaction temperature.  

Figure 6-4: Temperatures and CO production vs mixture flow velocity under steady 
state condition (no modulation of the fuel stream).  CH4 - (circle), Biogas 

(CH4(70%)-CO2(30%))- (square), CH4(70%)-H2(30%) – (diamond), 𝜙=0.275 (a) 
Mixture Velocity vs Temperature (b) Mixture Velocity vs CO emissions. 



CHAPTER 6  125 

Figure 6-4 depicts the temperature and carbon monoxide emissions plotted with 

mixture velocity. The three fuel mixtures operate on an identical equivalence 

ratio of 0.275 and produce the same thermal power of 2.75kW. Figure 6-4a shows 

the five thermocouple readings when stable combustion has been achieved for the 

selected fuel mixtures. It is evident that higher unburned mixture velocities result 

in the larger temperatures. The fuel composition also strongly affects the 

temperature where biogas outputs the lowest temperature for similar operating 

conditions. This occurs as a response to the initial presence of carbon dioxide, 

which dilutes the fuel mixture and lowers the flame temperature. Further, the 

CH4(70%)-H2(30%) mixture produces the highest temperature (1340K), followed by 

CH4 (1291K) and then biogas (1233K). This is due to the addition of hydrogen to 

methane, as hydrogen produces a greater flame temperature when compared to 

pure methane. It is also noted that the peak temperature for each mixture is 

detected at a different thermocouple point as the flame location within the burner 

differs between the fuel mixtures. In Figure 6-4b, the carbon monoxide emissions 

follow a similar trend as Figure 6-3b, where a greater mixture velocity produces 

lower emissions. In addition to mixture velocity, hydrogen plays a key role in 

reducing the carbon monoxide emission for the CH4 (70%) - H2 (30%) mixture. The 

CH4 (70%) - H2 (30%) mixture shows 85% reduction in carbon monoxide emissions in 

contrast to CH4. This could be primarily attributed to the higher flame 

temperatures of CH4/H2 blends compared to those of CH4 and biogas. High 

temperature facilitates the oxidation of carbon monoxide into carbon dioxide and 

thus reduces CO emissions.  
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Case 4a was incorporated as a foundation for unsteady CH4 (90%) - H2 (10%) cases 

before superimposing oscillatory disturbances at the inlet. Figure 6-5 displays the 

porous burner operation with CH4(90%)-H2(10%) mixture subject to an oscillatory 

disturbance introduced on the methane flow with an amplitude of 10% of its steady 

value, over a period of 60s. The thermocouples were used to record the 

temperature of each case where the cut-off temperature to detect flashback was 

defined as T=773.15K. The temporal variation of methane flow leads to a distinct 

movement of the reaction region within the ceramic foam. This flame movement 

was video recorded (section 6.2.2) and the change in temperature were also 

recorded. Ten cycles of fuel flow modulation were applied while no flame 

flashback/blow-off was observed. 

6.3.2 Fluctuating fuel flow  

 

 Figure 6-5: Forced response of the burner to modulation of fuel streams. Case 1x, 
amplitude of oscillation in methane flow:10% (a) Temperature + CH4(90%)-

H2(10%) mixture velocity vs Time (b) Flame position motion at reference points, top 
section of the flame ( - ) , bottom section of the flame ( - - ) (c) Screenshots of burner 

responding to oscillatory flow during complete cycle. 
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Figure 6-5a illustrates the variation in temperature for case 1x; including the 

mixture velocity trace. Evidently, the third thermocouple displays the highest 

temperature recorded (1354K) in between the varying density of the SiC foams. 

This boundary surrounded by the two SiC foams grants additional flame stability 

during burner operation as the high-density SiC foam operates as a flashback 

arrestor. Further, the thermocouples report predominately fixed temperatures in 

response to the oscillatory methane fuel apart from the second thermocouple. 

This indicates that the flame movement was not detected by the temperature 

measurement apparatus. For the current experiment, this implies that the flame 

movement being restricted around the location of two adjacent thermocouples. 

This phenomenon was also reported for CH4 and biogas by Habib et al [217]. As a 

complimentary analysis, Figure 6-5b depicts the change in location of the flame 

fluctuation during the eighth oscillatory cycle (marked by the box in Figure 6-5a) 

at the nominated y-direction reference points. Approximately 8s later, the bottom 

section of the flame expands about 7mm upstream as shown by Figure 6-5c (15s, 

30s). The flame expansion ties in with the temperature measurement noted at the 

second thermocouple. Figure 6-5b visualises the flame motion to be roughly 7mm, 

thus elucidating why the flame movement went undetected by the other 

thermocouples. An assessment amidst the mixture velocity trace highlighted in 

Figure 6-5a and flame region in Figure 6-5b, discloses that the flame movement 

almost accurately trails the changes in the flow velocity. Clearly, a phase lag 

exists amongst the inlet fuel flow and the highlighted temperature variation. This 

is to be expected and the time lag between fuel and flame fluctuations has been 

already reported in the context of flame dynamics [106]. 
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Figure 6-6:Forced response of the burner to modulation of fuel streams. Case 3x, 
amplitude of oscillation in methane flow: 50% (a) Temperature + CH4 (90%) - H2 
(10%) mixture velocity vs Time (b) Flame position motion at reference points, top 

section of the flame ( - ), bottom section of the flame ( - - ) (c) Screenshots of 
burner responding to oscillatory flow during complete cycle. 

Figure 6-6 displays case 3x where the amplitude has been enlarged to 50% of the 

methane flow rate with the fluctuation period remaining unchanged. The 

temperature trace of the second thermocouple in Figure 6-6a records successive 

gains for the entirety of the experiment. However, in reality, the overall system 

is experiencing greater heat loss than heat generation. Consequently, if the 

present case was to continue for further methane oscillatory cycles, the flame 

would inevitably extinct. The alarm of blow-off is raised in Figure 6-6b, as no 

flame is found within the brightness criterion at reference point A, at which a slow 

process of flame extinction is ongoing. This process remains undetected by the 

thermocouples due to their central placement within the ceramic foams. 

Additionally, modulation of methane flow has a direct impact on the 

concentration of hydrogen and methane while it also alters the equivalence ratio 

of CH4(90%)-H2(10%) mixture. As a result, during the trough at an amplitude of 50% 

of methane oscillation, the equivalence ratio plummets to 0.1413. Due to this 

drop, the porous burner struggles to retain heat even after supply of the excess 

methane to the combustion chamber. A similar phenomenon was also reported by 

Habib et al [217] whilst operating the same burner on biogas. Yet, it was observed 
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that an amplitude of 30% of the fuel flow rate for biogas was sufficient to incur 

greater heat loss. Further, for case 3x, an overall temperature reduction is 

observed at thermocouples 3, 4, and 5 with time as the pre-heating region receives 

minimal quantities of heat from the combustion region. As this continuous cycle 

of heat loss progresses, the substantial reduction in temperature roles out the 

possibility of sustaining a flame within the pores of the ceramic foam. Yet, a 

thicker flame is visible as a result of greater forcing amplitude despite very little 

flame motion [201]. The heat loss can be monitored by the reduction in flame 

visibility in Figure 6-6c. It should be noted that a similar response was found for 

case 2x. 

Figure 6-7: Forced response of the burner to modulation of fuel streams. Case 6x, 
amplitude of oscillation in hydrogen flow: 50% (a) Temperature + CH4(90%)-

H2(10%) mixture velocity vs Time (b) Flame position motion at reference points, 
top section of the flame ( - ), bottom section of the flame ( - - ) (c) Screenshots of 

burner responding to oscillatory flow during complete cycle. 

Next, the fuel concentration of hydrogen in the CH4 (90%) - H2 (10%) mixture was 

subjected to inlet sinusoidal disturbances. Figure 6-7 displays case 6x where the 

methane and air composition remain unchanged, and the hydrogen component of 

the mixture undergoes oscillations at an amplitude of 50%. Case 6x was chosen for 

discussion due to its higher amplitude value as case 4x and 5x delivered a similar 

flame/temperature response. Because of the initial low concentration of hydrogen 

(10%), there is very small changes in the CH4 (90%) - H2 (10%) mixture velocity even 
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with the hydrogen amplitude set as high as 50%. Therefore, it is noted that, with 

the exception of the second thermocouple, most thermocouples are insensitive to 

the oscillations in hydrogen flow with the third thermocouple recording the 

highest temperature (1384K) early on in the experiment. It can be seen that the 

porous burner withstands the introduced inlet disturbances without any visible 

signs of flame flashback or blow-off. A distinct contrast in the temperature trace 

of the second thermocouple emerges between the flow modulation of methane 

and hydrogen. The temperature trace in Figure 6-7 not only obtains a greater 

temperature but does so in a shorter time. However, the temperature response 

does not show any clear sign of large oscillations when compared to methane 

cases. This phenomenon can be attributed to the greater adiabatic flame 

temperature of hydrogen and its wider flammability limits. Even though the 

change in fuel flow is minimal, as a larger quantity of hydrogen fuel is burnt, 

greater heat is produced. Inevitably, this reduces the time for the heat to be 

transferred whilst substantiating the increase in temperature. Also, due to the 

superior thermal properties of SiC foam, heat is retained when hydrogen 

concentration is decreased. Figure 6-7b confirms minor flame motion at the eighth 

cycle of the experiment as temperature changes are minimal near the end of the 

experiment, displaying the insignificant impact of hydrogen oscillation. Figure 

6-7c depicts the CH4 (90%) - H2 (10%) mixture shows insignificant flame motion

during the eighth cycle. It is noted that in this case, the brightness and colour of 

the flame are not as vivid as related to the methane modulation due to hydrogen 

flame being nearly invisible. 
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Figure 6-8: Forced response of the burner to modulation of fuel streams. Case 1y, 
amplitude of oscillation in methane flow:10% (a) Temperature + CH4 (70%) - H2 

(30%) mixture velocity vs Time (b) Flame position motion at reference points, top 
section of the flame ( - ), bottom section of the flame ( - - ) (c) Screenshots of 

burner responding to oscillatory flow during complete cycle. 

Figure 6-8 illustrates (case 1y) the temperature response and flame position of 

the CH4 (70%)-H2 (30%) mixture when methane flow is modulated with amplitude 

of 10%. The starting point before introducing disturbances at the inlet was 

selected to be case 1b for additional safety. As the amplitude of oscillation is 10% 

for the methane flow rate, the equivalence ratio increases to 0.3 at the peak point 

of the oscillatory cycle; much greater than the value at which steady CH4 (70%) - 

H2 (30%) mixture operates stably. However, the local flame is choked when the 

equivalence ratio falls to 0.25 at the lowest point of the oscillatory cycle. Still, as 

the oscillatory cycle period is limited to 60s, the system not only holds onto the 

heat but as the methane flow rate augments the excess enthalpy combustion is 

fast-tracked. Consequently, in Figure 6-8a during the ninth cycle, the fuel supply 

is cut as the flashback condition is met within 540s. Flashback was also observed 

by Habib et al. [217] as the same porous burner was operated solely on a CH4 

mixture. However, despite the CH4 mixture having an identical amplitude of 

oscillation, it was noted the flashback occurred due to a longer oscillation cycle 

(180s). Figure 6-8b highlights the eighth oscillatory cycle of the flame motion. The 

flame motion appears to plummet along the respective reference points as the 
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amplitude augments; with the flame size shrinking as much as 9mm at point E. 

Figure 6-8c visualises this occurrence as the flame not only moves further 

upstream, but the width of the flame expands within the porous foam. 

Figure 6-9: Forced response of the burner to modulation of fuel streams. Case 3y, 
amplitude of oscillation in methane flow:50% (a) Temperature + CH4(70%)-

H2(30%) mixture velocity vs Time (b) Flame position motion at reference points, 
top section of the flame ( - ), bottom section of the flame ( - - ) (c) Screenshots of 

burner responding to oscillatory flow during complete cycle. 

Figure 6-9 displays a parallel experiment to cases 1y and 2y except with a 50% 

amplitude. The temperature is primarily reported by the third thermocouple in 

Figure 6-9a. However, as the experiment proceeds, at the eighth cycle, the second 

thermocouple becomes the dominant respondent to the inlet fluctuations, 

followed by the first thermocouple. The recirculation of heat drastically improves 

as the amplitude of the methane inlet is augmented. This is because of the 

enhancement of heat convection at higher flow velocities. Downstream of the 

combustion region, there is a likelihood of a greater temperature at the lesser 

density porous foam as convective heat transfer takes place between the ceramic 

foam and the combustion products. Then, conductive, and radiative heat transfer 

are further involved via the solid SiC foam upstream of the reaction region. As the 

foam presents a greater temperature than the CH4 (70%) - H2 (30%) mixture; 

convection amid the fluid and solid occurs and warms the cold reactants. Yet, due 
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to the existence of the low porosity ceramic foam downstream of the combustion 

region, conduction is accelerated in response to significant methane fluctuations. 

Figure 6-9c highlights the flame motion whereby a somewhat sinusoid resemblance 

is observed relating to the temperature response of the porous burner.  

 

Figure 6-10: Forced response of the burner to modulation of fuel streams. Case 4y, 
amplitude of oscillation in hydrogen flow:10% (a) Temperature + CH4(70%)-

H2(30%) mixture velocity vs Time (b) Flame position motion at reference points, 
top section of the flame ( - ), bottom section of the flame ( - - ) (c) Screenshots of 

burner responding to oscillatory flow during complete cycle. 
 

Figure 6-10 shows the temperature response of the CH4 (70%) - H2 (30%) flame as 

the amplitude of hydrogen flow is modulated by 10%. Figure 6-10a illustrates a 

similar trend to that reported in case 6x where the system remains stable 

throughout the experiment and does not distinctly follow the inlet oscillatory 

behaviour of the fuel flow. The second thermocouple responds directly to the 

flame movement as it produces erratic behaviour after the sixth sinusoidal wave. 

As this erratic response continues, a growth in the temperature is noted by the 

first thermocouple. Further, it is observed that due to the greater initial hydrogen 

concentration in the fuel composition, the thermal response of case 4y is similar 

to that of case 6x, even though the current experiment only superimposes an 

amplitude of 10% as compared to 50%. Figure 6-10a and Figure 6-10b confirm that 

even when there is a greater portion of hydrogen present in the original fuel 
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composition, a 10% fluctuation in amplitude has an insignificant impact on the 

flame motion. 

Figure 6-11: Forced response of the burner to modulation of fuel streams. Case 6y, 
amplitude of oscillation in hydrogen flow: 50% (a) Temperature + CH4 (70%)-H2 

(30%) mixture velocity vs Time (b) Flame position motion at reference points, top 
section of the flame ( - ), bottom section of the flame ( - - ) (c) Screenshots of burner 

responding to oscillatory flow during complete cycle. 

Figure 6-11 illustrates the impact of imposing a 50% amplitude inlet disturbance 

on the hydrogen flow rate within the CH4 (70%) - H2 (30%) mixture. In this case, 

the porous burner manages to withstand around eight oscillatory cycles (Figure 

6-11a) before undergoing flame flashback. It is noted that the thermal response

transitions from the second to first thermocouple directly responding to the 

amplified sinusoidal disturbance at the inlet. Case 6x successfully mitigates the 

risks of flash back in contrast to case 6y for comparable operating conditions. 

Flashback occurs in case 6y due to a few reasons including the change in fuel 

composition and lower inlet mixture velocity; all correlating to the increase in the 

temperature. The greater portion of hydrogen increases heat transfer inside the 

SiC foam as a result of the larger temperature gradient amidst the solid matrix 

and reacting gases. The flame motion during the eighth cycle is displayed in Figure 

6-11b, showing a movement of more than 20mm in some instances across the
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reference points. Subsequently, a wide flame front is detected. This is validated 

in Figure 6-11c whereby not only the core flame width has been extended but also 

the external radiation glow has spread throughout the burner. 

 

Figure 6-12: Forced response of the burner during an oscillatory cycle, CH4 
modulation (solid line), H2 modulation (dashed line) (a) CH4 (90%)-H2 (10%) T2 

temperature vs time (b) CH4 (70%)-H2 (30%) T1 temperature vs time.  
 

Figure 6-12 presents a compilation of the temperature traces from the eighth 

oscillatory cycle of all cases from CH4 (90%)-H2 (10%) and CH4 (70%)-H2 (30%) 

mixtures. This comparison provides further clarity to the results reported earlier. 

Figure 6-12a clearly outlines case 3x undergoing blow-off as T2 records lower 

temperature against its counterparts - case 1x and case 2x – despite having a 

greater CH4 modulation amplitude. Similarly, H2 fuel modulation outputs larger 

temperature in comparison to CH4 modulation without directly responding to the 

oscillatory pattern. Case 5x and case 6x display a negligible temperature change. 

Figure 6-12b displays T1 traces of CH4 (70%)-H2 (30%) mixture as the flame has 

moved further upstream with the greater addition of H2.  As a disturbance is 

superimposed on the fuel inlet, the temperature trace appears to follow a 

monotonic increase with the increase of H2 amplitude. However, this pattern is 

not observed as CH4 amplitude was increased. Case 1y and Case 3y show greater 

temperature readings and eventually result in flashback albeit Case 2y which 

maintains stable operation with a lower temperature. 
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Figure 6-13: Maximum flame thickness vs base value amplitude. 

Figure 6-13 depicts a correlation between the flame thickness and the variation 

of amplitude of hydrogen and methane in both CH4 (90%) - H2 (10%) and CH4 (70%) 

- H2 (30%) mixtures. Once again, the flame thickness in this figure was inferred

through image processing technique detailed in section 6.2.3. In CH4 (90%) - H2

(10%) mixture, it can be seen that as the methane amplitude is increased, mid-

way the flame thickness contracts 13% before posting a gradual increase of 4%. An 

inverse behaviour is observed for hydrogen modulation, as the amplitude increases 

so do the flame thickness mid-way but then contracts at the maximum amplitude 

value. However, for the CH4(70%)-H2(30%) mixture a monotonic increase in flame 

thickness is detected for an increase in amplitude for both methane and hydrogen; 

approximately 300% overall. The exact reason for this behaviour is not 

immediately obvious, and it calls for further experimental and numerical studies. 
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Figure 6-14: Forced response of the burner to modulation of fuel stream of CH4 – 
Case1x, Bio-Gas – Case1y, CH4 90% H2 10% - Case 1x, amplitude of oscillation in 
methane flow: 10% (a) Temperature (T2) vs Time (b) Flame position motion at 
reference point C, top section of the flame (-), bottom section of the flame (- -). 

 

Figure 6-14 illustrates the influence of fuel mixture type on the oscillating flow. 

The three selected cases are subject to an inlet disturbance superimposed on the 

methane flow rate with a 10% amplitude, period of 60s, with an identical 

equivalence ratio (0.275) and maintain stable operation for the entirety of this 

comparison. Figure 6-14a shows the temperature traces recorded by T2 for various 

fuel mixture types over ten cycles of oscillation as fluctuations in flame location 

is limited to the locality of thermocouple T2 . A comparison between the fuel 

mixtures reveals an akin trend with the rise in temperature at T2, albeit from the 

eighth cycle forward, a visibly reduced temperature increase is witnessed in Bio-

Gas and in particular the CH4-H2 mixture. This can be for the most part ascribed 

to the chemical composition of Bio-Gas as a reduced amount of fuel is being 

burned of the incoming reactants, less heat is produced. Consequently, less 

significant temperature increases occur, and it takes longer for heat to transfer. 

As a knock-on effect,  the silicon carbide foam takes longer to heat up. The T2 

CH4-H2 mixture temperature is reported lower than the Bio-Gas mixture, 

however, this is primarily due to the flame front position being further 

downstream as the maximum CH4-H2 mixture temperature (1354K) is far greater 

than its Bio-Gas counterpart (1283K). Figure 6-14b confirms this as the central 

flame position at point C displays Bio-Gas further upstream when compared with 
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the CH4 and CH4-H2 mixtures. One aspect of the variation in flame position is due 

to the greater CH4-H2 (≈0.79 m/s) velocity than Bio-Gas velocity (≈0.52 m/s).” 

6.4 Conclusions 

A custom-designed porous burner was used in an experimental investigation of 

ultra-lean combustion to investigate the burner response to the oscillations 

superimposed on the fuel flow. The work was motivated by the possibility of 

temporal changes in the chemical composition of hydrogen containing fuels 

including blends of methane and hydrogen. Such variations can strongly influence 

the flame stabilisation and lead to flame extinction/flashback. It is therefore 

important to analyse the burner response to imposed oscillations on the fuel 

streams. CH4(90%)-H2(10%) and CH4(70%)-H2(30%) mixtures were incorporated as 

fuel. The inlet sinusoidal disturbances were imposed on the hydrogen and methane 

flows by programmable MFCs. The thermal response of the system was monitored 

by using thermocouples positioned at the centre of the burner in different axial 

locations and, by detecting the flame motion using image processing techniques. 

It was found that, under steady condition, the CH4(90%)-H2(10%) could operate as 

low as 𝜙 = 0.25. Additionally, the CH4(90%)-H2(10%) mixture produced greater 

carbon monoxide emissions when compared to the CH4(70%)-H2(30%) mixture. 

Moreover, NOx emissions were found to be almost negligible. This was expected 

as the current low-temperature combustion system (maximum temperature ≈

1384𝐾) strongly suppressed the formation of thermal NOx [231]. A similar trend 

was observed by Ferrarotti et al. [232] where the reduction of NOx emissions was 

closely associated with the reduction in the equivalence ratio. However, the gas 

analyser’s response time of 90 seconds to detect NOx emissions makes it 

unsuitable to measure NOx emissions in a dynamic experiment.  As both mixtures 

were subject to unsteady inlet flow of hydrogen and methane, the burner 

remained stable for CH4(90%)-H2(10%) mixture when hydrogen was oscillated 

between 0-50% and for methane between 0-10% over a period of 60s. Similarly, 

the burner remained stable for the CH4(70%)-H2(30%) mixture when hydrogen flow 

was fluctuated at 0-30% of its steady flow rate and methane fluctuated at 30% for 

the identical oscillatory period. For both mixtures by in large, it was observed that 

the flame movement corresponds to the dynamics of the induced disturbances at 
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the inlet. The flame thickness within CH4(70%)-H2(30%) mixture was proven to be 

far greater when compared to CH4(90%)-H2(10%) mixture as the hydrogen and 

methane flows were amplified. Lastly, both fuel mixtures were noted to be rather 

insensitive to hydrogen fluctuation beneath 30% amplitude.
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Chapter 7 Summary and conclusions 

The work presented in this thesis has investigated the dynamics of heat transfer 

and combusting flows in a numerical model and experimental investigation. The 

numerical study investigated unsteady forced convection in porous media using a 

microscopic approach in a three-dimensional ten cylindrical obstacle design. An 

experimental investigation was carried out using a custom-built porous burner to 

assess the systems behaviour to fluctuations in the inlet flow whilst operating in 

ultra-lean conditions. The porous burner was operated on different working fuels 

– methane, biogas and various blends of hydrogen and methane – to draw 

meaningful results. The findings of these studies are presented in section 7.1 and 

a recommendation for future works in section 7.2 

7.1 Conclusions 

Initially heat convection response of a reticulated porous medium to the harmonic 

and ramp disturbances in the inlet flow was investigated taking a pore-scale 

approach. A few types of fluids, along with different values of porosity and 

Reynolds number, were considered. Assuming laminar flow, the unsteady 

equations of continuity, Navier Stokes and energy were solved computationally. 

In this model, ten cylindrical obstacles aligned in a staggered arrangement with 

set isothermal boundary conditions were constructed.  

Chapter 2 and Chapter 3 feature the system that was modulated by sine waves 

superimposed on the inlet flow velocity, and the spatio-temporal responses of the 

flow and temperature fields were calculated. The results were then utilised to 

assess the linearity of the thermal response represented by the Nusselt number on 

the obstacles and compared against existing empirical data. It was observed for 

linear cases, a transfer function can be approximated by a classic low-pass filter 

which resembles the average response of the individual obstacles. This indicates 

that there exists a frequency threshold above which the thermal system is 

essentially insensitive to flow modulations. However, the dynamical relations 

between the inlet flow fluctuations as the input and those of Nusselt number as 

the output, can be non-linear. The extent of encountered non-linearity was 

determined quantitatively through introduction of a measure of non-linearity. It 
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was found that changes in the pore-scale Reynolds number and porosity of the 

medium can push the dynamic response of the system towards non-linearity. Yet, 

further increases in Reynolds number can push the system dynamics back to linear. 

In general, it was learned that for low Reynolds numbers, the dynamics of heat 

convection can be predicted decently by taking a transfer function approach. 

Further, through a statistical analysis, it was shown that the thermal response of 

the porous medium was strongly dominated by those of the first few obstacles. 

Chapter 4 exhibits the thermal system subject to a ramp disturbance 

superimposed on the entrance flow temperature/velocity. The temporally 

developing flow and temperature fields as well as the surface averaged Nusselt 

numbers were used to explore the transient response of the system. Also, a 

response lag ratio (RLR) was defined to further characterise the transient response 

of the system. The results revealed that an increase in amplitude increases the 

RLR. Nonetheless, an increase in ramp duration decreases RLR, particularly for 

high-density fluids. Interestingly, it was noted that the Reynolds number has 

almost negligible effects upon RLR.  

Chapter 5 and Chapter 6 present the experimental investigation of the response 

of ultra-lean flames, stabilised in a porous burner, to the fluctuations imposed on 

the fuel flow rate for various composition of fuels. Chapter 5 is motivated by the 

likelihood of small biogas generators to produce fuels with temporal variations in 

their flow rate and chemical composition. Chapter 6 investigates the response to 

fluctuations in the flow rate of different blends of methane and hydrogen. The 

employed porous burned includes layers of silicon carbide porous foam placed 

inside a quartz tube. The burner is equipped with a series of axially arranged 

thermocouples and was imaged by a digital camera. The fuel streams were 

measured and controlled separately by programmable mass flow controllers, 

which impose sinusoidal fluctuations with variable amplitude and frequency on 

the steady flow. To replicate realistic fluctuations in the fuel flow rate, the period 

of oscillations were chosen to be on the order of minutes. The temperature inside 

the ceramic foam was measured using five thermocouples located at the centre 

of the working section of the burner. The flame embedded in porous media was 

imaged while the fuel flow is modulated. Analysis of the flame pictures and 

temperature traces revealed that the forced oscillation of the fuel mixture leads 

to flame movement within the burner. 
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In Chapter 5, methane and a blend of methane and carbon dioxide (mimicking 

biogas) were mixed with air and then fed to the burner at equivalence ratios below 

0.3. The flame movement was found to quantitatively follow the temporal 

variation in the fuel flow for both methane and biogas. Nonetheless, the amplitude 

of the flame oscillations for methane was to be higher than that for biogas. 

Further, it was observed that exposure of the burner to the fuel fluctuations for 

a long time (180s) eventually results in flame destabilisation. However, stabilised 

combustion was achieved for methane mixtures at amplitudes between 0 and 30% 

of steady values over a period of 60s.  

In Chapter 6, prior to injection into the porous burner, the hydrogen and methane 

blends were premixed with air at equivalence ratios below 0.275. It was found the 

flame movement behaved in accordance with the fluctuations in methane and 

hydrogen flows for both CH4 (90%)-H2(10%) and CH4 (70%)-H2(30%) mixtures. 

However, both fuel mixtures were noted to be rather insensitive to hydrogen flow 

fluctuation with a modulation amplitude below 30% of the steady flow. For the 

CH4 (70%)-H2(30%), the flame in the porous medium can be modulated by 

fluctuations between 0 and 30% of steady methane flow without any noticeable 

flame destabilisation. This study revealed the strong effects of unsteady heat 

transfer in porous media upon the fluctuations in flame position. 

7.2 Recommendations for future work 

Use of the three-dimensional pore-scale numerical model is still a very open area 

of research. Future investigations in this area can include 

• conjugate heat transfer

• turbulent flow

• reactive flow

• greater variation in porosity

Similarly, the porous burner investigations can be taken further by 

• change in porous material

• change in porosity of porous material
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• greater proportion of hydrogen in methane and hydrogen blends

• use of carbon-neutral fuels such as syngas and ammonia

• a compact burner design i.e. saving fuel
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