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Summary

Over 100 years ago Albert Einstein predicted the existence of gravitational waves through his
General Theory of Relativity. These waves propagate through spacetime resulting from colli-
sions of extremely dense objects, such as neutron stars and black holes, that are travelling at
significant fractions of the speed of light just prior to their final merger. At the time of publish-
ing this theory, the direct detection of these gravitational waves was thought impossible since
even the most extreme of these events were expected to cause a strain amplitude of 10−21 by the
time they reached Earth.

After 100 years of research and development, from using resonant bar detectors, to modern
day laser interferometry, the direct detection of gravitational waves was made by the aLIGO
detectors in September 2015. This detection was made possible due to advanced laser inter-
ferometry techniques combined with low mechanical loss materials and careful experimental
design. aLIGO detections were enabled by the final stage fused silica suspensions that hang the
test mass mirrors, reflecting the interferometer beam. Up to 90 such gravitational wave events
have been detected so far, enabled by the upgrades that are allowing the detectors to approach
design sensitivity, with the Virgo collaboration joining the hunt in 2017 and working alongside
aLIGO, to give three operational 2nd generation gravitational wave detectors around the world.

In order to significantly increase the sensitivity of current gravitational wave detectors, a step
change is required to realise their next generation, allowing for a sensitivity increase of up to one
order of magnitude, and beyond. A specific change that is being considered for next generation
detectors will be the cryogenic operation of the final-stage suspension. Operating the detector
at lower temperatures will ultimately reduce a dominant low frequency source of noise in the
detector, thermal noise. A fourth detector based in Japan, called KAGRA, has been the first full
scale demonstration of the beginnings of this next generation of detector. KAGRA differs from
the aLIGO and Virgo detectors by being built underground, to reduce seismic noise, as well as
making the final stage suspension from sapphire which has excellent material properties at low
temperatures, as compared to fused silica. Further, next generation detectors like the Einstein
Telescope and Cosmic Explorer are in development. The low frequency, cryogenic component
of these detectors proposes using silicon, instead of sapphire, for the final stage suspension due
to similar superior cryogenic properties.

The work in this thesis takes the first steps towards designing, building and characterising the
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SUMMARY ii

very first cryogenic silicon prototype suspension that needs to be developed in order to realise
these full scale suspensions. Silicon, like sapphire, requires a significant amount of research and
development in order to exploit these superior cryogenic properties in a practical sense in future
detectors.

Work was conducted to investigate the ultimate tensile strength of silicon with an average
median value of 60.3 MPa measured for the control new laser cut silicon sample set. Experi-
ments were carried out to determine if strengthening of silicon was possible through three tech-
niques; chemomechanical polishing, argon ion etching and wet chemical etching. All surface
treatments were found to increase the strength of the silicon samples, with most approximately
doubling the median strength of the silicon sets, due to the removal of surface damage, of which
the majority was induced by laser cutting. Increasing the strength of silicon suspensions is nec-
essary in order to safely suspend the test mass mirror of next generation detectors. Furthermore,
reducing the cross-sectional area of the suspension geometry in order to improve dilution and
reduce thermoelastic loss requires higher ultimate tensile strengths of silicon. Consideration was
also given to the different surface treatments ability to shape silicon in order to control energy
distributions and hence thermal noise within the suspension system.

The first hydroxy-catalysis bonded silicon suspension has been successfully designed, built
and characterised as part of this work. Furthermore, this silicon suspension has survived a full
cryogenic thermal cycle from room temperature to 10 K and back with the suspension mass
being heated to 20 K and 120 K, two proposed detector operating temperatures. This work
emphasises the difficulty in handling as well as the levels of tooling and tolerancing required
when assembling silicon suspensions, highlighting the engineering challenges of building such
a detector. The first estimations of thermal conductivity of this cryogenic silicon suspension
were also made.

Tolerancing work for the hydroxy-catalysis bonded silicon suspension was conducted in
finite element analysis software before actual assembly of the suspension. This work also high-
lights the subtleties to be considered for the correct modelling of silicon in finite element analy-
sis software. Furthermore, the first robust modelling of hydroxy-catalysis bonds within complex
realistic silicon suspension geometries has been demonstrated. This allows one to compare the
hydroxy-catalysis bond loss to thermoelastic loss, surface loss and bulk loss and their respective
contributions to the overall suspension thermal noise. The assembled hydroxy-catalysis bonded
silicon suspension was modelled in finite element analysis and scaled to a next generation-
like detector. This, combined with the previous strength work, allowed for the calculation of
suspension thermal noise which can be compared to the Einstein Telescope’s proposed design
suspension thermal noise target. It was found that the suspension thermal noise of this design
of silicon suspension, inclusive of hydroxy-catalysis bonds to join the suspension together, was
too high when compared to the design sensitivity target. If one was to remove the bond losses,
the suspension thermal noise was reduced by a factor of 15 and found to be below the target,
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however the design target includes the entire thermal noise budget of the Einstein Telescope-low
frequency detector, whereas the work in this thesis only considers suspension thermal noise aris-
ing from the test mass mirror and final stage suspension elements. Furthermore, by previously
demonstrating the strength of silicon can be at least doubled through surface treatments, one can
run the suspension at double the stress, yielding an improvement in suspension thermal noise
by a factor of 1.3. During the course of this work, it was noted that one has to consider higher
stresses pushing the bounce mode further down into the frequency band where these cryogenic
low frequency detectors are meant to be most sensitive. The high frequency part of these next
generation detectors are designed to have superior sensitivity >30 Hz. This has not been a previ-
ous consideration for broadband detectors utilising fused silica suspensions, where the aim was
always to push the bounce mode frequency as low as possible out of the detection frequency of
interest.

The work in this thesis shows one needs to increase the ultimate tensile strength of silicon
in order to operate next generation cryogenic silicon detectors at higher operating stresses to
reduce suspension thermal noise. Any surface treatment applied must keep the surface loss of the
treated silicon to a minimum to avoid this becoming a dominant loss mechanism. Furthermore,
this must be developed in parallel with low loss jointing techniques which may be a significant
challenge, particularly if suspension geometries are limited from the inability to have full control
over the desired manufacturing and shaping of silicon suspension elements which has yet to be
demonstrated. This demonstrates the difficulty in the balancing of the many factors required to
obtain an optimal cryogenic silicon final stage suspension.

Ultimately, the construction of monolithic silicon suspensions remains a crucial ongoing
research area, building on the work demonstrated in this thesis. This constructional challenge
may ultimately define the materials, geometries and construction methodology used in these
next generation instruments.
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Chapter 1

Gravitational wave detection

1.1 Introduction

In 1915, Albert Einstein published his General Theory of Relativity [1] [2]. This novel theory
led to the concept of curvature of spacetime. This curved spacetime is caused by the presence
of mass which warps the spacetime around it, having a measurable effect on other objects. This
variation in warping manifests itself in the phenomenon we call gravity. As objects with mass
evolve through spacetime, the local spacetime curvature changes to reflect this.

Einstein predicted these changes in spacetime curvature propagate outwards, at the constant,
c, the speed of light, in a wave-like form. The General Theory of Relativity states that energy is
carried away in the form of gravitational radiation. An event that emits gravitational radiation
is so intense that it has the potential to outshine all of the stars in the universe due to the energy
emitted [3]. These astronomical events produce localised changes, or ripples, in the fabric of
spacetime which are known as gravitational waves.

Figure 1.1: Black dots represent a ring of free particles with mass, distorted by each polarisation,
+ (top) and × (bottom), of a gravitational wave travelling perpendicular to the page.

1
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Gravitational waves are a gravitational analogue to electromagnetic radiation, where an ac-
celerated charge generates electromagnetic waves, but instead asymmetrical accelerated masses
generate gravitational waves [4]. Gravitational waves are fundamentally quadrupolar in nature
with two polarisation states, + and ×, as shown in figure 1.1 [5].

The strength of a gravitational wave is characterised by the strain amplitude, h, a dimension-
less variable, which is given by [5]:

h =
2dL

L
(1.1)

where dL is the change in separate between two test massses separated by the distance, L.

1.2 Gravitational wave sources

Every object with an asymmetry of mass that accelerates produces gravitational waves, however
the strain amplitudes produced from sources on typical human scales are far too small to be
detected [6]. This is due to gravity’s relative weakness compared to the other three fundamental
forces; the weak nuclear, strong nuclear and electromagnetic forces. Furthermore, the fabric of
spacetime is enormously stiff. If one could measure spacetime’s Young’s modulus in a classical
sense, it would be found to be approximately 1020 times greater than that of steel (Esteel ≈
200GPa) [7].

This combination of factors means one requires large amounts of mass, undergoing a large
acceleration, in order to produce detectable strain amplitudes, of the order 10−21 [8]. There are
a number of astrophysical sources throughout the universe that meet these criteria.

1.2.1 Compact binary coalescence

Compact binary coalescences (CBCs) occur due to massive bodies orbiting one another in space.
Such massive bodies able to produce detectable strain amplitudes are black holes and neutron
stars due to their extreme density. As such, CBCs are typically split into 3 categories; binary
black hole (BBH), neutron star black hole (NSBH) and binary neutron star (BNS) mergers. An
artists impression of a NSBH is shown in figure 1.2(a).

Just like planets orbiting stars, black holes and neutron stars can orbit one another around
a common centre of mass. As their orbit decays, the energy lost is emitted in the form of
gravitational radiation. In the final death throes, called the inspiral, these masses are orbiting
at relativistic speeds with enough energy to produce strong gravitational radiation that can be
detected before they merge together.

Gravitational wave strain amplitudes of CBC inspirals are expected to be [9]:
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h = 10−23
(

M
M⊙

) 5
3
(

f
100Hz

) 2
3
(

100Mpc
r

)
(1.2)

where M⊙ represents the solar mass, f is the frequency of the gravitational wave, r is the distance
from the source and M is the sum of the mass of the two merging objects, m1 +m2.

The characteristic signal of two inspiralling masses for CBC would be an oscillating sinusoid
as the two objects orbit one another [10]. As they inspiral, both the frequency and amplitude
would increase to a maximum at the point where the two objects merge into one. This produces
a signal that, if shifted into the human auditory frequency band, would sound like a "chirp"
noise [11]. There is a very short period in the newly formed singular mass, called the ringdown,
as its vibrates and settles, after which no production of gravitational waves occurs due to the
new symmetry of the singular mass [12].

Detection of CBCs allows scientists to test some predictions of General Relativity as well
as providing natural test beds to constrain other theories of gravity. Furthermore, being able to
measure black hole spins will help to understand the dynamics of black hole formation [8].

Figure 1.2: (a) Artist impression of a NSBH merger [13]. (b) Image of the Crab Nebula, formed
through core-collapse, obtained with the Hubble Space Telescope [14]. (c) Artist impression of
a LMXB system [15].
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1.2.2 Burst events

Burst events are defined as signals with large amplitudes that occur over a short duration, on the
order of a few wave periods [16]. Astronomical events that may produce burst-like signals could
be from core-collapse supernovae; an example of the aftermath of such a collapse is shown in
figure 1.2(b). If the core-collapse of a supernova was entirely symmetric, no gravitational waves
would be produced. Where there is an asymmetry during the supernova, gravitational waves
would be produced with a strain amplitude given by [8]:

h = 6×10−21
(

E
10−7M⊙

) 1
2
(

1ms
T

) 1
2
(

1kHz
f

)(
10kpc

r

)
(1.3)

where E is the total energy radiated and T is the time to collapse.
CBCs and burst events represent the majority of transient gravitational wave signals one

would expect to detect, although other sources are believed to produce transient signals such as
collapsars and isolated neutron star oscillations or instabilities [17].

Detection of burst events will significantly increase our understanding of supernova collapse
as well as provide excellent accuracy with which to measured the speed of gravitational waves
[8].

1.2.3 Continuous waves

Source of continuous gravitational wave emissions come from a variety of astrophysical sources.
Singular pulsars are believed to produce sources of continuous gravitational waves. The first dis-
covered pulsar was observed by Jocelyn Bell in 1967 [18]. Pulsars are rapidly rotating neutron
stars which emit radio pulses periodically, with detected pulsars ranging in spin frequencies
from 42 mHz to 716 Hz [19] [20]. These radio pulses are emitted from the magnetic poles of
the pulsar which, when orientated in the direction of the observer, are seen as a periodic pulsing
radio source, akin to a lighthouse beam sweeping past.

Pulsars are some of the most dense objects in the universe, with radii only 10s of kilometres
across but containing up to 3 solar masses [21]. Even though this produces extremely strong
localised gravitational fields which should provide an extremely uniform spherical star, non-
axisymmetric distortions, velocity perturbations and free precession can lead to the emission of
gravitational waves from such sources. These emissions lead to continuous, periodic gravita-
tional wave emissions with gradually shifting frequency as energy is lost through this emission
mechanism [22].

For a single pulsar, emitting gravitational waves at twice its spin frequency, the strain ampli-
tude can be expressed as [23]:

h0 = 10−24
(

ε

0.237

)(1kpc
r

)(
ν

1Hz

)2
(

Izz

10−38 kgm2

)
(1.4)
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where ε is the pulsar’s equatorial ellipticity, ν is its spin frequency and Izz is its principle mo-
ment of inertia. The spin frequency is twice the pulsar’s spin frequency due to specific search
techniques used. These techniques relate to the fact that emission near the rotational frequency
for precessing stars is likely to be offset from the observed frequency by some factor dependent
on unknown details of the star structure [23] [24].

Another continuous source of gravitational waves is believed to come from low mass x-ray
binarys (LMXBs), an example of which is shown in figure 1.2(c). Neutron stars, such as pulsars,
or black holes can also exist in a binary system with a low mass donor star. This donor star can be
stripped of its matter by the companion neutron star or black hole due to the companion’s strong
gravitational field. This process generates what is known as an accretion disk, which causes
an increase in the angular momentum of the companion object, and can be one of the brightest
x-ray sources in astronomy [25]. This system is known as a LMXB and can reach a point of
instability known as the Chandrasekhar-Friedman-Schutz (CFS) instability where the rotation
of the companion object becomes non-axisymmetric, leading to the production of continuous
gravitational waves.

The stain amplitude for a LMXB system can be expressed as [26]:

h = 3×10−27
(

1kHz
m fs

) 1
2
(

Fx

10−8 ergcm−1 s−2

) 1
2

(1.5)

where m = 4 is the mode number, fs is the spin frequency and Fx, is the x-ray flux measured at
the observer.

The detection of continuous waves will allow scientists further insight of neutron star interi-
ors, especially the crust physics and elastic properties at low temperatures [27].

1.2.4 Stochastic background radiation

The stochastic background gravitational radiation is another potential source of gravitational
waves. A wide variety of astrophysical and cosmological sources are expected to make up this
stochastic gravitational wave background signal [28]. These signals are defined as "a random
gravitational-wave signal produced by a large number of weak, independent, and unresolved
sources" [29]. Background sources of these stochastic signals may include the gravitational
waves resulting from the Big Bang or asymmetric phase transitions in the early universe. These
signals results in the superposition of the combined sources’ gravitational radiation that would be
isotropic in nature and range over an extremely wide frequency [30]. The stochastic background
gravitational radiation can be thought of as an analogue to the cosmic microwave background
radiation (CMBR) in the electromagnetic spectrum.

Detection of the stochastic background could yield new information on the fundamental
nature of the laws of physics at energies higher than one could ever hope to achieve in a labora-
tory [8].
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1.3 Experimental detection of gravitational waves

Einstein himself had no confidence that the detection of gravitational waves was ever possible
[30]. Indeed, from equations 1.2, 1.3, 1.4 and 1.5, one can see the typical strain sensitivities
required to detect gravitational wave sources on Earth range in the order of h ≈10−21–10−27

From equation 1.1, even for the strongest gravitational wave signals, one would require the
ability to detect length changes of a thousandth the diameter of an individual proton for two
masses separated hundreds of metres apart. This is clearly an extremely difficult experimental
challenge and explains why Einstein thought the direct detection of gravitational waves was
impossible.

Figure 1.3: Orbital decay of PSR B1913+16 measured by Hulse and Taylor compared to the
prediction of the General Relativity [31].

Gravitational waves were first indirectly detected by Hulse and Taylor [32] [33]. Their work
observed the orbital decay of a binary pulsar system, PSR B1913+16, through its radio signal
emissions. As shown in figure 1.3, the orbital decay of this binary pulsar system was consistent
with the prediction of the emission of gravitational radiation. This discovery led to the award of
the Nobel Prize in Physics in 1993 [34]. Furthermore, this led to another validation of Einstein’s
General Theory of Relativity [33] and encouraged the scientific community to pursue the direct

detection of gravitational waves.
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1.3.1 Resonant bar detectors

One of the first attempts at direct gravitational wave detection was made by Joseph Weber. His
proposal was to install two large aluminium cylinders (150 cm, 61 cm wide, weighing 1.5 t)
separated by a large distance. Weber proposed that a passing gravitational wave would excite
and resonate these aluminium cylinders or bars at a narrowband frequency, with the vibration
measured with piezoelectric crystal transducers [35] [36]. The separation of the cylinders was
necessary in order negate excitation from local noise sources at one bar detector; a coincident
excitation at two separate detectors sufficiently distant would imply an astrophysical source.
Initially, the two detectors were separated by 2 km [37], later increasing to 1000 km separation
with detectors located at Argonne National Laboratory and at the University of Maryland [36].

Figure 1.4: Schematic of a resonant bar detector [38].

These bars were designed to detect gravitational waves at 1660 Hz as Weber expected
this frequency would be swept through during the emission in a supernova collapse [36]. A
schematic of the detector is shown in figure 1.4.

In 1969, Weber claimed to have directly observed gravitational waves [36]. One year later,
Weber claimed to have detected 311 such coincident events of gravitational waves [39]. A
study of the distribution of these events led Weber to conclude the signals were emanating from
the galactic centre. Analysis suggested the sensitivity of Weber’s resonant bars to be ≈10−16

making the detection of strain amplitudes from astrophysical events unlikely [40].
Other resonant bar detectors were built around the world at Moscow State University, the

IBM Thomas J. Watson Research Center (Yorktown Heights), the University of Rochester (New
York), Bell Labs (New Jersey), the Max-Planck-Institut für Physik und Astrophysik (Munich)
and the University of Glasgow [41]. The bar detector built in Glasgow by Ronald Drever and
James Hough, shown in figure 1.5, varied from Weber’s design where the original bar detector
was split in half longitudinally to create two aluminium bars with a gap between them. Piezo-
electric transducers were placed into this gap between the bars in order to monitor any length
change between them. None of these resonant bar detectors built verified Weber’s results [42].
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Figure 1.5: The author with Drever and Hough’s resonant bar detector situated in the University
of Glasgow’s Kelvin building, metres from where the work in this thesis was conducted. Photo-
graph taken by Mr Thejas Seetharamu.

Nonetheless, improvements in resonant bar detectors were made. The main limitations to
sensitivity of resonant bar detectors arose from thermal excitation of the normal modes and
electronic noise [43]. The most obvious way to reduce detector noise level was to reduce the
temperature of the resonant bar [40]. This led to the development of multiple cryogenic resonant
bar detectors such as the Allegro [44], AURIGA [45], Explorer [46], NAUTILUS [47] and
Niobe [48] detectors alongside other cryogenic resonance detectors that are spherically shaped,
such as MiniGRAIL [49] and the Brazilian spherical detector [50]. Such detectors have achieved
impressive strain sensitivities of 10−21

√
Hz but are however limited to narrow bands of 1–

30 Hz [51] meaning only the strongest gravitational events, at just the right frequency, have a
chance of being detected.

These resonant bar detectors have since been superseded by a different detection technique
which can not only match and improve on this 10−21

√
Hz sensitivity but offers broadband de-

tection capabilities - laser interferometry.

1.3.2 Laser interferometry

In the 1970s, a laser interferometric gravitational wave detector was built by Moss, Miller and
Forward [52]. The detector was a Michelson interferometer, the basic set up of which is shown
in figure 1.6 [53].
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Figure 1.6: Schematic diagram of a basic Michelson interferometer set up.

The interferometer splits the input laser beam in to two perpendicular paths or "arms". The
two separate beams reflect off of mirrors situated at the end of the detector arms. This reflected
light is then recombined at the beam splitter with the resultant combination measured using a
photodiode.

If a gravitational wave were to pass through this apparatus, due to the polarised nature of
the gravitational radiation, it would cause a differential change in the length of the arms due to
distortion of the localised spacetime (provided the wave did not travel parallel to the plane of the
beam paths). For gravitational wave detection, these reflective mirrors are commonly referred
to as "test masses" since they are the masses that are deflected when local spacetime curvature
changes due to a gravitational wave. The recombination of the two laser beams after reflecting
off the test mass mirrors creates an interference pattern, with a differential change in arm length
resulting in a change in this pattern which can be recorded at the photodiode.

One can set up the interferometer to keep the beam path length the same - this is called
locking. To reduce laser noise while maximising signal, one can lock this set up so a dark fringe
is observed at the photodiode. Locking is achieved using a feedback system which applies forces
on the mirrors to keep the output interference pattern constant. The error signal in this feedback
loop is often used as the output signal of the detector [54].

The Moss, Miller and Forward interferometer had arm lengths of 2 m. This interferometer
achieved a sensitivity of 6× 10−15

√
Hz at frequencies near 1 kHz [40]. One can increase the

sensitivity of a gravitational wave detector by increasing the length of the interferometer arms.
This is reflected in equation 1.1, where for a given strain h, increasing L will also increase dL

and therefore making the arm length change more easily detectable. The optimal sensitivity of a
detector in this configuration is when the time it takes for the beam to travel the length of the arm,
reflect and recombine at the beam splitter is half the period of a gravitational wave [30]. Typical
sources, such as CBC or burst events, are expected to range in frequency from 1–1000 Hz.
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Therefore the optimal interferometer arm length for this frequency range is 75–75000 km. These
distances are either unfeasible or extremely costly since the curvature of the Earth, which limits
the straight line distance of a laser to ≈4 km, would require the significant engineering of large
parts of the detector arms to be built underground [30].

It is therefore necessary to look at other interferometry techniques that allow for an increase
in storage time for the light in the arms.

1.3.3 Delay line interferometry

Alternative interferometry techniques use a second set of mirrors added into the traditional
Michelson design. This is called delay line interferometry, a technique proposed by Weiss for
the use of gravitational wave detection [55]. Two such delay line inteferometer design schemes
are shown in figure 1.7.

Figure 1.7: (a) Folded arm interferometer schematic. (b) Herriott delay line interferometer
schematic.

Figure 1.7(a) shows the use of folded mirrors which can effectively increase the optical path
length without significant increasing the physical length of the interferometer. A second scheme,
shown in figure 1.7(b), uses curved mirrors with a small gap in the inner mirrors that allows for
the beam to be reflected multiple times before returning the same input path [56].

1.3.4 Fabry-Pérot interferometry

Delay line interferometry can be improved yet again to further increase the sensitivity of the
detector using what is known as a Fabry-Pérot cavity [57]. This technique for gravitational
wave detection was first developed at the University of Glasgow in the 1980s [58]. A schematic
of a Fabry-Pérot cavity is shown in figure 1.8.
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Figure 1.8: Schematic of an interferometer with Fabry-Pérot arm cavities.

This interferometer set up utilises partially transmissive inner mirrors that allow light coming
from the beam splitter to pass through the rear of the inner mirror into the optical cavity where
it is reflected back and forth multiple times between the highly reflective inner and end mirrors.
This set up allows for smaller, simpler mirrors to reflect the light along the optical cavity path.
The cavity requires the positions of the mirrors to be an integer of half the wavelength of the
laser used to build up a resonance. This allows for energy to build up within the cavity and due
to the multiple reflections, significantly increases the effective arm length, and hence sensitivity,
of the detector.

1.3.5 Power and signal recycling

One can make further improvements to this detector by optical techniques, such as power recy-
cling and signal recycling.

Power recycling is used to increase the circulating laser power by adding a partially trans-
missive mirror at the laser input of the interferometer, as shown in figure 1.9(a). Similar, in
principle, to the Fabry-Pérot cavities themselves, the power recycling mirror (PRM) creates a
cavity with the interferometer output [59]. Since the interferometer is typically operated so a
dark fringe appears at the photodiode, this means most of the light is reflected back towards the
laser. This light is reflected by the PRM and is recycled back into the interferometer, increasing
the stored laser power and hence sensitivity (discussed in section 1.4.3).

Similarly, signal recycling works by reflecting light outputted from the interferometer to-
wards the photodiode, using a partially transmissive mirror, called the signal recycling mirror
(SRM), as shown in figure 1.9(b). With the output to the photodiode held on a dark fringe, a
passing gravitational wave only produces a small amount of light. By forming a cavity between
the SRM and interferometer output, this small signal is then amplified. By determining the
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position of the SRM, one can shift the frequency at which the detector is most sensitive [60].

Figure 1.9: (a) Schematic of a Fabry-Pérot Michelson interferometer with a PRM. (b) Schematic
of (a) with a SRM, creating a Fabry-Pérot dual-recycled Michelson interferometer.

By using both power and signal recycling, this creates what is called a Fabry-Pérot dual-
recycled Michelson interferometer.

1.4 Noise sources in gravitational wave detectors

This section discusses the main sources of noise arising in such a detector system.

1.4.1 Seismic noise

Seismic noise arises from natural causes as well anthropogenic activity. Natural seismic events
can include earthquakes anywhere on Earth, Earth’s own microseismic tremors and weather
and oceanic events. Human activity such as traffic, local footfall, maintenance and operational
equipment in and around the detector itself such as air conditioners, pumps, etc also create
localised vibrations that can couple into the detector mirrors [61] [62].

Seismic noise varies by location and can be affected by local geology or geographic location.
This noise source is most dominant in the low frequencies (<10 Hz) of the detector bandwidth
with a typical acceleration spectral density of 10−7 f−2ms−2/

√
Hz for a quiet geological site

[63]. This is well above the required horizontal isolation for gravitational wave test mass mirrors
by an order of ≈109 [40]. This horizontal seismic noise is reduced by taking advantage of the
physics of a simple pendulum. For a pendulum system, the transfer function from the suspension
point to the suspended mass falls off as f−2 above the pendulum resonance, therefore hanging the
test mass mirrors on a series of pendulums can help mitigate this noise source [40]. Furthermore,
coupling of vertical noise through the horizontal axis is typically around 0.1 %, as discussed in
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section 2.4.3 [64] [65]. Therefore, vertical isolation is also required and is provided in the
form of cantilever spring designs from which the suspension point to the suspended mass is
affixed [40]. This is shown in more detail in section 1.5.4.

One can also reduce seismic noise by hanging the suspension from both passive and active
seismic isolation platforms where an array of accelerometers, geophones and seismometers can
monitor the seismic motion providing a feedback for the active isolation systems [66].

Another method for reducing seismic noise is to build the detector underground. The aim of
building the detector underground is to increase the detectors sensitivity at even lower frequen-
cies and to push the seismic noise limit to <1 Hz [67].

1.4.2 Gravitational gradient noise

Gravitational gradient, also known as Newtonian, noise results from the test mass mirrors di-
rectly coupling to local fluctuations in the gravitational field. These can arise from changes in
mass or density in and around the detector. Such changes in density can come from seismic
surface waves travelling near the detector or a localised density traversing the detector, such as
a vehicle or aircraft in proximity to a test mass.

There is no way to shield the detector from gravitational gradient noise. However, models
can be developed, using arrays of seismometers placed around the detector site, similar to those
used for seismic isolation, in order to subtract the measured gravitational gradient noise from
the signal [68] [69]. Similar to seismic noise, this low frequency noise source can be mitigated
by building the detector underground [70].

For both seismic and gravitational gradient noise, a more radical solution would be to place
the detector in space, free from terrestrial noise, with smaller gravitational gradients, giving
detector sensitivities able to probe well below 1 Hz. This is discussed more in section 1.7.

1.4.3 Quantum noise

Quantum noise can be split into radiation pressure noise and photon shot noise. These two
sources of noise combined limit the detector by what is known as the standard quantum limit
(SQL).

Radiation pressure noise arises from fluctuations in the number of photons reflected from the
interferometer mirrors. As the mirror reflects these photons, some amount of momentum, and
hence force, is imparted into the reflecting mirrors. This fluctuation in the number of photons
leads to a fluctuation in the force and hence position of the mirrors resulting in noise. An
example of radiation pressure noise is shown on the left of figure 1.10. The amplitude spectral
density of radiation pressure noise can be expressed as [30]:

hRP =

(
1

m f 2L

)(
h̄P

2π3cλ

)− 1
2

Hz−
1
2 (1.6)
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where m is the mass of the mirror, f is the frequency of the gravitational wave, L is the arm
length of the interferometer, h̄ is the reduced Planck’s constant, P is the input power of the laser,
c is the speed of light and λ is the wavelength of the interferometer laser. From this equation,
one can see that radiation pressure noise can be reduced by increasing the mass of the test mass
mirror.

Figure 1.10: Example of radiation pressure noise impinging on interferometer mirrors (left).
Example of photon shot noise as measured at the photodiode (right) [71].

Photon shot noise, measured directly at the photodiode, arises as a result of the unequal
distribution of photons exiting the input laser which follows a Poisson distribution [72]. An
example of photon shot noise is shown on the right of figure 1.10. The uncertainty in the number
of photons, N, is

√
N over a time period, t. The amplitude spectral density of photon shot noise

can be expressed as [30]:

hSN( f ) =
1
L

(
h̄cλ

2πP

)− 1
2

Hz−
1
2 (1.7)

where all terms are as defined for equation 1.6. From this equation, one can see that photon shot
noise can be reduced by increasing the laser input power.

Increasing the laser power to reduce photon shot noise will increase the radiation pressure
noise. Therefore, a balance must be struck to find the noise minimum, where hSN( f ) = hRP( f ),
which is the SQL of the detector, the best sensitivity one can get at a certain frequency. The
SQL is a manifestation of the Heisenberg Uncertainty Principle whereby there is a trade off be-
tween higher frequency sensitivity from reduction in photon shot noise against lower frequency
sensitivity due to the increase in radiation pressure noise.

Aside from increasing the laser power, novel methods can bypass the SQL. Techniques in-
clude optical squeezing [73], optical springs [74] and speed-meters [75].
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1.4.4 Thermal noise

Thermal noise arises from the fact the interferometer runs at some finite temperature, T , and
therefore all of the atoms that make up the detector itself have some thermal energy and thus
some thermal motion, known as Brownian motion [76]. The equipartition theorem states the
average energy of each atom is 1

2kBT per degree of freedom, where kB is Boltzmann’s constant
and T is the temperature in Kelvin [30]. This thermal motion couples into excitation of res-
onant modes of the detector system which contributes to noise in the detector. The test mass
mirror’s reflective coating material and substrate material suffer coating Brownian and substrate
Brownian noise that can be reduced by the use of novel low mechanical loss materials [77] [78].
Mechanical loss is discussed in detail in section 2.2.2 of chapter 2 but for this chapter it can
be simply described as internal frictional damping of a material. Thermal noise noise is an
important noise source which can dominate from 10s to 100s of Hz.

Materials experience statistical temperature fluctuations throughout their volume. This tem-
perature variation can lead to fluctuations in the refractive index of the material. This can affect
both the test mass mirror and beam splitter materials, as well as the reflective coating materials
on the mirrors, leading to what is called thermorefractive noise. While not currently a limiting
noise source, as detectors become more sensitive, thermorefractive noise will become more of a
significant noise source [79].

Thermoelastic noise is another form of thermal noise that results from finite temperature
fluctuations in a material. These variations lead to small mechanical motions related to the
coefficient of thermal expansion of the material leading to noise in the detector. This is discussed
in more detail in section 2.3.3.2 of chapter 2.

Thermal noise mitigation through the use of low mechanical loss materials is discussed in
detail in the context of current detectors in section 1.5.4. The work in this thesis is primarily
focused on suspension thermal noise, discussed in detail in chapter 2, arising from thermal
motion and excitation of the detector suspension system that hangs the test mass mirrors. This
thesis looks at further thermal noise mitigation for future detectors by reducing the temperature
the detector operates at, hence reducing the thermal energy, primarily to minimise Brownian and
thermoelastic noise.

1.5 Current detectors and detections

This section discusses the current interferometric gravitational wave detectors around the world
as well as their historic detections and contributions to physics. This section also highlights a
novel suspension isolation system used for the test mass mirrors that enables these detectors to
reach the strain sensitivities required for detection.
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1.5.1 2nd generation detectors

Figure 1.11: LIGO Hanford, Washington (left), LIGO Livingston, Louisiana (centre) and Virgo,
near Pisa (right), gravitational wave detectors [80] [81].

The Laser Interferometer Gravitational-Wave Observatory (LIGO) and Virgo interferometer are
probably the most well known gravitational wave detectors. These detectors are classed as
"2nd generation" gravitational wave detectors. LIGO is officially referred to as Advanced LIGO
(aLIGO) due to its upgraded status from Initial LIGO and Enhanced LIGO, which are classed
a 1st generation detectors [82] [83] [84]. Likewise Virgo is now referred to as Advanced Virgo
(AdV) due to similar upgrades [85] [86].

All three 2nd generation detectors work on the same principal interferometer design. One
can see each of the three detectors in figure 1.11. These images neatly illustrate the L-shaped
interferometer design with the Fabry-Pérot arms extending away from the laser source, beam
splitter and detection photodiode that are housed in the corner control buildings. Both LIGO de-
tectors have interferometer arms lengths of 4 km whereas Virgo has interferometer arms lengths
of 3 km. Both detectors’ arms are housed within ultra-high vacuum (UHV) systems, with LIGO
having the second largest UHV system in the world.

Many of these upgrades to the detectors were, and are still, tested in the Gravitational Euro-
pean Observatory 600 (GEO600) detector in Ruthe, Germany. While this detector is technically
operational, with an arm length of only 600 m, it is not nearly as sensitive as 2nd generation de-
tectors [87]. However, this detector has been invaluable in prototyping the technologies that have
allowed 2nd generation to reach the sensitivities at which they could finally detect gravitational
waves [88].

There are plans to build a network of more 2nd generation and future generation detectors
with increasingly advanced techniques to improve sensitivity, improve sky localisations and
better determine information about the sources. One such example is LIGO India [89] [90].

In order for 2nd generation detectors to work, a number of noise mitigations, discussed in
section 1.4, are implemented.

Seismic isolation in the form of both passive and active isolation was implemented into
aLIGO and AdV [66] [91]. The passive isolation is in the form of the suspension systems
where aLIGO’s is specifically discussed in detail in section 1.5.4. aLIGO’s active isolation
system consists of sensors and actuators that seek to keep all large vacuum chambers and optical
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benches as still as possible [66]. AdV uses a slightly different system of passive and active
suspension isolation called a superattenuator [92].

As discussed in section 1.4.2, gravitational gradient noise is not currently mitigated in either
detector although it is not currently a dominant noise source [86] [93]. Novel techniques are
being explored to allow for detectors becoming more sensitive at lower frequencies where this
noise may start to limit the detector [68] [69].

Photon shot noise is reduced with the use of high power lasers. For example, in the aLIGO
detectors, the input laser power is 125 W. Since aLIGO uses dual recycling mirrors, this power
is increased to 5.2 kW by the PRM. This power is then amplified within the Fabry-Pérot arm
cavities resulting in a power of 750 kW [84]. This increase in laser power will increase radiation
pressure noise, however this is mitigated by the use of heavy 40 kg test masses. The laser
wavelength is 1064 nm [94].

Further efforts to reduce the quantum noise saw the employment of optical squeezing in
aLIGO for the last observing run. Squeezing can reduce the quantum noise in the amplitude or
phase quadrature of the laser at the expense of the other. If one wishes to increase the sensitivity
of the phase of the laser light, one can inject "squeezed" vacuum states into the dark port of
the detector. This then reduces the phase quadrature, at the expense of increasing the ampli-
tude quadrature [95]. For the last observing run, the type of optical squeezing was frequency-
independent [96].

Mirror thermal noise is reduced by careful selection of the test mass aspect ratio, chosen
to ensure resonant modes of the test mass mirror are sufficiently high in frequency (>10 kHz).
Due to the low mechanical loss of the test mass mirror substrate, these high frequency modes
store the majority of the Brownian substrate thermal energy and hence thermal noise, well above
the frequency band of interest for detections. For 2nd generation detectors, the mirror substrate
thermal noise is significantly lower than the coating thermal noise [63].

Coating thermal noise arises for the multilayer dielectric coating stacks used on the mirrors to
reflect the interferometer beam. Increasing the diameter of the interferometer beam can reduce
the noise by averaging this contribution over a larger area. Furthermore, careful selection of
substrate and coating material combinations can be used to optimise thermal noise through low
absorption and low mechanical loss materials [78].

The final method specifically for reducing suspension thermal noise is detailed below in
section 1.5.4 and forms the basis for much of the work in this thesis.

1.5.2 LIGO and the first direct detection

The direct detection of gravitational waves by LIGO would not have been possible were it not for
the employment of noise source mitigation measures and subsequent upgrades to the detectors.
Two detectors make up the LIGO detector, one in Hanford, Washington, the LIGO Hanford
Observatory and one in Livingston, Louisiana, the LIGO Livingston Observatory. In 2015, 100
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years after Einstein’s General Theory of Relativity, the LIGO detectors and the LIGO Scientific
Collaboration (LSC) of 1200+ scientists made the first direct detection of gravitational waves,
an event known as GW150914 [97].

Figure 1.12: GW150914 gravitational wave signal observed in the LIGO detectors. The first
row shows the processed signal in each detector. The second row shows the gravitational-wave
strain projected onto each detector in the 35–350 Hz band. Solid lines show a numerical rela-
tivity waveform for a system with parameters consistent with those recovered from GW150914.
The third row shows the residual between the first and second rows. The fourth row shows a
time-frequency representation of the strain data, showing the characteristic signal frequency and
amplitude increase over time as part of the inspiral phase [97].

GW150914 was produced by a BBH system comprising of two black holes of 36 and 29 solar
masses originating approximately 1.3 billion light years away. The resultant merger formed a
62 solar mass black hole, radiating 3 solar masses worth of energy in the form of gravitational
radiation. This spectacular event was over 50 times more energetic than the combined luminosity
of every star in the observable universe. This event opened a new window into the universe,
allowing scientists to probe our universe for the first time using gravitational observations.

By the time these gravitational waves reached Earth, 1.3 billion years later, they produced
a peak strain amplitude in the detector of only 1×10−21. The LIGO detector had successfully
detected a length change in the interferometer arms equivalent to detecting a change in the
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distance between the solar system and the nearest star, 4 light years away, to the accuracy of
the thickness of a human hair. This discovery led to the 2017 Nobel Prize in Physics for LIGO
members Rainer Weiss, Barry Barish and Kip Thorne [98] and the Special Breakthrough Prize
in Fundamental Physics for the LIGO Scientific Collaboration members [99].

The first direction detection signal is shown in figure 1.12. As can be seen in the bottom row
of figure 1.12, the characteristic increase in frequency and amplitude as the black holes inspiral
towards one another is observed before merging into one black hole with a short ringdown and
ceasing to produce gravitational waves due to the removal of the asymmetry of mass.

At the time of writing, there have been 90 confident detections of gravitational waves made
through 3 observing runs (O1-O3) [100].

Two separate detectors form LIGO due to the same principle Weber enacted for resonant
bar detectors where a second detector is located sufficiently far away, in this case ≈1000 km, so
that any coincident signal observed in the detectors is not due to local noise but of astrophysical
origin. Furthermore, two detectors allow for sky localisation of the gravitational wave source.
However, for only two detectors this would typically be limited to a ring pattern across the
entire sky although, due to the detectors’ directional sensitivity, this can determine areas of
probability of the source within this ring [101]. Having more detectors located around the world
will improve sky localisation and parameter information of gravitational wave sources [102].

1.5.3 Virgo

The Virgo gravitational wave detector, located near Pisa, Italy, joined observations with the
LIGO detectors in May 2017 [103].

A notable detection by the LIGO-Virgo detectors was discovered during O2, called
GW170817, shown in figure 1.13. This event was equally special as it was the first detec-
tion of a BNS system, located approximately 130 million light years away [104]. Furthermore,
because it involved the collision of two neutron stars, this event should create a kilonova, visible
to the rest of the astronomical community using telescopes that observe across the more familiar
electromagnetic spectrum.

Having the third Virgo detector allowed for greater sky localisation. An example of this is
shown on the left hand side of figure 1.13 where one can see the light green source estimation
areas arising from the two LIGO detectors. Including Virgo’s observational data, this source
could be better localised, as shown by the dark green area in figure 1.13. This gave astronomers
a much smaller (but still significantly large) area of the sky to search for the electromagnetic
counterpart to the gravitational wave event.

Indeed, astronomers across the world observed a kilonova emanating from the region pre-
dicted by the 3 gravitational wave detectors. The Fermi and INTEGRAL gamma ray observato-
ries, which can do all-sky and wide-sky observations of gamma rays detected a burst of gamma
rays from the localised region 1.7 seconds after the gravitational wave event [105]. This short
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delay is attributed to complex astrophysical effects but fundamentally confirmed Einstein’s pre-
diction that gravitational waves travel at the speed of light [106]. This detection gave birth to the
era of multi-messenger astronomy where the scientific community can now observe astrophysi-
cal processes in both gravitational and electromagnetic forms [105].

Figure 1.13: The left hand image shows localisation of the GW170817 gravitational wave signal
with corresponding corroboration from the Fermi and INTEGRAL gamma ray observational
satellites. The right hand images show the appearance of an electromagnetic counterpart (the
kilonova) from the SWOPE observatory 10.9 hours after, where the DTL40 observatory shows
no electromagnetic counterpart 20.5 days prior to the event signal [105].

This was the first time any source had been observed in gravitational waves and electro-
magnetic radiation with detections ranging over X-ray, ultraviolet, optical, infrared, and radio
wavelengths with the peak emission shifting through the variety of wavelength bands over the
course of hours, days and weeks. The electromagnetic observations allow for greater interpre-
tation of the nature of the binary neutron star system and offer a comprehensive and sequential
description of the physical processes related to the merger of a such a system [105].

1.5.4 aLIGO suspension system and future upgrades

In order to keep the test mass mirrors as still as possible, or reduce displacement noise, one
requires superior seismic and thermal isolation.
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The development of novel fused silica suspension systems for aLIGO at the University of
Glasgow allowed for the direct detection of gravitational waves [107].

Figure 1.14: Schematic of the aLIGO quadruple pendulum suspension with 40 kg test mass [63].

A drawing of the aLIGO quadruple stage pendulum suspension that allowed for the direct
detection of gravitational waves is shown in figure 1.14. Many of the methodologies discussed
in this suspension system were first pioneered in the GEO600 detector [65].

A parallel suspension system, called the reaction chain, sits behind the quadruple pendulum
system. The top 3 pendulums contain a series of coils and magnets while the bottom stage con-
tains an electrostatic drive for the purposes of low-noise suspension control and interferometer
alignment.

The top stage of this entire system is affixed into large active isolation chambers discussed
previously in section 1.5.1. As shown in the figure 1.14, there are 3 stages of maraging steel
springs designed to improve vertical isolation which can couple into the detector’s horizontal
motion, as discussed in more detail in section 2.4.3. The four pendulum stages each provide
passive seismic isolation, as discussed in section 1.4.1. The final stage suspension, which con-
sists of the penultimate mass, test mass and fused silica fibres provide the remaining significant
noise reduction to allow the detector to reach the necessary sensitivity. With a typical seismic
noise level of 10−9 m/

√
Hz, the suspensions system achieve an extremely impressive seismic
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and thermal noise reduction of order 10 billion in order to achieve the target displacement noise
sensitivity for the test mass mirror of 10−19 m/

√
Hz [108].

Figure 1.15: The aLIGO final stage suspension consisting of two fused silica 40 kg masses.
The coating to reflect the interferometer beam is not shown but is present on the bottom test
mass. Insets show details of fused silica attachment ears and suspension fibres. Image modified
from [77].

Figure 1.15 shows the final stage suspension of aLIGO. The suspension consists entirely
of fused silica due to its superior strength and thermal noise properties, specifically its low
mechanical loss. The top and bottom masses are 40 kg with flats on either side to allow for
the attachment of "ears". These ears are fused silica prisms that are chemically bonded using
hydroxy-catalysis (HC) bonding. These ears allow for the welding of the fused silica fibres
which are used to suspend the bottom test mass. The bonded and welded elements produce what
is known as a quasi-monolithic suspension due to the final stage suspension effectively being
made entirely of fused silica.

The fused silica fibres are ≈400 µm in diameter at their thinnest section and 60 cm long.
It is important to note here, the fused silica fibres are not uniform along their length, and are
specifically shaped at either end to become thicker. While fused silica has superior mechanical
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loss at room temperature compared to other materials, the HC bonds are a factor of ≈107 worse
in mechanical loss [109] [110] [111]. By thickening the fibres at either end and welding the
fibres to the ears, one confines the bond only to the ear and mass interface, thus keeping energy
in the suspension away from these high loss bond regions. This highlights the importance of
minimising areas of high noise, by keeping energy in the suspension system away from areas of
high mechanical loss, in order to realise the required detector sensitivity.

To improve non-suspension aspects of aLIGO further, upgrades, called A+, involve improved
coating mechanical loss, larger beam size diameter with a correspondingly larger optic, and the
introduction of frequency-dependent squeezing [112]. Frequency-dependent squeezing will al-
low one to select the trade off between phase or amplitude noise at high or low frequencies,
permitting simultaneous minimisation of shot noise and radiation pressure noise respectively.
Frequency-dependent squeezing has not yet been demonstrated at gravitational wave interfer-
ometer laser frequencies but work is ongoing to enable this [113] [114].

Further to A+ upgrades, a set of upgrades are proposed to be implemented post observing run
5 (O5+). Specific suspension upgrades for O5+ will utilise heavier 100 kg test masses, running
at fibre tensions of 1.6 GPa and longer 100 cm suspensions with reduced surface loss and lower
mechanical loss components [115] [116].

1.5.5 KAGRA

The Kamioka Gravitational-Wave (KAGRA) detector is similar in design to the 2nd generation
detectors, however it is unique in that it operates at cryogenic temperatures, reducing thermal
noise, and is built underground, reducing seismic and Newtonian noise [117]. For these reasons
KAGRA is sometimes regarded as a 2.5 generation detector and is an asset for developing the
necessary cryogenic payloads, built underground, for 3rd generation (3G) detectors [118].

As shown in the illustration in figure 1.16(a), the KAGRA detector is situated in Mount
Ikenoyama, as part of the Kamioka Observatory, in Japan. The interferometer has arms lengths
of 3 km [118].

As shown in figure 1.16(b), the "type A" suspensions in KAGRA suspend the test mass
mirrors, weighing 23 kg, as part of a long suspension chain. As shall be discussed in detail
in chapter 2, fused silica is not suitable for operation at cryogenic temperatures and so the
KAGRA Collaboration decided to use sapphire for the final stage suspension test mass mirror
and fibres. The test mass mirror is suspended from 4 sapphire fibres, 1.6 mm diameter and
350 mm long. The sapphire fibres are attached to "nail heads" at either end, using an adhesive
called SUMICERAM [119]. These nail heads then slide into ear-like prisms on the side of the
test mass. These ear-like prisms are HC bonded onto the sapphire test mass sides. There is no
penultimate mass in the KAGRA suspensions and so the nail heads at the top of the fibre are
affixed into sapphire blade springs with slots. To keep the components together, the nail head-
slot interfaces are contacted using gallium bonding with ultrasonic soldering techniques at the
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top and bottom of the suspension [119].

Figure 1.16: (a) Illustration of the KAGRA detector located underground with 3 km arms [120].
(b) KAGRA cryogenic payload "type A" suspension located at the end of each interferometer
arm [119].

Cooling these KAGRA test mass mirrors is through both radiation and conduction in the
respective high and low temperature regimes. Pulsed-tube cryocoolers are used to maintain
outer and inner radiations shields at 80 K and 8 K respectively. Cooling bars, shown in figure
1.16(b), provide conductive cooling through ultra-pure aluminium heat links to the marionette
and intermediate mass above the test mass. At low temperatures, final cooling of the sapphire
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test mass is purely through conduction of a sapphire fibres suspending the test mass, bringing
the final operational temperature of the test mass to 20 K [119].

The KAGRA detector intended to join O3 alongside aLIGO and AdV however, due to the
COVID-19 pandemic, these detectors had to cut the O3 observing run short. Instead, the KA-
GRA and GEO600 detectors jointly observed for a period of two weeks in April 2020. At
the time of observation, the KAGRA detector had a similar sensitivity as the GEO600 detector
meaning the detection of gravitational waves was unlikely unless the sources were particularly
strong and nearby. KAGRA was limited at low frequencies (<100 Hz) by local control noise of
the mirror suspensions. It was also limited at higher frequencies (>400 Hz) by shot noise. At
intermediate frequencies the noise is not well-modelled but shows some coherence with envi-
ronmental acoustic noise, which may arise from scattered light coupling [121].

This highlights the difficulty in the implementation of cryogenic detectors, which will be dis-
cussed further in section 1.6. Nonetheless, the KAGRA Collaboration have achieved impressive
engineering and scientific feats by building the detector underground as well as successfully op-
erating a cryogenically cooled interferometer. Future upgrades, still to be specified, are planned
to meet design sensitivity allowing KAGRA to fully compliment the current gravitational wave
detector network [102].

1.6 3rd generation detectors

It is believed the current generation of detectors will reach the thermal and quantum limits of
their designs within a few years [122], with the LIGO A+ upgrade expected to enhance sensitiv-
ity by up to 50 %. 3G detectors seek to be able to detect gravitational waves emanating from the
very edge of our observable universe by creating more sensitive detectors, with improvements
of at least half to one order of magnitude better than aLIGO and expanding the frequency range
which can be observed with good sensitivity [122] [123].

The current plans for 3G detectors can broadly be split into two categories, upgrades to the
current LIGO facilities, namely LIGO Voyager and Cosmic Explorer (CE) and entirely new
detectors, the Einstein Telescope (ET).

1.6.1 LIGO Voyager and Cosmic Explorer

The proposal for LIGO Voyager should yield up to half an order of magnitude improvement
over aLIGO by tackling several noise sources; quantum noise, mirror thermal noise, suspension
thermal noise and Newtonian noise [122].

The primary quantum and mirror thermal noises sources in this design will be addressed
by a material change of the test mass mirrors and final stages from fused silica to silicon, the
justification for which is discussed in detail in chapter 2. Quantum noise reduction arises from
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an increase in optical power stored in the arms permitted by higher thermally conductive silicon.
Lowering the mirror test mass temperature will address thermal noise alongside better silicon
coatings to reduce optical absorption in the test mass. Newtonian noise will be improved by
using seismometer arrays in conjunction with adaptive noise regression [122].

Suspension thermal noise is mitigated through an overall reduction in temperature of the
final stage suspension. This method is addressed within this thesis and discussed in detail in the
following chapters.

Figure 1.17: LIGO Voyager noise curve compared to aLIGO’s measured noise curve during O3,
aLIGO’s design sensitivity curve and A+ upgrade design goal [122].

The overall LIGO Voyager design proposes a Fabry-Pérot dual-recycled Michelson interfer-
ometer similar to aLIGO with the additional upgrades of silicon suspensions supporting 200 kg
silicon test masses with amorphous silicon coatings, all cooled to 123 K. This temperature
regime relies on a combination of conductive and radiative cooling. The change in test mass
material requires a change to a longer laser wavelength, of 1550 nm or 2000 nm, which will re-
duce optical scattering losses from the mirrors. Optical squeezing, combined with these heavier
test masses and higher power stored in the arm cavities will reduce both aspects of quantum
noise. The benefits of these upgrades translate to the LIGO Voyager noise curve shown in figure
1.17.

Much of the work of LIGO Voyager will feed in to a separate detector, Cosmic Explorer
(CE) [122] [123] [124]. The CE detector aims to push the reach of gravitational wave astronomy
to the edge of the observable universe, as shown in figure 1.18. The CE detector evoluton can
be split into two stages, CE1 and CE2.

The CE1 detector aims to scale up aLIGO technologies with interferometer arms closer in
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length to the wavelengths targeted by ground-based detectors. This requires up to 40 km long
arm cavities which would mean tunnelling underground in order to create a straight beam-line
through the ground with the end stations remaining on the surface. CE1 upgrades will included
much heavier fused silica suspensions, up to 320 kg, with lengths up to 1.2 m. Upgraded fused
silica suspensions are currently being developed in Glasgow [125]. Circulating laser power will
also be increased up to 1.4 MW, utilising optical squeezing techniques [123].

Figure 1.18: Astrophysical horizon of current and proposed detectors for compact binary sys-
tems. The yellow dots represent a simulated population of binary neutron star mergers and the
white dots represent binary black hole mergers [123].

The CE2 detector upgrade will replace the test mass mirrors with 320 kg silicon optics,
1.2 m in length run at a proposed cryogenic temperature of 123 K. As with voyager, radiative
and conductive cooling are required for operating in this temperature regime. The laser power
would also be increased further, up to 2 MW [123].

1.6.2 Einstein Telescope

As shown in figure 1.19(a), the Einstein Telescope (ET) will be an entirely new detector that aims
to achieve an order of magnitude better sensitivity than current 2nd generation detectors, with a
sensitivity ranging from as low as 1 Hz up to 10 kHz. The detector will have interferometer arm
lengths of 10 km built entirely underground to reduce seismic and Newtonian noise [126] [127].

As shown in figure 1.19(b), the proposed interferometer configuration consists of 3 separate
interferometers, overlapping and arranged to form an equilateral triangle. This configuration
provides improved sensitivity and information over a range of gravitational wave polarisations.
It also provides redundancy by being able to operate with only 2 of the 3 interferometers active.
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Figure 1.19: (a) Artist’s impression of the Einstein Telescope, built underground [128]. (b)
General overview of the Einstein Telescope interferometer layout [129].

Further to this, the interferometers will be split into two separate detection bands, tackling is-
sues that arise in single broadband detectors. For higher frequency detection, one requires higher
optical powers to reduce the quantum noise, however this makes cooling of test masses to cryo-
genic temperatures, by reducing thermal noise for low frequency detection, extremely difficult.
The ET detector design proposes a high power, room temperature interferometer, referred to as
ET-high frequency (HF). In parallel, for low frequency detection is a cryogenic interferometer,
referred to as ET-low frequency (LF) [127]. This technique is sometimes referred to as xylo-
phone detection. Both ET-HF and ET-LF will take advantage of frequency dependent optical
squeezing.

ET-HF will operate at room temperature with a circulating laser power of 3 MW in the arm
cavities and a laser wavelength of 1064 nm. The fused silica mirror diameter will be 62 cm with
a mass of 200 kg. The fused silica suspension will consist of fibres 620 µm diameter at their
thinnest points, with a length of 1.5 m [127], with such fibres having been already demonstrated
in Glasgow [125].

ET-LF will operate at either the low temperature, conductive-only, 10–20 K regime or the
high temperature, conductive and radiative cooling, 120 K regime, with a circulating laser power
of 18 kW in the arm cavities and a proposed laser wavelength of 1550 nm. The crystalline silicon
mirror diameter will be 45 cm with a mass of 211 kg. The crystalline silicon suspension will
consist of fibres 4.4 mm diameter, with a length of 1.5 m [127].

The ET-LF suspension specifically raises a number of challenges to be overcome, primarily
the development of fabrication techniques to produce long, thin silicon fibres or ribbons that are
strong enough to support the 211 kg test mass. Work is conducted in chapter 3 of this thesis to
investigate this issue. Furthermore, small-scale prototype suspensions must be designed, built
and cooled in order to investigate feasibility and this work is covered in chapter 4. Finally,
techniques to joint suspensions together without contributing to a significant suspension thermal
noise increase must be investigated and the work and chapters 4 and 5 explores this [127].
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Figure 1.20: Noise curves comparing aLIGO’s measured noise curve during O3 to the A+ up-
grade design goal, LIGO Voyager, Cosmic Explorer and the Einstein Telescope [123]. The
Neutron Star Extreme Matter Observatory (NEMO) detector is also listed here as a proposed
high-frequency (>1 kHz gravitational wave detector based in Australia [130].

Figure 1.20 compares all of the above gravitational wave detector noise curves, highlighting
the significant improvements expected with the advent of 3G detectors. With multiple research
efforts working in parallel all over the world, the realisation of 3G detectors should allow for the
detection of gravitational waves emanating from the very edge of the observable universe.

1.7 Laser Interferometer Space Antenna

Figure 1.20 highlights the fundamental limit experienced by all ground-based detectors where
the strain sensitivity decreases significantly below 1 Hz. This low frequency limit arises from
unavoidable terrestrial seismic and Newtonian noise on Earth [67].

Many interesting astrophysical sources of gravitational waves at frequencies <1 Hz are
thought to exist. Such sources include the first seed black holes, supermassive black holes and
extreme mass-ratio inspirals as well as more speculative signals from proposed cosmic strings
and primordial gravitational waves generated by cosmological inflation [131] [132] [133] [134].
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Figure 1.21: (a) Artist’s impression of the LISA space-based gravitational wave detector [135].
(b) Proposed orbit of LISA [131].

To probe these low frequency sources, the space-based Laser Interferometer Space Antenna
(LISA) detector was conceived. This detector is based on laser interferometry between free
flying test masses inside drag-free spacecraft, as shown in figure 1.21(a). Three spacecraft will
orbit in a triangular configuration producing laser interferometry separated by a distanced of 2.5
million km. These spacecraft will maintain this separation as the orbit in Earth’s Lagrangian
point L3, as shown in figure 1.21(b). This design will allow for all-sky monitoring of sources
from 10−4–10−1 Hz [131].

1.8 Conclusion

This chapter has highlighted the fundamental astrophysical origins and mechanisms of how
gravitational waves are generated, including the early attempts to detect them. Significant ad-
vances in physics and experimental techniques have allowed for the direct detection of grav-
itational waves through laser interferometry. This technique allows for detection over a wide
frequency band, ensuring a plethora of astrophysical sources can be detected and better under-
stood, particularly when used in conjunction with more traditional electromagnetic techniques,
in what is termed multi-messenger astronomy.

The fundamental sensitivities of these detectors are limited by an array of physical noise
sources that must be understood and mitigated for. This thesis focuses particularly on suspension
thermal noise and its improvement by the use of novel low mechanical loss materials alongside
direct thermal noise reduction through cryogenic cooling. The work in this thesis aims to provide
the foundation for designing, assembling, characterising and commissioning the first cryogenic
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single crystalline silicon suspensions for 3G gravitational wave detectors.

Figure 1.22: Summary of gravitational wave sources and the relative sensitivities of all detectors
discussed in this chapter [16].

By increasing the number of detectors around the world, one can better localise the source of
gravitational waves alongside attaining more information on the properties of the source itself.
Furthermore, by building bespoke high or low frequency detectors one can further improve
the detection sensitivity across the full bandwidth of interest. For low frequency detection,
space-based detectors must be employed to overcome the <1 Hz wall of noise experienced by
ground-based detectors. Figure 1.22 shows the extensive and diverse range of gravitational wave
detectors in operation and in proposed design that will allow humanity to better understand the
universe in which we live.



Chapter 2

Silicon gravitational wave detectors

2.1 Introduction

Current gravitational wave detectors utilise fused silica for the suspension elements and test
mass mirrors, bonded together to create a quasi-monolithic suspension [64]. These suspensions
afford excellent noise performance across the detector spectrum as shown in figure 2.1. How-
ever, noise from the thermal motion of the test masses and their suspension elements still limits
detector performance within the ≈ 10–200 Hz region [136]. For suspension elements, this noise
is particularly significant within the 10–30 Hz range [5]. This reduces the signal-to-noise ratio
(SNR) of the detector.

This chapter discusses key factors in reducing the thermal noise for future 3G detectors and
the motivation for moving towards cryogenic silicon suspension elements.

Figure 2.1: Noise contributions to the aLIGO detector in the high power, broadband mode of
operation [63].

32
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2.2 Thermal noise in gravitational wave detectors

Suspension thermal noise is encapsulated in the equation for the thermal displacement noise am-
plitude spectral density, xrms(ω), derived from the Fluctuation-dissipation theorem [137] [138]:

xrms(ω) =

√
4kBT
ωm

(
ω2

o φ(ω)

ω4
o φ 2(ω)+(ω2

o −ω2)2

)
(2.1)

where kB is the Boltzmann constant, T is the temperature, m is the pendulum mass, ωo is the
resonant angular frequency, ω is the angular frequency of interest and φ(ω) is the combined
mechanical loss angle of the final-stage suspension elements such as the attachment pieces,
called ears, the fibres and the joints.

Since kB is a constant and the resonant angular frequency, ωo, is determined by suspension
element geometries, this leaves 3 factors that can directly reduce suspension thermal noise;
increasing the mass, reducing the mechanical loss and reducing the temperature. These factors
are discussed individually in the following sections.

2.2.1 Increasing the mass

As shown in equation 2.1, the thermal displacement noise is proportional to m− 1
2 . Therefore,

increasing the mass will decrease the thermal displacement noise of the detector.
This is an approach already taken and demonstrated to reduce suspension thermal noise for

previous and current fused silica room temperature suspensions. The GEO600 detector uses test
masses that are 5.6 kg in mass [139]. Initial LIGO increased this mass to 10 kg [140], eventually
increasing to 40 kg for aLIGO and AdV [64] [141]. Further increases in mass are planned as
part of future aLIGO upgrades and for ET-HF suspensions [125].

Furthermore, this increase in mass will have the effect of reducing radiation pressure noise
which is inversely proportional to the mass [142]. This will also lead to a larger optic diameter,
allowing for larger interferometer beam size, reducing the coating noise [143].

The combination of factors arising from increasing the mass, shows the thermal displacement
noise decreases, as shown in figure 2.2.

Two further improvement factors are proposed that look at increasing the stress in the fibres
and changing the geometry of the suspension elements by lengthening the final stage suspension,
in order to further reduce the thermal displacement noise. These factors are covered in chapters
3 and 5 respectively.
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Figure 2.2: Calculation of thermal noise of a single mirror fused silica suspension showing the
improved performance by increasing the mass, increasing the final-stage length and increasing
the fibre’s suspended stress [125].

2.2.2 Mechanical loss

As can be seen from equation 2.1, reducing mechanical loss, φ(ω), is another method of reduc-
ing thermal displacement noise.

Mechanical loss is a dimensionless factor that is an inherent material property. If one were
to apply a force to one end of a material, one would expect this force to transmit through the
object over a finite time. This delay arises from the time it takes for the force to translate atom
to atom, through anelastic spring-like atomic bonds, within the material as it deforms to move to
a new equilibrium state. This is a source of dissipation known as mechanical loss, where φ(ω)

represents the phase angle at which the strain response of the material lags behind the driving
force [144].

If one assumes no anelasticity within the system, a perfect elastic material can be described
by Hooke’s law:

F =−kx (2.2)
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where F is the restoring force, k is the spring constant and x is the linear distance the spring is
displaced from equilibrium.

To account for anelasticity, Hooke’s law can be written in its complex form to include the
phase lag of the system:

F(ω) =−k(1+ iφ(ω))x (2.3)

where φ(ω) is the mechanical loss of the material.
Initial LIGO used steel wires to suspend optics [82]. The steel wire had a mechanical loss

value on the order of 1× 10−4 [145]. GEO600 pioneered the advanced technology of using
fused silica for the suspension material, which had a superior mechanical loss of 1×10−8 [146]
[147]. An up-scaling of this technology was subsequently implemented in the LIGO detectors
which have recently been demonstrated to have the lowest measured mechanical loss of any
gravitational wave detector [148].

For extremely low mechanical loss suspension elements, such as fused silica, mechanical
loss is experimentally difficult to measure at frequencies of interest for gravitational wave de-
tectors since the dynamics of the system do not depend on the loss to a very high degree [149].
For a constant temperature, or constant amount of thermal energy, low loss materials integrate
more of that energy into resonance peaks which reduces the overall baseline loss of the system
off-resonance. This is clear to see from figure 2.2. These sharp-peaked resonances can then
be moved around spatially in frequency with careful mechanical design to keep them out of
detection band frequencies.

Instead, due to these sharp-peak resonances, it is easier to measure the quality factor, Q, at
the resonant frequency, Q(ω0) [149]. The quality factor can be obtained from measuring the
decay of the amplitude of motion of an excited resonant mode of a material [150]. The quality
factor is defined as [78] [151]:

Q(ω0) = 2π
Estored

Edissipated
=

1
φ(ω0)

(2.4)

where Estored is the total energy stored in the oscillating system and Edissipated is the energy
dissipated in each cycle of oscillation.

This method has been used extensively to obtain the mechanical loss value of materials for
gravitational wave detectors [149] [152] [153] [154] [155].
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2.2.3 Reducing the thermal energy

The GEO600, Virgo and LIGO detectors currently run at room temperature. A final way to
reduce the thermal noise is to simply reduce the temperature, T , and hence thermal energy,
within the final-stage suspension.

However, it is important to note that fused silica suspensions are not amenable to cryogenic
operations for two primary reasons.

Firstly, fused silica exhibits a wide mechanical loss peak around 40 K, significantly increas-
ing thermal displacement noise [156] [157].

Secondly, fused silica has poor thermal conductivity. Fused silica’s room temperature ther-
mal conductivity is already very low compared to that of metals, which are typically on the order
of 100s of Wm−1 K [158]. Worse still, this thermal conductivity decreases with decreasing tem-
perature, making extraction of any deposited laser power in the cryogenic test mass mirrors
potentially challenging [159].

The KAGRA detector, and its Cryogenic Laser Interferometer Observatory (CLIO) proto-
type, were the first experiments to look to exploit the reduction in temperature via cryogenic
operation [119] [160]. This is also the proposal for the cryogenic suspensions of 3G detectors
such as the Einstein Telescope (ET) [126], LIGO Voyager [122] and stage 2 of the Cosmic
Explorer (CE) [123] detector.

Sapphire has been proposed as an alternative material for cryogenic detector operation in
response to the need to move away from fused silica for 3G detectors [119]. KAGRA uses
sapphire as the suspension elements and mirror material instead of fused silica [119].

In order to gain the benefits from sapphire, KAGRA must run at operating temperatures
<20 K. As will be discussed in section 2.5.3, cooling large test masses to cryogenic temperatures
is not trivial, and the lower the operational temperature of the detector, the greater the complexity
of cooling required [161].

Silicon has also been proposed as an alternative material for cryogenic detector opera-
tion [122] [123] [126] [136]. Silicon encompasses many advantageous properties that are at-
tractive to cryogenic suspensions. Most importantly, are its high thermal conductivity, low or
zero coefficient of thermal expansion and low mechanical loss compared to fused silica. These
properties and their advantages are explored in detail in the next section. Compared to sapphire,
silicon is considered to have superior optical properties in the near-infrared region [161] and po-
tentially benefits from higher average strength bonds compared to sapphire [162]. Like sapphire,
silicon potentially has an issue in the availability of large pieces for manufacturing a heavy test
mass [126] [127]. While sapphire is not covered in the work of this thesis, this chapter displays
plots of relevant properties for comparative purposes.
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2.3 Silicon as a detector material

This section covers silicon as a material for 3G detectors. It will cover the fundamental proper-
ties of silicon, highlighting the main advantages of silicon over other materials.

2.3.1 Elemental silicon production

Silicon, in its most abundant form, makes up around 30% of the Earth’s crust as silicate igneous
rock [163]. When purified into elemental silicon it takes the form of a shiny, dark grey solid
semi-metal as shown in figure 2.3.

Figure 2.3: (a) A lump of elemental silicon [163]. (b) Purified single crystalline silicon ingots
with corresponding wafers sliced from their cross-section [164].

This purified silicon is then typically manufactured into large single crystal boules, or ingots,
using two common techniques. The first, known as the Czochralski (CZ) method, melts the
silicon in a SiO2 crucible, where a seed crystal is then contacted with the molten silicon and
slowly drawn upwards and rotated in order to extract a large single-crystal boule [165]. This
method allows for the deliberate addition of impurities in order to dope the silicon to change
its electrical properties but can also add unwanted impurities such as oxygen, given off from
the SiO2 crucible [166]. This method has been further modified in what is known as magnetic
field applied Czochralski (mCZ), whereby a magnetic field is applied to the silicon melt which
generates a corresponding electric field and Lorentz force, which confines oxygen impurities
from the crucible to the outer edges of the melt [167]. This leaves a purer central silicon section
with lower oxygen impurities within it [168]. Fundamentally, all crucible processes where the
silicon melt contacts the crucible will still impart impurities, deliberate or unwanted, into the
melt, particularly at larger diameters where it becomes more difficult to confine them.

The second method produces a very pure silicon compared to any CZ method, known as
float-zone (FZ) silicon, where a silicon ingot is melted at the bottom by an inductive heating coil
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[169]. This molten zone is then contacted to a seed crystal below and the inductive coil is slowly
moved up the ingot while it rotates. This molten silicon then solidifies into a large single crystal
with the lack of any direct contact to the ingot, significantly reducing any impurities [169]. FZ
silicon is currently limited to ingot diameters of around 200 mm [170].

These boules and ingots can then be mechanically diced and polished into single crystalline
silicon wafers. While boules up to 300 mm in diameter are now common, the semiconductor
industry is slowly transitioning to wafer diameters up to 450 mm although these are still not
the industry standard at the time of writing [171]. Furthermore, increasing the wafer diameter
beyond this is is highly unlikely due to both technical difficulty and economic inefficiency [172].
This is an important consideration for the gravitational wave field as it limits the dimensions of
any silicon suspension elements and mirrors that may be produced by traditional Czochralski or
FZ silicon production methods.

2.3.2 Single crystalline silicon

Silicon wafers are the most common form of single crystalline silicon and are used heavily in
the electronics industry. These wafers can be modified by dopants and produced with different
crystal structure orientations to create wafers with varying thermal, electrical and mechanical
properties.

Figure 2.4: (a) Unit cell showing atomic structure of single crystalline silicon with black high-
lighting that the silicon atom has 4 bonds connecting it to its nearest neighbours. (b) Illustration
of 3 primary crystallographic axes of single crystalline silicon. Both images taken from [173]
and image (b) has been modified.

As shown in figure 2.4(a), single crystalline silicon has a face-centered diamond-cubic crys-
tal structure. It has 3 primary crystal planes, namely (100), (110) and (111), illustrated in figure
2.4(b).
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Axis Young’s modulus (GPa)

Ex, <110> axis 169
Ey, <110> axis 169
Ez, <100> axis 130

Table 2.1: Young’s modulus of silicon defined for xyz co-ordinate system of a standard (100)
silicon wafer [174].

It is important to understand the crystal axis orientations of any silicon samples as the me-
chanical and thermal properties differ along each axis [174]. Of particular note, the Young’s
modulus of silicon changes with crystal axis, as shown in table 2.1.

Figure 2.5: Relation of crystal orientations in a (100) and (110) silicon wafer [175].

Typically, silicon wafers are produced in the (100) and (110) silicon surface planes and can
be identified by wafer "flats" or notches manufactured as part of the production process. Figure
2.5 show how one can identify silicon wafer axes orientations.

2.3.3 Mechanical loss mechanisms of detector materials

In reality, materials are not ideal, suffering from defects such as dislocations, mechanical imper-
fections, impurities and dangling bonds [149]. These defects contribute to the overall mechani-
cal loss of a material.

It is important to note here that loss must be considered within the context of energy distribu-
tion within the suspension system. If one has a particularly lossy material, but with little energy
residing within the lossy region, then the thermal noise contribution may be small. Conversely,
if a lot of energy is found within a very low loss region, this may increase the thermal noise
contribution to be equal to or higher than a high loss material with little energy within it.

For materials in gravitational detectors, there are a number of distinct loss mechanisms de-
tailed below.
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2.3.3.1 Bulk loss

Bulk loss is an intrinsic property of a material and is defined as the mechanical dissipation aris-
ing from internal friction within the bulk material itself, separate from other loss mechanisms.
This internal friction can arise from impurities and mechanical imperfections in the crystal struc-
ture [154]. Doping of the silicon also has a potential effect on increasing the bulk loss at low
temperatures [154].

As can be seen in figure 2.6, bulk loss in silicon generally decreases with decreasing tem-
perature over the proposed 3G detector operating temperatures of 18 K and 123 K. Loss peaks
in figure 2.6 arise from impurity losses that are avoidable with purer silicon [126]. Specifically,
the Si-O-Si peak corresponds to a vibration of oxygen and silicon atoms, arising from oxygen
impurities as part of the CZ growth process [155], which is discussed in more detail in section
2.5.1.

Furthermore, crystal orientation is shown to have an effect on bulk loss at temperatures below
40 K with (100) silicon showing lower loss compared to (111) silicon [155].

Figure 2.6: Measured bulk loss of (100) silicon [155].
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2.3.3.2 Thermoelastic loss

Thermoelastic loss occurs when temperature variations occur in an object. These variations give
rise to heat flow within the object.

If one considers a stationary suspension ribbon or fibre, the aim for a gravitational wave
detector, local temperature variations will cause heating and cooling throughout the suspension
element. This will cause localised expansion and contraction, as determined by the material’s
thermal expansion coefficient, α , of the ribbon or fibre, in turn mechanically deflecting the
ribbon or fibre, causing the suspended test mass to deflect accordingly. This is the source of
thermoelastic noise in the detector.

The thermoelastic loss for a tensioned ribbon or fibre can be written as [176]:

φthermoelastic(ω) =
ET
ρC

(
α −σ0

β

E

)2(
ωτ

1+(ωτ)2

)
(2.5)

where E is the Young’s modulus, T is the temperature, ρ is the density, C is the specific heat
capacity, α is the coefficient of thermal expansion, σ0 is the tensile stress in the fibre, ω is the
angular frequency and β = 1

E
dE
dT is the thermal elastic coefficient. τ is the characteristic time for

the heat to cross the ribbon or fibre which for ribbon geometries is:

τ =
1

π2
ρCy2

κ
(2.6)

where y is the thickness of the ribbon and κ is the thermal conductivity.
For reference, the thermoelastic noise for an infinite sized test mass can be written as [177]:

x̄thermoelastic(ω) =

√
8α2κkBT 2(1+σ)2
√

2πρ2C2r2
0ω2

(2.7)

where all terms as defined in equation 2.5 are the same, kB is the Boltzmann constant, σ is the
Poisson’s ratio and r0 is the radius at which the incident laser beam intensity has fallen to 1

e of
its maximum value. A correction factor for a finite sized test mass was derived in [178].

Thermoelastic noise is both frequency and temperature dependent.

2.3.3.3 Surface loss

All materials have finite edges, leading to a region considered as the surface of the material.
Surface loss arises from a surface layer, of thickness h, which is lossier than the bulk of the
material with a dissipation factor, φs.

These higher losses can come from a variety of microscopic sources. Local lattice distor-
tions, friction caused by shallow damage and cracks, materials adsorbed onto the surface and
dangling chemical bonds are all surface loss contributors although, in general, these mecha-
nisms are not fully understood [153] [179] [180] [181]. One also notes that smoother surfaces
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will have lower surface loss, primarily due to the removal of aforementioned features that will
minimise mechanical friction between surface features, as shown in figure 2.7 [153]. This is a
relevant consideration for the work conducted in chapter 3.

It is worth also noting, silicon grows a native oxide layer when exposed to air [182]. The
layer of native oxide typically found on a silicon surface is on the order of nm [182] and is not
expected to contribute significantly to the surface loss at detector operating temperatures due to
the small thickness. This has been experimentally verified by the inability to measure the loss
contribution from native oxides on silicon surfaces. [179] [183].

Figure 2.7: Influence of surface roughness on mechanical loss of silicon sample [153]. This
image has been modified to give an indicative idea of the relative magnitude of each loss mech-
anism for these measured samples.

Surface loss can be a significant source of mechanical loss, particularly in geometries with
large surface-to-volume ratios such as suspension fibres or ribbons [153].

Surface loss for ribbon geometries can be calculated from the following equation [184]:

φsur f ace ribbon =
3+ x

y

1+ x
y

hφs
2(x+ y)

xy
(2.8)

where x is the width of the ribbon, y, is the thickness of the ribbon, φs is the mechanical loss
of the material surface and h is the depth over which surface loss mechanisms are believed to
occur. Due to a difficulty in measuring the actual surface depth, h, and the corresponding φs,
it is difficult to decouple the two terms so it is common to use the hφs value for thermal noise
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calculations. hφs for silicon is taken as 5× 10−13 [136] [153]. One notes that surface loss is
frequency independent.

Figure 2.7 has been modified to highlight the difficulty in directly measuring surface loss.
By plotting bulk and thermoelastic loss mechanisms for these samples in red, this gives an
indicative idea on the relative magnitude of these different loss mechanisms for a silicon sample
measurement. One notes that thermoelastic loss dominates above ≈50 K [153].

2.3.3.4 Bonding loss

The jointing of detector suspension elements is another significant contributor to suspension
thermal noise. Traditional mechanical jointing is unsuitable; epoxies have very high relative
mechanical loss and mechanical bolting will suffer from flexing and friction that will signifi-
cantly increase the mechanical loss [185]. Furthermore, jointing techniques have the additional
requirements of being UHV compatible and will need to also be cryogenically compatible for
3G detectors.

Figure 2.8: Three step process of HC bonding, (1) hydration of silicon dioxide forming weak
bonds with silicon atoms on surface, (2) polymerisation where silicon atoms release from bulk
to form Si(OH) –

5 , (3) dehydration where siloxane chains occur with water migration out of the
bond region [186].

For these reasons, a new jointing technique was developed for GEO600 and utilised in the
aLIGO and AdV detectors called hydroxy-catalysis (HC) bonding [87] [187] [188] [189]. This
technique was used to attach the ears to the fused silica test masses [189]. HC bonding is a
precise optical jointing technique that creates chemical bonds between oxide materials using an
aqueous hydroxide solution [186].
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The process requires oxide surfaces which then undergo three main chemical processes;
etching by hydration, polymerisation and dehydration, as shown in figure 2.8.

Fused silica is an oxide material and so can be bonded directly. Silicon has a native oxide
layer, typically 1 nm thick [182]. Work conducted by Beveridge noted this native oxide is not
thick enough to successfully bond silicon substrates, instead a thermal oxide layer is grown on
silicon surfaces to increase this to an order of 100s nm thick [190].

Figure 2.9: (a) Bond loss value range of a sample in which the bond thickness is known to be
between 390 nm and 1120 nm over 8–300 K [110]. (b) Ratio of bond energy to total energy
against bond thickness as calculated using FEA, image modified from [111].

Silicon-silicon HC bonds benefit from being extremely thin (10-100s nm) [190], strong (30±
17 MPa) [186] and with relatively low mechanical loss, as shown in figure 2.9(a) [110].

Figure 2.9(a) shows the possible range of bond loss values measured from a bond thickness
that is known to be between 390 nm and 1120 nm [110].

The thicker the bond, the more energy is contained within the bond region, as shown in
figure 2.9(b) [111]. It is possible to remove energy from the bond by thinning bonds, however
thinning bonds too far will decrease the ultimate bond strength, as shown in figure 2.10 [191].

This issue was tackled in LIGO by careful design of the geometry of the bonded ears in
order to keep energy away from the high loss HC bond region between the ears and the test
mass. Currently, silicon is not able to be shaped in this way for either the ear, or the ribbons or
fibres, and so this method is unlikely to be applicable for current silicon detector designs.

Bond loss values measured so far (figure 2.9(a)) imply bond loss to be one of the largest
contributing factors to suspension thermal noise in silicon gravitational wave detectors due to
a combination of high loss in comparison to other loss mechanisms and little ability to design
silicon geometries to keep energy away from this high loss region. Work conducted in chapter 5
discusses modelling these bonds through finite element analysis (FEA), their contribution to the
overall thermal noise and some solutions for mitigation in a silicon detector.
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Figure 2.10: Cryogenic and room temperature measurements of silicon-silicon HC bond
strengths against oxide layer thickness. From this data a lower limit of 50 nm is required for
consistent bond strength [191]. Red circles indicate where fractures occurred across the bond
interface.

2.3.3.5 Mechanical loss of silicon

Figure 2.11: Mechanical loss of fused silica, silicon and sapphire from room temperature to
4 K [192].

The bulk mechanical loss of silicon shows promising results compared to fused silica and sap-
phire at cryogenic temperatures, as shown in figure 2.11. At room temperature, the mechanical
loss is dependent on the thermoelastic dissipation in the sample, however at lower temperatures
other loss mechanisms, such as surface or bulk loss will dominate [136] [193].

One also notes silicon’s mechanical loss was found to vary with crystal axis orientation at
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low temperatures [155]. This is due to the fact the thermal noise (and loss) of a bulk substrate is
dependent on the Young’s modulus which, from table 2.1, varies with crystal orientation.

2.3.4 Coefficient of thermal expansion of silicon

As shown in figure 2.12(a), silicon passes through a zero coefficient of thermal expansion, α ,
around 18 K and 123 K [194]. A comparison to other relevant gravitational wave materials is
provided in figure 2.12(b).

Figure 2.12: (a) Coefficient of thermal expansion of undoped silicon [195]. (b) Comparison of
the linear coefficient of thermal expansion of silicon, sapphire, fused silica and calcium fluoride
[196].

From equation 2.5, one can effectively minimise or nullify thermoelastic dissipation by re-
ducing the thermally dependent terms, α , β and T . For suspension fibres at room temperature,
since α , β and T are fixed values, one can design the fibre geometry so that σ0 nullifies this term.
This is how LIGO fused silica fibres were designed [109], effectively nulling the thermoelastic
loss contributions from the fibres.

For silicon, one can not simply nullify α due to the other terms temperature dependence.
However, since the value of β

T closely matches α , with the correct selection of σ0, one can min-
imise thermoelastic dissipation near these temperature nulls as demonstrated in figure 2.13(a).
Furthermore, thermoelastic loss from silicon ribbons is not a dominant noise source, compared
to surface and bulk loss, for the silicon ribbon geometry shown in figure 2.13(a) [136].

However, one also has to consider thermoelastic loss from the test mass mirror itself because
thermoelastic displacement noise is directly proportional to α as shown in equation 2.7 [177].
As shown in figure 2.13(b), this is a dominant noise source for silicon test mass mirrors when
operating away from the 18 K and 123 K nulls compared to the intrinsic material noise arising
from bulk and surface loss. This is the main motivation for running silicon gravitational wave
detectors at one of these two operating temperatures.
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Figure 2.13: (a) Surface, bulk and thermoelastic loss components for a 5:1 aspect ratio silicon
ribbon, calculated at 10 Hz [136]. (b) Calculated temperature dependence of thermo-elastic
displacement noise and thermal displacement noise at 10 Hz in a single mirror silicon substrate
[197]. Note (a) shows loss and (b) shows displacement noise.

Furthermore, operating the detector at these operating temperatures will help to minimise
thermal deformation of the test mass mirror, known as thermal lensing [198].

2.3.5 Thermal conductivity of silicon

For 3G cryogenic detectors, heat will be deposited by the interferometer laser into the cold test
mass mirror. This arises from a variety of sources but can broadly be split into radiation from
nearby objects and absorption of heat into the test mass mirror via point defects and free carrier
absorption arising from impurities in the mirror substrate or coating material [122].

For higher temperature operating regimes, e.g. ≈123 K, some of this heat can be radiated
away from the test mass through careful design [122] [199]. However for lower temperature
regimes, e.g. ≈18 K, the primary mechanism for heat transfer will be through thermal conduc-
tion along the suspension fibres or ribbons [200]. As such, high thermal conductivity of the
suspension elements is a requirement for cryogenic detectors.

Heat transfer in crystalline silicon is dominated by phonon transport, even with a large
amount of impurities or dopant charge carriers [201]. The thermal conductivity of silicon is lim-
ited by 4 main mechanisms; anharmonic phonon-phonon scattering (also known as the Umklapp
process), boundary/geometrical scattering, phonon scattering from point defects/impurities and
free electron-phonon scattering [202].

Boundary or geometrical scattering is of particular interest for suspension design since the
fibre geometry may reduce the suspension elements expected thermal conductivity. Boundary
scattering arises when the mean free path of phonons is comparable to the dimension of the
sample, and so this has the ability to scatter the phonons [203] [204]. Very thin fibre or ribbon
geometries may give rise to boundary scattering, impeding the heat flow through the suspension
elements. This is discussed further in chapter 4.
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These mechanisms can be reduced by lowering the temperature of the material, ensuring a
smooth surface finish and removing defects and impurities within the silicon respectively.

Silicon is known to have a very high thermal conductivity compared to fused silica with a
peak around the 25 K as shown in figure 2.14. This peak can significantly change dependent on
the aforementioned purity of the silicon due to the mechanisms highlighted, as shown in figure
2.14.

While this high thermal conductivity is advantageous for extracting laser-deposited heat in
the test mass mirror, one has to balance the geometry of the suspension elements with the heat
extraction. Thickening the suspension elements to tackle this problem will lead to lower dilu-
tions, discussed in section 2.4.5 below, negatively affecting the resultant thermal noise of the
suspension [136].

Figure 2.14: Summary of processes affecting the thermal conductivity of single crystalline sili-
con at different temperature ranges and dopant levels [205]. Image obtained from [202].

Furthermore, similar to the thermal expansion coefficient advantage, high thermal conduc-
tivity of the test mass material will help to minimise thermal lensing due to minimisation of
thermal gradients [198].
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2.4 Resonant modes of the suspension system

Mechanical and thermal excitation of the detector will excite certain suspension modes both in
the suspension elements and the test mass mirror itself. Some of these excited modes couple
directly, some indirectly, to detector displacement noise.

For the purposes of this thesis, the co-ordinate referencing system is consistent throughout
where Z is the primary pendulum direction, parallel to the interferometer beam incident on
the test mass, X is horizontally perpendicular to this and Y represents the vertical. However,
this varies from the standard LIGO suspension co-ordinate system [206]. This change was for
convenience of FEA modelling discussed in chapter 5 and is merely a change of nomenclature.

2.4.1 Pendulum modes

The primary resonant mode of the suspension is the pendulum mode. Mechanically, this mode
primarily reduces seismic noise within the detector through the multi-stage pendulum suspen-
sion chain. However, this mode directly couples into the position of the test mass mirror surface
and changes the arm length in the detector, inducing noise.

For a circular fibre geometry, the mode frequency is the same in both primary and secondary
axes of the detector due to the uniform directional stiffness perpendicular to the fibres longitu-
dinal axis. However, for a ribbon geometry of different width and thickness, this creates two
pendulum modes, defined as pendulum X and pendulum Z modes in figure 2.15.

Figure 2.15: Pendulum modes in the X and Z directions of a suspension with a ribbon geometry.

One can calculate the frequency of a pendulum with a ribbon geometry as follows [149]:

fp =
1

2π

√
k(x/z)

m
(2.9)

where m is the point mass and k(x/z) is the spring constant for the ribbon in X and Z directions,
as defined by [149]:
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k(x/z) =
T

Le f f

(
1+

√
EI(x/z)

T L2
e f f

)
(2.10)

where T is the tension in the ribbon, Le f f is the effective length of the pendulum, E is the
Young’s modulus and I(x/z) is the second area moment of inertia in the X and Z directions
defined as [149]:

I =
wt3

12
(2.11)

where t is the thickness in the direction of bending and w is the width perpendicular to t.
By increasing the length of and thinning the suspension ribbons, one can push the frequency

of the pendulum modes down, out of the detection band of interest as well as reducing the base-
line noise for frequencies above the pendulum frequency. This effect can be clearly observed in
figure 2.2.

2.4.2 Violin modes

Violin modes are transverse motion of the fibre or ribbon, analogous to the transverse modes of
a string vibrating when fixed at both ends. Violin modes for a ribbon geometry will give rise to
different fundamental violin modes and higher order harmonics. Fundamental violin modes in
the X and Z directions are shown in figure 2.16.

One can calculate the frequency of a violin mode with a ribbon geometry as follows [149]:

fn =
n

2L

√
T
µ

(
1+

2
L

√
EI(x/z)

T
+

EI(x/z)

2T

(nπ

L

)2
)

(2.12)

where, n is the harmonic of interest, L is the length of the ribbon, T is the tension in the ribbon,
µ is the mass per unit length of the ribbon, E is the Young’s modulus of the ribbon material and
I(x/z) is the second area moment of inertia as defined in equation 2.11.

While these modes typically enter the detection band, due to the loss low nature of the sus-
pension elements used, much of the energy is focused into a narrow peak around each resonance.
These noise peaks can then be removed from the data using filtering.

The thermal noise for violin modes can be calculated by modifying equation 2.1 to give
[136] [207]:

xviolinmodeν(ω) =

√
4kBT

ω

2m f ibre

π2m2ν2

(
ω2

violinφtotal violin(ω)

ω4
violinφtotal violin(ω)2 +(ω2

violin −ω2)2

)
(2.13)

where all terms as defined in equation 2.1 are the same, m f ibre is the mass of each fibre, ωviolin

is the respective violin mode frequency, ν is the respective violin mode number and φtotal violin
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is the total loss for the violin mode, calculated using [208] [209]:

φtotal violin(ω) = 2φtotal pendulum(ω). (2.14)

Figure 2.16: Violin modes in the X and Z directions of a suspension with a ribbon geometry.

Violin modes couple into detector displacement noise by producing a small recoil in the test
mass due to their motion.

2.4.3 Bounce mode

Figure 2.17: Bounce mode of the suspension geometry.
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The vertical bounce mode, shown in figure 2.17, can directly couple into the horizontal motion
of the test mass. This occurs due to the length of the interferometer arms. Due to the local grav-
itational acceleration and Earth’s curvature there is a small non-vertical coupling contribution
arising from the non-parallel hanging of the Fabry-Pérot cavity mirrors, as shown in figure 2.18.

The horizontal cross-coupling is estimated to be approximately 0.1 % for aLIGO and
GEO600 suspensions [64] [65].

To calculate the thermal displacement noise for the bounce mode, one can then modify
equation 2.1 to give:

xvertical(ω) = 0.001

√
4kBT
ωm

(
ω2

verticalφtotal vertical(ω)

ω4
verticalφ

2
total vertical(ω)+(ω2

vertical −ω2)2

)
(2.15)

Figure 2.18: Schematic of horizontal cross coupling from vertical bounce mode.

2.4.4 Pitch and torsional modes

Other modes exist that can affect displacement noise in the detector. Pitch and torsional modes,
shown in figure 2.19, can couple directly into detector noise by misalignment of the laser beam
incident on the test mass mirror surface. This can be minimised by keeping the incident beam
as close to the centre of mass as possible.
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Figure 2.19: Pitch X, pitch Z and torsional modes of the suspension geometry.

2.4.5 Dissipation dilution

The inherent physics of a pendulum system allows for an advantageous effect called dissipation
dilution.

If one considers a simple pendulum of mass, m, suspended by a wire of length, L, from an
infinitely rigid ideal clamp, when the pendulum is displaced, x from its equilibrium position the
pendulum experiences two forces. A gravitational restoring force tries to return the pendulum
to its equilibrium rest position while there is an elastic force arising from the stiffness, kwire, of
the tensioned wire itself.

As the pendulum is displaced, potential energy is stored in the gravitational field due to the
displacement of the pendulum mass, however potential energy is also stored in the elastic force
within the tensioned wire.

The potential energy stored in the wire is:

Ewire potential =
1
2

kwirex2 (2.16)

Dissipation of energy will occur in the bending of the wire from internal friction, resulting
in dissipation of some fraction δ of the potential energy stored with every bending cycle. The
energy lost per cycle is:

Elost per cycle =
1
2

δkwirex2 (2.17)

Therefore, rearranging equation 2.4, the mechanical loss of the wire is:

φwire(ω) =
1
2δkwirex2

2π(1
2kwirex2)

=
δ

2π
(2.18)
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The energy stored in this displaced system is the summation of the potential energy stored
in the wire and the energy stored in the gravitational field, giving:

Epotential = Ewire potential +Egravitational potential =
1
2

kwirex2 +
1
2

kgravityx2 (2.19)

It is vital to recognise here that there is no loss mechanism in the gravitational field. There-
fore the mechanical loss, φpendulum(ω), for this whole system can be written as [144]:

φpendulum(ω) =
1
2δkwirex2

2π
(1

2kwirex2 + 1
2kgravityx2

) = φwire(ω)
kwire

kwire + kgravity
(2.20)

where kgravity is the lossless gravitational spring constant and kwire is the elastic spring constant.
It is clear to see that kwire < kwire + kgravity, therefore φpendulum(ω) < φwire(ω).

Since gravitational wave suspension wires are typically very thin and long, supporting large
test masses, this means kwire ≪ kgravity, so one can simplify equation 2.20 to:

φpendulum(ω)≈ φwire(ω)
kwire

kgravity
(2.21)

The ratio of gravitational to wire elastic spring constants is known as the dissipation dilution
factor, D, and can be expressed as [144]:

D ≈
kgravity

kwire
=

mg
L√

T EI(x/z)

2L2

=
2mgL√
T EI(x/z)

(2.22)

where g is the gravitational acceleration, T is the tension in one wire of the suspension, E is the
Young’s modulus of the wire material and I(x/z) is the second area moment of inertia as defined
in equation 2.11.

For a pendulum with more than one suspension wire, such is the case for gravitational wave
detectors, two more terms must be introduced to give:

D =
2mgL

βn
√

T EI(x/z)
(2.23)

where n is the number of wires and β takes the value of 1 or 2.
The use of n identical wires results in bending, and hence dissipation, in all wires, therefore

the dilution must be multiplied by the number of wires.
The β term is dependent on the suspension wire bending, taking the value of 1 when the

suspension wire bends only at the top and 2 where it bends at the top and bottom, as illustrated
in figure 2.20. This will be entirely dependent on the suspension mode considered as each mode
will have its own dilution.
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Figure 2.20: Illustration of suspension wire bending with corresponding β values to be used.

Dissipation dilution shows, on top of seismic isolation, the clear advantages for pendulum
suspensions, particularly when care is taken to select the correct fibre or ribbon geometries,
material properties and total mirror mass, in order to increase dilution. With increasing dilution,
one benefits in a reduction of the resultant thermal noise for the corresponding suspension mode
since less thermal energy is present off resonance.

2.5 Challenges for silicon detectors

There are a number of significant challenges that will need to be addressed in order to realise
3G cryogenic silicon gravitational wave detectors that will be discussed in this section.

2.5.1 Silicon manufacturing and jointing

As discussed in section 2.4.1, one requires the flexibility to design suspension ear and fibre or
ribbon geometries in order to push suspension resonant peaks out of detection band frequencies.

Shaping of silicon on the scales required for an ET-like suspension remains a significant
challenge for the field. Samples obtained for this thesis work, discussed in chapter 3, rely on
cutting samples from silicon wafers using lasers but, as discussed in section 2.3.1, ultimate wafer
sizes are likely to be limited to 450 mm in diameter, far short of the proposed 1.5 m length ET
suspensions.

For long suspension fibres, CZ, mCZ and FZ methods of growing silicon may not be feasible
due to impurity levels and locations within the boules or ingots. Furthermore, it is not known
whether these long boules or ingots can be cut vertically along their length in order to produce
long, thin fibre geometries. If one used mechanical dicing, it may be extremely difficult to cut
such a long delicate geometry from the boule in the first place, and the surface finish would
likely be far too rough to meet strength and surface requirements.

As such, other techniques may provide possible options. One such technique is the µ-pulling
technique, involving the downward pulling of a crystal fibre though a micronozzle at the bottom
of a crucible heated using a radio frequency (RF) generator [194] [210]. Currently this method



CHAPTER 2. SILICON GRAVITATIONAL WAVE DETECTORS 56

requires better control of diameter regulation and crystal orientation alignment of the produced
fibres. Furthermore, this technique uses a crucible meaning impurities are likely to be found
within the finished silicon product.

Another technique, developed for low optical loss in infra-red telecommunications, involves
laser-induced recrystallisation to produce single crystalline silicon fibres. This method starts by
extruding a silicon core clad in fused silica, which can be created to any arbitrary length. This
glass fibre, with a polycrystalline silicon core up to 100 µm thick, can then be heated by a CO2

laser that is absorbed strongly by the silica cladding [211]. This locally melts the polycrystalline
silicon interior and allows it to recrystallise into a single crystalline silicon fibre. This has
been demonstrated for both circular and square cross-sectional geometry [212]. One could then
theoretically remove this silica cladding by dissolving the assembly in hydrofluoric (HF) acid,
leaving behind a silicon crystal.

A final technique being developed at Leibniz-Institut für Kristallzüchtung (IKZ) involves
melting silicon granules via inductive heating with a silicon "self-crucible" stabilised around
the melt. A silicon ingot is then grown from the melt. This "self-crucible" method means no
contamination from the crucible however this approach is currently limited by the available
purity of the silicon granules which contain contaminants in the form of carbon, although work
is in progress to increase the purity of the granules [213] [214]. Furthermore, IKZ is working
on developing and improving experimental methods for silicon fibre production [215].

These production techniques are currently immature and have yet to be extensively demon-
strated. The work in this thesis does not explicitly cover the production techniques for sili-
con ribbons or fibres, rather the work in chapter 3 investigates the concepts of post-production
strengthening of silicon, via surface treatments. These techniques provide promising abilities to
produce the silicon ribbons or fibres required for 3G generation detectors.

Precise shaping of silicon fibres or ribbons have yet to be demonstrated. As in aLIGO, sus-
pension element geometries will likely have to be precisely shaped to push the bending energy
far away from high loss bonded regions in the suspension, such as the HC bonded ears. Ear ge-
ometries akin to aLIGO have yet to be demonstrated in silicon, especially at the required surface
quality and exact geometry required to minimise thermal noise.

Research is also required in order to obtain large silicon test masses, on the scale of 200 kg
required for ET. Currently no such silicon exists in high purity form on these scales. However,
work is ongoing, including investigations of directional solidification techniques to produce
quasi-monocrystalline silicon. This silicon is available in sizes larger than that required for 3G
gravitational wave detectors and shows initial promising results for mechanical loss [216].

Finally, as discussed in section 2.3.3.4, if one is to pursue HC bonding in 3G silicon detec-
tors, this requires a layer of thermally grown oxide to allow chemical bonding to take place.
Thermal oxides on silicon typically grow at temperatures >900 ◦C [217]. Oxidising large test
masses of this size locally may not be possible and oxidising the entire test mass is unlikely to



CHAPTER 2. SILICON GRAVITATIONAL WAVE DETECTORS 57

be practically feasible or desirable. Preliminary work on direct bonding of silicon is under way
at the University of Glasgow to investigate high strength, low loss bonds [218].

2.5.2 Welding silicon

One particular challenge is how to install and repair suspensions. As will be shown in chapter
4, proposed silicon suspensions, developed for this thesis, require ribbons to be HC bonded to
silicon ears which in turn will likely be HC bonded to the test mass mirror. HC bonds can not
be de-bonded once cured [219].

In aLIGO, the quadruple suspension system is built by welding fused silica fibres onto the
ears of the test masses. Welding has the added advantage where broken fused silica fibres can
be removed and a new fibre re-welded in place [148]. This property is highly desirable in order
to reduce detector downtime should a suspension fibre break. This also means the entire ear or
test mass mirror and remaining fibres do not need to be replaced, reducing costs substantially.

Preliminary investigation of silicon welding shows particular difficulties when trying to emu-
late such a repair. Work was conducted by the author and Dr Alan Cumming to try and weld two
pieces of silicon together using the CO2 laser apparatus used to create fused silica fibres [220],
as shown in figure 2.21(a).

Figure 2.21: (a) CO2 laser pulling apparatus, originally designed for pulling fused silica fibres.
(b) Result of melting and joining two silicon ribbons together. (c) Zoom on (b) of the weld
region showing a "balling" effect on the ends of the silicon when molten.

While it was seemingly possible to attach two pieces of silicon together, the joint was weak
and easily broken. When the silicon became molten, it was noted the silicon transitioned from
solid to liquid almost instantaneously at a certain laser power. This behaviour is consistent with
silicon’s emissivity profile where the emissivity dips at the point of phase transition [211] [221].
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The silicon then "balled", due to surface tension of the liquid silicon, and behaved almost like
water with a very low viscosity; which contrasts strongly with the very viscous nature of fused
silica when molten, which is key to control when welding. The liquid balls on either end of
the silicon pieces were slowly pressed together while molten. The balls showed no change in
surface tension behaviour when in contact and the weld was allowed to cool. The resultant weld
is shown in figures 2.21(b) and (c). One can clearly see this ball shape has been retained as the
weld has cooled, leaving a poor joint between the pieces.

2.5.3 Cryogenics

Cryogenic detectors using silicon raise a number of mechanical and thermal challenges to be
overcome. Operating detectors in cryogenic regimes is not trivial. The infrastructure required
to cool detectors down can be a source of noise itself, and careful design is required in order to
operate with efficient cooling while not imparting vibrational noise into the suspension system
[222].

All materials, sensors and actuators must be cryogenically compatible, and considerations
must be made for differing material coefficients of thermal expansion and radiative properties
[223]. Chapter 4 will discuss these challenges and offer some practical solutions for silicon in
more detail.

Thin conductive suspension elements for ET-LF will provide cooling challenges, particularly
with the lower proposed operating temperature of 18 K. This temperature regime will necessitate
cooling via conduction only through the suspension elements [200]. Conductive heat transfer
within the suspension system needs to be carefully designed to minimise any potential heat flow
inhibitors through the highly conductive silicon suspension elements. This will require high
thermal conductivity bonds in order to maximise conductance of the suspension system, though
preliminary work has shown that detector cool-down times are achievable on realistic timescales
[202]. Proposals to reduce cooling times further involve the application of a helium contact gas
into the vacuum system that can then be pumped out before laser light injection [127]. All of
this is still to be experimentally proven for silicon in practice with such large masses suspended
from thin conductive suspension elements.

Figure 2.22 shows work conducted by Cumming et al, demonstrating the ribbon and fibre
strength in an ET-LF type detector is currently the limiting factor; rather than thermal extraction
[136]. However, one must also consider the fibre thickness required to extract the deposited
laser heat from the test mass should strength be improved to a level to be no longer limiting.
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Figure 2.22: Displacement thermal noise of a single 1 m long silicon mirror suspension for (a)
circular cross section fibres, (b) rectangular cross section ribbons [136].
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2.5.4 Silicon strength

If one is to significantly increase the mass of the test mass, as discussed in section 2.2.1, the
primary consideration must be for the suspension fibres or ribbons to be able to mechanically
support the mass.

Silicon ribbons have been observed to be significantly weaker than fused silica fibres, with
reported average strengths of 133 MPa for mechanically polished samples [136] [224]. By con-
trast, the current aLIGO suspensions run at ≈768 MPa [225]. A safety factor is obviously im-
portant considering people will need to work in and around the suspension during installation
and commissioning of the detector. One also should consider the cost and time lost should a
suspension fibre fail. aLIGO currently runs with a safety factor of around 6 [226], made pos-
sible due to ultimate tensile strengths for fused silica of ≈4.4 GPa [227]. Brittle materials such
as silicon generally require a slightly higher safety factor since they do not have a well-defined
yield point [228]. Silicon ribbons are currently a factor of 33 times weaker than fused silica
which poses a significant engineering challenge.

It is important to note, one can not simply increase the cross-sectional areas of the silicon
fibres or ribbons to mitigate their low breaking stress. From equations 2.5 and 2.23, this would
directly impact on the thermal noise, as thermoelastic loss would increase and dissipation dilu-
tion would decrease for increasing fibre or ribbon thickness. Ultimately, increasing fibre or rib-
bon thickness to accommodate for stress will have a negative impact on the suspension thermal
noise. From figure 2.2, decreased ribbon tension would also bring the bounce mode frequencies
further into the detection band as well as bringing the violin mode frequencies down. The work
conducted in chapter 3 is aimed at increasing the ultimate tensile strength of silicon by way of
surface treatments.

Furthermore, silicon’s mechanical properties pose further engineering challenges. If one
conservatively uses a safety factor of 6 with current reported silicon strengths, for an ET-LF de-
sign, this would require a stress in each fibre or ribbon of 22 MPa. For the proposed suspension
length of 1.5 m and assuming a Young’s Modulus of 169 GPa along the suspension length, each
fibre or ribbon would stretch by around 0.2 mm [127]. For comparison, aLIGO fibres stretch by
6.5 mm when loaded [229]. Since the suspension extension for silicon is very small, there is a
much more significant engineering challenge to ensure they can not become overstressed during
the assembly process. This stretch shows that even small additional movements of the mass
could put significant extra stress on the suspensions elements. Moreover, in a 4 fibre or ribbon
suspension, keeping all the fibre or ribbon lengths the same, such that the tensions and stresses
in fibres are the same, will also be much more challenging. Typically machining tolerances of
tooling used to align and attach fibres are 25–50 µm, this being significant as compared to the sil-
icon fibre or ribbon stretch [230]. aLIGO addresses this issue by de-stressing as part of the laser
welding process which equalises stress throughout the fused silica suspension elements [231].
As discussed in section 2.5.2, laser welding is not currently possible for silicon. Engineering
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challenges are further explored in chapter 4.

2.6 Conclusion

This chapter discusses the benefits and remaining challenges of using silicon as a material for
3G detectors.

By reducing the temperature through cryogenic cooling, one can directly improve suspension
thermal noise by removing thermal energy from the suspension system. Cryogenic cooling still
presents challenges for practically cooling suspension structures and test masses.

Reduction in temperature then also exploits the multiple advantageous properties of silicon;
the coefficient of thermal expansion nulls, the high thermal conductivity and the low mechanical
loss. Jointing and manufacturing technologies will need to be developed in order to minimise
their loss contributions and allow suspension resonant frequencies to be moved to place them
outside the gravitational wave detection frequency bands. Silicon manufacturing technologies
will also allow for lengthening of the suspension chain, which will increase dissipation dilution,
further reducing loss contribution and hence improving suspension thermal noise.

Furthermore, increasing the mass of the test mass will also increase dissipation dilution,
lowering thermal noise further and helping to push suspension resonant frequencies out of the
detection band. However, it is vital that the strength of silicon is increased in order to support the
proposed large-scale test masses for ET-LF with low-noise suspension fibres or ribbons. Surface
treatments for increasing the ultimate tensile strength of silicon are discussed in the following
chapter.



Chapter 3

Silicon surface treatments for strength
optimisation

3.1 Introduction

As discussed in chapter 2, 3G gravitational wave detectors will operate with higher mirror
masses in both room temperature fused silica and cryogenic silicon regimes [122] [123] [127].
Silica fibres will be scaled up in cross-section and in suspended stress, this being possible as the
current working load is well below the ultimate tensile strength of fused silica [125]. However,
silicon fibres have been observed to be much weaker than silica [136] [224], therefore pursuing
methods to increase this strength are important for 3G suspension development.

For ET, particularly ET-LF, the proposed cryogenic silicon test mass is 211 kg [126] [127].
With a current proposed fibre radius of 2.2 mm [127], this leads to a stress of 34 MPa in each
fibre.

Fundamentally, if one operates the detector at lower stresses in each fibre, this means larger
cross-sectional fibres which then leads to an increase the thermoelastic noise and a reduction
in the dilution, increasing the overall detector noise. This also brings violin frequencies further
down, or the vertical bounce and pendulum frequency up, into the detection band.

It is clear to see, increasing the ultimate tensile strength of silicon will ultimately allow for
lower noise suspensions.

3.2 Silicon surface damage

The mechanical strength of single crystalline silicon can be affected by the damage on the sur-
face layer [232] [233] as is common for all crystalline materials. Since the surface to volume
ratio for a ribbon or fibre is larger than for a bulk material or mirror substrate [144], it is generally
believed to be one of the main factors in reducing silicon’s strength [136]. Point defects (inter-
stitial and vacancy defects), linear defects (dislocations in the atomic lattice) and bulk defects
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(atomic impurities) are commonly attributed to a further decrease in mechanical strength.
Some sources quote theoretical values of the ideal ultimate tensile strength of single crys-

talline silicon ranging from 16 GPa [234], calculated by means of modelling silicon nanowires
from first principles, up to 23 GPa [235] using two-atom unit cell calculations. However, exper-
imental work has rarely demonstrated these strength values, since defect and edge damage free
crystals do not exist in a practical setting. Silicon nanowires have produced estimated fracture
strengths of up to 20 GPa, with experimental results showing strengths of 16 GPa [236]. While
it is tempting to use these values as the ultimate benchmark; they are likely far from attainable
strengths in the context of macroscopic silicon fibres or ribbons.

Experimental results have shown, that by reducing the length or diameter of a silicon
nanowire, one can actually increase its fracture strength due to what is known as the Da Vinci
size effect [237]. The thinning to a nanowire scale results in a significant reduction in the quan-
tity of material, reducing the statistical likelihood of a flaw, defect or crack being present.

Bulk strength measurements of silicon wafers have yielded experimental values of up to
8.8 GPa [238]. This is regularly quoted as benchmark strength for bulk, macroscopic crystalline
silicon. However, great care should be taken when interpreting this work, as the method of
strength testing was deliberately designed to eliminate edge effects of the wafer and is there-
fore not analogous to fibre usage in suspensions where exposed fibre edges are prominent and
unavoidable.

Quantitative data on subsurface silicon damage is not easily found as most literature tends to
look at qualitative models of subsurface silicon damage [239] [240] [241]. The few quantitative
sources found suggest the subsurface damage extended to 10s of µm into the surface of the
silicon although these examples related to fine polishing or grinding of silicon wafers designed
to smooth surfaces at microscopic scales [242] [243]. Since silicon ribbons will need to be cut
on the macroscopic scale, work damage from dicing saws or cutting lasers is of more practical
interest. From literature investigation of the cutting of macroscopic silicon via these methods,
Schwartz and Robbins states, "each etching period had been chosen to remove 4 to 6 mils from

the specimen, it may be assumed that the work damage had been removed after the first etch"
[244]. Taking the upper limit, this suggests a removal of at least 150 µm should remove all work
damage on silicon samples. Further evidence would suggest, subsurface damage on the scale of
100–200 µm seems a realistic target [238].

Furthermore, the surface quality will also have an effect on the surface loss mechanism,
contributing to the overall loss of any gravitational wave detector design, as discussed in chapter
2.

3.2.1 Fundamentals of stress, strain and surface energy

Before investigating how surface quality impacts on the structural and mechanical properties of
a material one must first discuss the fundamental quantities used to characterise these materials.
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3.2.1.1 Strain energy

In a one dimensional situation, a linear application of force, F , resulting in a small deflection, dx,
of an atom with a spring constant, k, from equilibrium position causes a change in its potential
energy, dW . The energy can be determined from Hooke’s law:

dW = Fdx

F = kx

W =
∫

kxdx =
1
2

kx2

(3.1)

where this potential energy, W , is termed strain energy.
If the stress between two atoms is increased until the bond is broken, the strain energy

becomes available as bond potential energy, neglecting dissipative losses due to heat, sound, etc.
The resulting two separate atoms have the potential to form bonds with other atoms. These now
separate atoms can be considered to be a "surface". For a solid consisting of many atoms, the
surface atoms have a higher energy state compared to those in the interior.

3.2.1.2 Surface energy

Figure 3.1: Illustration of forces acting upon atoms of the interior, A, and at the surface, B, of a
solid.

Consider an atom A within a solid, as illustrated in figure 3.1. Long-range van der Waals forces,
typically acting over 0.3–0.6 nm, and short-range Coloumb repulsive forces, typically acting
over <0.03 nm, act equally in all directions on this particular atom and the atom takes an equi-
librium position within the material [245]. Now consider atom B on the surface of the solid.
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Such an atom is attracted by attractive forces extending over many atomic dimensions [246], in
the direction into the material volume only. The creates a net attractive forces into the interior
of the solid. The corresponding short-range repulsive force extends only to within the order of
an atomic diameter. This repulsive force acts to halt the inward movement of atom B, however
due to the net attractive force this creates a new equilibrium position for the surface atom. Thus
atoms on the surface move inwards until the repulsive short-range forces of the nearby atoms
balances with the long-range attractive forces from adjacent atoms and the next few rows of
atoms beneath them.

These surface atoms therefore have greater potential energy and act like a thin tensile skin,
which is shrink-wrapped onto the body of the material. In liquids, this effect manifests itself as
the familiar phenomenon of surface tension. Surfaces of solids also have surface potential energy
but the effects of surface tension are not readily observable because solids are not so easily
deformed as liquids. The surface energy of a material, stored as an increase in compressive
strain, represents the potential that a surface has for making chemical bonds with other like
atoms.

3.2.2 Griffith crack criterion

This section investigates the theory surrounding surface damage and its effect on the ultimate
tensile strength of silicon rather than internal defects such as dislocations and impurities.

Figure 3.2: Stress–strain curve for single crystalline silicon at 20 ◦C. Image modified from [247].

Silicon is an ideal brittle material with a very short elastic zone and virtually no plastic zone
at room temperature that leads to catastrophic failure in the material under loading as illustrated
in figure 3.2 [248] [249].

Surface damage and its effect on tensile strength is well described by the Griffith crack
criterion which is applicable to the fracture dynamics of a brittle material [250].
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3.2.2.1 Stress concentrations

The presence of sharp corners, notches or cracks in a material can concentrate the applied stress
around these points. Work conducted by Inglis in 1913 [251], showed that local stresses around
a corner or hole in a stressed plate could be magnified to many times higher than the average
applied stress. It was shown that the degree of stress magnified was related to the radius of
curvature of the hole or corner. The smaller the radius of curvature, the higher the stress con-
centration.

Inglis discovered that the stress concentration factor, κ , for an elliptical hole was given by:

κ = 1+2
√

c
ρ

(3.2)

where c is the hole radius and ρ is the radius of curvature of the tip of the hole. This equation
shows that the stress concentration factor is independent of the absolute size or length of the
hole, instead depending only on the ratio of the size to the hole’s radius of curvature.

3.2.2.2 Energy balance criterion

Griffith noted that larger cracks appeared to propagate more easily than smaller ones, which
seemingly contradicted Inglis’ claim that the stress concentration factor was independent of the
absolute size or length of the stress concentrator [250].

This helped lead Griffith to the addition of a second condition in order to reconcile the
apparent anomaly by considering the minimum potential energy [246]:

• The bonds at the crack tip must be stressed to the point of failure. The stress at the crack
tip is a function of the stress concentration factor, which depends on the ratio of the hole
radius to its radius of curvature

• For an increment of crack extension, the amount of strain energy released must be greater
than or equal to that required for the surface energy of the two new crack faces.

where the second condition can be express mathematically as:

dUs

dc
≥

dUγ

dc
(3.3)

where dUs is the strain energy, dUγ is the surface energy and dc is the crack length increment.
This equation shows that for a crack to extend, the rate of strain energy released per unit of crack
length must be at least equal to or greater than the rate of surface energy required to create two
new crack face surfaces.
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Figure 3.3: Illustration of Griffith’s application of Inglis’ stress calculations to a narrow elliptical
crack in an infinite plate of unit width under a uniform stress, σa.

Griffith applied Inglis’ stress calculations for a very narrow elliptical crack to show the strain
energy released by introducing a double-ended crack of length 2c in an infinite plate of unit width
under a uniform stress σa, as illustrated in figure 3.3, giving [250]:

Us =
πσ2

a c2

E
(3.4)

where E is the Young’s modulus.
The total surface energy for two surfaces of unit width and length 2c is given as:

Uγ = 4γc (3.5)

where γ is the fracture surface energy of the solid. This is usually larger than the free surface
energy of the material since fracture processes may involve energy dissipative mechanisms such
as microcracking, phase transformations and plastic deformation [246] The factor 4 arises from
the fact there are two crack surfaces each of length 2c.

Thus, by differentiating equations 3.4 and 3.5 with respect to c, in order to take the form of
second condition equation 3.3:

πσ2
a 2c
E

≥ 4γ. (3.6)

Simplifying this, one ends up at the Griffith energy balance criterion for crack growth:

πσ2
a c

E
≥ 2γ. (3.7)

Equation 3.7 highlights that, below a critical crack length, the crack will not extend sponta-
neously. Beyond this point, more energy becomes available by the released strain energy than is
required by the newly created crack surfaces which leads to unstable crack growth and ultimate
fracture of the material.
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It is important to note the energy balance criterion is an indicator of whether crack growth is
possible, as a necessary, but not always sufficient, condition for material fracture. For example,
if the crack tip is blunted or rounded then the crack may not extend because of an insufficient
stress concentration. Fracture only occurs when the stress at the crack tip is sufficient to break
the bonds there.

For a given stress, there is a minimum "safe" crack length that is not self-propagating. A
crack will not extend if its length is less than the critical crack length, cc [246]:

cc =
2γE
πσ2

a
(3.8)

Rearranging equation 3.8 one can find the theoretical failure stress, σ f , of a material if one
knows the level of surface damage by way of a crack length, cc:

σ f =

√
2γE
πcc

(3.9)

Further work continued to develop the Griffith crack criterion through Orowan’s investiga-
tion of plastic crack tip zones [252] and Irwin’s modification to include ductile materials [253]
but due to the aforementioned properties of silicon, namely its lack of plastic zone and brittle-
ness, this work will not be explored in any more depth.

3.3 Previous work

Tensile strength testing work has previously been conducted to support the design of fused silica
fibres and develop and enhance their tensile strength [77] [125] [225] [227] [254] [255] [256].
Further work was completed on surface treatments and tensile strength testing of silicon ribbons
for future 3G cryogenic instruments [136] [224].

Previous silicon work [136], shown in figure 3.4, is the precursor to the work reported in this
chapter. Nine sample sets were strength tested with six sample sets undergoing surface treatment
to improve the surface quality and ultimate tensile strength. This work investigated samples cut
from (110) and (100) silicon wafers, whereas the work in this chapter will only look at samples
cut from (100) silicon wafers due to availability.

Control sample sets one and two were mechanically polished silicon samples cut from the
(110) and (100) wafers respectively. Sample set 3 was obtained through etching the sample
from a silicon wafer with no further surface treatment conducted to provide a comparison with
mechanically polished samples. The remaining 6 sample sets came from three surface treatments
applied to both crystal orientations.

Sample sets 4 and 5 had the sample faces coated with silicon nitride Si3N4. Sample sets 6
and 7 were wet oxidised. Sample sets 8 and 9 were wet oxidised on the edges with the sample
faces coated with Si3N4.
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Figure 3.4: Strength test results for nine different types of sample, showing individual data
points and average values with their standard error [136].

As can be seen from the results in figure 3.4, some key points were deduced. Firstly, looking
at sample sets 1 and 2, it appears that crystal orientation of the silicon sample is not a dominant
influence on tensile strength for the crystal orientations investigated. Secondly, the chemically
etched samples were stronger, on average, by 50 % compared to the mechanically polished con-
trol sample sets one and two, providing strong evidence that the surface quality of the edges
correlates to the tensile strength. Scanning electron microscope (SEM) imaging of surface dam-
age of the mechanically polished control samples, combined with the results of the Si3N4 coated
faces, suggested the surface quality was the limiting factor on strength.

Finally, of particular note, was the strength for the sample sets 6, 7, 8 and 9, all of which
were oxidised along the edges of the samples. It is suspected that by creating an outer barrier of
oxide, one can effectively "patch up" surface damage cracks, reducing these stress concentrators
and increasing the ultimate tensile strength. While it is tempting to pursue this technique due to
the substantial increases in tensile strength, the authors note the fundamental issue with coating
silicon ribbons, in what is effectively a layer of fused silica, is the high mechanical loss arising
from a wide mechanical dissipation peak at cryogenic temperatures [157].

This work concluded that the concept of surface treatment of silicon can ultimately increase
its tensile strength. However, this work also notes that any surface treatment applied must not
add excess loss which would increase thermal noise.
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3.4 Silicon samples for surface treatment and strength testing

The work in this chapter aims to build on this previous work to increase the ultimate tensile
strength of silicon by focussing on the removal of surface damage from silicon samples. Three
surface treatment methods were investigated; chemomechanical polishing, argon ion etching
and wet chemical etching. These treatments were applied to silicon ribbons where a control was
used to investigate the effects of the surface treatments.

Silicon ribbons were laser cut from wafers by Laser Micromachining Ltd (LML), Wales
[257], due to cost and previous experimental work with their samples. Examples of the silicon
ribbons are shown in figure 3.5(c). LML’s industrial pulsed laser cutting technology is propri-
etary so the exact cutting process is unknown but it is generally assumed to involve a high power,
short pulse laser, suspected to be around 1 µm [258]. This is fired perpendicular to the surface of
the sample in order to locally pierce the material and then repeated either linearly or at varying
angles in order to cut the shape required. This technology is limited by wafer thickness, up
to around 1 mm thick. Generally, simpler geometries with lower accuracies are obtained with
increasing wafer thickness [259].

50 samples were left over from previous work. These were cut by LML in 2014 using an
"older technique" of laser cutting. 561 new samples, using a newer technique, with new lasers
and processes, were cut in 2018 and 2019. Details of the changes are proprietary, but there was
a noticeable difference in edge quality of the silicon as will be shown in section 3.4.2.4.

3.4.1 Substrate silicon wafer and sample details

All wafers used were (100) single crystalline silicon double-side polished and either 525 µm or
775 µm thick. The wafer properties are recorded in table 3.1.

Wafer thickness (µm) Wafer diameter (mm) Dopant Resistivity (Ωcm)

525 100 Phosphorous (n-type) 0.1-0.5
775 300 Boron (p-type) 1-100

Table 3.1: Wafer properties for laser cut samples.

All 525 µm thick samples were cut to align as best as possible with the <110> crystal axes
on the (100) wafer. LML’s rotational error, quoted as 0.02◦ [259] is much smaller than the
wafer manufacturing error of 1◦ which was therefore taken as the accuracy of alignment. Ap-
proximately 75 % of the 208 775 µm thick samples were cut to align as best as possible with
the <110> crystal axes on the (100) wafer leaving approximately 25 % cut in a random, off-axis
orientation. This was to maximise the usage of wafer space on wafers used for blade spring
designs manufactured for a separate study, shown in figure 3.5(a).
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Figure 3.5: (a) Example of randomly orientated, off-axis cut ribbon samples amongst blade
spring designs, highlighted in red. (b) Crystal axes orientated cut samples. (c) Typical example
of a batch of 20 silicon ribbons as cut and delivered from LML. (d) Photograph of 3 775 µm
thick samples, cut using the new laser technique, labelling the edges, faces and cross-sections
of the ribbon geometry held in a jig. This jig is also used for imaging the samples in a SEM,
in this case in an edge-on configuration. (e) An example of a silicon ribbon (top) as received
from LML showing white residue around the laser cut edges. The sample below shows another
silicon ribbon (bottom) after the residue has been cleaned.

Going forward, it should be assumed that all samples are crystal axis orientated; unless
otherwise stated. An example of the negative from which ribbons have been cut along the
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crystal axes from a 775 µm thick, 300 mm diameter wafer is shown in figure 3.5(b).
All samples were rectangular in shape, with dimensions of 45 mm by 2.2 mm in order to re-

peat the dimensions used in previous work [136]. LML documentation states cutting tolerances
are ±50 µm [260].

When the samples were received, some exhibited white dust or residue left over from the
laser cutting process as shown in figure 3.5(e). All samples were wiped with acetone using An-
ticon Gold wipes [261], followed by a subsequent wipe with isopropyl alcohol (IPA) to remove
this residue and any other surface contaminants before inspection.

Sample sets of between 17 and 20 were allocated to each surface treatment, giving suitable
statistics for analysis, consistent with previous work [136].

3.4.2 Laser cut silicon surface and edge quality

In total, 474 silicon ribbon samples were characterised. Some additional testing was conducted
on offcuts. These offcuts can be seen in figure 3.5(b) still attached to the silicon wafer.

The primary surface laser cutting damage exists around the edges of the silicon ribbons.
The damaged edges along the length of the ribbons are of paramount interest due to their larger
surface area and imperfect finish. The damaged cross-section edges, shown in figure 3.7, are
not of interest due to the tensile strength testing techniques employed in section 3.4.2.6. The
untreated, laser cut samples discussed within this section were used as a control group. Surface
characterisation of these samples relied primarily on SEM imaging, followed by optical surface
roughness measurements, photography, dimensional profiling and visual inspection.

For each sample set, between 3 and 5 samples were taken as a representative set for further
imaging to measure their surface morphology using the SEM and surface roughness measure-
ments. All samples underwent photography, dimensional profiling and visual inspection. For
surface treatment methods, sample sets were further characterised pre/post-surface treatment
and/or before strength testing.

3.4.2.1 Visual inspection

Under visual inspection, chips were occasionally observed on face-edge corners of the samples,
and were clearly observed on sample faces due to their high reflectivity, an example of which
is shown in figure 3.6. This damage was noted to allow attempted correlation with the failure
point when later strength tested.
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Figure 3.6: (a) Photograph of the front face of sample 120, 775 µm cut using the new laser
technique. (b) Magnification of (a) on the face-edge vertex chipping on sample 120.

3.4.2.2 Photographic imaging

Figure 3.5(c) shows the 45 mm × 2.2 mm silicon ribbon faces which were reflective in nature
on both sides due to them being cut from the double-side polished wafers. The laser cut edges
of the sample were dull and non-reflective where the laser ablation has pierced and ablated the
silicon material.

It was noted that the old laser cutting technique produced a non-rectangular cross-sectional
ribbon which was latterly seen to improve with the newer laser cutting technique. This can be
seen in figure 3.7 and was further verified using SEM imaging discussed below. This cross-
sectional shape may lead to an over-estimation of cross-sectional area and therefore an under-
estimation of the sample tensile strength. Pixel analysis was conducted on the cross-section of
the old laser cut control samples. This yielded a 2 % difference maximum between the widest
and narrowest sections.

Figure 3.7: Photographs looking along the 2.2 mm×525 µm or 775 µm cross-section of the rib-
bons. (a) Non-rectangular cross-section of a 525 µm sample cut using the old laser technique.
(b) A more rectangular cross-section of a 525 µm sample cut using the new laser technique. (c)
A more rectangular cross-section of a 775 µm sample cut using the new laser technique.
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3.4.2.3 Surface roughness

For each sample set, between 3 and 5 samples were imaged using a Wyko NT1100 Optical sur-
face profiler [262]. This profiler uses white-light interferometry to image the surface roughness
of optically reflective samples. These samples were imaged on the front and back polished faces
to quantify their surface roughness since these surfaces were reflective enough for analysis. The
imaged areas were approximately 2 mm × 2 mm. All sample faces showed an arithmetic average
surface roughness, Ra, of < 5 nm.

Due to the dull, non-reflective damaged edges of the sample, it was not possible to profile
the surface of the sample edges.

3.4.2.4 Scanning electron microscope imaging

For each batch, between 3 and 5 samples were imaged using a Hitachi TM-1000 SEM [263].
A jig was designed to hold the silicon ribbon samples in both face-on and edge-on orienta-

tions within the SEM chamber, as shown in figure 3.5(d). To avoid damaging or chipping the
ribbons it was important to ensure the silicon faces and edges were not exposed to contaminants
or contacted with any hard materials. As will be discussed in section 3.4.2.6, it is acceptable to
hold the samples 8 mm from either end, therefore the jig was designed to mechanically clamp
these ribbons within this region.

Comparing the old and new laser cutting technique
Figure 3.8 shows typical examples representing the new and old laser cutting technique. As
can be seen, on one face, there is little difference between the samples when comparing the two
techniques. Typically one face exhibited more damage, in the form of micro-chipping around
the edges than the opposing face. It is suspected that the face which has greater chipping is the
exit side of the laser and that these chips exist due to ablation on the back side of the sample
when pierced by the cutting laser. This effect did not appear to change between the 525 µm and
775 µm thick samples. Small cracks and darkened damaged areas can be seen along the top and
bottom edges of the face in figure 3.8(b).
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Figure 3.8: SEM magnified images of two 525 µm thick samples, face on. (a) Front face of
sample 26 cut using the old laser cutting technique. (b) Front face of sample 1026 cut using the
new laser cutting technique. (a) and (b) are magnified 50×. (c) Vertex of the front polished face
and bottom laser cut edge of sample 26 cut using the old laser cutting technique. (d) Vertex of
the front polished face and bottom laser cut edge of sample 1026 cut using the new laser cutting
technique. (c) and (d) are magnified 1000×.

Zooming in on this vertex it was evident that the new laser cutting technique produced a
much sharper and cleaner cut into the silicon compared to the old technique as shown in figure
3.8(c) and figure 3.8(d). The shallower cut angle, perpendicular to the polished face, using the
old technique is clearly seen in figure 3.8(c) as one is able to look along the edge of the sample.
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Figure 3.9: SEM magnified images of four 775 µm thick samples, face on. (a) Front polished
face of sample 43c cut along the crystal axis. (b) Front polished face of sample 1 cut in a random
orientation. (a) and (b) are magnified 50× (c) Front polished face of sample 43c cut along the
crystal axis, focused on the top edge of (a). (d) Front polished face of sample 1 cut in a random
orientation, focused on the top edge of image (b). (c) and (d) are magnified 1000×.

The features of the new laser cutting technique samples were similarly observed in the
775 µm both crystal-aligned and random orientated silicon ribbon samples as shown in figure
3.9.

Figure 3.9 also shows a tooth-like, repeating pattern along the cut edge was visible, consis-
tent with laser pulsed cutting [264]. For 525 µm thick samples, this feature was not particularly
clear on either the new or old laser cutting technique samples, although some repeating linear
features are seen as shown in figure 3.10, particularly when zoomed out.
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Figure 3.10: SEM magnified images of two 525 µm thick samples, edge on. (a) Bottom cut edge
of sample 44 cut using the old laser cutting technique, magnified 200×. (b) Top cut edge of
sample 6122 cut using the new laser cutting technique, magnified 250×.

For 775 µm thick samples, this feature was clearer, particularly on the crystal axis cut sam-
ples, as shown in figure 3.11.

Figure 3.11: SEM magnified images of two 775 µm thick samples, edge on. (a) Top cut edge
of sample 160c cut along the crystal axis. (b) Top cut edge of sample 115 cut in a random
orientation. (a) and (b) are magnified 150×.

3.4.2.5 Silicon ribbon dimensional profiling

It is important to know the cross-sectional area of the sample in order to calculate the corre-
sponding stress at breaking load, and therefore two cross-section measurement methods were
used.

The first method used RS PRO 150 mm digital callipers [265] ensuring only the very ends
of the sample were contacted to avoid damaging the tensile testing area. The quoted accuracy
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of these callipers is ±20 µm [265]. Random error is a potentially large source of uncertainty
when using callipers. It is particularly difficult to measure sample widths ensuring the callipers
are perfectly at 90◦. This is exacerbated by the non-rectangular cross-section of the samples
evidenced in section 3.4.2.2. From repetition tests, the random measurement error was ±130 µm
when measuring the width of the samples. The random measurement error when measuring the
thickness of the samples was ±22 µm.

The second method involved using two fibre profiling set-ups. The first set-up, referred to as
the "LIGO fibre profiler", has been previously used to measure the profile of LIGO silica fibres
and can provide much greater accuracy than digital callipers [144] [266] [267].

Figure 3.12: Image of LIGO fibre profiler. Image modified from [268].

The profiler uses two cameras and backing lights positioned opposite to characterise a sam-
ples dimensions through shadow sensing. An example of a fused silica fibre undergoing fibre
profiling can be found in figure 3.12. The low magnification camera was used to measure the
sample width and had an error of 0.25 %. The high magnification camera was used to measure
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the sample thickness and had an error of 1 % [144].

Figure 3.13: (a), (b) and (d) Photographs showing the thin fibre profiler from various angles. (c)
Typical image from the profiler, showing a silicon sample (black section) being profiled.

As shown in figure 3.13, a second conceptually similar "thin fibre profiler" was developed
to allow for more accurate measurement of silica fibres [227] [268]. This profiler only utilises
one camera with much greater magnification, focus and control ability. The errors for this pro-
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filer were determined in line with section 3.6.1.7 in [144]. The pixel error on this device was
quantified by 10 repeated measurements of the same point on the sample to gauge the spread of
measurements. Camera instability can contribute to pixel error. For focussing error, 10 repeated
measurements were taken, this time re-focusing the camera in between each measurement, since
determining when the sample is in focus is done by eye using the observed camera image, there-
fore experiencing unavoidable user subjectivity.

Ribbon thickness Ribbon width

775 µm 525 µm 2.2 mm

Pixel
error

Focusing
error

Pixel
error

Focusing
error

Pixel
error

Focusing
error

791.14 790.72 513.04 513.1 2232.68 2228.65
791.58 791.28 513.55 513.61 2232.67 2233.06
791.79 791.36 513.47 513.62 2231.09 2232.92
791.86 790.85 513.11 513.12 2231.12 2228.91
791.43 791.08 513.07 513.57 2231.04 2231.07
788.74 791.23 513.68 513.21 2230.91 2230.95
791.53 791.19 513.54 513.16 2230.92 2230.72
793.29 791.36 513.52 513.11 2231.04 2228.86
791.23 790.55 513.11 513.12 2231.12 2228.58
791.09 791.17 513.04 513.05 2230.94 2228.88

Average 791.37 791.08 513.31 513.27 2231.35 2230.26
Standard Deviation 1.12 0.28 0.26 0.23 0.70 1.74

Error (%) 0.14 0.04 0.05 0.05 0.03 0.08

Table 3.2: Data from experiment determining camera shake/pixel error and focussing error of
thin fibre profiler for each ribbon dimension. The percentage error in bold is the error determined
for each dimension.

Table 3.2 shows the resultant percentage errors. The larger of the pixel error or focusing
error was taken as the error for that dimension. Due to the larger pixel error on the 775 µm
thickness this will be taken as the conservative upper estimate on the error for the thickness for
both samples since camera instability is possible for every measurement. The focusing error was
largest on the width measurement.

3.4.2.6 Tensile strength testing set-up

With the samples sufficiently characterised, testing on a series of control samples for their ulti-
mate tensile strength took place.

A sample was loaded into the tensile strength testing mechanism. A low-geared, high torque
mechanism then pulls the sample apart through its longitudinal axis at a constant rate. The
testing mechanism has a load cell able to measure the peak force at the point of failure.
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Figure 3.14: (a) Example of typical metal specimens designed for tensile strength testing [269].
(b) Fuse end used to hold silicon ribbon samples for tensile strength testing. (c) Silicon ribbon
curing inside two fuse ends placed into the alignment jig. (d) Cured silicon ribbon fuse end
set-up ready for tensile strength testing.

The standard methodology for testing material is to use a shaped dumbbell form in order to
allow for easy gripping, and to constrain the failure area to the exposed, well-defined thinner
cross-sectional area as shown in figure 3.14(a).

Due to the brittle properties of silicon at room temperature, it is extremely difficult to hold
samples by mechanical clamping onto their polished surfaces. This is a similar problem faced
in previous work conducted to strength test silica fibres that also had to be secured without
damaging the stock material at the clamping point [144] [268]. A similar solution to this problem
was implemented for the silicon samples by use of the "fuse end" concept previously employed
in [144] [268] [270]. This is a 6082-T6 aluminium holster that can hold silicon with epoxy
without damaging it, as shown in figure 3.14(b). Since the samples were affixed by adhesive,
the inner slot of the fuse end was sandblasted to roughen the surface, with a 2 mm × 2 mm
diameter hole also drilled at the slot base in order to aid the gripping of the adhesive. Two part
Araldite 2012 adhesive was used, as in previous work, as it is known to have sufficient properties
for strength testing [144] [271].

To attach a sample, the epoxy was applied into both fuse end slots using a mixing nozzle.
The silicon sample was inserted into both fuse end slots. It is also important to align the sample
so that tension is applied axially along the sample. As shown in figure 3.14(c), this was achieved
by the use of a fuse end alignment jig.
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Figure 3.15: (a) Articulation enabled by the use of universal joints as well as the affixing bolts
that hold the sample in place, image taken and adapted from [136]. (b) Digital readout alongside
the top and bottom sections, including high speed camera and lighting. In this image a sample
is hung from the top section but the bottom section has not yet been connected.
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Immediately after epoxy application the sample assembly was inserted into the alignment
jig and gently pressed against the alignment block using PEEK tipped tweezers. This block
was also made from PEEK to minimise any damage to the sample edge. The 90◦ shape of the
alignment jig helped align the sample and fuse ends in all three axes. Finally the fuse ends were
secured with two retaining bolts while the epoxy was left to cure for at least 24 hours at room
temperature. A completed sample ready for testing is shown is shown in figure 3.14(d).

Figure 3.15 shows the tensile strength testing set-up [272]. The top section of the tester
is fixed by a chain to an Omega DP25B-S-DC10 load cell with a quoted error of ±0.03 %
of reading, ±1 count [273]. The bottom section, consisting of a sliding plate on linear rails,
is held only by the tensile strength sample. Both top and bottom sections are attached to the
sample using universal joints, that allow for articulation to further minimise any longitudinal
misalignment that may cause premature fracture due to off-axis forces. The top and bottom
sections are free to slide up and down on the rails. The sample is affixed into the set-up by
placing a bolt through the holders and fuse ends on the top and bottom sections of the tester.
Once the sample is placed in the tester, load is applied by an electric motor with a worm drive
and reduction gearbox. A high speed camera with sufficiently powerful lighting was also used
to record breaking specimens [274]. The camera was set to a resolution of 512×384 pixel with
a frame rate of 23000 frame per second and an exposure time of 18 µs. The aim was to conduct
image analysis on the samples in order to correlate tensile stress failure points to catalogued
defects. A ruler was attached to one of the rails to aid in this analysis.

3.5 Tensile strength testing control samples

Control name Thickness (µm) Laser technique Crystal orientation No. of samples

Old 525 Old Along axis 17
New 525 New Along axis 20

Crystal 775 New Along axis 20
Random 775 New Mix of off-axis/along axis 20

Table 3.3: Control group names and parameters.

A full set of control sample groups were established for each sample parameter, as shown in
table 3.3.
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3.5.1 Results and error analysis

Figure 3.16: Results of tensile strength testing on four control sample groups. ⋄ indicates sample
failed at fuse end interface. ⋄ indicates a sample was noticeably misaligned in the fuse end
assembly. ⋄ indicates the sample pulled free from a fuse end due to epoxy failure so the sample
was re-epoxied into a new fuse end and re-tested. Where more than one anomaly exists on a
sample, the respective colours are applied to the data marker.

The tensile strength testing results of the four control sample groups are shown in figure 3.16.
For all control set dimensions, it was decided to check a random subset of 5 samples from

the batch of 20. LML quotes a laser cutting tolerance of ±50 µm. Since the digital callipers have
an error of ±130 µm, it was deemed if the subset was within 2.20 mm ± 130 µm that this width
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and the corresponding error be applied to all samples. For thickness of the samples, the wafer
manufacturing tolerance was ±25 µm, so the upper error of manufacturing tolerance, ±25 µm,
was applied to both wafer thicknesses.

It was noted under no loading that the digital readout would occasionally flicker between
readings by 0.1 kg, so the load cell error was taken to be ±0.1 kg as a conservative estimate over
the manufacturer stated error given in section 3.4.2.6.

Figure 3.17: (a) Example of epoxy failure. (b) Example of a failure along the fuse end interface.
(c) Example of sample misalignment. (d) Example of an ideal tensile failure. These images are
frames taken from the high speed camera footage.

During testing, some samples broke at lower strength than expected or did not break at all.
Occasionally the Araldite epoxy would not set properly. This has been observed before and
can be attributed to poor or incomplete mixing of the two-part epoxy with curing failure only
becoming apparent during tensile strength testing. When observing the load cell digital readout,
the load value would rise, stabilise, then fall as the sample slipped out of the epoxy as shown in
figure 3.17(a). These samples were recovered and where the end of the sample had slipped out,
a new fuse end was epoxied onto it using the alignment jig.

It was noted some samples occasionally failed across the interface where the sample was
epoxied into the fuse end, as shown in figure 3.17(b). It is worth noting when this happens as
the failure mechanism may be different compared to when the sample fails purely in the silicon.

Finally, some samples were found to be misaligned when removed from the alignment jig,
either due to initial misplacement or movement during the epoxy setting process, as shown in
figure 3.17(c).

In figure 3.16 and all strength testing figures, samples failing across the fuse end interfaced
are marked with a red diamond. Where a sample was noticeably misaligned, this is marked by a
blue diamond. Finally, for a sample has slipped out of a fuse end but was re-epoxied into a new
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fuse end, a green diamond has been added.

3.5.2 Discussion

The median strength of the control samples produced using the new laser cutting technique was
60.3 MPa, 73 % stronger than the samples cut using the old technique. Due to the proprietary
processes, it is difficult to tell what improvements have been made in the new cutting technique.
It was observed that the angle of cutting into the silicon creates a more rectangular cross-section
which will reduce vertex angle and may decrease the effects of a vertex stress concentrator. This
is a possible explanation for the increased strength which was observed. The error in width
measurement, discussion in section 3.4.2.2, arising from the non rectangular shape of samples
was found to be negligible when compared to the combined strength testing error.

Another possible explanation is that the new process led to smoother surfaces, which have
smaller crack sizes and tend to yield higher failure stress. However, as discussed in section
3.4.2.3, it was not possible to measure surface roughness.

Control old Control new Control random Control crystal

Median strength (MPa) 34.8 60.3 52.5 72.8
Critical crack length, cc (µm) 168.8 56.2 74.2 38.6

Table 3.4: Results of median strength for each control set and corresponding critical crack
length.

Referring to equation 3.8, one can calculate a crude estimate of the critical crack size on a
sample from the median values of the control sample sets, as shown in table 3.4. This is a useful
test to see if critical crack sizes are on scales consistent with surface features observed during
characterisation. The silicon surface energy, γ was taken as 1.9 Jm−2 [275] across the <110>
plane through which most samples broke. This value was also used for random orientation sam-
ples since it was not possible to obtain the surface energy of crack surfaces through a random,
off-axis path in the silicon samples. It is likely that the surface energy will be higher for these
control random sample sets when breaking across non-crystallographic planes, so this critical
crack length value, cc, is likely an underestimate [276]. A value of 169 GPa was used for the
Young’s Modulus along the <110> axis [174].

The results in table 3.4 appear to be realistic estimates of surface damage size on sample
edges. This can be further interrogated by reversing the applied method, taking surface damage
observed in a sample and calculating the corresponding failure stress, σ f .
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Figure 3.18: Example of a damaged area on a tensile silicon ribbon sample. (a) Photograph of
the back face of sample 44. (b) Magnification of the bottom edge of (a). (c) Point of failure
during tensile testing of sample 44. (d) SEM measurement and extrapolation of the damage
dimensions on the back face of sample 44.

An example of surface damage on a sample is shown in figure 3.18. This crack was pho-
tographed, as shown in figures 3.18(a) and (b). Due to the very narrow field of view and mobile
stage limits of the SEM, damage had to be in the central portion of the sample in order to be
imaged. By chance, sample 44, from the control old sample set, had a damaged area on the
bottom vertex of the sample’s back face near the edge of this region. This was measured on
the SEM top the edge of the imaging region and predicted damage geometry determined from
extrapolation as shown in figure 3.18(d). The was also able to be correlated with imagery from
the high speed camera, shown in figure 3.18(c) indicating this crack to be the likely cause of
failure of the sample.

Crack length (µm) Predicted failure
stress, σ f (MPa)

Measured failure
stress, σm (MPa) % difference

36.2 75.1
31.4

82 %
204.0 31.6 1 %

Table 3.5: Comparison of sample 44 predicted and measured failure stress from crack lengths
shown in figure 3.18(d).
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This damaged geometry is complicated compared to idealistic cracks in theory, so a simplis-
tic calculation using the crack depth into the surface, 36.2 µm, as well as the predicted length of
the crack along the vertex, 204.0 µm, were used as indicative values to calculate the predicted
failure stress of the sample. The results are shown in table 3.5. Looking at Griffith’s theory in
section 3.2.2, it is more valid to use 36.2 µm, as this represents the crack distance perpendicular
to the damaged surface. This yields a failure stress 82 % higher than the measured stress and can
not be reconciled even with the ±3.2 MPa error applied. It is likely coincidence that the 204 µm
result is so close to the measured failure stress since Griffith’s theory does not use the length of
the crack perpendicular to the crack direction. It is unlikely that the sample failed elsewhere, at a
different crack or damage area, since it was possible to correlate the damaged region to the high
speed camera footage sample failure point. However, one can see that the magnitude of stresses
observed in figure 3.16 and in this critical crack calculation are consistent with theory.

One expects the control new and control crystal samples to yield similar median values due
to the fact the only difference between the samples is the sample thickness. The control new and
control crystal median values were within 15 % of each other which suggests this is indeed the
case.

Figure 3.19: Freeze frame from high speed camera moments after fracture of samples. (a)
Control old sample 3 breaking along the <110> plane. (b) Control new sample 1025 breaking
along the <110> plane. (c) Control random sample 105 breaking off-axis. (d) Control crystal
sample 156c breaking along the <110> plane.

The control random samples had some significant outliers, which may be explained by the
random crystal orientation of the samples. All samples in the control old, control new and
control crystal groups, sixty in total, fractured along the <110> plane, with examples shown in
figure 3.19(a), (b) and (d). While previous work concluded that crystal orientation of the silicon
sample is not a dominant influence on strength [136], this referred to the comparison of samples
cut along the crystal axes of (100) and (110) wafers, rather than samples that are randomly
off-axis. It is known silicon cleaves most easily along its crystal axes [276]. For the control

random set, samples broke in both the <110> crystal axis plane and off-axis, the latter is shown
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in figure 3.5(c). The strongest sample, 114, registered at 82 % stronger than the control random

median value of 52.5 MPa. However, the second outlier and next strongest sample broke along
the crystal axis. For the other six samples that broke off-axis, four broke at a stress above and
two broke below the median value. The results are inconclusive for correlating off-axis samples
to strength and this should be repeated with a sample set consisting entirely of silicon ribbons
cut off-axis.

Failure of samples along the fuse end interface did not show any particular trend in the data.
As such, no correlation was found between samples that broke at the fuse end interface and their
strength.

For the few samples that were re-epoxied there is no evidence to suggest that this process
weakened the samples. Similarly for samples that were bonded squint for the control group,
there appeared to be no correlation between this misalignment and the corresponding stress,
although the sample size for this was small.

It is interesting to note the interquartile range (IQR) is broadly similar for the control old,
control new and control crystal axes which are all cut along the crystal axis of the wafer. The
control random set has a much smaller IQR which can not be readily explained by crystal axes
orientation; as discussed above, random and crystal orientation samples within this set did not
appear to follow any particular strength pattern or trend.

3.6 Chemomechanical polishing

Figure 3.20: Schematic of lapping slurry particles abrading the surface of a silicon substrate.
Image obtained from [277].
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One method for improving the surface of silicon by reducing surface roughness is chemome-
chanical polishing (CMP). This is a well-known process for polishing single-crystalline silicon
wafers to provide sufficient surface quality for the purpose of producing integrated circuits on
mass industrial scales [278] [279].

All samples were laser cut from wafers that were chemomechanically polished on both faces.
This produces the near featureless polished faces of the silicon samples as measured on the
surface profiler in section 3.4.2.3. The same type of treatment was therefore applied to the laser
cut edges of a batch of samples.

Typically, CMP occurs in two steps, lapping followed by polishing. Lapping involves prepar-
ing the silicon surface by removing the surface damaged layer with abrasive particles in the form
of a slurry, working at macroscopic scales to remove roughness via mechanical abrasion [277],
as shown in figure 3.20.

Polishing involves applying a colloidal solution to the lapped surface with mechanical mo-
tion to increase the substrate surface layer’s reactivity towards water. The colloidal solution
typically contains nanoparticles of silica, approximately 40 nm in size [280], covered with reac-
tive OH or O− groups. These groups act as attraction points leading to temporary Si-O-Si bonds,
chemically removing the surface material molecule by molecule, as shown in figure 3.21 [281].
This allows typical surface roughness, Rq, of single figure Å to be achieved, far below any sur-
face roughness caused if mechanical abrasion from the suspension particle size was directly
involved [282]. This polishing process has the advantage of both removing the surface damage
induced by lapping, which should increase the ultimate tensile strength, combined with finishing
or smoothing any remaining stress concentrators on the molecular level which may also aid in
keeping surface loss low [283].

Figure 3.21: Schematic of polishing process showing the formation of molecular silanol, Si-O-Si
and OH groups between the silicon substrate and silica nanoparticle, allowing for the chemical,
non-abrasive removal of surface silicon atoms. Image obtained from [284].
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3.6.1 Logitech PM5 polishing machine

A Logitech PM5 lapping and polishing machine [285], shown in figure 3.22 was used for this
surface treatment method. To ensure the best polish, the PM5 was fully overhauled and re-set up
from scratch to ensure it was working optimally. This included conditioning of the lapping and
polishing plates. Part of conditioning the system involves measuring how convex or concave the
lapping plates are with a flatness monitor. A conditioning mass, which can be moved across the
plate width, is then used to shape the plate itself to the flatness desired. The cast iron smooth
lapping plate was measured to be concave by 2.5 µm and so the plate was reconditioned until it
was flat.

Figure 3.22: Set-up of the Logitech PM5 polishing machine showing conditioning of the smooth
stainless steel lapping plate with 9 µm aluminium oxide slurry.

Conditioning plates before lapping or polishing is always necessary as it also prepares the
surface by impregnating it with the lapping or polishing slurry as well as removing contaminants.
The slurry barrel at the top is rotated on rollers in order to provide a constant, fresh supply of
lapping solution onto the lapping plate.

To lap or polish samples, the Logitech PM5 is supplied with a PP5 jig, shown in figure 3.23.
Samples can be waxed onto a sample holder, on the underside of the PP5 jig, shown in the inset
of figure 3.23. When the jig is then orientated upright, gravity, combined with a central pressure
spring located axially within the PP5 jig, applies pressure to the samples where they contact the
lapping or polishing plates on the bed of the machine. The PP5 jig is supported by a metal ring
around its base, which is also exposed to the lapping or polishing process. Channels can be seen
in the metal ring which allow for the inflow of lapping slurry or polishing fluid.



CHAPTER 3. SILICON SURFACE TREATMENTS FOR STRENGTH OPTIMISATION 92

Figure 3.23: PP5 jig supplied with Logitech PM5 polishing machine. Inset image shows the
metal ring, with 6 channels, that contacts the lapping or polishing plate and the sample holder
bolted onto the jig. In this image, a coated silicon disc is attached onto the sample holder.

Conditioning of the PP5 jig itself is as important as conditioning the lapping or polishing
plates. Before any lapping or polishing was conducted, the system would always be run with
the appropriate lapping or polishing plate and slurry as shown in figure 3.24. The sample holder
would be affixed to the PP5 jig but no samples were attached in order to condition the metal ring
shown in figure 3.23 and expose the sample holder area to the slurry and remove any contami-
nants.

Figure 3.24: Still image from a video showing the PP5 jig and cast iron smooth plate undergoing
conditioning with 9 µm aluminium oxide lapping slurry. No silicon samples are affixed to the
sample holder at this stage. This is the standard lapping configuration.
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In order to keep the plate flat, a mobile arm held the PP5 jig in one position and occasionally
adjusted the position across the plate during conditioning to ensure even wear of the samples
and plate as well as stopping the plate from becoming too concave or convex. The mobile arm
also has rollers to allow the PP5 jig to freely rotate around its vertical axis.

It is vital the equipment is thoroughly cleaned before lapping and especially before polishing
as any remaining lapping material could inadvertently scratch a polished surface.

Figure 3.25: Still images taken from a video of the Logitech PM5 set-up in a polishing config-
uration using the felt pad. Note the flatness monitor is removed and the polishing solution is
applied via a box and dripper system mounted on the top right of the machine. The direction of
rotation of the PP5 jig and plate is also highlighted.

For polishing with colloidal silica, a flat aluminium plate is used with a felt polishing pad
affixed to the plate via adhesive, as shown in figure 3.25. Conditioning is required for polishing
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for the purposes of pad impregnation and contaminant removal, however no flatness monitoring
is conducted. This is due to the fact polishing does not mechanically abrade the polishing pad
or deform the underlying plate, so the plate always remains flat. Also any non-smooth (i.e.
non-lapped) surfaces, such as the flatness monitor’s diamond impregnated support ring, would
tear and significantly damage the felt pad. Unlike lapping, the moveable arm constantly sweeps
the PP5 jig backwards and forwards across the polishing plate in order to supply fresh colloidal
solution and remove used fluids. As shown in 3.25, instead of a slurry barrel providing a constant
feed of fresh solution, a plastic box filled with polishing fluid is used, complete with a dripper
tube and valve to control flow.

3.6.2 Chemomechanical polishing surface treatment

For all CMP work conducted, the lapping material was a 9 µm aluminium oxide powder [286].
This was made up in line with manufacturer recommendations, 15 % by volume of powder, by
adding 150 ml of powder to 1.5 L of deionised (DI) water to create the lapping slurry [287].

For polishing, the colloidal solution used was Syton SF1 polishing fluid [288]. A measure-
ment of the pH of the solution was conducted by fellow PhD student Ms Victoria Graham, which
resulted in a pH of 9.4.

3.6.2.1 Chemomechanical polishing treatment #1

Figure 3.26: Offcut samples after 2.5 hours of lapping at 50 RPM with 9 µm aluminium oxide
slurry. Inset shows Olympus optical microscopy [289] of lapping interface where one can see
the beginning of the removal of the damaged surface.

For the first CMP surface treatment experiment, the samples were to be lapped by 150 µm on
both edges, consistent with the target removal amount stated in section 3.2. The samples were
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then to be polished to have a similar surface roughness of the polished sample faces, ≈ 5 nm,
Ra.

Preliminary investigation conducted on offcuts yielded a significant underestimate of lapping
rate. This was thought to be due to initial misalignment of the sample holder on the PP5 jig with
resulting polish shown in figure 3.26. This experiment did however allow for the inspection of
the lapping boundary, where one can see the removal of the damaged surface to the left hand
side of the image shown in the inset of figure 3.26.

Figure 3.27: (a) Sample holder undergoing lapping to achieve flatness. (b) Samples mounted
onto the sample holder which is bolted onto the PP5 jig. (c) Samples waxed onto the sample
holder.

After further investigation, it was discovered the sample holder itself was found to be mis-
aligned, with the top and bottom surfaces not parallel. Using retaining bolts, the sample holder
was aligned to be flush with the PP5 jig metal ring using a wetting technique. By placing a
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glass slide over the metal ring, one can adjust the alignment of the sample holder by wetting it
and contacting it with the glass slide. When one retracts the sample holder into the body of the
jig, the wetting pattern indicates areas of misalignment. Once best aligned by this technique,
the PP5 jig, complete with sample holder was conditioned and lapped for 10 minutes and then
imaged as shown in figure 3.27(a). It was noted this time was insufficient to suitably flatten the
sample jig, so the system was further lapped and conditioned for total time of 20 minutes at 50
revolutions per minute (RPM).

20 samples from the new laser cut technique were treated, the same as the control new sam-
ples. Before undergoing treatment, all samples were subject to a pre-treatment clean consisting
of a high quality (>99.9 % purity) acetone flush followed by a wipe. The sample was then rinsed
in DI water and wiped again. Finally, a (>99.9 % purity) methanol flush followed by a wipe ren-
dered the sample clean. This pre-treatment cleaning method was developed and verified via a
number of tests conducted on a DSA30B drop shape analyser [290]. Results showed an increase
in hydrophilicity of the silicon surface and hence cleanliness.

The samples were then secured onto the sample holder using paraffin wax, melted by placing
the assembly on a hotplate, exposing the top laser cut edge of each sample to the first lapping
procedure. Two larger offcuts of silicon were used as securing pieces for the sample assembly,
shown in figures 3.27(b) and (c). From initial experiments, it was noted the outermost samples
tended to suffer significant chipping, likely due to lack of sufficient slurry replacement causing
silicon chips from lapping to travel around one full revolution and damage the edges of the
samples. To mitigate this, two sacrificial samples of the same dimensions were placed on the
outermost assembly to protect the 20 samples, shown in figure 3.27(b) and (c). Once the samples
were fully cooled (typically overnight), surplus wax was removed by liberally applying acetone
to the sample holder and rubbing a wipe back and forward over the exposed edge of the samples.

The sample holder was attached to the PP5 jig which was then placed onto the polishing ma-
chine, set up in the lapping configuration shown in figure 3.24. The silicon samples were lapped
with 9 µm aluminium oxide slurry for 2 hours at 50 RPM. Lapping was then stopped in order to
estimate material removal rate. The sample holder was removed and DI water thorough rinsed
over the samples and sample holder to remove any lapping slurry. By using callipers to mea-
sure the difference in height between the thickness of the sample holder and the sample edges,
it was discovered approximately 1100 µm has been removed from one side, approximately half
the entire sample width. This equated to an approximate lapping rate of 9 µmmin−1. It should
be noted the calliper error is significantly smaller than discussed in section 3.4.2.5, and was
taken and verified as the quoted error of ±20 µm due to sample geometry and measurement
repeatability.

As shown in figure 3.28(a), a smooth, uniform grey surface was observed across the entire
lapped surface. Chipping was noted on the sacrificial sample outer vertices, highlighted in the
inset of figure 3.28(a), showing their effectiveness at protecting the 20 surface treated samples.
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While this sample had been over-lapped by 7 times the intended amount, there was no reason to
discard this sample set. The next step was to polish the samples.

With no sample holder affixed, the PP5 jig was placed onto the polishing machine, set up in
the polishing configuration shown in figure 3.25. The PP5 jig was conditioned for 10 minutes at
30 RPM.

Figure 3.28: (a) Result of the top edges lapped for 2 hours at 50 RPM, resulting in approximately
1100 µm of material removal. Inset of (a) shows chipping on vertices of sacrificial samples. (b)
Samples after Syton polishing for 1 hour.

The lapped samples were then attached to the jig. The samples were then initially polished
for 40 minutes at 30 RPM since previous experimentation implied this would be sufficient to
achieve the required surface finish. The result of this polish can be seen in figure 3.28(b). One
can see the metal ring of the PP5 jig has also been polished as expected.

The sample holder was detached and the samples were then imaged, while still on the sample
holder, under the Veeco surface profiler. It was found the surface roughness was 12–19 nm Ra,
slightly above the desired single figure Å result, as shown in figure 3.29(a).
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Figure 3.29: (a) Surface roughness measurement of top edge of sample 3068 after 40 minutes of
Syton polishing, producing a surface roughness of 16 nm, Ra. (b) Surface roughness measure-
ment of top edge of sample 3068 after 1 hour of Syton polishing, producing a surface roughness
of 8 nm, Ra. Colours correspond to hill or valley scales.

The samples were polished for a further 20 minutes at 30 RPM, totalling 1 hour polish time,
yielding a roughness of 4–8 nm Ra, as shown in figure 3.29(b), which was deemed sufficient.
One can see the extended polishing time helped to bring surface roughness values down.

The entire procedure above was repeated to polish the bottom edges, but this time the sam-
ples were initially lapped for only 10 minutes at 50 RPM in order to measure lapping removal
rate. Measurement with callipers showed that around 70um of the sample’s edge had been re-
moved. Combined with the previous removal rate, this gives an average lapping rate of around
7–9 µmmin−1. With 80 µm still to remove, the samples were lapped for a further 10 minutes
at 50 RPM, removing approximately 150 µm. The samples were then polished for 1 hour at 30
RPM producing a surface roughness of 2–5 nm Ra.

It should be noted, the sample holder was too large to fit into the SEM chamber. As such,
SEM characterisation was not able to be carried out in between the lapping and polishing
phases or in between top and bottom edge treatments. Instead, surface roughness measurements
were used until the treatment process was completed and the samples could be individually
unmounted.

The improved surface quality of the sample edges after polishing is clear from SEM imaging,
shown in figure 3.30 and the final Ra numbers as shown in figure 3.31.

SEM imaging showed some chipping along the vertices of the samples. This is possibly due
to insufficient slurry flow. Adequate slurry flow is required to ensure removal of lapped silicon
from the lapping plate before coming into contact with the samples and damaging the surfaces.
Another possible reason for the chipping is due to the pressure placed on the face of the samples
by the PP5 jig, where the vertices act as stress concentrators causing chips to occur which relieve
stress. This chipping may decrease the failure stress of the samples.
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Figure 3.30: SEM imaging of samples pre and post-treatment. (a) New laser technique cut top
edge of sample 3064 pre-treatment. (b) New laser technique cut bottom edge of sample 3077
pre-treatment. (c) Top edge of sample 3064 post-treatment. (d) Bottom edge of sample 3077
post-treatment. All images are magnified 200×.

Figure 3.31: (a) Top edge of sample 3059 after polishing, producing a surface roughness of
4.4 nm, Ra. (b) Bottom edge of sample 3064 after polishing, producing a surface roughness of
2.7 nm, Ra.

After surface roughness and SEM characterisation, the samples were cleaned. This con-
sisted of rinsing in DI water, followed by an acetone flush, followed by a further DI water rinse
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and finally a methanol flush. No wiping was conducted on the samples to avoid contacting or
damaging any treated edges or polished faces.

Finally, the samples were then profiled on the LIGO fibre profiler in both dimensions.

3.6.2.2 Chemomechanical polishing treatment #2

Due to the inadvertent over-lapping in section 3.6.2.1, it was decided that CMP treatment #1
be repeated, with the aim of lapping the intended 150 µm from each edge. The samples treated
were similar to those used previously. To improve lapping accuracy, this time each sample was
measured on the thin fibre profiler before treatment. Mounting, alignment and conditioning was
carried out in line with section 3.6.2.1.

Using treatment #1 as a guide, the top edge of the samples were lapped for 10 minutes at 50
RPM. The samples were then removed to measure the material removal rate.

This time a digital micrometer was used, with a quoted accuracy of 2 µm [291]. Similar to
section 3.4.2.5, a random error experiment was conducted on the waxed samples using the mi-
crometer. It was found the random error was 50 µm. Due to the fact the micrometer’s measuring
area covered approximately half of the 20 samples at one time, this larger uncertainty arises
from three errors. Firstly, the samples not being the exact same starting width due to cutting tol-
erance. Secondly, the samples not being seated properly with varying levels of wax underneath
each one. Thirdly, the fact the samples were measured at the very ends (to avoid damaging the
exposed treated areas) leading to angular misalignment.

Figure 3.32: Image showing areas of visible chipping of treated samples with particular damage
to sample 6126.
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142 µm of material was measured to have been removed. With a material removal rate of
14 µmmin−1 and 8 µm to remove, the samples were replaced and lapped for a further 30 seconds.
After conditioning for polishing, the samples were polished for 1 hour at at 30 RPM producing
a surface roughness of 3–8 nm Ra.

The bottom edge of the samples were lapped for 10 minutes at 50 RPM. 137 µm of material
removal was measured. As such, the samples were replaced and lapped for a further 1 minute.
The samples were polished for 1 hour at at 30 RPM producing a surface roughness of 3–9 nm
Ra.

This time chipping was visible by eye, not just on the sacrificial samples but also on the
treated samples, as shown in figure 3.32. Sample 6126 suffered from particularly bad damage
and the reason for this is not known. Misalignment by greater than the 150 µm lapped amount
is highly unlikely and would be visible by eye before treatment. Any initial damage due to, for
example a vertex sitting higher than the rest, would be lapped away during the first stage of the
treatment. Slurry rates were increased slightly for this experiment; but this does not appear to
have corrected this issue.

Figure 3.33: (a) New laser technique cut top edge of sample 6122 pre-treatment. (b) Top edge
of sample 6122 post-treatment. Both images are magnified 250×.

Figure 3.34: (a) Top edge of sample 6119 after polishing, producing a surface roughness of
3.7 nm, Ra. (b) Bottom edge of sample 6133 after polishing, producing a surface roughness of
3.1 nm, Ra.
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As in section 3.6.2.1, one can see the improved surface quality of the above process, both
visually and under SEM in figures 3.32 and 3.33. Typical surface roughness of polished top and
bottom edges are shown in figure 3.34.

The samples were measured on the thin fibre profiler post-treatment in order to calculate the
amount of material removed.

3.6.3 Strength results and error analysis

Figure 3.35: Results of tensile strength testing on both CMP treatments. ⋄ indicates sample
failed at fuse end interface. ⋄ indicates a sample was noticeably misaligned in the fuse end
assembly. ⋄ indicates the sample pulled free from a fuse end due to epoxy failure so the sample
was re-epoxied into a new fuse end and re-tested. Where more than one anomaly exists on a
sample, the second anomaly is marked with a corresponding horizontal coloured bar.
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Both CMP treatments were strength tested and results are shown in figure 3.35.
For CMP treatment #2, sample 6126 is marked as an epoxy failure/re-epoxied sample as

the sample was accidentally broken at the top fuse end interface when inserting the fuse end
assembly into the strength tester. The sample was recovered and epoxied onto a new fuse end.
8 of the CMP treatment #2 samples were found to be misaligned due to an offset from the
centreline of the fuse ends, likely due to the wrong thickness of alignment block being attached
to the alignment jig.

Both chemomechanical polishing treatments improved the median strength over the control

new and control crystal samples.

3.6.3.1 Chemomechanical polishing treatment #1 surface removal amount and errors

All 20 samples for CMP treatment #1, were taken from one batch of samples. A subset of 5
samples was measured by calliper for width and thickness. The samples were however individ-
ually profiled on the LIGO fibre profiler before strength testing. The appropriate LIGO profiler
errors were applied for the measured cross-sectional area of each sample, in line with section
3.4.2.5.

In order to confirm the estimated removal rate of both sides, one can take upper and lower
bound measurements, with errors applied to check the material removal rate is consistent with
the estimate. The removal amount estimated using the LIGO fibre profiler measurements was
1200–1410 µm, consistent with the experimental procedure.

The errors bars in figure 3.35 arise from the fibre profiling carried out after the experiment.
The standard LIGO fibre profiler errors, detailed in section 3.4.2.5, were applied for width and
thickness.

3.6.3.2 Chemomechanical polishing treatment #2 surface removal amount and errors

Due to thin fibre profiler measurements before and after treatment, one can measure the material
removal amount, as shown in table 3.6. Material removal was under the intended amount of
150 µm.

The errors applied to figure 3.35, are applied from the fibre profiling carried out after the ex-
periment. The standard thin fibre profiler error, detailed in section 3.4.2.5, was applied for width
only. The thickness of each sample was not individually measured so the wafer manufacturing
tolerance of ±25 µm was applied for this dimension.
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Sample Width
pre-treatment (µm)

Width
post-treatment (µm)

Material
removed (µm)

Material removed,
one side (µm)

5099 2202.0 2000.3 201.7 100.8
6119 2201.1 2014.2 186.9 93.4
6120 2204.8 2005.7 199.1 99.5
6121 2203.2 1981.1 222.1 111.1
6122 2205.6 1985.7 219.9 110.0
6123 2201.6 1969.5 232.1 116.1
6124 2204.8 2017.1 187.7 93.8
6125 2206.8 1999.9 206.9 103.5
6126 2205.0 2011.3 193.7 96.8
6127 2202.9 2032.4 170.5 85.3
6128 2201.9 1993.4 208.4 104.2
6129 2205.5 1913.9 291.6 145.8
6130 2208.5 1936.4 272.1 136.1
6131 2202.1 1952.8 249.4 124.7
6132 2203.0 1933.9 269.1 134.6
6133 2199.5 1930.6 268.9 134.4
6134 2201.2 1986.6 214.6 107.3
6135 2195.8 1917.0 278.9 139.4
6136 2195.6 1934.3 261.3 130.6
6137 2195.2 1921.4 273.8 136.9

Average 230.4 115.2

Table 3.6: Results of width and material removal before and after CMP treatment #2 as measured
on the thin fibre profiler. An error of 0.08 % is applicable to measured values.

3.6.4 Discussion

It is evident in this data set that the misalignment of the 8 samples skewed the results of CMP
treatment #2. One sees a 36 % difference between both CMP treatment median values. If one
removes the 8 misaligned samples from the data, CMP treatment #2 has a median value of
128 MPa, leading to only a 12 % difference. This shows consistency with the 150 µm surface
removal amount.

Figure 3.36 shows a comparison of an aligned to misaligned sample in the tensile strength
set-up and the difference in resulting strength that this can have.

The median values from both polished sets increased compared to control samples. The
median strength from CMP treatment #1 was 2.4× higher than the control new set and 2× higher
than the control crystal set. The median strength from CMP treatment #2 was 1.7× higher than
the control new set and 1.4× higher than the control crystal set. If one excludes the misaligned
samples, these comparative median values increase to 2.1× and 1.8× higher respectively.
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Figure 3.36: (a) Misaligned sample 6137 from CMP treatment #2. (b) A well-aligned sample
3065 taken from CMP treatment #1. Due to the over-lapping from CMP treatment #1, the sample
has been noticeably thinned in width. The sample in (b) broke at a tensile strength 149 % higher
than in (a).

For aligned samples from both treatments, it is notable that the strongest samples yielded
similar strengths with a significant improvement compared to control samples. The strongest
sample from CMP treatment #1 yielded a 3.3× increase in strength, with the strongest sample
from CMP treatment #2 yielding a 3× increase. Comparing to the control crystal set, this
reduces to 2.5× and 2.3× respectively.

Both sample sets are consistent with previous work shown in section 3.3, where the control
sets were CMP treated [136].

Sample 6126 was shown to have significant chipping, shown in section 3.6.2.2. Strength
testing yielded a stress of 101 MPa well within the IQR of CMP treatment #2 sample set, with
or without the misaligned sample data removed. This is unexpected considering the level of
surface damage exhibited on the sample vertices, however it is possible the surface chipping
does not produce significant stress concentrators due to the relatively large radius of curvature
of the damaged areas.

By taking the range of stresses for each sample set, one can determine the estimated critical
crack size range. For CMP treatment #1, the stress range was 56–264 MPa, resulting in critical
crack sizes of 55.5–2.3 µm respectively. For CMP treatment #2, after discounting the misaligned
samples, the stress range was 82–241 MPa, resulting in critical crack sizes of 24.5–2.8 µm re-
spectively. If one includes the misaligned samples, the weakest result of 30.2 MPa, yields a
critical crack size of 178.7 µm. This result appears unrealistic, as none of the 8 misaligned sam-
ples exhibited damage on this scale which would have been clearly visible by eye. This further
reinforces that significantly misaligned samples likely break via a non-tensile mechanism due to
significant off-axis forces.
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Figure 3.37: (a) Top edge of sample 3064 after CMP treatment #1. (b) Bottom edge of sample
6122 after CMP treatment #2. (a) and (b) are magnified 200×. (c) Bottom edge damage from
(a), magnified 1000×. (d) Bottom edge damage from (b), magnified 500×.

These critical crack ranges given by the aligned samples appear to correlate with the order
of magnitude of chipping observed on the vertices of treated samples as shown in figure 3.37.
It should be noted, these chips were not able to be directly correlated to the failure point of the
sample but give a general idea of sample damage depth and critical crack size ranges.

Future experiments should use a more accurate, ideally non-contact, method of measuring
samples while attached to the sample holder, such as photography with pixel analysis. Alterna-
tively, one could remove the samples from the sample holder after treating the top edge only in
order to more accurately measure the material removal amount on one side. This would both
allow for accurate material removal to the desired amount as well as guiding lapping time for
treating the opposite edge, providing better uniformity of treatment although care needs to be
taken in order to avoid sample contamination.

Further improvement with experimentation lapping and polishing fluid rate may aid in the
optimal material removal rate. This would also help flush the lapping plate and polishing pad of
any chipped material and remove it before coming back into contact with the samples which is
the likely source of the chipping along the sample vertices. Furthermore, using a sample loading
gauge to adjust the pressure applied to the samples may aid in reducing vertex damage.
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This treatment still relies on substantial physical contact with the surfaces of the silicon
ribbons. This is likely to always induce some form of surface cracks or damage compared to
non-contact treatments, like CO2 laser pulling of fused silica fibres, or FZ grown crystal and
µ-pulling down techniques specific to silicon. Furthermore, this treatment method does not lend
itself well to suspension-scale ribbons, on the order of 60–150 cm. Finally, it may be impossible
to apply this treatment method to suspension-scale circular fibres due to their geometry.

3.7 Argon ion etching

Work conducted by R. Birney et al. investigated surface treatments on mechanically diced
silicon ribbons by way of covering the samples in a variety of coatings [224]. One way of
coating the samples was using UHV ion-beam sputter deposition facilities at the University of
Strathclyde. This technology is familiar within the gravitational wave community as ion-beam
sputter deposition has been used to provide the highly reflective, multi-layer coating on the
LIGO test mass mirrors produced by Laboratoire des Matériaux Avancés [292].

Figure 3.38: Schematic of ion-beam sputtering. In this work, the primary particles are argon
ions and the target is silicon. Image modified from [293] [294].

Ions are produced at the ion source and are then accelerated in an electric field within the
UHV chamber. As shown in figure 3.38, this accelerates the ions into the target, bombarding the
target with enough energy to eject target surface atoms, causing them to sputter material from
the target onto the surrounding chamber. The substrate to be coated is then placed within the
optimal sputtering path or plume and generally rotated in order to receive an even coating of the
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target material’s sputtered atoms. Sometimes these positively charged ions are neutralised by
electrons from an electron source in order to avoid charging or arcing within the chamber [295].

For the work conducted in this chapter, a novel approach was taken to surface treating sil-
icon with this apparatus. Rather than coat the sample, it was decided that the silicon samples
themselves would become the target in the set-up. The damaged edges would be bombarded
with argon ions sputtering them off the surface of the silicon ribbons with the intention of using
this process to ablate away the surface damage on the sample edges.

3.7.1 Argon ion etching experimental set-ups

Two different ion etching set-ups were available to use at the University of Strathclyde.

Figure 3.39: The set-up of the argon ion etching experiment within the small UHV chamber.
The 2 ion guns on the right hand side of the image are not used during this experiment.
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The first set-up is a small UHV chamber, approximately 60 cm3, shown in figure 3.39. Argon
gas is bled into the cavity which is then ionised. These ions are generated in an ultra-high
frequency (UHF), 2.45 GHz, resonance cavity via electron cyclotron resonance. The ions are
then accelerated through an aperture, via electrostatic optics that produce a divergent beam. The
extraction potential is around 10 kV, higher than standard ion sources used for sputtering and
etching [296]. While one can vary the etch rate via a number of parameters, the primary etch rate
for these experiments was determined by the number of ion sources, the focussing of the beams
and their resultant plasma plume. One can reasonably expect the etch rate to be proportional
to the number of beams used, assuming all beams have the same divergence and overlap on the
same location [296].

Figure 3.40: The set-up of the argon ion etching experiment within the larger UHV chamber.

The second set-up was a larger UHV chamber, approximately 1.2 m3, shown in figure 3.40.
Ions are generated via radio frequency ion source, producing inductively coupled plasma. These
ions are accelerated through an extraction grid held at a lower potential of around 1.5 kV, giving
ion energies lower than that typically produced via electron cyclotron resonance but operating
at a much higher current, which ultimately produces a much higher etch rate. This also pro-
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duces a higher temperature within the system, leading to a greater material plume for coating
samples [296]. An aluminium shield has been placed into the centre of the chamber to protect
the opposite wall from being etched by the ion source. This was not required for the smaller
chamber set-up due to smaller beam size compared to the size of target.

3.7.2 Argon ion etching surface treatment

As with CMP treatment in section 3.6, the intention was to treat the damaged edges of a batch
of 20 samples. The small chamber set-up was used initially due to availability. Experimentation
on silicon offcuts provided expected etch rates on the edges of the silicon ribbons, however as
this was a novel technique, a few technical obstacles had to be overcome before initial experi-
mentation could take place.

A way of clamping silicon samples together without adhesive and exposing only the edges
had to be devised. Wax or adhesives can not be used within the system as it is likely to out-
gas within a UHV environment. Heating of the samples when exposed to the plasma may also
cause further out-gassing from the adhesive or cause it to liquefy. Furthermore, as mentioned
in section 3.4.2.6, mechanical clamping of silicon is difficult without damaging the samples by
chipping or fracture. This presents yet another challenge as loose clamping of the samples may
lead to the polished faces of the silicon ribbons being exposed to the etching process which is
not part of the intended treatment process. One must also keep contamination in mind. Anything
holding the samples within the ion beam area will also be etched by the ion beam. The material
design must be sufficient to withstand both the etching process and any subsequent heat from the
plasma without failing or dropping the samples. This material will also sputter itself throughout
the chamber system so must be compatible with, or acceptable to, future operators of the coating
chamber system.

A pure silicon clamp would be an ideal solution but this is beyond the possibility of current
manufacture. Instead, aluminium of 6061-T6 grade was deemed acceptable for use in the cham-
ber, provided it was sufficiently cleaned before and after each etching procedure. The final ion
etch jig design can be seen in figure 3.41. The jig was designed to expose the edges of the silicon
ribbons to the argon ion etching beam, securing them in place by aluminium clamping blocks.
These blocks have had their edges rounded and smoothed to minimise any damage on the silicon
ribbon faces. Retaining bolts and washers are then used to secure the samples in place. These
bolts are able to run along a channel in order to hold a variable number of samples and clamp
them sufficiently. A recess is cut into the back of the jig to aid in aligning the samples vertically.
It is worth noting that the full 45 mm exposed edge of the silicon ribbon will not be exposed
to the beam as both ends are partly shielded by the retaining bolt channels. This was designed
so that no more than 5 mm was shielded at either end, which is acceptable considering 8 mm
of either end of the sample will be encased within epoxy and fuse ends, so any untreated edges
are not a factor during strength testing. An example of silicon offcuts clamped in an etching
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orientation is shown in figure 3.41(b).

Figure 3.41: (a) Rear of the jig showing the clamping arrangement and custom clamps designed
to allow the jig to be secured to a vertical post. (b) Front of the jig, which faces into the etching
beam, showing an example of clamped silicon offcuts.

3.7.2.1 Argon ion etching surface treatment #1

Before a batch of 20 samples were treated in the small chamber, it was necessary to etch some
test offcuts in order to estimate the etching rate.

Estimation of etch rate - small chamber

20 silicon offcuts of similar dimensions to the treated samples underwent a preliminary etch,
although some were shorter than the standard 45 mm length due to being cleaved out of a wafer.
8 of these offcuts were taken from an old laser cut technique wafer. 12 of these offcuts were
taken from a new laser cut technique wafer.

Due to the higher voltage and lower current of the small etching chamber etch rates were
expected to be on the order of single-figure microns [296]. Samples were weighed collectively
before and after the etching process to determine an approximate etching rate. In case the
different cutting techniques and edge finish are impacted differently by the etching process,
the 8 old laser cut technique samples were weighed collectively but separately from the 12 new
laser cut technique samples.

The samples were weighed on a Gemini GR-202 microbalance [297]. This microbalance has
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a repeatability (standard deviation) of 0.1 mg, a readability of 0.1 mg and a linearity of 0.2 mg.
Thus, the combined error on any single weight measurement made is 0.24 mg.

Before treatment, the clamping mechanism, vertical post and jig were dissembled and
cleaned in an admixture of IPA and DI water in an ultrasonic bath. The 20 samples were then
loaded into the etching jig and sandwiched together, as shown in figure 3.42(a).

Figure 3.42: (a) Back of the etching jig with the samples affixed. (b) Silicon shielding used to
minimise aluminium sputtering from the jig. (c) Vertical, adjustable post and custom clamps
used to hold the jig assembly. (d) Final position of the assembly ready to be etched.

In order to minimise excessive aluminium sputtering from the jig around the chamber, it
was decided that the exposed areas of the etching jig be shielded by silicon, as shown in figure
3.42(b). Offcuts of silicon were cleaved from spare wafers and affixed to the front of the etching
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jig using Kapton tape. Kapton tape is UHV compatible, does not out-gas and is well known to
survive at temperature extremes [298].

As shown in figure 3.42(c), the jig was then affixed onto a vertical, adjustable post with a
base allowing the entire assembly to be sat in the chamber in any position or angular orientation.
Finally, the assembly was placed in the estimated combined beam focal point from the 2 ion
guns on the left hand side of the chamber, as shown in 3.42(d). The 3-D position of the jig was
noted in order to reproduce similar etch rates for future etching treatments.

Parameter Value Unit

UHF power 5 W
Beam potential 10 kV

Electrostatic focus potential 5 kV
Gas inlet pressure 1 cm3 min−1

Chamber pressure 7×10−5 mbar

Table 3.7: Parameters of the argon ion etch for initial etch rate estimation experiment.

The parameters in table 3.7 were applied to provide ignition and stability to both ion guns.
After the beams were ignited, the silicon sample edges appeared to fluoresce which was unex-
pected. It was not possible to properly image this fluorescence due to the relative brightness of
the ion beams.

An etch time of approximately 100 hours was suggested by the chamber operators in order to
see appreciable etching [296]. Approximately 72 hours into the etch, the ion beams extinguished
themselves. It was suspected that instability within the chamber pressures or ion guns may
have been the cause. After a downtime of approximately 3.5 hours, the beams were re-ignited
for another 14.5 hours. The beams were then deliberately extinguished in order to modify the
parameters by increasing the gas inlet pressure and doubling the UHF microwave power to make
up for lost etching time. These new parameters are recorded in table 3.8. This led to a second
downtime of approximately 7 hours. The beams were re-ignited for the last time and run for a
further 42 hours. This lead to a total etching time of just over 129 hours or 7764 minutes, 5216
minutes with the parameters in table 3.7 applied and 2548 minutes with the parameters in table
3.8 applied.

Parameter Value Unit

UHF power 10 W
Beam potential 10 kV

Electrostatic focus potential 5 kV
Gas inlet pressure 1.65 cm3 min−1

Chamber pressure 7×10−5 mbar

Table 3.8: Updated parameters, applied for the final 42 hours of the argon ion etch for initial
etch rate estimation experiment.
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Figure 3.43: (a) Back of the etching jig with the samples affixed. (b) Silicon shielding used
to minimise aluminium sputtering from the jig where a small piece has shifted position. (c)
Back of the etching jig once removed from the clamping assembly. (d) Close-up of the aperture
exposed to the beam, showing the etched edges of the sample with surrounding silicon shielding
removed.

The etching jig was notably warm to the touch, after re-pressurising and opening the cham-
ber, implying significant heating had taken placed when exposed to the ion beams. As shown
in figure 3.43(a) and 3.43(c), a coating pattern was observed on the vertical post and over the
back of the etching jig. This pattern likely arises from the incoming beams passing through the
sample aperture and striking the circular structures on the inoperable ion guns shown in figure
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3.43(a). These metallic structures then sputter atoms directly onto the vertical post and back
face of the clamping jig creating a coating pattern of differing thickness, producing a rainbow
spectrum as shown most clearly in 3.43(c). It is also worth noting, there is a high chance of the
exposed back edges of the samples being coated in this same layer of material.

Further evidence of substantial warming on the jig was found, as shown in 3.43(b), when
a small piece of silicon shield at the top of the etching jig has partially collapsed due to the
warping of a loop of Kapton tape affixing it in place. As shown in 3.43(d), the most notable
feature on the samples was the presence of a linear feature across the bottom of the samples.
This feature will be a result of the position of the silicon shielding. One notes that the beam
paths shown in 3.43(a) exposes the very bottom of the samples to the top ion beam, whereas the
silicon shielding will block the line-of-sight path from the bottom ion gun. As such, etching has
still taken place at the bottom of the samples but at a different rate due to the fact this was only
exposed to one ion beam throughout the etching process. This is of no particular concern for
strength measurement as it is well within the 8 mm epoxied fuse end assembly.

The above factors make etch rates difficult to estimate from this experiment due to varying
length of samples, deposition on the samples from unwanted sputtering, uneven etching on the
sample edges and a change in etching parameters. Nonetheless, an idea of etch rate can still be
obtained from measuring the weights of the samples post-etch and inferring the etch rate from
this, as shown in table 3.9.

Pre-etch 8 old samples 12 new samples

Total weight (mg) 1286.6 1391.8
Sample bag weight (mg) 623.0 621.3

Combined sample weight (mg) 663.6 770.5
Cumulative error (mg) 0.3 0.3

Post-etch

Total weight (mg) 1283.4 1385.7
Combind sample weight (mg) 660.4 764.4

Weight lost to etch (mg) 3.2 6.1
Weight lost per sample (mg) 0.4 0.5

Volume lost per sample (µm3) 1.7×1014 2.2×1014

Approximate area of sample (µm2) 2.4×107 2.4×107

Approximate etch depth (µm) 7.3 9.2
Average etch depth (µm) 8.3

Approximate etch rate (nmmin−1) 1.1
Error (µm) 1.6

Table 3.9: Pre and post-etch weights of old and new laser cut technique samples with estimated
etch rate.

One notes the very large error of 145 % on the etch rate due to the aforementioned factors
making etch rate estimation difficult. The approximate etch rate is equivalent to 1.6± 2.3 µm
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per day.

Argon ion etch #1 - small chamber

With the etch rate of the system estimated, a batch of 20 samples was surface treated. These
samples were cut with the new laser cutting technique from 525 µm thick wafers, the same as the
control new samples. In order to fully investigate this novel etching technique, all 20 samples
underwent SEM imaging on both laser cut edges.

Samples were weighed on the same microbalance equipment used previously, though this
time each sample was weighed individually.

Figure 3.44: (a) Front of the etching jig that will be exposed to the argon ion beam. (b) Back of
the etching jig, angled to show sacrificial offcuts.

As shown in figure 3.44, the samples were then placed into the etching jig with sacrificial
silicon offcuts placed at either end. The purpose of these sacrificial samples was to both protect
the polished faces of the treatment samples from the aluminium clamps and minimise sputtered
material coating the faces of the samples.

The only change between etches was the fact the jig itself was clamped more centrally by
the custom clamps rather than offset as before. This does not change the relative position of
the samples to the argon ion beam. Consistent positioning of samples in the etching chamber is
important for reproducible etch rates.
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Figure 3.45: (a) Front of the etching jig with silicon shielding. (b) Back of the etching jig with
a whole silicon wafer as a rear shield.

In order to negate sputtering of metallic atoms from the area around where the inoperable
ion guns were, a whole 4" silicon wafer was attached to the back of the etching jig, meaning
only silicon should be sputtered onto the back edges of the sample. The full etching jig set-up,
complete with silicon shielding front and back is shown in figure 3.45.

Due to potential damage from further etching of the opposing ion guns, these were removed
for the etching treatment.
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Parameter Value Unit

UHF power 10 W
Beam potential 10 kV

Electrostatic focus potential 5 kV
Gas inlet pressure 1.65 cm3 min−1

Chamber pressure 7×10−5 mbar

Table 3.10: Parameters of argon ion etch #1 applied to top and bottom edge of the samples.

The intention was to etch the top edge of the samples for just over 3 days, or 80 hours, using
the parameters set in table 3.10. This should give an etch depth of approximately 5 µm from the
initial etching experiment etch rate estimation.

Figure 3.46: Image taken from the viewport of the top edge of the samples undergoing argon
ion etching.

This etch depth is far short of the 150 µm etching target for surface treatments. Due to the
nature of argon ion bombardment this is an unrealistic etch amount. Firstly, it is difficult to keep
stable conditions in the chamber required for plasma production for extended periods of time.
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Secondly, the sheer length of experimental time would be on the order of 3 months for treating
one side of the samples to achieve this target amount. This chamber was required for other
coating experiments and so the overall etching experiment was limited to around one week of
operation before the experiment had to be concluded.

An image of the top edge of the samples undergoing argon ion etching is shown in figure
3.46. One noted the recurrence of fluorescence of the sample edges however this effect faded
after approximately one day implying this was either due to surface contaminants burning off or
some form of reaction with the native oxide. The actual etching time applied to the top edge of
the samples was just over 115 hours, or 6915 minutes, due to scheduling and staff availability.

Figure 3.47: (a) Top edges of the samples after treatment, highlighting the area that was exposed
to only one ion gun. (b) Rear silicon wafer shield after exposure to the etching process. (c) Sam-
ples flipped, highlighting the half-etch and un-etched areas on the top edges of the samples.(d)
Bottom edges of the samples ready to be treated, highlighting the area of brown discolouration.

As shown in figure 3.47(a), it was noted due to the position of the silicon shielding and
lower ion gun that the samples appeared to be shielded from the lower ion gun at the bottom by
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approximately 5 mm, which means a half-etched area may be exposed during strength testing,
as this sits above another 5 mm that is not exposed to any etching due to it being fully shielded
by the etching jig. This area is termed "half-etch" due to the fact it will still have been exposed
to the upper ion gun during the etching process. This half-etched area is also shown clearly on
the rear silicon wafer shield, as shown in figure 3.47(b).

The samples were flipped in the etching jig to expose the bottom edges and this time the
samples were aligned closer to the top of the etching aperture in order to minimise the half-
etched area at the bottom of the samples, as shown in figure 3.47(c). The bottom edges of the
samples were then shielded as before and ready to be treated as shown in figure 3.47(d). One
can also seen a slight brown discolouration on the bottom edge of the samples, highlighted in
figure 3.47(d). It is unknown what the cause of this feature is, though it may arise from localised
heating.

Figure 3.48: (a) Bottom edges of the samples after treatment, highlighting the area that was
exposed to only one ion gun. (b) Rear of the etching jig and previously treated top edges of the
samples, highlighting the uneven silicon sputtered coating.

The etching jig was placed back into the small UHV chamber in the same position and set-
up. The etching time applied to the top edge of the samples was just over 117 hours, or 7034
minutes, to align with normal staff working hours. Once complete, the etching jig and samples
were inspected again, noting the half-etch area was once again observed on the bottom edges
but this time over a smaller area as expected, as shown in figure 3.48(a). Figure 3.48(b) shows a
coating of sputtered silicon onto the top edge of the samples. An interference pattern is present
owing to how thin the coating is. This coating is likely sputtered silicon from the rear silicon
shield.
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Figure 3.49: (a) SEM imaging of the bottom edge of sample 1006, before argon ion etching. (b)
Top edge of sample 1013, before argon ion etching. (c) Bottom edge of sample 1006, after argon
ion etching. (d) Top edge of sample 1013, after argon ion etching. All images are magnified
200×.

Although the samples appeared to show a shiny surface on the treated edges, the roughness
was too high to measure on the surface profiler. SEM images in figure 3.49 compare typical
sample edges before and after the etching process. An improvement on both top and bottom
treated edges can be seen in figures 3.49(c) and (d) where these regions have been fully etched
by both argon ion guns. Chamfer regions highlighted in figures 3.49(c) and (d) are discussed
below.

One notes two particular features unique to argon ion etch treated samples. The first is a
particular cell-like structure as highlighted in figures 3.50(a) and (b) on both top and bottom
treated edges. It is assumed these structures form from the direct ion bombardment and are on
the order of 20 µm or smaller in size across the sample edges. Also highlighted in figures 3.50(c)
and (d) are the half-etch and full-etch boundaries on the edges of the sample. A clear etch step is
visible in both images as well as a change in the surface quality on either side of the boundary.
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Figure 3.50: (a) SEM imaging of the top vertex of the bottom edge of sample 1013, after argon
ion etching. (b) Centre of the bottom edge of sample 1001, after argon ion etching. (a) and (b)
are magnified 1000×. (c) Near the top of sample 1009, at the etching boundary. (d) Near the
bottom of sample 1009, at the etching boundary. (c) and (d) are magnified 200×.

The second feature appears along the vertices. One can see some form of chamfer forming
into the page as shown in figure 3.50(a) and previously in figures 3.49(c) and (d). This appears to
be where argon ions have entered in between the edges of the samples and potentially ricocheted
off the polished faces between each sample. It is likely this increases the chances of trapping
ions within this region as they collide with further incoming ions [296]. This appears to have
caused a form of chamfering where these ricocheting ions etch perpendicular into the vertex
where the treated edge meets the polished face. A schematic of the suspected perpendicular
etching mechanism is shown in figure 3.51.
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Figure 3.51: Schematic of suspected etching mechanism responsible for etching down between
polished faces of the samples.

It is believed these same features are seen in SEM imaging in figure 3.52 from a different
angle. Figure 3.52(a) appears to show etched material removal approximately 50 µm, relative to
the bottom edge, into the face of the sample along the vertex. One can clearly see the appearance
of channels formed in the direction of argon ion bombardment. This appears to suggest that as
some ions enter directly into the gap between samples polished faces, they penetrate further
down in between the samples, but likely lose energy due to ricocheting back and forth between
the polished faces, creating this channel effect. Figure 3.52(b) shows the back polished face,
looking along the bottom edge of the sample and focusing on the vertex. Once again, similar
etching is observed along the vertex here although the depth appears to be reduced to around
20 µm, relative to the bottom edge of the sample.

Figure 3.52: (a) SEM imaging of the front polished face of sample, magnifying the fully etched
bottom edge. (b) Back polished face of sample, zoomed on the fully etched bottom edge. Both
images are magnified 800×.
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3.7.2.2 Argon ion etching surface treatment #2

As discussed in section 3.7.1, the large UHV chamber is an entirely separate experimental set-up
with lower extraction potential applied to the ions but operating at a much higher current which
should significantly increase the etch rate.

The second advantage of this second treatment, other than the significantly higher etch rates,
was the removal of a second ion source that lead to areas of half-etching when exposed to only
one beam. With all samples sitting in the line-of-sight of one ion source, with a larger beam
radius, one should expect more uniform etching across the sample set.

Estimation of etch rate - large chamber

Figure 3.53: (a) Modified orientation of the etching jig used for argon ion etch #1 with two
silicon samples. (b) Front silicon shielding and clamping blocks used to hold it. (c) Etching jig
assembly set-up in the large UHV chamber.

As with section 3.7.2.1, an initial experiment had to be conducted in order to estimate the
etch rate. Due to the higher etch rate, and potentially higher temperatures, Kapton tape could
not be used for affixing any silicon shielding, and shielding had to be extensive to minimise any
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contamination from sputtering from other materials. An unpolished wafer and a large curved
piece of silicon offcut were used as front shielding, as shown in figure 3.53(b). A quarter of a
cleaved silicon wafer was also to be placed directly behind the samples to avoid any line-of-sight
path of the ion beam through the aperture to minimise sputtering from the aluminium target onto
the back of the samples and throughout the chamber.

These requirements led to a modification of the etching jig, as shown in figures 3.53(a) and
(b), in order to affix silicon shielding by means of clamping with aluminium blocks and washers
that needed to be outside the approximately 16 cm ion beam diameter. A temperature sensor
was also attached onto the rear of the aluminium shield.

As shown in figure 3.53, two silicon samples, identical to the control new samples, were to
be etched, one edge-on and one face-on to the ion beam, in order to probe if etching rates were
affected by initial surface quality.

Sample Dimension (µm) Error (%)

Face-on 517.1 0.05
Edge-on 2214.8 0.25

Table 3.11: Pre-etch dimensions of silicon samples before initial etch test.

Due to the large uncertainties from weighing samples it was decided that fibre profiling
would be a better method of measuring material removal from etching and the corresponding
etch rates. The face-on sample was measured on the thin fibre profiler and the edge-on sample
was measured on the LIGO fibre profiler due to availability of each profiler at the time. The
dimension of each sample exposed to the etching process and the corresponding error is recorded
in table 3.11.

Parameter Value Unit

Beam current 300 mA
Beam potential 1.5 kV

Acceleration voltage 100 V
Acceleration current 8 mA

Ion source emission voltage 41 V
Ion source emission current 450 mA

Table 3.12: Parameters of the initial etch test for argon ion etch #2.

The samples were etched with the parameters recorded in table 3.12. An image of the sam-
ples undergoing the initial etch test is shown in figure 3.54. The samples were exposed to the
ion beam for a total of over 16 hours, or 1000 minutes. The maximum temperature recorded on
the aluminium plate was 180 ◦C.
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Figure 3.54: Image of the ignited argon ion beam during the initial etch experiment in the large
UHV chamber. Image courtesy of Prof Stuart Reid [296].

Figure 3.55: (a) Collapsed etching assembly post-etch. (b) Resultant etching and sputtering
pattern on the aluminium shield after etching.
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Upon opening the chamber, it was noted that the front silicon wafer had fallen off the etching
jig assembly. The large arc of silicon had fallen forward and was stopped only by the face-on
sample getting caught behind it. This subsequently shielded the majority of the top of the edge-
on sample from the ion beam, as shown in figure 3.55(a). It is possible that due to the high
temperatures experienced within the chamber than thermal expansion of the clamping structures
may have caused this collapse. As shown in figure 3.55(b), one also notes the substantial etching
and sputtering patterns visible on the aluminium shield, especially the area that appears to be
untouched which would have been directly shielded by etching jig assembly.

Due to the collapsed shielding, the etch rate will be difficult to estimate due to the fact the
edge-on sample was shielded for an unknown amount of time from the ion etching being. The
face-on sample was continuously exposed to the beam, although the orientation of the sample
was no longer perpendicular to the ion beam due to the silicon shielding catching on the back of
the sample and pushing it forward. Nonetheless, it is not expected this would drastically change
the etching rate on the face-on sample and the bottom edge-on sample was always exposed to
the ion beam throughout.

Sample Dimension (µm)
Etch amount (µm) /

Etch rate (nmmin−1)
Etch amount error (µm) /
etch rate error (nmmin−1)

Face-on 496.4 20.7 0.4
Edge-on 2187.3 27.5 7.8

Table 3.13: Post-etch dimensions of silicon samples after initial etch test and corresponding etch
rates.

The samples were re-measured, with only the bottom area of the edge-on sample being
measured, and recorded in table 3.13. Since the etch time was 1000 minutes, both etch amount
in µm and etch rate in nmmin−1 are recorded in the same table.

By taking measurement from only the areas on the ribbons that were fully exposed to
the beams throughout, the etch rates are in agreement with one another which implies start-
ing surface quality does not affect etching rates. This, combined with the smaller error,
means the face-on sample results will be taken as the etch rate estimate from this experiment,
20.7±0.4 nmmin−1, around 14 times faster than argon ion etch #1 treatment.

Argon ion etch #2 - large chamber

A batch of 20 samples were used, cut with the new laser cut technique, the same as the
control new samples. Unlike section 3.7.2.1, a subset of 5 samples were SEM imaged on both
faces and edges before being etched.

All 20 samples were individually profiled across their width on the thin fibre profiler since
this is the direction in which they will be etched. The samples were then placed into the etching
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jig, exposing the top edges for treatment first, with 2 sacrificial samples of the same dimension
placed at either end.

Figure 3.56: (a) Rear of the etching jig with silicon shield. (b) Front of the etching jig and top
edges of the samples to be treated. (c) Silicon shielding arrangement. (d) Etching jig assembly
in the large UHV chamber, showing the separation of the front and back shielding components.

Due to the collapse of the previous etching assembly, a new shielding configuration was
developed. As shown in figures 3.56(a) and (b), this involved turning the jig on its side and
securing a piece of silicon material at the back with washers, to rest again the back of the samples
and block the ion beams line-of-sight through the aperture and minimise sputtering onto the back
of the samples. Shown in figure 3.56(c) is a custom clamping set-up devised in order to hold
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a straight silicon and quarter silicon wafer shield in front of the bottom and left hand side of
the jigs. Due to this being held on a different clamp, these two pieces at approximately 5 cm
forward of the whole wafer and etching jig assembly, as shown in 3.56(d). From the line-of-sight
perspective of the ion gun, this should still shield the jig sufficiently from the ion beam. This
design afforded more secure clamping of the silicon shielding. A small section of the top of the
etching jig was left unshielded but this was deemed acceptable.

Parameter Value Unit

Beam current 300 mA
Beam potential 1.5 kV

Acceleration voltage 100 V
Acceleration current 8 mA

Ion source emission voltage 41 V
Ion source emission current 450 mA

Table 3.14: Parameters of argon ion etch #2 applied to top and bottom edges of the samples.

Figure 3.57: (a) Etching jig assembly and aluminium shield after the first half of etching. (b)
Top edges of the samples after etching. (c) Back of etching jig covered in a thick coating of
sputtered aluminium. (d) Untreated bottom edges of the samples with a coating of aluminium at
either end.
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A new, clean, 1 mm thick aluminium shield was placed into the chamber for this etch. The
parameters in table 3.14 were set and the samples were etched. The samples were exposed to the
ion beam for 17 hours, or 1020 minutes. A maximum temperature of 195 ◦C was recorded on
the aluminium plate. This managed to partially buckle the aluminium plate. As show in figure
3.57(a), sputtering and etching of the plate was observed, as seen before in the initial etching
experiment. So before starting the second etch, a new, clean, 3 mm aluminium shield replaced
this.

As shown in figure 3.57(b), the top edges of the sample appeared to be shiny after the etching
treatment, consistent with argon ion etch #1 results. A particularly thick layer of sputtered
aluminium was observed, as shown in figures 3.57(c) and (d). After removing the rear silicon
shield, a ruler measurement confirmed this extended approximately 5 mm from either end of
each sample and so was of no concern for the strength testing process.

Figure 3.58: (a) Front of the etching jig and broken silicon shield. (b) Bottom edges of the
samples after etching. (c) Back of etching jig covered in a thick, uniform coating of sputtered
aluminium. (d) Treated top edges of the samples with a coating of aluminium at either end.

The bottom edges of the samples were exposed to the ion beam for 1020 minutes with the
parameters set in table 3.14. Due to the thicker aluminium plate, a maximum temperature of
only 145 ◦C was recorded. However, enough heat was generated to likely cause the failure of
the whole silicon shield attached to the etching jig. Figure 3.58(a) shows what appears to be heat
stress damage to the wafer causing it to cleave close to the two crystal axes aligned with and
perpendicular to the wafer flat. It was not known when this breakage occurred but this did not
cause any issues with the etching of the samples themselves. As shown in figure 3.58(b), like the
top edges, the bottom treated edges appear shiny. A more uniform thick aluminium coating was
observed from further aluminium sputtering onto the back of the etching jig. The previously
treated top edge samples were coated at either end with this aluminium coating, as with the
bottom edges, similar to what is shown in figure 3.57(d). Again, this coating only extends to
approximately 5 mm from the sample ends and is not a concern.
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Figure 3.59: (a) SEM imaging of the bottom edge of sample 4084, before argon ion etching.
(b) Top edge of sample 5094, before argon ion etching. (a) and (b) are magnified 250×. (c)
Bottom edge of sample 4084, after argon ion etching. (d) Top edge of sample 5094, after argon
ion etching. (c) and (d) are magnified 200×.

A subset of 5 samples were imaged under the SEM in order to see the effect of the argon
ion etch #2 treatment on the edges of the samples. Figure 3.59 compares typical sample edges
before and after the etching process. Again, an improvement on both top and bottom treated
edges was observed, alongside chamfering features, as seen in figures 3.59(c) and (d).

Both argon ion etching features seen on the sample edges etched in the smaller chamber,
in section 3.7.2.1, appeared again. As shown in figure 3.60(a), the etching into the vertices of
the samples, due to the suspected ricocheting of ions between the polished faces, is far more
pronounced in argon ion etch #2 compared to argon ion etch #1. This effect appears to extend
to around 100 µm from the top and bottom vertices, leaving only approximately 300 µm of the
edges perpendicular to the face, with the rest subsumed into the chamfered region. This larger
chamfering effect is potentially due to the substantially higher etching rate of this process.

One also notes the return of the cell-like structure as highlighted in figure 3.60(b). The cell
size appears to have approximately doubled or tripled in size to between 40–60 µm. Larger
cell-like structures are generally consistent with deeper etches [296].
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Figure 3.60: (a) SEM imaging of the bottom vertex of the bottom edge of sample 5094, after
argon ion etching, magnified 800×. (b) Bottom edge of sample 4079, after argon ion etching,
magnified 1000×. (b) has been edited to increase the contrast to clarify the cell-like structure.

Figure 3.61: (a) SEM imaging of the back face of sample 4090. (b) Back face of sample 4090,
zoomed in on the bottom treated edge. (c) Front face of sample 4090. (d) Front face of sample
4090, zoomed in on the top treated edge. (a) and (c) are magnified 50×. (b) and (d) are magnified
400× and edited to increase contrast.

Investigating the faces, one witnesses similar etching on the vertices of the samples when
looking perpendicular to the faces as shown in figures 3.61(a) and (c). The depth of this etching
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appears to be similar to that observed for argon ion treatment #1. Figure 3.61(b) appears to show
a depth of around 100 µm, giving a chamfer angle of approximately 45◦ into the page. Figure
3.61(d) appears to show a depth of around 50 µm, giving a chamfer angle of approximately 30◦

into the page. Similar channels, presumably formed by the most energetic ions that penetrate
between the sample edges and along the faces, are seen on the top and bottom areas of the faces
as shown in figures 3.61(b) and (d).

Figure 3.62: (a) SEM imaging of the cross-section of one of the sacrificial samples. (b) Zoom
in on the top section of (a) to highlight chamfering effects along with SEM calibrated measure-
ments. (c) Cross-section of the other sacrificial sample. (d) Zoom in on the bottom section of (c)
to highlight chamfering effects. (a) and (c) are magnified 60×. (b) and (d) are magnified 250×.

To investigate this apparent chamfering effect, both sacrificial samples were deliberately
broken in order to SEM image their cross-section. As can be seen in figure 3.62, a chamfering
of the vertices has indeed taken place during the argon ion etching process. Figures 3.62(a) and
(c) shows the cross-section of both of the sacrificial samples. The vertices of the sample have
been chamfered although the chamfering does not appear to be even on each vertex. It appears
that one vertex has a shallower chamfer at an approximately 30◦, with the other at approximately
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45◦, consistent with observations made above. The appearance of this effect on diagonal vertices
implies a potential angular offset within the etching jig assembly which biases one edge over the
other. Figures 3.62(b) and (d) appear to show chamfer lengths and depths consistent with edge
and face SEM imaging. It is not unreasonable to assume the same chamfering effect is present
on the argon ion etch #1 samples, albeit to a lesser extent.

One might expect an increase in strength due to chamfering reducing stress concentrators
on the sample vertices. Regardless, it is interesting to note this technique’s ability to round or
smooth a ribbon geometry at µm scales and below.

3.7.3 Strength results and error analysis

Both argon ion treatments were strength tested in the same way as the control samples. Both
argon ion treatments improved the median strength over the control new and control crystal

samples, as shown in figure 3.63.
For argon ion etch #1, sample 1007 slipped from the epoxy without breaking. However, this

sample recorded the second highest value of the whole set. An asterisk (*) has been placed on
the corresponding strength marker to denote that this sample did not fail but the sample is still
valid as it experienced at least a stress of 175 MPa before slipping. The sample was re-epoxied
and re-tested yielding a result of 129 MPa. This lower result is not included in any analysis or
plotted on figure 3.63.

For argon ion etch #2, sample 4081 was dropped during post-treatment cleaning. No visible
damage was observed on the sample, however this was the weakest sample in the set. A total of
8 samples were misaligned within the fuse end assembly, however this misalignment was much
less in comparison to figure 3.36(a), for example.

Both argon ion surface treatments improved the median strength over the control new and
control crystal samples.
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Figure 3.63: Results of tensile strength testing on both argon ion treatments. ⋄ indicates sample
failed at fuse end interface. ⋄ indicates a sample was noticeably misaligned in the fuse end
assembly. ⋄ indicates the sample pulled free from a fuse end due to epoxy failure so the sample
was re-epoxied into a new fuse end and re-tested. Where more than one anomaly exists on a
sample, the second anomaly is marked with a corresponding horizontal coloured bar.
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3.7.3.1 Argon ion etching surface treatment #1 removal amount and errors

Sample Pre-etch
weight (mg)

Post-etch
weight (mg)

Weight lost
to etch (mg)

Volume lost per
sample (µm3)

Etch depth
total (µm)

Etch rate
(nmmin−1)

1001 116.2 114.8 1.4 6.0×1014 31.0 2.2
1002 115.9 114.7 1.2 5.2×1014 26.5 1.9
1003 116.6 114.9 1.7 7.3×1014 37.6 2.7
1004 115.9 114.9 1.0 4.3×1014 22.1 1.6
1005 116.3 114.9 1.4 6.0×1014 31.0 2.2
1006 116.1 115.1 1.0 4.3×1014 22.1 1.6
1007 116.2 114.9 1.3 5.6×1014 28.7 2.1
1008 116.2 115.1 1.1 4.7×1014 24.3 1.7
1009 116.3 115.3 1.0 4.3×1014 22.1 1.6
1010 116.1 115.1 1.0 4.3×1014 22.1 1.6
1011 116.1 115.2 0.9 3.9×1014 19.9 1.4
1012 116.3 116.0 0.3 1.3×1014 6.6 0.5
1013 116.3 115.4 0.9 3.9×1014 19.9 1.4
1014 116.2 115.2 1.0 4.3×1014 22.1 1.6
1015 115.6 115.4 0.2 8.6×1013 4.4 0.3
1016 116.1 115.4 0.7 3.0×1014 15.5 1.1
1017 116.1 115.3 0.8 3.4×1014 17.7 1.3
1018 116.1 115.4 0.7 3.0×1014 15.5 1.1
1019 116.3 115.6 0.7 3.0×1014 15.5 1.1
1020 116.0 116.0 0.0 0.0 0.0 0.0

Average 1.5
Error 0.8

Table 3.15: Pre and post-etch weight of samples with corresponding weight lost to etch.

Table 3.15 shows the pre-etch and post-etch weights of the individual samples, once both sides
have been treated.

One notes from table 3.15, sample 1020 appears to have lost no weight during the etching
process. It is possible that sputtering onto the opposing edge of the sample was equal to the
amount etched off the exposed edge, especially if misalignment or offset from the argon ion
beams occurs. Alternatively, the weight etched may be within experimental error.

One also notes that the lower numbered samples, located on the left hand half of the etching
aperture as exposed to the argon ion beam, appear to have been etched at a greater extent than
the samples located on the right hand side. This may be further evidence of misalignment or
offset of the etching jig or beams, where the profile of the beams is expected to be Gaussian in
shape [296].

Table 3.15 also details the estimated etch rate and amount etched on each sample. The
figures work on the assumption that the samples were exposed to the ion beams along 37 mm
of their length as 3 mm at the top and 5 mm at the bottom of the samples were not etched at all
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due to being fully shielded by the silicon and jig apparatus. The etch depth total corresponds to
total material removal amount from both top and bottom edges of the silicon sample. As such,
the etch rate is calculated by dividing this value by 2, since both edges were exposed to the ion
beams for a similar length of time, and dividing this by the average etch time from the top and
bottom edges, 6975 minutes.

One can see the error has been reduced by individually weighing the samples before and after
the etch, although the error still remains very high at 53 % of the average etch rate determined.
However, the etch rate is consistent with the experimental results shown in the initial experiment,
even with the large associated errors and is of the order of single figure nmmin−1. The average
total etch depth is 20.2 µm with a combined error of 3.4 µm.

Material removal was measured by weighing only and no dimensional measurement was
taken after etching. In order to determine the cross-sectional area, a measurement of the width
of 5 random samples of the 20 samples treated in this batch was obtained prior to etching. This
was part of the standard check of laser cutting tolerance, as measured by the digital callipers. The
average width at either end of the 5 samples was determined as 2.19 µm. The associated error
from these 10 measurements, taking the standard 130 µm calliper error for width measurement,
yields an error on this value of 41 µm. The combined weighing errors carried through to the
total etch depths listed in table 3.15 yields a total etch depth error of 11 µm for all samples. This
error can then be combined with the average width and its error, to calculate a final post-etch
width error of 42 µm for all samples. The standard wafer manufacturing tolerance of ±25 µm
was applied to the thickness of the samples.

3.7.3.2 Argon ion etching surface treatment #2 removal amount and errors

Table 3.16 shows the pre-etch and post-etch widths of the individual samples as measured on
the thin fibre profiler. The standard error of 0.08 %, taken from table 3.2, is applied to each
measurement. This is then used to calculate the material amount etched from each sample and
the corresponding etch rate.

The data from table 3.16 implies relatively even etching across all samples although some
variability in etch rate and etch depth exists between samples. The average etch depth for ar-
gon ion etch #2 is 140.6 µm with a corresponding error of 0.5 µm. The average etch rate is
68.9 nmmin−1±0.3 nmmin−1.

As with section 3.7.3.1, the standard wafer manufacturing tolerance of ±25 µm was applied
to thickness of the samples.
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Sample Pre-etch
width (µm)

Post-etch
width (µm)

Etch depth
total (µm)

Etch depth
error (µm)

Etch rate
(nmmin−1)

Etch rate
error (nmmin−1)

4079 2214.7 2084.9 129.8 2.4 63.6 1.2
4080 2212.4 2081.4 131.0 2.4 64.2 1.2
4081 2204.4 2072.5 131.9 2.4 64.7 1.2
4082 2206.9 2074.3 132.6 2.4 65.0 1.2
4083 2204.4 2065.4 139.0 2.4 68.1 1.2
4084 2200.2 2064.6 135.7 2.4 66.5 1.2
4085 2207.1 2064.4 142.7 2.4 69.9 1.2
4086 2200.2 2069.2 131.0 2.4 64.2 1.2
4087 2204.9 2066.0 139.0 2.4 68.1 1.2
4088 2206.4 2056.4 150.0 2.4 73.5 1.2
4089 2204.3 2060.4 143.9 2.4 70.6 1.2
4090 2206.4 2057.4 148.9 2.4 73.0 1.2
4091 2208.9 2065.3 143.6 2.4 70.4 1.2
5092 2207.0 2059.7 147.3 2.4 72.2 1.2
5093 2207.3 2066.7 140.6 2.4 68.9 1.2
5094 2201.3 2058.0 143.3 2.4 70.2 1.2
5095 2204.2 2059.6 144.6 2.4 70.9 1.2
5096 2203.3 2067.8 135.5 2.4 66.4 1.2
5097 2211.9 2061.3 150.6 2.4 73.8 1.2
5098 2213.6 2061.9 151.7 2.4 74.4 1.2

Average 140.6 0.5 68.9 0.3

Table 3.16: Pre-etch and post-etch widths of silicon samples exposed to argon ion treatment #2
as measured on the thin fibre profiler.

3.7.4 Discussion

Similar to section 3.6.3, the 8 misaligned samples from argon ion etch #2 appear to skew the
strength results. If one removes both the 8 misaligned samples and the weakest sample from the
set which was dropped, the median value of argon ion etch increased by 43 %, from 103 MPa
to 147 MPa. This would push the argon ion etch #2 median value from 13 % below the median
value of argon ion etch #1, to 25 % above.

It is difficult to draw conclusions on the advantage to either process over the other due to the
large errors inherent from weighing samples in argon ion etch #1 and the misaligned samples
from argon ion etch #2. However, one notes that similar median and maximum strengths are
attained even though the amount of material removed during argon ion etch #2 is 7 times greater
than argon ion etch #1. This implies that greater material removal using this method does not
necessarily lead to greater tensile strengths. It is difficult to specify what would cause this effect
during this treatment method. Since temperature measurements were not taken during argon
ion etch #1, it is not possible to draw conclusions on temperature effects on the samples during
etching. Alternatively, excessive etching of unwanted material during argon ion etch #2, such
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as aluminium or silicon shielding, may have caused kinetic damage when coating the silicon
samples. Indeed, one notes a large amount of particulates on the rear silicon shield in figure
3.57(c) which may have induced damage onto the samples.

The strongest sample from argon ion etch #1, yielded a 2.7× increase in tensile strength
compared to the strongest sample from the control new set, with the strongest sample from
argon ion etch #2 yielding a 2.5× increase. Comparing to the control crystal set, this reduces to
2.1× and 1.9× respectively.

The median values from both sets also increased compared to control samples. The median
strength from argon ion etch #1 was 1.9× higher than the control new set and 1.6× higher than
the control crystal set. The median strength from argon ion etch #2 was 1.7× higher than the
control new set and 1.4× higher than the control crystal set. If one excludes the misaligned
samples, these comparative median values increase to 2.4× and 2× higher respectively.

Sample 1007 is unique in being able to withstand a higher stress before pulling out of the
epoxy-fuse end assembly. Due to the design of the strength tester, this high load must have been
supported through the silicon ribbon itself as no other mechanical piece supports the bottom of
the strength tester. As such, it is valid to record this higher stress as a minimum stress value for
this sample.

The critical crack sizes for argon ion etch #1 stress range 54–213 MPa equate to 55.5–3.6 µm.
These values seem to be consistent with visible edge damage observed in figure 3.49(d).

For argon ion etch #2, and after discounting the misaligned and dropped samples, the stress
range was 88–201 MPa, resulting in critical crack sizes of 21.0–4.0 µm respectively. If one
includes the dropped sample, the weakest result of 65.8 MPa, yields a critical crack size of
37.5 µm. A critical crack of this size would not have been clearly visible by eye as was noted
during inspection after the sample was dropped. These values seem to be consistent with visible
edge damage observed in figure 3.60(a).

There appeared to be no correlation between the exposed half-etched boundary at the bottom
of the argon ion etch #1 samples and the failure point of the samples. Of the 20 samples tested,
including sample 1007 that was re-tested, only 2 samples broke near the bottom of the sample,
near to this half-etch boundary.

It is notable that the argon ion etch #2 rate appears to be 3.3× higher for the actual etch
rate compared to the initial etch rate test. This is consistent with the argon ion etch #2 etched
amount which is 3.4× higher than the initial etched amount. Parameters applied in both etches
were confirmed to be the same and no explanation can be offered for this increase in etch rate
for the latter experiment.

It is clear from the large uncertainties of the argon ion etch #1 results that weighing sam-
ples with such a small amount of material removed could be drastically improved by the use
of dimensional non-contact imaging, such as the fibre profiling used for argon ion etch #2. If
one were to continue with weighing samples, the error could be reduced by using a larger mass
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to measure alongside the samples in order to reduce the percentage error. One could incorpo-
rate this larger mass into two separate masses separated such that one could weigh the sample
ensuring only the end 8 mm contacted the weights, reducing any potential damage that may be
inflicted when placing samples onto the microbalance directly. One could also weigh the sam-
ples in between treating the top and bottom edges. The risk of extra contamination would likely
outweigh the benefit of determining a more accurate etch rate, especially if the etch times ap-
plied to both sides are close enough that such a slow etch rate would make little to no difference
in the amount of material removed, as is the case for this treatment.

This treatment has the advantage of being non-contact, reducing the risk inducing surface
damage from the treatment itself. However, due to substantial heating observed in argon ion
etch #2, there is a risk of inducing inherent stress within ribbons undergoing treatment due to
subsequent cooling after etching. Surface quality is not ideal, as cell-like features on the surface
leave a non-uniform surface finish. These structures will increase the surface area and hence
the overall surface to volume ratio of the ribbon, meaning there may be an overall increase in
surface loss. This has not been measured or verified during the scope of this work.

This treatment has the added advantage of there being no particular reason why circular
fibres could not be treated in this way. Some form of rotational mechanism would have to
be employed within the vacuum chamber. This is not unrealistic as these chamber typically
contain rotary mechanisms, and even planetary stages, on the doors to provide an even coating
for samples when the apparatus is used conventionally. While there is no apparent reason for
circular fibres not to be treated via this method, one can not easily scale ion sources to the sizes
required for 3G suspension element sizes. Furthermore, even if scaling is possible, the nature
of the ion beam is approximately Gaussian which may lead to practical issues of evenly etching
large surface areas. However, this beam profile may be advantageous if one wishes to shape the
geometry of silicon fibres or ribbons by varying the exposure time to the ion beam and so should
not be discounted. It is unclear if this can be scaled up to larger ion sources with larger beam
diameters which would be required for suspension-scale ribbons and fibres. Otherwise either the
ion source itself or the ribbon or fibre to be treated would need to be moved lengthwise through
the ion beam in order for the sample to be evenly treated along its length.

Some of these issues may be overcome with the manufacture of bespoke chambers for the
purpose of etching suspension-scale fibres and ribbons however it does not seem likely that
such systems would be able to reach the strengths required ultimately for 3G detectors due
to the fundamental surface finish left behind. Cell-like structures will ultimately create stress
concentrators that would not exist under smooth, uniform finished surfaces.
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3.8 Wet chemical etching

Chemical etching of silicon is a well understood technique, commonly used for the purposes of
shaping silicon at microscopic or nanoscopic scales, called microfabrication and nanofabrication
respectively. This technique can produce miniaturised geometries that would be impossible
using standard mechanical machining. The development of these technologies has allowed for
the advancement of mechanical, electrical and optical devices that can perform complex tasks
such as micro-electromechanical gravimeters [299].

Figure 3.64: Etching time to form through holes in different silicon wafer thicknesses for two
common silicon chemical etches, potassium hydroxide (KOH) and tetramethylammonium hy-
droxide (TMAH) [300].

As shown in figure 3.64, chemical etching can also be used on macroscopic scales due to
very high material removal rates, with the ability of some chemical etches to dissolve through
a 525 µm thick wafer in under a day [300]. As was shown in section 3.3, silicon ribbons from
the previously published study were etched on macroscopic scales and showed the strongest
non-oxidised sample results [136].

There are a multitude of factors to consider when determining a suitable etch solution for
silicon. The primary considerations are the relative concentrations of each chemical in the so-
lution, the strength or concentration of each chemical, the flow or recirculation rate and the
temperature of the etching solution. Etching selectivity must also be considered for anisotropic
etching processes. No masking was required for this work in order to remove all surface edge
damage.

Practical considerations must also be taken into account, specifically, chemical compatibility
of materials for both safety and to stop contamination of the etch solution, chemical toxicity and
exposure for the operators conducting the etch, as well as etch solution heating and circulation
where applicable.
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3.8.1 Proposed chemical etches

Due to large etch rates and etch control, it was decided to pursue two different, but commonly
used [301], chemical etches as surface treatments. The two processes selected differed primarily
in their etching reaction with the crystallographic planes of silicon to see what effect this had on
the tensile strength of the silicon ribbons.

3.8.1.1 HNA etch

The first etch treatment was an HNA etch, consisting of HF acid, nitric acid (HNO3) and acetic
acid (CH3COOH). This etch is isotropic, meaning it etches silicon equally in all directions re-
gardless of crystallographic orientation [302]. However, practical barriers are present when
conducting this etch. Firstly, HF acid is particularly difficult to work with due to its acute tox-
icity and the corresponding strict laboratory safety controls required. Secondly, nitric acid is a
strong oxidiser which comes with a separate set of safety protocols and, along with acetic acid, is
also corrosive. Thirdly, the HNA etch is particularly sensitive to temperature [303] and relative
acid concentrations, the latter of which is shown in figure 3.65(a) [244], so accurate temperature
stabilisation and solution quantities are required.

Schwartz and Robbins 1976 paper has extensive information on this particular etch, includ-
ing the finished surface quality depending on the ratio of the HNA etch acids, shown in figure
3.65(b) [244].

The HNA etch works via the following two simplified chemical reactions [244] [302].
Firstly, the oxidation of silicon to silicon dioxide (SiO2) by the nitric acid, as shown in equation
3.10.

3 Si + 4 HNO3 3 SiO2 + 4 NO + 2 H2O (3.10)

Secondly, the HF acid then dissolves the newly formed silicon dioxide, exposing a new
silicon surface ready to be oxidised, as shown in equation 3.11.

SiO2 + 6 HF H2SiF6 + 2 H2O2 (3.11)

One notes the lack of acetic acid in the above reactions, however the acetic acid plays no
part in the etching process itself, rather it acts as a diluent for the etchant. While water can be
used as the diluent for this reaction, it is more common to use acetic acid as this also prevents
excessive dissociation of HNO3 in the etching solution [302] [304].
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3.8.1.2 KOH etch

Figure 3.66: Schematic of etch direction of KOH into a (100) silicon wafer. Image modified
from [305].

The second etch treatment selected was a potassium hydroxide (KOH) etch. KOH is a strongly
alkaline solution. This etch is anisotropic, meaning it etches silicon preferentially dependent on
the crystallographic orientation [306]. For (100) silicon, KOH will etch 55◦ into the face of the
(100) silicon wafer, as shown in figure 3.66.

Figure 3.67: Examples of hillocks formed on a (100) silicon surface under different concentra-
tions of KOH. Image modified from [307].

Due to the preferential etch, (100) plane surfaces will likely produce pyramidal surface fea-
tures, known as hillocks, as shown in figure 3.67. Hillocks can be minimised or completely
removed by agitation of the solution, increasing the KOH concentration greater ≥45 % and re-
ducing the temperature of the solution [308] [309].

The KOH etch works via a series of chemical reactions shown in equations 3.12, 3.13 and
3.14 [310]. Firstly, chemical oxidation in which silicon becomes hydroxyl-terminated silicon
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(Si(OH)). After this termination, Si-Si bonds in the material become significantly polarised due
to large electronegativity of oxygen that results in weakening of these bonds. These Si bonds
are then easily attacked by polar water molecules, leading to the removal of silicon atoms as a
Si(OH) product [306] [309] [310].

Si + 2 OH– Si(OH) 2+
2 + 2 e– (3.12)

Si(OH) 2+
2 + 2 OH– Si(OH)4 + 2 e– (3.13)

Si(OH)4 + 4 e– + 4 H2O Si(OH) 2–
6 + 2 H2 (3.14)

The Si(OH4) molecule is soluble in water. The main by-product of the reaction is hydrogen
gas, which forms as bubbles on the surface of the silicon that can hinder etching if they stick
to the surface as they effectively stop any further reaction at the bubble site, leading to a non-
uniform and rougher surface [311]. It is common to etch with an admixture of KOH and IPA
[312]. This greatly increases the surface finish of the etch by providing a Teflon-like surface on
the etched silicon meaning it is more difficult for hydrogen bubbles produced from the etch to
adhere to the silicon surface [313].

Concentration of the KOH solution, combined with the temperature, will define the etch rate
of the solution [312]. These parameters must be balanced for practicality, optimal etch rate and
minimisation of any features such as hillocks in order to reduce stress concentrators or defects
on the crystal surface.

3.8.2 Chemical etching surface treatments

Initial chemical etching work was conducted at the James Watt Nanofabrication Centre (JWNC),
University of Glasgow [314], and an external metal fabrication plant, ITM Mechanical Services
Ltd, in Leven, Fife [315]. Both of these organisations have extensive experience with wet chem-
ical etching.

3.8.2.1 Initial HNA experiments

An initial HNA etch was conducted at ITM on 5 silicon offcuts, cut using the new LML laser
cutting technique. The emphasis for this experiment, referred to as "ITM HNA", was placed on
surface quality rather than etch rate.

By referring to figure 3.65(b), an etch recipe that should leave a surface finish equivalent to
the middle area in area C was developed where the surfaces are described as "smooth and spec-
ular". The HNA recipe used was 10 % by volume of CH3COOH at 100 % concentration, 55 %
by volume of HNO3 at 70 % concentration and 35 % by volume of HF at 49 % concentration.

From figure 3.65(a), this would imply an etch rate of 139 µmmin−1 at room temperature
[244]; therefore a 1 minute and 4 seconds etch time would yield the desired surface removal
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amount of 150 µm.
After etching the samples were wiped with IPA, followed by a rinse in tap water. The samples

were then oven baked at 60 ◦C for 15 minutes to remove any remaining liquid.
The samples appeared to be very similar to when they left except the edges of the samples

were slightly shinier. No difference in the amount of material etched was able to be measured.
As stated, the etch rate was not the primary aim of this experiment so an accurate measurement
of the amount of material removed was not required.

Figure 3.68: (a) SEM imaging of the HNA etched edge of sample 3, magnified 200×. (b)
Bottom HNA etched edge of sample 3, magnified 1000×. (c) HNA etched face of sample 3,
magnified 100×.

The samples were SEM imaged in order to investigate the effects of this etch recipe on
the faces and edges, shown in figure 3.68. As shown in figures 3.68(a) and (b), the HNA etch
appears to have removed the linear cutting effects, suspected to be from the pulsed laser, from the
edges of the sample, implying some form of surface etching had occurred. However, the edges
appears to be pitted throughout their width implying the etch had either caused this directly or
has not been given enough time to fully remove the laser cutting damage. One also notes on the
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bottom vertex of the edge, a series of features apparent on the face of the sample as viewed into
the page in figure 3.68(b), either generated by etching or some form of surface contamination.
Imaging of a sample face, as shown in figure 3.68(c), appears to show little to no etching effect.
There appears to be contamination near the bottom of the sample face, with a piece of dust or
debris visible. Since ITM did not conduct this etching in a cleanroom and ran the sample under
ordinary tap water before a DI water rinse, contamination is possible, and a possible explanation
for features shown on the faces of the sample.

While this initial experiment suffered from many flaws, due to inexperience of HNA chemi-
cal etching, contamination of samples and poor characterisation, these 5 samples were still used
for strength testing.

A second etch was conducted in the JWNC from a wafer cut using the old LML laser cutting
technique, referred to as "JWNC HNA". All chemical and characterisation work within the
JWNC was undertaken by Dr Matthew Smith, with the author observing the work being carried
out.

The HNA etch selected is known as the 3:2:1 etch, which consists of a ratio of 3 parts acetic
acid, 2 nitric acid and one part HF [316] [317]. The original intention was to etch 5 samples
individually for varying periods of time to see etchant effects on surface and material removal
amount. Due to time constraints within the JWNC, only one sample was etched.

The recipe used was 150 ml CH3COOH at 100 % concentration, 100 ml HNO3 at 69 %
concentration and 50 ml HF at 48 % concentration.

Referring to figure 3.65(b), one determines this should develop a geometry within area F.
This area and the resultant surface geometry is not covered in the Schwartz and Robbins paper
[244]. The reported etch rate of this solution is meant to be 3–5 µmmin−1 [316].

This etch is performed at room temperature in a non-glass beaker, due to the presence of HF
which etches oxides such as borosilicate and fused silica, and the etching solution was agitated
gently with a plastic stirrer throughout the etch. A fizzing reaction was visible on the sample
surfaces. The sample was etched for a total of 10 minutes.

The sample was then inspected, photographed, and underwent Nomarski optical microscopy
[318] within the JWNC, as shown in figure 3.69. The edges of the silicon ribbon were notably
shiny after the HNA etch. They were not smooth enough to image on the surface profiler how-
ever. As shown in figures 3.69(b) and (c), one notes bubble-like formations on the surface of
the sample edge. It is unknown whether these formed due to the fizzing reaction or not. Figure
3.69(b) shows that this extends across the length of the sample. These formations appeared to
be directional along the length of the sample. Most importantly however, all evidence of laser
cutting has been removed from the edges.
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Figure 3.69: (a) Photograph of the edge of sample 1 after HNA etching. (b) Nomarski optical
imaging of the edge of the sample, magnified 20×. (c) Area of (b) magnified 100×.

SEM imaging was taken of the edges and faces, as shown in figure 3.70. As shown in figure
3.70(b), these bubble-like features appeared to be depressions in the edge of the samples where
the etching process has taken place. Again, comparing to figure 3.70(a), all evidence of laser
cutting has been removed. As shown in figures 3.70(c) and (d), no apparent effect was visible on
the front or back faces of the sample itself which is unusual considering the isotropy of the etch
but consistent with the previous HNA etch conducted at ITM. However, this may be due to the
agitation of the fluid and initial smoothness of the polished faces making it difficult for bubbles
to adhere to the surface. One however notes the apparent damage and roughness of the vertices
where the bubble-like features from the edge intersect with the polished faces. It is possible
that bubbles of hydrogen gas have caused this effect on the edges of the sample, especially as
equation 3.11 shows that this is a by-product of the reaction. It is also possible this is purely a
result of the etching process itself however one can not explain why this effect is not seen on the
faces of the sample too.

Due to the COVID-19 pandemic, there was no further time available to pursue this line of
work.
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Figure 3.70: (a) SEM imaging of old laser technique cut edge of sample one, before HNA
etching, magnified 200×. (b) Old laser technique cut edge of sample one, after HNA etching,
magnified 250×. (c) Polished sample face, after HNA etching. (d) Opposite polished sample
face, after HNA etching. (c) and (d) are magnified 100×.

3.8.2.2 Initial KOH experiments

This experiment used the identical offcut samples as the HNA etch. This experiment will be
referred to as "ITM KOH".

The intention of this first etch was to explore the admixture of IPA into the KOH [307] [312].
The KOH recipe was a ratio of 1 part 20 % KOH by concentration, to 1 part of 4 parts H2O

to 1 part of IPA [309] [319] [320] at a temperature of 80 ◦C. This recipe is said to produce a
smoother surface, with an etch rate of 0.96 µmmin−1 [320]. Due to this etch rate, the prescribed
etch time was 156 minutes to etch the 5 silicon samples to attempt to remove 150 µm in the (100)
direction. One would anticipate surface features such as hillocks since the KOH concentration
is <45 % [307].

After etching, the samples were wiped with IPA, followed by a rinse in tap water, followed
by DI water. The samples were then oven baked at 60 ◦C for 15 minutes to remove any remaining
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liquid.
The samples appeared to be visibly rough with mottling across the entire sample. Measure-

ment indicated that only approximately 27 µm was etched off the width of the sample and 83 µm
off the thickness. Although this is an anistropic etch, both the width and thickness edges and
faces sit in the (100) plane. This apparent difference could be down to the standard calliper
measurement error. Alternatively, the differing etch amounts could be due to starting quality of
the surfaces, with the rough laser cut edges of the silicon sample inhibiting etching compared to
the polished faces. There was no initial explanation for the etch amounts being well below the
150 µm target.

SEM imaging is shown in figure 3.71. Samples 1 and 3 highlight all of the main features
etched onto the samples. All evidence of laser cut damage on the edges appears to have been
removed.

As shown in figures 3.71(a), (b) and (c), striations are seen across the etched edge of the
samples. In this initial experiment, no agitation was conducted during the etch. Due to this,
it is curious to see directional striations on the edges of the etched samples, as it is unlikely
these were created by fluid flow over the surface edges, as with the HNA etched samples. There
is no apparent explanation for these striations and they can not be from underlying features of
laser cutting as they run exactly perpendicular to the laser cutting pattern. Highlighted in figures
3.71(c), (e) and (f), pyramidal structures, or hillocks, are shown on the etched sample. This is as
expected due to the low KOH concentration. The edges of these hillocks are approximately 55◦

into the sample surface due to KOH etching parallel to the (111) crystallographic plane, as shown
in figure 3.66. Finally, as highlighted in figures 3.71(b), (d) and (e), the apparent roughness of
the samples come from what appears to be an undercutting effect during the etch [313].

It was upon inspection of these samples, it was realised that the KOH etch should be preceded
by HF dip to remove the native oxide on the silicon surface. This is because KOH itself etches
native oxide at a slower rate than silicon, typically 1 to 2 orders of magnitude [309]. Since native
oxide on silicon is typically 1–4 nm thick it has acted as a masking layer for the KOH [182]
[321]. Native oxide growth is also typically non-uniform across the silicon surface [321]. This
was confirmed to be the case on the samples from ellipsometry measurements. For the length of
time of this etch, the native oxide has eventually been etched away in the thinnest areas, allowing
the KOH to etch the bare silicon underneath at a much faster rate after breaking through. Once
this has occurred, undercutting takes place where the KOH etches the bare silicon faster than
the native oxide above, creating these features. This is also likely why the etch amount was
substantially lower than the target, as much of the etching time will have been used to etch
through the native oxide. Furthermore, it was discovered from ellipsometry measurements that
approximately 13 nm of thermal oxide has grown near the silicon sample edges, due to exposing
the silicon to high temperatures during laser cutting. Therefore it is possible that the silicon
edges also have a thicker layer of native oxide which would take longer to etch through which
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likely explains the discrepancy.
However, this experiment still produced 5 valid samples for strength testing and provided

excellent SEM imaging of typical features that result from KOH etching which was wholly
consistent with literature.

Figure 3.71: (a) SEM imaging of edge of sample 3 after KOH etching, magnified 250×. (b)
Edge of sample 1 after KOH etching, magnified 200×. (c) Bottom vertex on the edge of sample
3 after KOH etching, magnified 1000×. (d) Face of sample 1 after KOH etching, magnified
100×. (e) Face of sample 3 after KOH etching, magnified 500×. (f) Face of sample 3 after
KOH etching, magnified 1000×.
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3.8.3 Strength results and error analysis

Figure 3.72: Results of tensile strength testing on on wet chemical etching treatments. ⋄ indi-
cates sample failed at fuse end interface. ⋄ indicates a sample was noticeably misaligned in the
fuse end assembly. ⋄ indicates the sample pulled free from a fuse end due to epoxy failure so the
sample was re-epoxied into a new fuse end and re-tested. Where more than one anomaly exists
on a sample, the respective colours are applied to the data marker.

The ITM HNA, JWNC HNA and KOH surface treatments were strength tested, as shown in
figure 3.72. All chemical treatments improved the median strength over the control new and
control crystal samples.

Due to only 1 sample being part of the JWNC HNA sample set, median, quartile and IQR
values can not be obtained.
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3.8.3.1 HNA surface treatment removal amount and errors

Sample Average width (µm) Error (µm) Average thickness (µm) Error (µm)

1 1230.0 91.9 505.0 15.6
2 1240.0 91.9 510.0 15.6
3 1240.0 91.9 510.0 15.6
4 1240.0 91.9 510.0 15.6
5 1235.0 91.9 500.0 15.6

Table 3.17: Results of the average width and thickness of 5 samples after ITM HNA etching as
measured by digital callipers.

For the ITM HNA experiment, table 3.17 shows the width and thickness of the 5 HNA etched
samples before strength testing. The values are averaged from two measurements at either end
of the silicon ribbon and the combined calliper errors for width, 130 µm, and thickness 22 µm,
are applied respectively.

Width (µm) Thickness (µm)

Pre-etch 1257.4 516.9
Post-etch 1216.5 499.3

Etch amount 40.9 17.6
Error 4.4 7.2

Etch rate (µmmin−1) 4.1 1.8

Error (µmmin−1) 0.4 0.7

Table 3.18: Results of the width and thickness of sample 1 before and after JWNC HNA etching
as measured on the LIGO fibre profiler. Also included are the etch amounts and etch rate for
each dimension.

For the JWNC HNA experiment, table 3.18 shows the width and thickness of the sample
before and after HNA etching, including the etch amount, etch rate and associated errors.

One notes that where clear etching has occurred on the edges, corresponding to a reduction
in the width of the sample, the etch rate appears to be consistent with the expected etch rate of 3–
5 µmmin−1 [316]. However the thickness etch rate is notably slower, consistent with imaging of
the sample’s faces which showed little evidence of change. Literature notes this anisotropy can
arise in HNA etching, particularly with high concentrations of nitric acid relating to diffusion
limiting reactions [304] [322].
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3.8.3.2 KOH surface treatment removal amount and errors

Sample Average width (µm) Error (µm) Average thickness (µm) Error (µm)

1 1205.0 91.9 435.0 15.6
2 1190.0 91.9 440.0 15.6
3 1205.0 91.9 435.0 15.6
4 1200.0 91.9 445.0 15.6
5 1205.0 91.9 455.0 15.6

Table 3.19: Results of the average width and thickness of 5 samples after ITM KOH etching as
measured by digital callipers.

For the ITM KOH experiment, table 3.19 shows the width and thickness of the 5 KOH etched
samples before strength testing. These samples are measured in the same way as the 5 HNA
samples.

3.8.4 Discussion

Comparing the ITM HNA and ITM KOH etches, one notes the KOH etch median stress value is
93 % higher than the HNA etch.

The strongest sample from the ITM HNA etch, yielded a 1.8× increase in tensile strength
compared to the strongest sample from the control new set, with the strongest sample from the
ITM KOH etch yielding a 2.2× increase. Comparing to the control crystal set, this reduces to
1.4× and 1.7× respectively.

The median values from both sets also increased compared to control samples, although this
increase was marginal for the ITM HNA etch. The median strength from the ITM HNA etch was
1.3× higher than the control new set and 1.1× higher than the control crystal set. The median
strength from the ITM KOH etch was 2.5× higher than the control new set and 2.1× higher than
the control crystal set. One notes that the weakest 2 samples broke at the fuse end interface.
While there is the potential for a non-tensile mechanism to cause this failure prematurely, there
are not enough data points to draw any conclusion in this sample set. Furthermore, no particular
correlation was seen in sections 3.6 or 3.7.

The single JWNC HNA etched sample appears to be consistent with the ITM HNA treated
samples due to the fact it sits within the extremes of the ITM HNA data.

One might reasonably assume chemical etching is less likely to treat samples asymmetrically,
for example due to different pressures or misalignments of samples due to the fact that wet
etching surrounds the samples evenly and the chemical reaction should be the same throughout
the sample geometry. However, due to the small sample sizes it is difficult to draw comparisons
from available IQR data.

The critical crack sizes for the ITM HNA etch stress range 36–141 MPa equate to 127.5–
8.2 µm. Looking at figure 3.68(a) and 3.68(b), one notes chipping or etched features on the
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order of tens of µm which appears to be consistent with the smaller critical crack sizes.
The critical crack sizes for the single JWNC HNA etched sample was 15.2 µm. Looking at

figures 3.69 and 3.70, it is unlikely that the bubble-like structures were the cause of failure due
to the fact they are typically on the order of 50–60 micron along their length and the direction
of tensile testing. Some damage exists along the vertices where this bubble-like pattern meets
the polished faces of the sample, so it is entirely possible the failure mechanism came from a
feature that arose from this interface.

The critical crack sizes for the ITM KOH etch stress range 103–178 MPa equate to 15.3–
5.1 µm. Firstly, although large features exist from undercutting, due to their geometric nature it
is unlikely these contribute to the bulk strength of the silicon sample. Hillocks are on the order
of tens of µm and, combined with their sharp features acting as stress concentrators, it is possible
that a hillock on a vertex of the sample could create a geometry that would lead to the associated
critical crack sizes.

Fundamentally, more data points and better characterisation is required to better compare
sample sets to each other as well as provide a more conclusive picture of where chemically
etched samples sit against other surface treatment regimes. However, the initial aim of this work
was to determine the practicalities of different etch recipes and the surface quality left behind as
opposed to the etch removal amount or etch rate. Future work will require good characterisation
and larger sample sets for the purposes of statistical analysis.

3.8.5 Future chemical etching experiments

Based on initial experiments it was decided to pursue KOH etching. The aim was to both
correlate surface material removal to strength, as well as investigate effects of etching on crystal
and random orientated samples. Preliminary work was conducted to explore these aims but was
cut short due to the COVID-19 pandemic. Details on the work carried out and future chemical
etching work proposals are detailed in appendix A.
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3.9 Conclusion

Figure 3.73: Median, 1st quartile, 3rd quartile and IQR values for controls and respective surface
treatments. Discounted data from experimental error has been removed and justified in the
respective results discussion section for each surface treatment.

This final section looks at the median, 1st quartile, 3rd quartile and IQR values together for all
surface treatments compared to the control samples in order to draw comparison between each.
The results are shown in figure 3.73.

Figure 3.73 clearly shows all surface treatments improved the median strength values com-
pared to the 4 control sets.

The results of the control samples clearly show that laser cutting of silicon samples induces
substantial surface damage, even with improved cutting techniques. The geometries available
from laser cutting are also limited and restricted to wafers of certain thickness.

While CMP treatments are promising in terms of overall strength, one notes the large IQR
in CMP treatment #1. This is likely due to the asymmetrical lapping and polishing on one side
of the samples and appears to be improved in CMP treatment #2, with the 8 misaligned samples
removed from the data. It is notable the weakest samples of both subsets are at or around the
highest median stress values for the control sample sets.

This surface treatment will rely on substantial physical contact with suspension fibres or
ribbons which may not be practical or scalable for circular fibre geometries.

Argon ion etching, particularly argon ion etch #2, achieves promising median strength results
with reasonable IQR by comparison. It is notable the weakest samples of both subsets are at or
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around the highest median stress values for the control sample sets.
This surface treatment has the advantages of being non-contact, with the potential for scala-

bility, the treatment of circular fibre geometries and shaping of suspension element geometries.
However, the surface finish may result in undesirable surface loss, although this will have to
be investigated. Furthermore, inherent stress in the treated fibre or ribbon, from heating and
subsequent cooling, may cause issues.

Chemical etching shows promising results for silicon surface and strength enhancement. The
most promising result is the ITM KOH etch. This is due to a combination of having the highest
median stress, but equally important, having the smallest IQR of any treated sample set. The
small IQR means fewer strength outliers, increasing confidence in the ability to run 3G detector
suspensions at higher stress or lower safety factors. While this etching left the roughest surface
finish of all of the treatments, the weakest sample exceeded the median of 3 surface treated
sample sets. As with all of the chemical etching data, it should be noted this is from a smaller
sample set and more data is required to draw firmer conclusions.

As shown in section 3.8.1.1, specular, highly smooth surfaces are possible with chemical
etching so these poor results should not exclude the use of this surface treatment if surface finish
is a concern.

The ITM HNA etch is the least promising result due to the low median stress and larger
IQR arising from a large spread in results. It is difficult to comment on the one data point from
the JWNC HNA etch, however due to the small associated error, it is notable that the sample
matches the strongest samples of all the control sets.

Fundamentally, chemical etching surface treatment are the most practical and scalable treat-
ment for silicon ribbons or fibres. Wet etching allows all surfaces of a ribbon or fibre to be
accessed and treated at once, evenly across the sample length and regardless of geometry pro-
vided etchant can sufficiently access and flow. Also, chemical baths can be and are built to
dimensions scaling to 10s of metres [323].

From the work conducted in this chapter, it is recommended chemical etching be pursued as
a surface treatment method of silicon ribbons or fibres. Section 3.8.5 details on how to proceed
specifically with KOH etching. It is also recommended that further investigations be made into
practicality and scalability of argon ion etching, or similar ion source experiments to find ways
of treating suspension-scale ribbons or fibres.

Finally, all strength testing conducted in this chapter was carried out at room temperature.
Future work should investigate strength testing within cryogenic regimes to investigate any po-
tential effects temperature has on ultimate tensile strength.

This work has demonstrated an increase in ultimate tensile strength in silicon ribbons. These
higher stresses will enable the use of small cross-sectional ribbons or fibres that are less stiff
which will ultimately decrease detector noise through a decrease in the thermoelastic noise and
increase in the dilution. This will also brings violin frequencies further up, or the vertical bounce
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frequency down, out of the detection band frequencies. Higher stresses within suspension ele-
ments will also allow for larger engineering and alignment tolerances which may otherwise be
restrictive in untreated silicon.



Chapter 4

Cryogenic silicon suspension prototype

4.1 Introduction

To the best of the author’s knowledge, no silicon suspension has been successfully built and
cryogenically cooled. In order to realise 3G cryogenic silicon detectors, prototype detectors
must first be designed and built in order to withstand room temperature, non-vacuum environ-
ments as well as be robust enough to handle vibrational and mechanical loads that may impinge
on the suspension system during assembly and installation.

As shown in chapter 3, silicon is a brittle material, making it difficult to work with for me-
chanical handling and assembly. While most materials will also exhibit brittle properties at
cryogenic temperatures, the detector will have to be assembled at room temperature, where sili-
con still retains its brittleness [248] [249]. As such, it is necessary to design and build prototype
suspensions from silicon in order to investigate known, and discover unknown, challenges for
using silicon as a mechanical material at macroscopic scales.

Furthermore, the silicon suspension prototype will then need to be cryogenically cooled.
The silicon suspension will be subject to further mechanical vibration from the cryogenic cool-
ing system and will experience thermo-mechanical stresses, arising from silicon’s unique coef-
ficient of thermal expansion properties, when undergoing cooling from room temperature down
to cryogenic temperatures.

This chapter covers these challenges by discussing the iterative design and build processes
for assembling the first single ribbon silicon suspension loaded with a 1 kg mass. Assembly of
the suspension and results from cryogenic cooling are covered after mechanical designs and as-
sembly of the suspension support structure. Before this, an overview of the cryogen-free pulsed
tube cryostat is given along with interface design between the suspension support structure and
the cooling system.

159



CHAPTER 4. CRYOGENIC SILICON SUSPENSION PROTOTYPE 160

4.2 Cryostat operation and interfacing

Significant cryogenic infrastructure will be necessary to cool large silicon test masses. There are
a number of practical solutions available for cryogenically cooling gravitational wave detectors,
each with advantages and disadvantages. Fundamental cryogenic considerations must be; the
ability to cool the test mass to the required temperature, the time taken to cool to the required
temperature and minimisation of any mechanical or thermal noise impinged onto the detector
via cooling.

This has led to a variety of cryogenic method proposals which can involve radiative cooling,
conductive cooling or a combination of both. Some proposals utilise cryogenic shields that
are cooled via heat-links attached to standard liquid nitrogen and/or liquid helium reservoirs
[198] [324] [325]. These applications are only viable for the high temperature 123 K operating
regime as the test mass is predominantly cooled radiatively by the cryogenic shields but has the
advantages of simpler mechanical design with little or no system vibration injection and does
not require conductive primary heat extraction through the silicon suspension elements [122].
However, compared to conductive cooling, this method of cooling is inefficient, increasing the
detector downtime during cooling [198] [326]. This downtime may be reduced by the use of
helium exchange gas which can then be pumped out before laser injection [126]. One also
has to consider the Newtonian noise arising from the heat shields in close proximity to the test
mass [325].

For the low temperature 18 K operating regime, conduction is the only method available for
cooling 3G detector temperatures arising from the T 4 relationship for radiative cooling which
becomes much less effective at low temperatures [200]. All methods for low temperature regime
3G detector designs rely on direct conduction through suspension elements to reach the ultimate
operating temperature [119] [127]. This can however still be complimented by radiative shield-
ing to minimise heat load from surroundings onto the conductively cooled test mass [119].

As the only operational detector-scale cryogenic suspension, KAGRA offers excellent ex-
amples of low temperature cooling systems for cryogenic suspensions. Conductive cooling of
the test masses is achieved using low-noise pulse tube refrigerators (PTRs) connected to heat
links that are attached to the marionette, as shown in figure 1.16(b) of chapter 1 [327]. While
PTRs are already low-noise it was found that too much mechanical vibration still coupled into
the detector through existing heat links [222]. This problem was addressed by using soft, highly
thermally conductive, pure aluminium heat links in order to minimise transmitted vibration from
the PTR and transfer heat efficiently [328] combined with a heat link vibration isolation system
(HLVIS) [329].

The work in this chapter aims to demonstrate conductive cooling to the lowest possible
temperature available from the experimental equipment rather than specifically aim for radiative
or conductive cooling regimes for the primary purpose of prototype demonstration.
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4.2.1 Leiden Cryogenics cryostat

Figure 4.1: (a) Leiden Cryogenics cryostat with IVC, 50 K shield and OVC removed. (b) Leiden
Cryogenics cryostat closed up and operational.

As shown in figure 4.1, a custom built cryogenic system (CF-CS81-3K-Glasgow) was designed
by Leiden Cryogenics for the purposes of cryogenic suspension experiments. The cryostat has
the advantage of a large experimental volume with ≈0.2 m3 of experimental space contained
within the inner vacuum chamber (IVC), shown in figure 4.1(a), which can cool the coldplate
down to 4 K [330] [331].

Figure 4.2: Schematic of Leiden cryostat vacuum and cooling system.



CHAPTER 4. CRYOGENIC SILICON SUSPENSION PROTOTYPE 162

4.2.1.1 Vacuum system

As shown in figure 4.2, the IVC is bolted directly onto the rim of the cold plate, with a Kap-
ton o-ring seal, and is evacuated using a scroll pump and a turbo pump, reaching pressures of
≈10−5mbar at room temperature. A 50 K shield is then bolted onto the 50 K plate. This is not
a vacuum chamber and is purely used as a radiation shield to minimise external heat load on
the IVC. Finally, the outer vacuum chamber (OVC) is bolted onto the top plate of the cryostat
structure. This acts as an outer vacuum chamber, sealed with a rubber o-ring, and is evacu-
ated using the same scroll pump as the OVC but is not evacuated by the turbo pump, reaching
pressures of ≈10−3mbar at room temperature. The open IVC, 50 K shield and the OVC are
shown in figure 4.1(a). The IVC and OVC have Pirani vacuum gauges fitted that read down to
≈5×10−4mbar [332]. The IVC also has an Edwards wide range gauge fitted, capable of reading
down to ≈10−9mbar [333].

4.2.1.2 Cooling system

This system benefits from a similar PTR mechanism to KAGRA which cools the coldplate to
4 K using a closed-loop compressor charged with helium gas. The PTR operates by compression
and expansion of helium gas with few moving parts throughout and no moving parts in the cold
head, which significantly reduces vibrations imparted onto the cryostat [327]. The helium gas
is compressed in a compressor unit, shown in figure 4.1(b). This gas is then transported up
to the top of the cryostat to the PTR head via a high pressure flexible metal line. This gas then
expands adiabatically, in turn cooling, via a two-stage heat exchanger mechanism, the 50 K plate
and coldplate to 50 K and 4 K respectively. This expanded helium gas is then transported back
via a low pressure flexible metal line to the compressor to be re-compressed and the process is
repeated in a closed-loop cycle continuously. This high and low pressure helium gas is cycled
at the top of the cold head through a rotating remote motor mechanism. This system provides
1.5 W of cooling at 4 K [330].

Two 100 W heaters are attached on the bottom of the 50 K plate and the top of the 4 K
plate. These are designed to bring the temperature of the cryostat back to room temperature
quickly by applying current across the resistors using a simple variac on the heater unit, shown in
figure 4.1(b). These 100 W heaters are not designed for temperatures stabilisation of cryogenic
experiments.

4.2.2 Cryostat instrumentation, electronics and sensing

As shown in figure 4.3(a), the 4 K plate of the cryostat comes with an array of M3 to M10 tapped
threads ideal for affixing sensors, experimental apparatus or mechanical structures. This plate
also comes with a series of feedthrough channels for cold-insertable probes or other in-vacuum
feedthrough requirements, such as electronics.
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Figure 4.3: (a) 4 K coldplate layout. (b) EVF feedthrough. (c) Heater wires and feedthrough.

For this cryostat, most of these feedthrough sections are blanked off or unused. Only two of
the feedthroughs were required for use. One feedthrough supplies two 24-pin electronic vacuum
feedthrough (EVF) posts, shown in figure 4.3(b). These pins are reserved for low current and
low voltage cryogenic temperature sensors.

The second feedthrough was used for two stiff copper insulated wires. These wires pass
from the room through a vacuum feedthrough plate attached to the external vacuum system on
the top plate, before passing through a series of thermal baffles within the feedthrough channel.
They are then mechanically anchored to the 4 K plate. These wires were required for providing
larger voltages or currents than could be handled by the two 24-pin EVF posts, primarily for the
purposes of heating any experiment within the IVC, as such these wires are referred to as the
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"heater wires", as shown in figures 4.3(a) and (c).
Figures 4.3(b) and (c) highlight three key considerations that must be balanced when wiring

cryogenic experiments. Mechanically, anchoring of wiring is required, primarily to secure and
create wire routing within the cryostat. Sufficient slack must be left to account for the small
linear thermal contraction of the wires that will occur due to cryogenic cooling in order to avoid
wire breakage. Electrically, sound connections must be made, taking all precautions against
electrical shorting. While a wire may be electrically sound at room temperature, the aforemen-
tioned mechanical contraction due to cooling may cause the wires to shift position leading to a
shorting scenario. Furthermore, mechanical abrading due to movement of the wires may strip
the thin insulation layers. Mechanical anchoring helps avoid this but further protective insula-
tion in the form of PTFE tape and stand-offs or thicker annealed wire coatings, for example, can
help to mitigate this further. Thermally, all wires connected to a cryogenic experiment should be
designed in such a way as to minimise any heat load from room temperature being transmitted
along the wire into the experiment. Primarily, this is complimented by mechanical anchoring
to the coldest surfaces, such as the coldplate but can conflict with electrical insulation require-
ments and so a balance must be struck between risk of heat load against electrical shorting onto
the cold structure. Figure 4.3(c) shows a scenario where the risk of electrical shorting onto the
coldplate was deemed too high compared to the transmission of heat load into the cryogenic
experiment. However, as will be discussed later, this thermal anchoring issue was addressed by
an adapted connection to specific cryogenic wires that were then thermally anchored elsewhere
before being contacted to the experiment. Many cryogenic wire materials are specifically de-
signed with a low coefficient of thermal expansion, cryogenic-compatible insulation and very
low thermal conductivity in order to tackle these issues. Furthermore, low electrical resistivity
is desirable to minimise resistive heating of the wires [334].

With the exception of the copper insulated heater wires, all wiring used within the cryostat
IVC was Lake Shore Quad-Twist WQT-36 phosphor bronze cryogenic wiring [335]. This wiring
highlights two further considerations for cryogenic wiring. Firstly, twisting wires is a common
method for minimising pickup of electromagnetic noise [335]. Secondly, the wire consists of 4
smaller wires to enable 4-wire sensing.

4-wire sensing is required for accurate temperature sensor measurement and is superior to
2-wire sensing [334]. This is because measurement of resistance or diode temperature sensors
requires passing a current through the sensor to produce a sensor voltage that can then be mea-
sured. Referring back to thermal design considerations, one ideally requires wiring of small
cross-section and high resistance per unit length in order to minimise heat flow down the wires
into the cryogenic experiment. This high resistance per unit length is the dominant source of
error in 2-wire sensing, creating a systematic error on the voltage, and hence temperature read-
ing. 4-wire sensing overcomes this issue with 4 leads, with current leads, I+ and I-, supplying
current to the sensor and voltage leads, V+ and V-, eliminating the effect of lead resistance by
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measuring the voltage at the sensor. This works since the voltage drop across the current leads
is not measured and the voltage drop in the voltage leads requires only a very small current by
the voltmeter (pA or less) to make the measurement. A schematic of 2-wire and 4-wire sensing
is shown in figure 4.4 [336]. Further protection is offered by using properly shielded cables for
lead wiring coming from the top of the cryostat to the measuring instrument. Belden 4-core
shielded cabling was used for all instrument lines [337]. Each of the cores can carry the I+, I-,
V+ and V- lines and are shielded by shielding tape and a drain wire along their length.

Figure 4.4: 2-wire resistance measurement and 4-wire resistance measurement. Images modified
from [336].

To further enhance sensing capability it is necessary to correctly ground sensors for measure-
ment stability and repeatability. Incorrect grounding can induce non-constant current flow via
ground loops which can result in fluctuating voltages and hence erroneous or drifting tempera-
ture measurements [336]. Furthermore, care must be taken to avoid multiple grounding points
to both minimise ground loops and ensure no negation of any enhanced protection measures
offered by temperature instrumentation. An example of this, is the shielding potential supplied
by a Lake Shore instrument controller. Primary temperature measurements within the cryostat
are made on two Lake Shore 340 temperature controllers [338]. A Lake Shore 336 temperature
controller was later added for auxiliary temperature measurements with the controllers contained
within the instrument rack shown in figure 4.1(b) [339]. Both units offer shielding potentials for
temperature sensor lead wiring. Sensors are isolated from earth ground to reduce the amount of
earth ground noise in the measurement leads. This isolation is defeated by grounding any sensor
leads to any earth ground, effectively bypassing instrument noise reduction measures. A shield
is most effective when it is near the measurement potential, so the Lake Shore Model 340 and
336 offer a driven shield that stays close to the measurement potential [338] [339]. The drain
wire, which is electrically connected to the shielding tape, is wired to the shield pin on the back
of the instrument which then drives the potential of the shield to closely match the measurement
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potential. The shielding tape and drain wire should not be connected at the opposite end of the
cable where it enters the cryostat as other earth ground sources, such as that of the turbo or scroll
pump, will defeat the driven shield and introduce ground loop fluctuations into the measurement
system. A schematic of this set up is shown in figure 4.5(a).

Figure 4.5: (a) Schematic of sensing wire set up between Lake Shore temperature controllers
and sensors inside cryostat. (b) Custom built throughbox for temperature sensors. Images in (a)
obtained from [338] [340].

To make changing of sensors and temperature channels easier an EVF throughbox was de-
signed and built, as shown in figure 4.5(b). This allowed "plug and play" capability for temper-
ature sensors fitted inside the cryostat. The throughbox was designed to permit 4-wire shielded
sensing with a driven shield, as shown in the inset of figure 4.5(b).

4.2.2.1 Temperature sensors

There were two types of temperature sensors used inside the cryostat, both of which utilised
4-wire sensing. Both sensors types were used due to their immediate availability, compact size,
accuracy and ease for mounting and dismounting in various locations throughout the cryostat
and suspension structure.
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The first type of sensors were Lake Shore DT-670 SD silicon diode sensor packages [341],
shown in figure 4.6. This sensor was sometimes used in combination with the CO mount-
ing screw also shown in figure 4.6. These sensors provide accurate temperature sensing over
temperature ranges of interest. While these sensors come with only two lead wires, 4-wire
measurement can still be implemented. All DT-670 sensors used were wired in the 4-wire mea-
surement configuration. These sensors come in either generic uncalibrated form or calibrated
form, provided with sensor-specific calibration curve data. Both calibrated and uncalibrated
DT-670 sensors were used in these cryogenic suspension experiments.

Figure 4.6: Lake Shore DT-670 SD package silicon diode temperature sensor and Cernox CU
package temperature sensor. The CO screw package is sometimes used in conjunction with the
DT-670 SD package. Green thumb tack for scale. Image modified from [342].

The second type of sensors used were Cernox-1050-HT CU thin film resistor sensor pack-
ages, shown in figure 4.6. These sensors are more accurate than the DT-670 sensors over the full
temperature range of interest although due to their bulkier size can be more difficult to mount.
These sensors come with 4 lead wires, designed to easily enable 4-wire sensing. Each Cernox
sensor is individually calibrated and is provided with its own calibration curve.

Figure 4.7: (a) Lake Shore DT-670 typical calibrated sensor accuracy [343]. (b) Lake Shore
Cernox typical calibrated sensor accuracy [344].
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Typical calibrated sensor accuracies are shown for DT-670 and Cernox sensors in figure
4.7(a) and (b) respectively. These values are typically taken as the absolute temperature errors
for the sensors however this is incorrect, as this error only arises from the sensor itself and does
not include errors, such as the measurement resolution or electronic accuracy, of the measure-
ment instrument itself [345].

Tables 4.1 and 4.2 show the true temperature accuracy including that of the measurement
instrument, in this case a calibrated DT-670 silicon diode connected to a Lake Shore 340 tem-
perature controller. All data has been linearly interpolated between given temperature points.
The absolute temperature error data in table 4.2, calculated using [345], was found to exactly
match the typical sensor performance expected as given by Lake Shore [346]. This same method
was used to determine the absolute error for Cernox temperature sensors. For uncalibrated DT-
670s, used occasionally as part of this work, the same method is used where the calibrated
accuracy is taken from a Lake Shore tolerance table [343]. For the DT-670A uncalibrated sen-
sors used, from 2–100 K the calibrated accuracy is ±25 mK. The absolute temperature error for
uncalibrated sensor is calculated and shown in appendix C.4.

Temperature (K)
Typical sensor
accuracy (mK)

Interpolated
accuracy (mK)

Typical sensor
sensitivity (mVK−1) [347]

Instrument measurement
resolution (µV) [348]

4.2 12.0 12.0 -31.6

10.0

10 12.0 12.0 -26.8
20 12.0 12.5 -15.6
30 12.0 13.5 -2.0
50 12.0 15.5 -1.6
77 22.0 22.0 -1.7

300 32.0 32.0 -2.3

Table 4.1: Sensor accuracy and sensitivity for a calibrated DT-670 silicon diode sensor and Lake
Shore 340 temperature controller measurement resolution.

Temperature (K) Measurement resolution
converted (mK)

Electronic
accuracy (V) [343]

Electronic accuracy
converted (mK)

Absolute temperature
error (mK) [345]

4.2 0.3 1.6 5.0 17.0
10 0.4 1.4 5.6 17.6
20 0.6 1.2 9.0 21.5
30 5.1 1.1 69.0 82.5
50 6.2 1.1 83.0 98.5
77 5.8 1.0 75.9 97.9
300 4.4 0.6 47.0 79.0

Table 4.2: Electronic accuracy of Lake Shore 340 temperature controller showing absolute com-
bined temperature error calculated from [345].
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4.2.3 Suspension interfacing

Figure 4.8: (a) Wooden mock-up of IVC with port window positions and proposed platform
design. (b) Solidworks drawing of proposed aluminium platform design. CAD drawing supplied
by Mr Russell Jones.

In order to affix the suspension into the cryostat, one requires both sound mechanical and thermal
connections. The cryostat 4 K coldplate does not allow for easy affixing of large structures due
to the uneven surface area produced by the many feedthroughs and blanks shown in figure 4.3(a).

Furthermore, the cryostat is fitted with 3 viewing ports, two of which are located half-way
down the OVC, opposite one another, with the other located perpendicular and closer to the
coldplate. Due to the position of the two opposite ports half-way down, experiments fitted
directly onto the coldplate are unlikely to be observed visually unless they are approximately
60 cm in length. The viewing port windows align through the OVC, 50 K shield and IVC and
are made of 5 mm thick, uncoated sapphire, sealed with rubber in the OVC, and indium in the
IVC. The 50 K shield windows do not require sealing since this is a not a vacuum tank. For
initial suspension testing, it would be beneficial to observe the suspension under cooling to
visually confirm any mechanical failure of the suspension.

For these reasons, a wooden mock-up of the IVC complete with port window positions was
designed and built, as shown in figure 4.8(a). This allowed for the design of an aluminium tri-
angular platform to be bolted onto the three tapped M10 screws on the coldplate, as shown in
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figure 4.8(b). This plate is held in place by three 30 mm aluminium posts to ensure secure me-
chanical fixing and a sufficient conduction path from the coldplate to the platform. The platform
is patterned with an array of tapped holes to allow for the mechanical fixing of experiments.

4.3 Suspension support structure

Figure 4.9: (a) Suspension support structure showing location of a proposed silicon suspension
with dashed red line. (b) Suspension support structure interfacing with the Leiden cryostat.

A suspension support structure is required to both mechanically support the silicon suspension
during assembly as well as protect the suspension in-situ from external mechanical shocks dur-
ing installation.

The suspension structure design, and how it interfaces with the cryostat and platform, is
shown in figures 4.9(a) and (b). The structure consists of an aluminium top plate, an aluminium
mid plate and an aluminium bottom plate. The top plate is attached to the mid plate by four 1"
diameter, 300 mm long, stainless steel, optical posts designed to allow the insertion of the silicon
suspension length [349]. The mid plate is attached to the bottom plate by eight 1" diameter,
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100 mm long optical posts, designed to accommodate the suspension mass with clearance below
for a lab jack and structure to catch the mass should the suspension fail.

The top plate has a flat, flush surface to allow for easy interfacing with the cryostat platform.
The top of the suspension structure is secured into the cryostat platform by the use of two table
clamps and one bolt that screws into a tapped hole on the platform stage which allows for both
good mechanical and thermal contact.

The mid plate contains a central hole, large enough to accommodate the diameter of the
mass as well as four mass stops. These stops consist of posts containing a vertical array of
tapped holes. These tapped holes allow small screws to be driven towards the sides of the top
and bottom of the mass. By adjusting these screws inward, one can lock the mass in place to stop
any horizontal motion. When the suspension is to be hung, one can release these stops enough
to free the mass but limit its horizontal motion, or swinging, by keeping the tips of the screws
very close to the mass edges.

The bottom plate has three bolts placed in an L pattern, screwed through the plate in order to
contact the table below. This allows for the structure to be vertically aligned in both horizontal
axes by adjusting the bolts. This minimises any induced stress on the silicon suspension by
reducing off-axis hanging. These bolts are visible on the bottom plate of figure 4.9(a).

Fork holsters are attached to the bottom of the top plate, as shown in figure 4.9(a), and top
of the mass (not shown) that allow for the suspension fuse ends to be inserted and held in place
by passing a retaining bolt through the clearance holes, forming a half-universal joint.

4.4 Suspension design, cooling and results

This section discusses the design, cooling and results from each iteration of the silicon suspen-
sion prototype.

The general suspension design was to hang a 1 kg mass on a single silicon ribbon. This was
deemed an achievable goal in the timescale for this body of work. As discussed in chapters 2 and
3, silicon’s brittle properties make tolerancing of a multi-ribbon or fibre suspension extremely
difficult. The mass is not designed to be an interferometer mirror but to purely apply a load
to the suspension while undergoing cryogenic cooling. For practical and cost reasons, a metal
mass was used throughout.

In total, 10 suspensions were constructed, hung and cooled in the cryostat with varying levels
of success. Each iteration sought to improve on the last design, while taking steps to realise the
ultimate aim, to demonstrate a cryogenically cooled HC bonded silicon suspension.
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Figure 4.10: (a) 300 mm diameter (100) silicon wafer after laser cutting of ribbons. (b) Laser
cut ribbons, 125 mm, 175 mm and 250 mm long.

All silicon suspension elements consisted of 250 mm long silicon ribbons cut from 300 mm
diameter, 775 µm thick (100) silicon wafers by LML using the same new laser cutting technique
discussed in section 3.4 of chapter 3, as shown in figure 4.10(a) and (b). Some shorter ribbons,
125 mm and 175 mm long, were cut in order to utilise the full wafer although they were not
used during any part of this work. Offcuts were cleaved from the wafer shown in figure 4.10(a),
significantly increasing the number of available ribbons for testing.

4.4.1 Dummy aluminium suspension

Before the first silicon ribbon suspension was built, a dummy silicon ribbon was used made
from shimmed aluminium. This was used for development of hanging procedures involving
the suspension structure as well as movement and integration of the structure into the cryostat
without the risk of breaking a silicon ribbon. This also allowed for testing of proper mechanical
and thermal attachment and routing of temperature sensors and the cryogenic wiring.

Figure 4.11 shows the dummy aluminium ribbon suspension. The left inset image shows
the attachment mechanism proposed for the silicon suspension. Strength testing conducted in
chapter 3 utilised the fuse end design which allowed for gluing of short silicon ribbons into
aluminium fuse ends. This allowed for the insertion into the strength testing apparatus. This
same technique was proposed for the initial silicon suspension. The right inset shows the 1 kg
mass made of stainless steel hanging freely with the mass stops released, but close enough to
minimise swinging in both horizontal axes. There are two more important features shown. The
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first is the mass catcher, which replaces the lab jack after suspension hanging and is designed to
stop the mass dropping into the bottom of the IVC should the suspension fail. The second is a
small 12 Ω resistive heater. This is designed to apply a heat load to the suspension to simulate
absorption of heat into the test mass that would result from an incident interferometer beam.

Figure 4.11: Dummy aluminium suspension. Left inset shows fuse end attachment design for
suspension element. Right inset shows hanging 1 kg stainless steel mass alongside mass stops,
mass heater and mass catcher.

4.4.2 Suspension 1

The first silicon suspension comprised of an offcut silicon ribbon. This offcut was 1.65 mm
wide, which means the ribbon will be stressed to 7.7 MPa, 23 % of the breaking stress for the
weakest new laser cut sample, or 13 % of the median control new sample set from chapter 3.

Figure 4.12: Silicon suspension epoxy jig.

The ribbon was epoxied into two fuse ends using a silicon suspension jig to align the suspen-
sion, shown in figure 4.12, using the same two-part Araldite 2012 epoxy used for strength testing
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in chapter 3 [271]. While this epoxy has no data on cryogenic compatibility it was deemed suit-
able due to its known high strength properties. The jig has adjustable plates for different lengths
of silicon ribbons. The ribbon was then installed into the suspension structure and loaded with
the 1 kg mass.

Figure 4.13: (a) First silicon ribbon suspension. (b) Thermal bobbins used for thermal and
mechanical anchoring of temperature sensor lead wires.

Every silicon suspension in this chapter was hung in air for a minimum of 24 hours to check
for epoxy or bond failure, or failure in the silicon ribbon suspension material.

Figure 4.13(a) shows the first silicon ribbon suspension before being installed into the cryo-
stat for cooling. Cernox and calibrated DT-670 sensors were fitted to the suspension structure
in order to measure the temperature a various points. Every temperature sensor affixed to the
suspension structure was thermally and mechanically anchored to the top plate before going to
the EVF. Thermal bobbins made of copper were designed and built with plug-and-play LEMO
connectors on either end to allow for easy repositioning of 4-wire sensor anchoring, as shown
in figure 4.13(b). Each bobbin had a cigarette paper attached using cryogenic varnish around its
diameter in order to prevent any potential electrical shorting onto the cryostat structure [350].
Each sensor lead wire was then wrapped around the bobbin for a minimum of 10 turns and then
varnished in place. Each bobbin was attached to an aluminium plate which in turn was attached
to the top plate of the suspension structure by bolts. Each bolt and aluminium plate were coated
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in a thin layer of Apiezon N thermal grease to ensure optimal thermal contact [351].

Figure 4.14: (a) Silicon ribbon suspension installed into cryostat with coloured boxes highlight-
ing temperature sensor placement and heater wire connections. The Cernox sensor on the top of
the cryostat platform is not shown. (b) Schematic of the temperature sensor type and location
within the cryostat.

Figure 4.14(a) shows the hanging silicon suspension affixed into the cryostat with all of the
temperature sensors fitted. The heater wire connection, discussed in section 4.2.2, is connected
to cryogenic wiring from the stiff copper insulated wires. This wiring is then thermally and
mechanically anchored just below the mid plate to one of the suspension structure posts before
connecting to the mass heater. Figure 4.14(b) shows the schematic of where and what type of
temperature sensors are affixed onto the suspension. It is worth noting that the top and bottom
fuse end Cernox sensors are actually attached to the fork holsters.

The cryostat was closed up, evacuated and cooled. Recording of the temperatures of each
sensor was taken using a LabView program developed by Dr Karen Haughian, which has been
modified by Dr Alan Cumming and Dr Mariela Masso Herrera before being further modified by
the author [202]. This program recorded the temperature from the Lake Shore controllers for
each sensor at a sampling rate of 1 Hz.

The aim of this experiment was to cool the suspension to as low a temperature as possible
before using the heater on the bottom of the test mass to inject a heat load.
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Figure 4.15: (a) Cooling curve of first silicon suspension, highlighting point of failure. (b) Status
of mass after failure. (c) Silicon ribbon at bottom of IVC after failure. (d) Evidence of cracking
in the Araldite epoxy.
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The cooling curve for cooling suspension 1 is shown in figure 4.15(a). After approximately
58 hours of cooling, the suspension appeared to fail, as indicated in the small temperature change
seen across all suspension structure sensors. The primary evidence for this is the fact the bottom
fuse end on the top of the mass and the bottom of the mass/heater sensor temperature merge,
where there had previously been a small thermal lag. This is due to the fact the bottom of the
mass would have contacted the mass catcher, while the top of the mass would have contacted one
of the mass stops. This means the conductive cooling path, which was previously only through
the silicon ribbon would now be through two cooling points at the top and bottom of the mass. It
is reasonable to assume the mid plate and bottom plate temperatures are of similar temperature
due to the four, 1" poles connecting the two plates, providing a large conduction path, and so the
temperature of the mass becomes more uniform as this new conduction path is formed.

This failure of the suspension was confirmed visually by looking through one of the cryostat
port windows. When the cryostat was opened, the assumption about the mass touching the mass
catcher and one of the mass stops was also confirmed, as shown in figure 4.15(b).

The suspension ribbon fell into the bottom of the IVC but landed intact as shown in figure
4.15(c). It is not known whether the suspension initially failed at the top or bottom fuse end but
the suspension ribbon failed across both fuse end interfaces. It is possible the suspension failed
at the top fuse end first, causing the ribbon to rotate around the bottom fuse end’s half-universal
joint. As the bottom fuse end rotated and contacted its fork holster this may have then jolted the
ribbon causing a secondary failure at the bottom fuse end interface, allowing the ribbon to freely
fall out of the suspension structure and into the bottom of the IVC. Further evidence to support
this failure location is shown in figure 4.15(d). This shows cracked Araldite epoxy within the
top fuse end slot. By contrast, the bottom fuse end showed no visible evidence of cracking in
the clear epoxy.

There are a number of possible reasons that could have caused the suspension to fail. The
obvious visible cracking of the Araldite epoxy was of immediate concern as this has potentially
mechanically shocked the ribbon, causing it to fail. This motivated a move away from Araldite
2012 which is discussed below.

Further to this, the top fuse end temperature sensor read 77.4 K at the time of failure from
figure 4.15(a). The fact this temperature is so close to the boiling point of nitrogen was interest-
ing. It was initially suspected that the rough laser cut edges of the silicon may have trapped air,
and hence nitrogen, between the epoxy-ribbon interface. If this nitrogen then liquefied this may
have caused some form of unwanted interaction between the epoxy-ribbon interface.



CHAPTER 4. CRYOGENIC SILICON SUSPENSION PROTOTYPE 178

Figure 4.16: (a) Silicon fuse end assembly before being placed directly into liquid nitrogen
below. (b) An example of an assembly that appeared to survive liquid nitrogen cooling, during
warm up. It was later discovered the sample had failed internally and was held together only by
the epoxy meniscus.

To investigate this potential failure mechanisms, a number of 45 mm long silicon ribbons
were taken from the same laser cut wafer batches used in chapter 3. These were epoxied into
fuse ends, as shown in figure 4.16(a), using Araldite 2012. These assemblies were then placed
directly into liquid nitrogen. Some of the samples resulted in the top or bottom fuse end falling
off once the assembly had fully cooled in the liquid nitrogen. Other samples appeared to survive
cooling down but once left to warm up, as shown in figure 4.16(b) were manipulated by hand
where it was discovered the silicon has broken internally in the epoxy and it was purely the
epoxy meniscus around the silicon that was holding the assembly together. It was considered
that the violent boiling of the liquid nitrogen may have unduly stressed the assembly so the
experiment was repeated by housing the assembly in a small electrical box and slowly lowering
it into the liquid nitrogen. This did not change the outcome with all assemblies resulting in loose
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or broken fuse ends. The araldite in all samples appeared to be cracked.
In order to remove the issue of rough edges, one sample was taken from the CMP treatment

#2 batch in chapter 3. Once epoxied into the fuse end assembly it was placed in the liquid nitro-
gen, inside the small electrical box to protect it from any forces exerted from the liquid nitrogen
boiling. Once removed and returned to room temperature the sample was gently manipulated by
hand and appeared to be fully intact. The sample was strength tested in section 3.6.3 of chapter
3, resulting in the second weakest sample of the batch at 63.3 MPa. This appeared to demon-
strate that cooling the sample with no rough laser cut edges helps to mitigate for this failure
mechanism.

Figure 4.17: Hand polishing 250 mm long silicon suspension ribbons on the Logitech PM5
polishing machine. Photograph taken by Dr Gregoire Lacaille.

It was therefore necessary to lap and polish suspension length 250 mm silicon ribbons at the
ends where they interface with the epoxy and fuse end. Due to their length, this had to be done
by hand using the Logitech PM5 polishing machine, discussed in section 3.6.1 of chapter 3, and
is shown in figure 4.17. This was initially attempted on the suspension 1 ribbon offcut that had
fallen into the bottom of the IVC since the mechanical shock from the fall may have weakened
the ribbon. After a successful result, this was repeated on a new ribbon offcut, to be used for
suspension 2.

4.4.3 Suspension 2

Suspension 2 differs from suspension 1 in a few areas. Firstly, a new silicon offcut ribbon was
used, this time 1.79 mm wide, reducing the breaking stress to 7.1 MPa, 12 % of the median
control new sample set from chapter 3. This ribbon was lapped and polished at both ends in
order to remove the potential for any trapped air in the epoxy-ribbon interface.
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Figure 4.18: (a) New Eccobond 286 epoxy with polished silicon ribbon where the polishing
boundary is visible. (b) New position of Cernox temperature sensor, moved from the top of the
cryostat platform to the bottom of the suspension structure.

To better increase the chances of the suspension survival, it was decided to replace the
Araldite 2012 epoxy entirely. As such, a new two-part epoxy, specifically designed for cryo-
genic operation, was used. This new epoxy was Eccobond 286 also known as Loctite Ablestik
286 [352]. This epoxy contained a ceramic-like filler and behaved similar to Araldite 2012 at
room temperature but appeared to be much harder when set. The epoxy was not transparent and
cured opaque white, as shown in figure 4.18(a).

The final change between suspensions was the repositioning of the cryostat platform Cernox
sensor. It was decided to move this to the bottom plate of the suspension structure in order
to measure the difference between the top and bottom of the suspension structure, as shown
in figure 4.18(b). Due to the sensor size, aluminium adapter plates were used to attach the
sensor onto the bottom plate. Each plate and bolt used was coated in a layer of Apiezon N
thermal grease to ensure optimal thermal contact. Sensor wiring was mechanically held in place
by Kapton tape before being further mechanically and thermally anchored by thermal bobbins
attached to the top plate. Kapton tape is regularly used throughout the suspension structure due
to its vacuum and cryogenic compatibility [298]. This new sensor placement would give a better
indication of the conduction through the four, 1" diameter posts that separate the top, mid and
bottom plates of the suspension structure.

The suspension was cooled for 150 hours before cooling had to be switched off due to the
Christmas break. The suspension survived this cooling down period, with the top fuse end sensor
reaching a minimum of 20.5 K and the bottom of the mass reaching 54.0 K. When cooling was
stopped, the suspension warmed and failed at the bottom fuse end interface. The temperature
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at this interface was recorded to be 268.4 K at the time of failure. The cause of this failure was
unable to be determined but it was clear that suspension 2 was a significant improvement on
suspension 1.

4.4.4 Suspension 3

Suspension 3 used the same 1.79 mm wide silicon ribbon as suspension 2, where the broken
bottom fuse end section was re-polished and a new fuse end attached with Eccobond 286 epoxy,
reducing the suspension length to 242 mm.

A new ambient room temperature sensor was fitted. This sensor was a simple PT1000 at-
tached to the top of the cryostat externally. This was to monitor the temperature of the lab during
cryostat operation.

The most significant change for this suspension was the design and build of a custom made
cryogenic switch, herein referred to as the "cryoswitch". This cryoswitch removes the ambigu-
ity around suspension failure and means one does not have to rely on temperature readings to
establish exactly when the suspension has broken. The design principle worked on measuring
the voltage across a circuit which was kept open when the mass was hanging. If the mass fell,
the mass would contact a plate, completing the circuit which would be recorded in the LabView
program.

The external wiring for the cryoswitch is visible at the top of figure 4.5(b) in the form of the
green and purple twisted wiring. A 5V signal was placed across these wires using a NI USB
6211 device.

The cryoswitch is shown in figure 4.19. A copper plate was bolted onto the bottom of the
mass heater. Two copper wipers were soldered onto the bottom of this plate. These copper
wipers ensured a good chance of contacting the contact plate if the mass was to fall. The copper
contact plate is attached to the top of the mass catcher. Both plates have cryogenic wiring
soldered to them. These wires were connected to the USB-6211 box, with the 5 V signal across
them. If the mass failed, the copper wipers would contact the contact plate, short circuiting this
5 V potential which is then recorded in the LabView program in order to determine when the
suspension failed. Since one only had to discriminate between 0–5 V no shielding or special
wiring was required externally. The internal wiring consisted of the Lake Shore Quad-Twist
WQT-36 phosphor bronze cryogenic wire, which was mechanically and thermally anchored
both at the suspension structure poles, as shown in figure 4.19, and at the thermal bobbins on
the top plate. This design required the mass catcher posts to be shortened to accommodate the
cryoswitch.
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Figure 4.19: Cryoswitch designed detailing components and wiring.

The cryostat was evacuated and the suspension was cooled. This suspension failed after only
37 hours of cooling, with the top fuse end at 117.1 K and the bottom fuse end at 190.4 K. The
failure caused the ribbon to fall to the bottom of the IVC where this time it shattered into multiple
pieces. After detailed inspection of the Eccobond, fuse ends, broken ribbon and temperature
data, the location and cause of this failure was unable to be determined. Due to this failure, it
was not possible to attempt the aim of injecting a heat load into the bottom of the suspension.
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4.4.5 Suspension 4

Suspension 4 was identical to suspension 3, except the same 1.65 mm wide, silicon ribbon used
for suspension 1 was re-used for suspension 4. As discussed at the end of section 4.4.2, this
ribbon was lapped and polished as part of the hand polishing trial on a long silicon ribbon. This
ribbon was now only 234 mm long due to it being removed from the 8 mm deep, epoxied fuse
ends slots. The ribbon was inserted into two new fused ends with the Eccobond 286 epoxy.

Furthermore, this ribbon was mechanically shocked by dropping to the bottom of the IVC.
As such, hanging the ribbon in air for 24 hours in order to test the structural integrity of the
ribbon was vital. This hang showed no structural issues with the silicon ribbon, so the suspension
was installed into the cryostat, as shown in the inset of figure 4.20, and cooled.

Figure 4.20: First successful cryogenic silicon suspension. Inset shows the suspension with
coloured lines corresponding to temperature readings from sensor locations on the suspension
structure.

As shown in figure 4.20, the first cryogenically cooled silicon suspension has been demon-
strated.

The suspension reached its thermal equilibrium after approximately 250 hours of cooling,
with the top fuse end sensor reading 7.7 K, the bottom fuse end sensor reading 16.0 K and the
bottom of the mass sensor reading 15.9 K. The bottom suspension structure temperature sensor
stabilised at 11.6 K with the coldplate sensor held at a constant 4.2 K.

Initial results of the temperature profile of the suspension structure appear sensible. Firstly,
the suspension temperatures increase the further away one gets from the coldplate. This is
expected when an ambient heat load impinges on the suspension structure. This could be via
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conductive heating, although this is minimised due to the fact any and all wiring touching the
suspension structure is thermally anchored to the coldplate or thermal bobbins at the top of the
suspension structure. Thermal convection is not possible due to the UHV environment in the
IVC which is enhanced by cryogenic cooling, ensuring free gas molecules within the system
freeze to cold surfaces, effectively creating a cryotrap. It was found the IVC pressure dropped
from ≈10−5mbar to ≈10−7mbar when transitioning from room to cryogenic temperatures. This
leaves radiation as the potential remaining heat load on the suspension.

Logically, the bottom fuse end and bottom of the mass temperature sensors closely matched
each other during cool down and thermal equilibrium. This is due to the fact they are effectively
attached to the same piece of stainless steel, and separated by the length of mass. It is notable
however, that the bottom of the mass sensor reads 0.1 K lower, than the bottom fuse end sensor
located on the top of the mass. Referring to tables 4.1 and 4.2, this 100 mK difference is well
outside the absolute temperature error of both the calibrated DT-670 and Cernox temperature
sensors and so is believed to be a real temperature difference. The lower temperature recorded
on the bottom of the mass sensor is likely due to the fact it is closest to the 3 wires touching the
bottom of the mass, the resistive heater wires and one of the cryoswitch wires. Since the top fuse
end sensor, located extremely close to the top plate of the suspension structure, stabilised at 7.7 K
and the bottom plate of the suspension structure stabilised at 11.6 K, it is reasonable to assume
the four, 1" diameter structure poles are at a temperature between 7.7–11.6 K. Therefore, the
suspension structure itself is colder than the mass at all times, as reflected in the cooling curve of
figure 4.20. Since these 3 wires are all thermally anchored to these 1" diameter structure poles,
they will only aid in heat extraction from the mass. While this is not ideal, these wires, at least,
do not contribute to the heat load on the mass, providing further evidence that radiation, likely
from the IVC is the cause of the ambient heat load. However, since no temperature sensor is
fitted to the IVC for this experiment, it was not possible to definitively identify this as the source
of the ambient heat. Experimental troubleshooting of potential heat sources was conducted for
subsequent suspensions, as detailed in the relevant section. More detailed analysis of potential
heat sources or losses is conducted in section 4.5.

With a successfully cooled and thermally stabilised silicon suspension, one could now in-
vestigate applying a further heat load into the suspension system, to simulate that of absorption
in the test mass from the interferometer laser.

The simple heater circuit, shown in figure 4.21, consists of a set of resistors in series; the
12 Ω resistive heater on the bottom of the mass, inside the cryostat, and an external 110 Ω

resistor contained within a box in the lab. An Aim-TTi 1908P digital multimeter (DMM) was
able to measure both current and voltage simultaneously, in order to calculate the power put into
the bottom of the mass [353]. The power to the circuit is supplied by one of the Lake Shore
temperature controller unit’s analogue outputs in the form of a 10 V DC voltage. One can select
increments of 0.01 %, as a percentage of this 10 V to be supplied to the circuit. The LabView
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program discussed in section 4.4.2 was modified to record the voltage across and current in the
circuit every time the temperature sensor readings were taken.

Figure 4.21: Schematic of heater circuit.

Two heating steps are visible around the 500 and 600 hour mark on figure 4.20. This data
will not be analysed or discussed here as investigations, triggered by a mismatch in expected
voltage and current readings, indicated a short in the heater circuit. This short circuit was traced
to a legacy connection made inside the vacuum system, behind a high voltage 4-point vacuum
feedthrough.

Figure 4.22: (a) Identification of short circuit in heater wire circuit where worn insulation al-
lowed for electrical contact onto the grounded vacuum system tubing. (b) Suspension failure at
top fuse end.
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As shown in figure 4.22(a), protective PTFE insulating tape had worn away which shorted
the heater wires onto the inside tubing of the vacuum system which is grounded by both the turbo
pump and the scroll pump safety earthing connections. This connection was properly insulated
to avoid future short circuiting scenarios.

During this investigation, either through mechanical shocking, due to researchers working
around the cryostat, or thermal shocking, switching the compressor on and off during the short
circuit investigation, the suspension failed. The failed suspension is shown in figure 4.22(b).
If the suspension were to break at the bottom fuse end, one may be able to give more weight
to mechanical shocking over thermal shocking, as thermal shocking would be more likely to
affect the top fuse end first due to its proximity to the coldplate. As such, the exact cause of this
suspension failure was unable to be determined.

The bottom fuse end was deliberately broken off to allow for re-polishing and to avoid over-
stressing or breaking the ribbon by removing this extra mass on the end. When the ribbon was
to be broken from the bottom fuse end, it was noted how easily the parts separated. This implied
that the ribbon had also failed at the bottom fuse end during the cooling of suspension 4 and
only the hard epoxy meniscus was holding it together.

After the suspension failure, all lab activity immediately ceased and the author could not
access experimental labs for 6 months due to the COVID-19 pandemic.

4.4.6 Suspension 5

Suspension 5 had some substantial changes compared to suspension 4. The successful hang and
cool of suspension 4 implied that the experiment was repeatable so no mechanical changes were
made to the experiment, only sensing and vacuum improvements.

Although the 1.65 mm wide silicon ribbon in suspension 4 broke, it could be used again.
Both ends of this ribbon were re-polished, with a further reduction in length to 218 mm. This
was due to the removal of the fuse ends from suspension 4 and along with the 8 mm of silicon
ribbon encased in them.

Figure 4.23: (a) Top ribbon sensor and (b) bottom ribbon sensor attached to silicon ribbon for
suspension 5.
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Previous suspensions only had temperature sensors near the top and bottom fuse ends that
were mounted on the fork holsters for each fuse end. This means the thermal path from the
mass up to the top of the suspension structure involved passing through the bottom fork holster,
the bottom fuse end retaining bolt, the bottom fuse end, the epoxy and then the silicon ribbon,
following the reverse path at the top fuse end area. After successfully hanging the ribbon in
air, the suspension was disassembled to allow for the fitting of two temperature sensors directly
onto the ribbon. These sensors would give a measurement of the temperature gradient across the
ribbon which would aid understanding of heat flow throughout the system.

Due to the width of the ribbon and temperature sensor package options available, it was
decided that the DT-670 SD package sensors were the only option as Cernox sensors were too
wide to be mounted securely. Mounting sensors directly onto very delicate silicon suspension
ribbons was not trivial and required much practice before finding an acceptable solution that
satisfied good thermal and mechanical contact. The solution was to use a thin layer of Apiezon
N thermal grease to mount the sensor thermally onto the ribbon and mechanically secure the
sensor in place using self-amalgamating PTFE tape. The sensor attached near the top fuse end,
referred to as the top ribbon sensor, is shown in figure 4.23(a). The sensor attached near the
bottom fuse end, referred to as the bottom ribbon sensor, is shown in figure 4.23(b). Both
sensors are calibrated DT-670 SD sensors.

Figure 4.24: (a) New sensor layout for suspension 5. (b) IVC wall sensor fitted next to port
window.
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The calibrated DT-670 SD sensor affixed to the bottom of the mass was used for one of
the ribbon sensors. A spare uncalibrated DT-670 SD sensor was acquired and it was decided
that it should be switched with the Cernox sensor on the coldplate. This then allowed the more
accurate Cernox sensor to replace the previous calibrated DT-670 SD sensor on the bottom of
the mass. This was to increase the accuracy of all the sensors that are part of the suspension
structure and thermal path leading from the heater. This change is shown in figure 4.24(a).

In order to investigate ambient heat loads, a new uncalibrated DT-670 SD sensor was fitted to
the IVC wall next to the port windows, as shown in figure 4.24(b). This sensor was affixed to the
IVC wall with thermal grease, followed by cigarette papers that were then coated in cryogenic
varnish. This varnish was then allowed to set hard, holding the sensor in place. The sensor lead
wire was connected to a LEMO connected on the EVF once the IVC was lifted into place, just
before the IVC was sealed.

At the time of this experiment, only two Lake Shore 340 temperature controllers were avail-
able. Both can only take 4 temperature sensor inputs, and so the ambient temperature sensor
previously fitted was disconnected for this experiment in order to accommodate the 8 primary
sensors; coldplate, top fuse end, top ribbon, bottom ribbon, bottom fuse end, bottom of mass,
bottom of suspension structure and IVC wall. A schematic of this new sensor set up is shown in
figure 4.25(b).

Finally, a leak valve was fitted onto the vacuum system primarily to allow a slow re-
pressurisation of the vacuum chamber. The Virgo detector has previously suffered from con-
taminants, originating from scroll pumps, damaging and breaking the fused silica suspensions
during venting [354]. If a silicon suspension survived cooling and warming back up to room
temperature it could be used again. One can then isolate the vacuum system from both the scroll
and turbo pumps by closing the nitrogen gas-operated valves. By opening the leak valve, one
can then slowly re-pressurise the IVC back to room pressure, minimising the risk of injecting
contaminants into the suspension system at speed. Fitting this leak valve also allowed for the
potential to leak helium contact gas into the system for rapid and complete cooling of the sus-
pension structure and IVC. This was never performed during the course of this work but should
be pursued in future work in order to investigate ambient heat load effects.

The suspension was reassembled with top and bottom ribbon sensors attached and installed
into the cryostat. When the cryostat was evacuated, it was discovered the pressures were higher
than previous runs indicating a potential vacuum leak issue. After cleaning all seals, this ap-
peared to fix the pressure issue although evacuating took longer than expected, by a few hours,
compared to suspension 4. However, the IVC reached 6.2×10−5 mbar, similar to suspension 4,
which was sufficient for cooling. The experiment was cooled but failed after only 48 hours of
cooling, as shown in figure 4.25(a).
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Figure 4.25: (a) Suspension 5 cooling curve, highlighting the cryoswitch’s successful operation.
(b) Schematic for sensor layout in suspension 5. (c) Failure of suspension 5.
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The cryoswitch trigger correlated exactly with the steep change in cooling rate observed in
figure 4.25(a). The ribbon sensors show a fast thermal response, consistent with a relatively
high thermally conductive element like silicon. Furthermore, the temperature drops towards the
top fuse end temperature, which itself shows an immediate drop in temperature. From this data
alone, this would seem to imply the ribbon has failed at the bottom fuse end interface, since
the large thermal load of the mass has been removed. Upon inspection of the suspension after
opening, this is exactly what was observed. The ribbon was intact and hanging from the top fuse
end, while the mass had fallen into the mass catcher, as evidenced in figure 4.25(c).

There was no obvious reason for this failure at the bottom fuse end and the cause was unable
to be determined. As such, this failure did not allow for further analysis of the suspension since
thermal equilibrium was not reached.

4.4.7 Suspension 6

Suspension 6 saw only two minor changes made from suspension 5. The offcut silicon rib-
bons were replaced with a full width laser cut ribbon, 3.5 mm wide. This reduces the stress to
3.6 MPa, 6 % of the breaking stress measured for the median control new samples set discussed
in chapter 3. This ribbon was lapped and polished at both ends in order to remove the potential
for any trapped air in the epoxy-ribbon interface. This ribbon was lapped and polished at both
ends before being epoxied with Eccobond 286 into fuse ends.

Upon evacuating the cryostat, similar pressure issues experienced with suspension 5 arose.
This time, it was decided the OVC rubber o-ring be replaced to see if this was causing the
issue. While this appeared to improve the vacuum, the OVC pressure was only at 1 mbar, ap-
proximately 2 orders of magnitude above the ideal scroll pressure. Similarly, the IVC only
reached 3.4×10−4 mbar. Significant vacuum checks were conducted to investigate any sources
of vacuum leaks but none were found. It was decided to cool the experiment with these higher
pressures in the system.

Suspension 6 failed at the top fuse end after 58 hours of cooling. It was noted at this point,
the cooling rate of the coldplate was significantly reduced indicating either a degradation of the
cooling system or the high vacuum pressures allowing greater thermal conduction to impinge
on the 50 K shield and IVC meaning the cooling system has to work harder in order to remove
the thermal energy. Initial assessment of the cooling system appeared to show sufficient perfor-
mance, implying the vacuum system was the cause of the issue. This was investigated in more
detail for suspension 7.

After six suspension hangs, with one success, it was clear failures were still occurring at
the fuse end interfaces. With the epoxy changed and ribbons polished, the only remaining
mechanical changes to be made were the fuse ends themselves. It was not suspected that the
coefficient of thermal expansions (CTE) of the 1 mm wide aluminium fuse end slot would be a
significant problem as this would lead a 225 µm gap between the ribbon and the silicon to be
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filled with the epoxy.
Some MATLAB code was written to take in CTE data for different materials from room

temperature down to 4 K. By fitting to this data and integrating over the temperature range
of cooling, one can determine the integrated coefficient of thermal expansion (or contraction).
Given the original length of the material, with the initial and final temperatures, one can then
calculate the overall contraction over this cooling regime.

By integrating from 4–293 K over the CTE, it was found that the overall contraction of this
aluminium fuse end slot would be 4 µm. As shown in chapter 2, silicon has a more complicated
CTE due to the fact it undergoes expansion between 18–123 K, meaning the silicon contracts,
then expands, then contracts again during cooling. However, integrating silicon’s CTE from 4–
293 K leaves a total contraction of 0.18 µm for a 775 µm thick ribbon. The region of expansion
from 18–123 K of the CTE of silicon is ≈ 6 times smaller than the overall contraction from
4–293 K.

Figure 4.26: (a) Coefficient of thermal expansion for a variety of materials and epoxies. (b)
Corresponding total contraction from 4–293 K for the materials and epoxies listed in (a). (c)
New Macor fuse end design showing survival after loading with 1 kg mass and cooling in liquid
nitrogen.

Finding CTE data, or indeed thermal conductivity data, for Eccobond 286 for cryogenic
temperatures was not possible and according to the manufacturer is not available below 220 K
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[355] [356]. This was unusual, considering the epoxy is manufactured and sold for use in
cryogenic windows at 4 K [352] as well as being used successfully in previous cryogenic
works [357] [358]. The stated CTE for Eccobond 286 is 36 ppm/°C and had to be assumed
this was the case at all temperatures [356]. Similarly, the thermal conductivity was stated as
1 Wm−1 K and had to be assumed constant over all temperature ranges [356]. For similar epox-
ies, data shows both the CTE and thermal conductivity reduce by approximately 1 % and 10 %
respectively, from 300 K down to 10 K, providing conservative estimates for Eccobond 286 from
these assumptions [359] [360]. From 4–293 K, this provides a contraction length of 2.4 µm.

While these length changes seem small in comparison to the 225 µm gap between the silicon
ribbon and aluminium fuse end slot, this was filled by the epoxy. Eccobond did appear to set
particularly hard and the cracking in the softer set Araldite 2012 indicated thermal stresses were
occurring within the fuse end structure. However, suspension 4 managed to hang which pointed
to the fact that these stresses were not always enough to fully break the silicon-fuse end interface,
with the hard epoxy meniscus being able to adhere to silicon ribbon. The fact silicon contracts,
expands and then contracts again will however exacerbate the stresses applied across the silicon-
fuse end interface which is also a likely contributor to these failures along with material CTE
mismatch.

To best increase the chance of suspension survival, a series of other cryogenic epoxies and
fuse end materials were investigated. The results of this investigation are shown in figures
4.26(a) and (b). It was decided that work would continue with Eccobond 286 but the ceramic
material, Macor, would replace the aluminium fuse ends. This was selected over similar CTE
matching materials to silicon, such as more silicon or silicon nitride fuse ends due to the ability
to easily manufacture and shape into a fuse end design.

The fuse ends were cut from 10 mm×10 mm Macor bar with the same 1 mm wide slot cut to
insert the ribbon. A series of 45 mm long silicon ribbons were hung using the Macor fuse ends
with Eccobond 286 epoxy, as shown in figure 4.26(c). These were loaded with a 1 kg mass and
submerged in liquid nitrogen. These particular ribbons were not lapped or polished. All of these
samples survived both loading and cooling which proved promising.

4.4.8 Suspension 7

Suspension 7 employed these new Macor fuse ends with the same Eccobond 286 epoxy. This
time a new silicon ribbon offcut was used that was 1.76 mm wide. This increases the stress in the
suspension back to 7.2 MPa, 12 % of the breaking stress of median control new sample set from
chapter 3. This ribbon was not polished at either end due to the Macor fuse end investigation
showing this was not necessary.

As expected, upon initial evacuation of the cryostat, similar pressure issues experienced
with suspension 5 and 6 arose. Cleaning the OVC rubber o-ring this time did not appear to
improve the vacuum and further vacuum leak checks did not yield any conclusive results. It was
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decided to cool the experiment again with the OVC pressure at 1.1 mbar and the IVC pressure
at 1.6×10−4 mbar in order to compare the performance to suspension 6.

Figure 4.27: Suspensions 4 to 7 coldplate temperatures compared during cryostat cooling. In-
creases in temperatures observed for suspensions 6 and 7 are when cooling was stopped.

Figure 4.27 shows a comparison of the coldplate temperatures between suspensions 4 to 7,
where a clear degradation in cooling is seen.

Suspension 5, after cleaning the OVC o-ring, had very similar OVC and IVC pressures to
suspension 4 but appeared to have a lower cooling rate. This was potentially the first sign
of cooling issues arising within the cryostat. Furthermore, the cooling rate of suspension 7
appeared to improve compared to suspension 6 with no changes made to the vacuum or cooling
system.

While there was clearly a vacuum issue, this also provided strong evidence towards the fact
there may be a cooling issue, related to the cryogenic compressor or the heat-exchanger.

With a hanging suspension inside and cooling, it was decided to continue the experiment.
After approximately 63 hours, the suspension failed at the top fuse end. After investigation, the
exact cause of failure at the top fuse end interface was unable to be determined.

The primary focus now shifted to fixing the vacuum system. This would allow for the inves-
tigation of the cooling system once this was fixed. Further vacuum investigations finally found
the tip seals on the scroll pump were worn resulting in a poor vacuum provided to both the OVC
and IVC. These tip seals were replaced for suspension 8.
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4.4.9 Suspension 8 and compressor faults

Suspension 8 used a new, full width, silicon ribbon, that was 3.51 mm wide, reducing the stress
in the ribbon back to 3.6 MPa, 6 % of the breaking stress of the median control new sample set
from chapter 3. Like suspension 7, the silicon was not lapped and polished at either end.

During routine electrical testing of the sensors, conducted before cooling each suspension,
it was discovered that the top ribbon sensor, a calibrated DT-670 SD, had failed. It was decided
to move the uncalibrated DT-670 SD sensor from the coldplate to become the top ribbon sensor.
With the lab jack raised to unhang the mass and the mass stops locked in place, this sensor was
replaced in situ. A spare Cernox sensor was placed onto the coldplate to replace the uncalibrated
DT-670. While the uncalibrated DT-670 SD sensor is the least accurate sensor, it was the only
sensor available at the time that could be mounted on the ribbon. Furthermore, this experiment
would firstly focus on investigating the cryostat cooling issues and, if successful, would then
aim to look at heating the suspension if it survived cooling.

With the new sensor arrangement, the cryostat was evacuated reaching an OVC pressure of
7.4× 10−2 mbar and an IVC pressure of 1.4× 10−4 mbar before cooling commenced. After
45 minutes of cooling the cryostat compressor stalled which causes the remote motor to stop
operating and cooling to cease. The previous assumption of both vacuum and cooling problems
was proven to be correct.

A series of troubleshooting was conducted with advice given by Leiden Cryogenics. No
immediate solution was found. At this point, it is typical for a qualified engineer from Cryomech,
who make the compressor, to come out and investigate the issue, however due to the COVID-19
pandemic this was not possible.

Over the course of the next 4 months the author conducted a series of investigations ranging
from opening the remote motor assembly and re-wiring to re-charging the helium gas in the
compressor. This line of work was supported by Cryomech remotely. After working backwards
from the most likely source of failure, the cold head and remote motor assembly, the issue
was eventually traced to a power distribution board that was intermittently failing causing the
compressor to trip power and stall. Further faults were also uncovered during the course of
this maintenance, including incorrect helium pressures within the compressor and worn wire
insulation within the remote motor assembly. All of these issues were rectified.

Suspension 8 was kept suspended in the cryostat during this work and survived cooling to
cryogenic thermal equilibrium, as shown in figure 4.28. It should be noted that the compressor
issues were not fully resolved during this suspension experiment. After approximately 1416
hours, or 59 days, the compressor had to be switched off, highlighted in figure 4.28, and the
experiment allowed to return to room temperature. This was to allow for the electrical investi-
gations that later resolved all underlying compressor issues.
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Figure 4.28: Full cooling curve for suspension 8 highlighting multiple points of compressor
failure including extended compressor downtime for maintenance and investigations. Also high-
lighted is the mass stabilised at 20 K. The cryoswitch data is removed for clarity due to no failure
of the suspension.

Compressor issues did not ultimately affect most of the results of suspension 8 allowing for
thermal stabilisation of each heat step applied. In total, 6 heat steps were applied for this suspen-
sion, with the final heat step not stabilising before the final compressor failure and maintenance
shown in figure 4.28. Heat step 3, highlighted on figure 4.28, shows the first demonstration of a
loaded silicon suspension where the mass temperature is held at 20 K.

Recording and analysis of heat steps, ambient heat load and thermal conductivity for this
suspension are analysed below in section 4.5.

As can be seen in figure 4.28, at cold thermal equilibrium a heat load still remains. It was
suspected the 5 V channel as part of the cryoswitch sensing may have be inadvertently applying
power, and hence heating, into the suspension structure through some path that was unable to
be determined. To test this, the cryoswitch external wiring was disconnected from the NI box.
This external wiring was left disconnected for 24 hours but no temperature change was observed
throughout the suspension and so the cryoswitch was ruled out as a source of ambient heating.

4.4.10 Suspension 9

Due to the survival of suspension 8, the suspension 9 experiment is the same suspension under-
going cooling once the compressor was fixed. As such, no 24 hour hang in air was required.
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A new Lake Shore 336 temperature controller was added to the existing 2 Lake Shore 340
temperature controllers. This allowed for the ambient temperature sensor to be reconnected
since the capacity for temperature sensors was now increased from 8 to 12.

A new calibrated DT-670 SD replaced the uncalibrated DT-670 SD top ribbon sensor in
order to increase accuracy. The uncalibrated DT-670 SD was moved onto the cold plate next
to the Cernox sensor. This would allow for post-calibration of the sensor for suspension 8 data
analysis, due to it being placed directly next to a more accurate Cernox sensor for this run.

The other significant change between suspensions 8 and 9 was the blanking of all port win-
dows. All sapphire port windows were removed and replaced with blank metal inserts. The
reliability of the cryogenic switch meant that visual confirmation of suspension failures was no
longer required and it was hoped that this would help reduce any ambient heat load that may
pass through the sapphire windows.

Figure 4.29: Full cooling curve for suspension 9 highlighting sensor self-heating checks and
heater circuit instability. The room temperature sensor is not included due to the y-axis scaling
and the cryoswitch data is removed for clarity due to no failure of the suspension.

Figure 4.29 shows the successful cooling curve of suspension 9. In total, 8 heat steps were
applied for this suspension with one additional step returning the suspension back to cold equi-
librium. Recording and analysis of heat steps, ambient heat load and thermal conductivity for
this suspension are analysed below in section 4.5.

It is of note here that the IVC wall sensor stabilised at 11.9 K, whereas for suspension 8 it
stabilised at 6.3 K. This was assumed, and later confirmed, to arise from the fact the sensor had
detached from the IVC wall.
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A series of sensor self-heating experiments were carried out for heat step 1 and later at
cold thermal equilibrium. During heat step 1, the 5 temperature sensors attached directly to
the suspension were unplugged; the top fuse end, top ribbon, bottom ribbon, bottom fuse end
and bottom of mass sensors. These were left disconnected overnight. When the sensors were
plugged back in individually to look for temperature responses, little change was seen on the
Cernox sensors (top fuse end, bottom fused end and bottom of mass). However, when the top and
bottom ribbon DT-670 sensors were plugged back in, a response of 14 mK over approximately
12 minutes was observed in each sensor. This is discussed further in section 4.5.4.

This experiment was repeated at cold thermal equilibrium where instead of unplugging all 5
sensors at once, the sensors were unplugged one by one and then re-connected. The results were
consistent with the experiment conducted at heat step 1.

The final temperature step applied produced some power instability in the heater circuit, as
shown in figure 4.29. The source of this instability was investigated and rectified as part of the
next suspension experiment, as discussed in section 4.4.11.3.

After this temperature step, cooling was stopped and the system brought back to room tem-
perature and pressure. With the cooling stopped by turning off the compressor, an unusual noise
was heard from the Leybold Turbovac SL80 turbo pump that was not previously heard due to the
compressor noise. It was discovered the turbo pump bearings had significantly degraded. Before
the next suspension was installed, a new Leybold Turbovac 90i turbo pump was installed.

Suspension 9 was removed from the cryostat and the silicon ribbon-fuse end assembly was
placed into storage for any future work required. This experiment allowed for the progression
to installing a HC bonded silicon suspension into the cryostat as discussed in the next section.

4.4.11 Suspension 10 - a cryogenic, HC bonded, silicon suspension

With the success of suspension 8 and 9, work was conducted in parallel to prepare a HC bonded
silicon suspension.

The fuse end designs were to be replaced with silicon blocks, where a silicon ribbon could
then be HC bonded onto the sides of the blocks. The top block could be clamped to the suspen-
sion structure and the mass could then be clamped to the bottom block to load the suspension.

4.4.11.1 HC bonded suspension assembly and jig

Silicon blocks were acquired from Sil’tronix [361]. These blocks measured 5×10×20 mm. The
four largest faces were required to have a peak-to-valley flatness of <63 nm (equivalent to a λ

10

flatness at 633 nm) over 95 % of the surface. For the two largest surfaces this was to allow for
HC bonding of the silicon ribbon onto the side of the block. For the two smaller areas, this
was to allow for clamping the silicon block into a suspension support structure or to clamp the
mass at the bottom but would also enable future designs to be HC bonded at these interfaces



CHAPTER 4. CRYOGENIC SILICON SUSPENSION PROTOTYPE 198

rather than clamped. Furthermore no peaks could protrude from the edges so the blocks were
chamfered on all vertices. Both of these are requirements for HC bonding [186] [191]. The
silicon block samples were characterised on a Zygo GPI XP-D flatness interferometer upon
arrival to ensure these standards were met before bonding [362]. These silicon blocks effectively
become analogous to the aLIGO suspension ears described in section 1.5.4 of chapter 1.

The silicon ribbons used were laser cut 3.5 mm wide by 775 µm thick and 250 mm long
acquired from LML using the same new laser cutting technique as in chapter 3. The ribbons
were also characterised on the Zygo flatness interferometer beforehand to ensure no peaks from
laser cutting would inhibit the HC bonding process.

Silicon can not be HC bonded without a sufficient oxide layer [190]. While these oxide
layers should be thermally grown to a minimum of 50 nm for reliably strong bonds, they more
commonly been previously grown to 100–200 nm thick [186] [191] [363]. Taking the bond
thickness as 61 nm and a conservative oxide thickness of 150 nm for reliable strength this gives
total bond thicknesses of 211 nm if only one silicon piece is oxidised, and 361 nm if both pieces
are oxidised [150] [364].

Before bonding, the ribbon and silicon blocks were cleaned in Piranha solution. The 3 pairs
of silicon blocks were then thermally oxidised in an oven for 5 hours at 1000 ◦C. This produces
an oxide layer approximately 150 nm thick and was confirmed by post-analysis on a SE850
spectroscopic ellipsometer [365]. The silicon ribbons were not oxidised to minimise handling
and maintain their ultimate tensile strength.

As shown in figure 4.30, a specialised jig was designed and constructed to allow for the HC
bonding of the ribbon and blocks. The jig must not allow for contact on regions that are to be
bonded in order to maintain the high cleanliness required for a successful HC bond. As shown
from the work in chapter 3, the silicon ribbon must also not be contacted anywhere along its
length to avoid surface damage in order maintain its tensile strength.

Figure 4.30(a) shows the original design drawing for the suspension assembly. Recesses
were built to accommodate both silicon blocks into two moveable stages. When fully extended,
these moveable stages, together with bond aligners, create a clearance of 0.5 mm at either end
between the end of ribbon and the exposed edge of the silicon block. This is to avoid any
unwanted contact, and induced stress, between the ends of the ribbon and clamping surfaces on
the suspension support structure or mass. The blocks sit above the moveable stages to ensure
the ribbon does not contact them. The bond aligners are referenced off the moveable stages,
with one bond aligner controlling the longitudinal placement of the ribbon and both aligners
ensuring central bonding alignment. The final built design is shown in figure 4.30(b) with a
few modifications made to (a). In order to ensure best alignment of the moveable stages and
minimise any off-axis stress on the ribbon, it was decided to reference and fix one stage to a
breadboard and allow only the other stage to move. Furthermore, securing screws were threaded
through the side of the stages to gently press the silicon blocks into the sides of the referenced
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recesses.
The 3 pairs of blocks were then cleaned again in Piranha solution prior to bonding. With the

silicon blocks and bond aligners in place and the moveable stages fully extended, 0.8 µLcm−2

of sodium silicate bonding solution was applied to the silicon block surfaces. This solution is
a 1:6 sodium silicate to DI water mixture as defined in the aLIGO bonding procedures [366].
The ribbon was then carefully placed on top of the bonding solution and pushed up against the
bond aligners. Tungsten weights were then carefully inserted to apply a small pressure to the
bond region to prevent the ribbon from drifting. The bond was left in the jig for 24 hours. After
this, the tungsten weights were removed, the moveable stages were retracted slightly and the
bond aligners were removed without disturbing the suspension. The suspension assembly was
removed to ensure bonding had occurred, producing the final HC bonded silicon suspension, as
shown in figure 4.30(c). The suspension assemblies were left to further cure, out of the jig, for
>4 weeks, in line with standard HC bonding procedures [186].

Combined with a 61 nm HC bond, this provides a total bond thickness at the top and bottom
of the ribbon of 211 nm, with a bond area of 9.5×3.5 mm. This results in an induced stress in the
bond, due to loading from the 1 kg mass, of 0.3 MPa. The accepted breaking stress for HC bonds
between silicon substrates is 30± 17 MPa, giving a safety factor of 51, taking the conservative
silicon HC bond strength of 13 MPa [186]. For comparison, aLIGO’s bond stress is 0.16 MPa
with a safety factor of 94 [189].

A total of 4 suspensions were bonded in this way, with 3 of the suspensions bonded using
oxidised blocks, providing the strongest bond and 1 suspension bonded using only the native
oxides of the silicon block and ribbons. As will be discussed in chapter 5, FEA was conducted
on these 4 bonded suspensions to determine the best-aligned suspension which would yield the
lowest stress and hence best chance of survival.

4.4.11.2 Bonded suspension support structure and hanging in air

Due to the unique design of the HC bonded suspension, it was necessary to design a new support
structure and interface. The overall support structure is based on a similar design to the original
support structure shown in section 4.3, with top, mid and bottom plates as before.

Since the suspension already has top and bottom block attachment pieces as part of the
overall structure, the suspension can not be simply inserted as with the previous fuse end design.
A new design of interface between the suspension structure and silicon blocks must be created.
This involved the use of a simple clamping bar with bolts either side, as shown in figure 4.31(a).
This design has been used extensively for research involving clamping silicon cantilevers for
cryogenic mechanical loss measurements and was adapted for this application [193]. In order to
evenly and tightly clamp without damaging the silicon, it is necessary for all clamping surfaces
to be mechanically polished to a specular standard, including the top of the aluminium mass.
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Figure 4.31: (a) Example of clamping technique applied to silicon suspension. (b) The same
clamping technique applied to an aluminium mass, using a mock aluminium block.

This same concept was applied for the silicon suspension, as shown in figure 4.31(b). Due
to the 20 mm width of the block, this required the bolts to be 30 mm apart, centre to centre.
As such, the stainless steel mass previously used was replaced with an equivalent aluminium
mass, measuring 65 mm in diameter and 120 mm long. The aluminium bar has a 4×4 mm cross-
section. This allows for a 1 mm gap between the edge of the bar and the silicon ribbon bonded
onto the side of the block, as the silicon block is 5 mm thick, avoiding any potential contact that
could damage the silicon.

A bottom block alignment plate held on with a g-clamp, shown in figure 4.32(a), was created
to ensure the silicon block was well aligned on the top of the aluminium mass to minimise any
suspension stresses. This is removed once the suspension assembly is affixed to the top block.

Instead of having the mass placed inside the suspension support structure and then installing
the suspension above it, it was deemed most practical to affix the suspension onto the mass
first and then move the suspension and mass assembly into the suspension support structure.
Furthermore, a new cryoswitch and mass catcher, working on the same principles as before
were developed. The cryoswitch differs by having a copper trigger arm attached to the side of
the mass instead of beneath it. The mass heater was bolted directly onto the bottom of the mass,
as before, but this new procedure would require one to balance the suspension before hanging
which is not possible. To mitigate this, a new mass catcher was designed with a recess that
accommodated the heater and its wiring while being able to support the mass on a level plane.
The bottom of mass Cernox sensor was also fitted to the bottom of the mass. All of the above
modifications can be seen in figure 4.32(a).
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Figure 4.32: (a) Silicon suspension assembly affixed to the top of the mass, sitting on the mass
catcher. (b) Suspension assembly from (a), with g-clamp and alignment plate removed, inserted
into the suspension support structure.

The new suspension structure can be seen in figure 4.32(b). This new structure was almost
identical to the original epoxied suspension’s structure, except the supporting 1" diameter poles
are made from 6061-T6 aluminium instead of stainless steel. This allowed for easy machining
of flats in the poles to create new mounting points for thermal bobbins that provide thermal and
mechanical anchoring of sensor wires to the suspension structure support poles. Further to this,
a thin layer of Apiezon N thermal grease was applied between all poles and connecting plates,
unlike the epoxied suspension’s structure.

One notes this new structure is missing a front portion of the middle plate. This is to allow
for the insertion of the suspension assembly in figure 4.32(a) into the suspension structure and
onto the lab jack. One can see in figure 4.32(b) the next step is to elevate the suspension in
order to clamp the top block. This is a particularly delicate procedure as over-elevation of the
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suspension assembly will compress the suspension and break the bonds or ribbon.
For the top silicon block, this clamping technique can be applied in reverse, replacing the

mass with a polished metal block with the clamping bar underneath instead of on the top. No
alignment jig was required for the top silicon block.

Figure 4.33: (a) Elevated suspension clamped at the top with mid plate inserted. (b) The last
step of the suspension assembly, with temperature sensors attached ready to be hung. (c) Cernox
sensor on bottom block. (d) Clamp for Cernox sensors and top ribbon sensor attached with
cryogenic grease before wrapping in PTFE tape.
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Figure 4.33(a) shows the suspension after elevation with the top block clamped to the top
polished plate and the removable mid plate section inserted. This completes the 3 mass stop
configuration. The mass stops have multiple threads to allow for the insertion of nylon-tipped
grub screws that can be driven into the side of the mass to fix it in place.

As shown in figure 4.33(b), the remaining temperature sensors were attached; the top block,
top ribbon, bottom ribbon and bottom block sensors. The top and bottom block sensors are the
same Cernox sensors previously attached to the top and bottom fuse ends on the epoxied silicon
suspensions. The sensors were affixed by a thin layer of cryogenic varnish directly onto the
polished face opposite to the bonded ribbon, as shown in figure 4.33(c). Copper clamps were
created to hold the sensors in place as the varnish cured, and one can be seen still attached to the
top block sensor in figures 4.33(b) and (d) as it was curing. These are removed before suspension
hanging and cooling. The top and bottom ribbon sensors were affixed to the ribbon as before,
using cryogenic grease, where helping hands mounted on lab jacks were used to support the
sensor in place before wrapping, as shown in figure 4.33(d). All lead wiring was affixed to the
suspension structure poles via Kapton tape where necessary before being attached to thermal
bobbins. These thermal bobbins are now directly screwed into the suspension structure poles,
for both mechanical and thermal anchoring, an example of which is shown in figure 4.33(b).
Finally, a copper plate, similar to the one attached to the original mass catcher in figure 4.19,
was attached to the bottom plate of the suspension structure. This was connected to the same 5 V
circuit through the same National Instruments USB-6211 multifunction device, which recorded
the hanging state of the suspension in the same way as previous epoxied suspensions.

An initial attempt at hanging in air was conducted using the suspension bonded with only the
native oxides of the silicon block and ribbons, since, from section 2.3.3.4 of chapter 2, this was
likely to be the weakest bond. This suspension failed at the bond interfaces when attempting
the first step shown in figure 4.32(a) as the suspension assembly was inserted into the bottom
clamp. This was due to over-constraint of the suspension assembly when handling both the top
and bottom blocks at the same time.

A second attempt was made using one of the remaining 3 suspension assemblies, where
the blocks were oxidised, likely producing stronger bonds. This attempt was conducted before
the cryoswitch, mass heater or any temperature sensors were attached in order to discover any
assembly conflicts or unforeseen difficulties.

What is believed to be the world’s first successful hang of a HC bonded silicon suspension
is shown in figure 4.34. This suspension was left to hang in air for over a month with no failure
occurring.
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Figure 4.34: The world’s first successful hang of a HC bonded silicon suspension.
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4.4.11.3 Bonded suspension cooling

The significant changes between the epoxied and HC bonded suspension infrastructure were;
the new aluminium mass, mass heater, new mass catcher, cryoswitch, suspension structure and
turbo pump.

Figure 4.35: (a) Zoomed in image of mass area on HC bonded suspension. (b) HC bonded
suspension installed in the cryostat, viewed from the back to show the positioning of temperature
sensors on the suspension.

Figure 4.35(a) zooms in on the mass, mass stop and cryoswitch area to clearly show the new
configuration with the mass hanging but locked in place by the nylon-tipped grub screws.

All temperature sensors outside the suspension structure were kept in the same place. The
Cernox temperature sensor on the bottom of the old suspension structure was placed on the
bottom plate of the new suspension structure. The top block, top ribbon, bottom ribbon, bottom
block and bottom of mass temperature sensors were placed as discussed in section 4.4.11.2.
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The temperature sensors attached to the suspension assembly and structure are shown in figure
4.35(b).

With the grub screws retracted, the mass is freely hanging. Figure 4.35(b) shows the final
state of the HC bonded silicon suspension before the cryostat was closed up, evacuated and
cooled.

Figure 4.36: Full cooling curve for suspension 10 highlighting and heater circuit instability and
the mass stabilised at 20 K. The mass is also run around 120 K although thermal stabilisation
did not occur. The room temperature sensor is not included due to the y-axis scaling and the
cryoswitch data is removed for clarity due to no failure of the suspension.

Figure 4.36 shows the successful cooling of suspension 10, a HC bonded silicon suspension.
A total of 10 heat steps were applied, 9 of these applied the same power as the heat steps for
suspension 9, with one additional step returning the suspension back to cold equilibrium.

Before applying the final heat step 10, heating was switched off to allow the suspension to
reach cold thermal equilibrium again. This was to investigate the source of ambient heat that is
still present on all suspensions. For suspension 8, the heater wire circuit was disconnected from
the 5 V channel to ensure no excess current was flowing through the circuit or was being picked
up from external electromagnetic fields. However, this investigation did not fundamentally dis-
connect the thick copper heater wires that travel from the high voltage vacuum feedthrough,
shown in figure 4.22(a) down through baffling and into the cryostat IVC. It was suspected these
were potentially introducing excess heat into the system. To investigate this, the wires from the
heater circuit were disconnected externally and a heat gun was applied to the outside of the high
voltage vacuum feedthrough with the intention of heating the thick copper wires. This was only
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conducted for 30 minutes and no observable change in temperature was observed. This was
likely not left long enough to observe a change. It should also be noted however, these thick
copper wires terminate near the cryostat platform before connecting through LEMO connectors
to cryogenic wiring that is then thermally anchored to the cold suspension structure poles before
connecting to the mass heater, as can be seen in figure 4.22(b). For this reason, it is not believed
that this is the main contributing source to the ambient heat load, however future work should
rule this out by entirely removing the thick copper wires from the system.

The final heat step applied aimed to stabilise the temperature of the mass at 120 K, thus
demonstrating the low and high temperature operating regimes for 3G cryogenic silicon detec-
tors. To attempt this, the Lake Shore power output to the heater on the bottom of the mass was
set to 50 % (5 V). This would allow for fine adjustment up or down of the temperature. For
coarse temperature adjustment, the variac on the heater unit, discussed in section 4.2.1.2, was
initially set to 90 % power applied to the 4 K plate 100 W heater. This led to the temperature
spike around 1200 hours on figure 4.36. As the temperature rose, a further series of adjustments
were made eventually setting the variac to 50 % power applied to the 100 W heater. This, com-
bined with 50 % applied to the heater on the bottom of the mass achieved a mass temperature
around 120 K.

One can see a clear thermal instability throughout the suspension at this power setting.
Firstly, the 100 W heaters on both the 4 K and 50 K plates are not designed to heat cryogenic ex-
periments to stabilised temperatures, they are purely to bring any cryogenic experiment quickly
back to room temperature. There is a sinusoidal pattern in the temperature data, growing stronger
towards the top of the suspension sensors and the cold plate sensor. It is not clear the source of
this sinusoid as the difference between the peaks around 1400 hours equates to approximately
80 hours. The sinusoid does not correlate with a 24 hour daily cycle and investigating histori-
cal weather records shows little change in daily temperatures over this time period. The source
of this fluctuation can not be explained however the electronics of the heater circuit are sim-
plistic and unshielded, unlike the cryogenic electronics, so there is potential for either pickup
from unshielded cabling or interference between the cryogenic and non-cryogenic electronics.
Furthermore, radiative effects are expected to be a greater factor at these higher temperatures,
however it is unclear from this plot how exactly this affects the suspension at these temperatures,
particularly when the strongest fluctuations are seen at the coldplate temperature sensor. Due to
the fact this plate is constantly cooled, it is unlikely this sinusoid affect is as strongly affected
by radiation compared to lower down, where the suspension is more exposed to the IVC wall
temperature.

After this was achieved, cooling was stopped and both 100 W heaters were set to 100 %
power. Once the suspension was back to room temperature it was left hanging in vacuum from
May 2022 to August 2022. The system was re-pressurised slowly using the leak valve attached
to the IVC in order to minimise suspension failure from injection of particles into the vacuum
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system during the process. The cryostat IVC, 50 K shield and OVC were removed and the
suspension locked up and supported at the end of August 2022. This demonstrates that the HC
bonded silicon suspension has hung for over 8 months and survived a full cryogenic cycle.

The bottom ribbon sensor showed random spiking on the temperature channel. The spikes
were instantaneous, temporary and the reading returned to the same value before this spike. This
was potentially due to poor soldering or loose wiring. As such, the data for the bottom ribbon in
figure 4.36 has been put through median filtering in MATLAB to remove these spikes.

It was noted during heat step 3 that instability on the heater circuit, witnessed in suspension
9, was still present and was affecting the temperature stability of the heat step. Investigations in-
volved shielding the custom built through box and 110 Ω heater circuit resistor box by wrapping
them in UHV foil. Both of these boxes sat next to each other on the instrument rack and it was
suspected there was some form of electrical interference in this area. As can be seen on figure
4.36, this fixed the heater instability issue as temperature steps 4 to 10 provided stable power to
the heater on the bottom of the mass.

This experiment has demonstrated what is believed to be the first successful hang, cooling
and warm up cycle of a HC bonded silicon suspension. The suspension was cooled to cold
thermal equilibrium, heat steps were applied including steps that stabilised the mass to 20 K and
around 120 K, the proposed high and low temperature operating regimes for 3G cryogenic sili-
con detectors. Recording and analysis of heat steps, ambient heat load and thermal conductivity
for this suspension are analysed in section 4.5.

4.4.12 Summary of cryogenic silicon suspension experiments

This section summarises the 10 cryogenic silicon suspension prototype experiments in table 4.3.
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4.5 Analysis of suspension 8, 9 and 10

This section conducts analysis on suspensions 8, 9 and 10, with the primary aim of determining
the thermal conductivity of the silicon suspension.

As shown in section 3.4.1 of chapter 3, these 775 µm thick ribbons were cut from 300 mm
diameter silicon wafers with boron (p-type) dopant and a resistivity of 1–100 Ωcm.

4.5.1 Suspension cooling time

Figure 4.37: Cooling time for suspension 8, 9 and 10 showing the temperature measured at the
bottom of the mass and bottom of the suspension structure. This data has been artificially time
shifted to match the point of cooling from 270 K at the bottom of the mass sensor. The first heat
step applied for each suspension is marked to show the cold thermal equilibrium temperature for
each suspension.

Figure 4.37 shows the time taken for the bottom of the mass to reach steady state cold thermal
equilibrium for suspensions 8, 9 and 10. The data shows the temperature measured by the
Cernox sensors on the bottom of the mass and on the bottom of the suspension structure for
each suspension. For comparative purposes, the data has been artificially time shifted to match
the point of cooling at the bottom of the mass sensor from 270 K onwards. This is due to the fact
that, for suspension 8, the compressor was switched on and off during the initial cooling from
room temperature as part of the maintenance checks. Furthermore, compressor failures leading
to loss of cooling around 200 hours show two warming peaks on the bottom of the suspension
structure for suspension 8.
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Figure 4.38: Thermal conductivity of aluminium compared to stainless steel [367].

One immediately notes that the cooling time for the HC bonded suspension to reach thermal
equilibrium, compared to the epoxied suspension, takes significantly shorter. One can see that
there is correlation between suspension structure cooling and the cooling of the mass. As the
temperature of the structure drops, conduction dominates and so any change in conductivity
of these 4 support poles will significantly change the cooling rate of the bottom suspension
structure. This in turn will affect the temperature of the mass due to the contacting sensor wires
thermally anchored to the suspension structure poles helping to cool the mass down. The epoxied
suspension’s structure poles are made from stainless steel, compared to the bonded suspension’s
aluminium poles. As can be seen in figure 4.38, these aluminium poles are approximately 2
orders of magnitude more conductive than the stainless steel poles from 50 K and below and also
benefit from thermal grease between all points connecting poles to plates, unlike the epoxied
suspension’s stainless steel structure poles. As can be seen in figures 4.28, 4.29 and 4.36 the
suspension structure poles are always colder than the mass, and so heat from the mass must flow
through the sensor wires to the colder poles. While this may not be the sole reason for the faster
cooling rate, it is a significant factor. Further work exploring heat loss mechanisms through
these sensor wires is discussed in section 4.5.2.

One also notes the epoxied suspensions 8 and 9 cool down consistently with one another.
This is expected considering this is the same suspension re-cooled.

For comparative purposes, the cold equilibrium temperatures are taken as the sensor read-
ing just before applying the first heat step for each suspension, as marked on figure 4.37. The
cold equilibrium temperatures between suspension 8 and 9 are quite different. Suspension 8
stabilised at 16.66 K, compared to suspension 9 at 10.46 K. The only significant difference be-
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tween suspensions 8 and 9 was the blanking of all sapphire port windows with metal inserts.
This 6.2 K difference is highly likely to be directly attributed to this change since uncoated sap-
phire windows do permit some infrared transmission below 6 µm wavelength, as shown in figure
4.39 [368]. This demonstrates that at these low cryogenic temperatures, even small amounts of
power transmitted into the system can have the ability to significantly heat the mass.

Figure 4.39: Transmission of 5 mm thick, uncoated sapphire windows, the same used in the
Leiden cryostat ports. Image modified from [368].

Suspension 10 encountered the same cryogenic environment as suspension 9 since the port
windows were also blanked. Suspension 10 equalised at 9.86 K, 0.6 K below suspension 9. The
silicon ribbons for suspension 9 and 10 are similar in dimension and are cut from the same
silicon wafer. It is therefore reasonable to assume the conductivity of the silicon ribbon is very
similar. However, this 0.6 K difference at the bottom of the mass between suspensions likely
arises from the fact the conductivity of the two different ribbons will not be exactly the same.
This is investigated in the following section.

4.5.2 Cryogenic suspension ribbon conductivity

Each of the 3 suspensions has one variable change between them. Suspension 8 and 9 are the
exact same suspension except suspension 8 had the sapphire port windows fitted to the cryostat,
allowing an extra heat exchange mechanism in and out of the cryostat IVC. Suspension 9 and 10
are different suspensions with different connection techniques (macor-epoxy and HC bonding),
masses and suspension support structures but experience the same cryogenic environment due
to the port windows being blanked.

The thermal conductivity, k, of each suspension ribbon can be calculated using the steady
state method, which is defined from appendix B as [369]:

P = αT 3A
dT
dL

(4.1)

where P is the heat current in thermal equilibrium, A is the cross-sectional area of the ribbon
and dT is the change in temperature measured over distance dL. Here, k = αT 3, where T is



CHAPTER 4. CRYOGENIC SILICON SUSPENSION PROTOTYPE 214

taken as the average temperature of the ribbon sensors and α is a scaling factor. This relation
arises from the fact the heat steps applied generally keep the silicon ribbon within the specific
heat dominated regime as shown in figure 2.14 of chapter 2. Any larger heat steps that push the
silicon ribbon outside this T 3 relation are not used for conductivity analysis in this section.

At steady state equilibrium, all suspensions have some thermal gradient across them due
to some ambient heat load, which is discussed further in section 4.5.4. As such, one must
derive further equations to account for this, as shown in appendix B. Equation B.9 was used for
determining α and hence the thermal conductivity, k, for each silicon ribbon suspension.

4.5.2.1 Heater power input and heat losses

It is important to determine the amount of power being put into the bottom of the suspension via
the resistive heater mounted to the bottom of the mass. To do this, one refers to the heater circuit
diagram in the inset of figure 4.21 in section 4.4.5.

Since the 1908P DMM constantly measured and recorded the heater circuit current and volt-
age, the DMM accuracy for DC current and DC voltage gives the errors required to determine
the heater power error [370].

To determine the heater power, Ph, one can measure the current through the heater circuit,
and use Ph = I2Rh to determine the power dissipated within the resistor. Determining Rh requires
care since one needs to know the value of Rh accurately.

The yellow lead wires running from the DMM to the cryostat each have a lead resistance of
0.05 Ω, giving a total lead resistance of 0.1 Ω. The thick red copper wires have a total resistance
of 0.05 Ω. The final stage of the heater wires were Lake Shore Quad-Twist WQT-36 phosphor
bronze cryogenic sensor wires [335], these were measured to have a resistance of 4.15 Ω in total.
Cryogenic wires are designed to have high electrical resistivity, and low thermal conductivity, to
minimise heat flow into cryogenic systems, with the resistivity of the WQT-36 phosphor bronze
wires being 4.02 Ωm at 305 K, dropping to 3.34 Ωm at 4 K [371]. Furthermore, including the
wire thermally anchored to the poles, these wires were approximately 1 m in length, providing
consistent resistance measurements with the data sheet.

The 12 Ω wire wound mount resistor on the bottom of the mass was a 12R5 WH20. The 5 %
standard error on this heater was superseded when measured using the 1908P DMM, with the
associated error stated in [370]. The heater resistance gave a value of 11.947 Ω. Wire wound
mount resistors are known to have stable resistivity across wide temperature ranges [372] [373]
[374].

When the cryostat was closed, the resistance between the yellow lead wires was measured
to be 16.4 Ω, roughly consistent with the above measurements. When the cryostat was cold,
this measurement dropped to 15.8 Ω, roughly consistent with the 0.7 Ω drop in resistivity of
the WQT-36 phosphor bronze wires. Care was taken to remove the measurement lead wire
resistance for every measurement above.



CHAPTER 4. CRYOGENIC SILICON SUSPENSION PROTOTYPE 215

One therefore assumes a fixed value for Rh of 11.947± 0.014 Ω, taking the resistive errors
given in [370].

With the current measured for every temperature step, one can combine the errors of ∆I and
∆Rh to determine the error on the heater power δPh. The average combined power error across
all heat steps in all 3 suspensions was 0.2 %.

Figure 4.40: Schematic model for radiative and conductive losses.

Furthermore, it is also important to determine the heat losses from the suspension mass due
to both conduction and radiation. For this analysis, only the mass losses are considered.

Conduction As previously stated, the suspension structure poles were always colder than the
mass for every temperature step. Therefore, anything touching the mass, other than the silicon
ribbon suspension itself, would help conduct heat away from the mass when heat was applied at
the bottom. As shown in figure 4.40, there are 5 wires touching the mass at all times. Two wires
are for the Cernox temperature sensors on the bottom fuse end (or block) and the bottom of the
mass. Two wires are for the power supply to the heater on the bottom of the mass. Finally, in
both the old and new cryoswitch designs, one wire is always attached to the mass, with the other
wire attached to the copper contact plate.
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Conductive losses are therefore estimated in the following way using equation B.2 in ap-
pendix B. One firstly assumes the temperature of the cold poles, where each of the wires are
thermally anchored, are the same temperature as the bottom of the suspension structure since
this is the closest sensor to the poles. It is likely the poles are slightly colder than the bottom of
the suspension structure as logically they must sit somewhere between the coldplate temperature
of 4 K and the temperature measured on the bottom of the suspension structure. The tempera-
ture of the mass is taken as the average temperature measured on the bottom fuse end (or block)
sensor and bottom of the mass sensor. The ∆T value is the difference in temperature between
the average temperature of the mass and the assumed temperature of the cold poles. This esti-
mation provides a larger ∆T and hence is the conservative estimate on conduction losses since
this assumes a higher conductive loss than what is expected for each heat step.

The estimated length of each conducting wire was 15 cm. Each wire consists of 4 wires of
36-AWG (127 µm wire diameter). Therefore, 5 wires, each consisting of 4 36-AWG wires, gives
a total conduction area of 2.53×10−7 m2.

Finally, the thermal conductivity of the wires must be estimated. Data is provided by Lake
Shore for the thermal conductivity of the phosphor bronze wires at a variety of fixed temper-
atures [371]. This data was plotted between the 4–80 K temperature ranges and a 2nd order
polynomial fit applied in order to interpolate the data for the thermal conductivity at the wire
temperature for each heat step. The wire temperature was taken as the average temperature be-
tween the average mass temperature and the estimated pole temperature, taken as the bottom of
the suspension structure temperature as before.

This provided an estimate of the conductive losses for each temperature step.

Radiation Similarly, radiative losses must be estimated for each temperature step. The radia-
tive losses can be estimated using the following equation [369]:

Prad = Aεσ(T 4
o −T 4

s ) (4.2)

where Prad is the radiative heat flow out of the mass, A is the emitting surface area of the mass,
ε is the emissivity of the mass, σ is the Stefan-Boltzmann constant, To is the temperature of the
emitting object and Ts is the temperature of the surroundings.

Due to the complexity of radiative loss estimations a number of assumptions were applied to
the model shown in figure 4.40.

It was assumed that the entire surface area of the mass was simplistically emitting to the
surroundings, noting that suspension 8 and 9 will have a different emitting area to suspension
10, due to the change from a denser stainless steel to an aluminium mass.

The emissivity, ε , was estimated by fitting 2nd order polynomials to data provided for stain-
less steel and aluminium in [375], and extrapolating or interpolating for the average mass tem-
peratures respectively. This gave a range of emissivities for stainless steel of 0.009-0.032 and
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for aluminium of 0.003-0.006.
It was also assumed the surroundings, in this case the IVC, were at the same temperature as

measured by the IVC wall sensor. This is reasonable to assume since the actual line of sight of
the radiating mass would be to the IVC wall at the same height as the IVC wall sensor. Similar
to the conduction case, the mass was consistently hotter than the IVC wall across all temperature
steps.

It should be noted here that, as discussed in section 4.4.10, the IVC wall sensor had detached
from the wall. To mitigate for this, the temperature of the IVC wall sensor for all equivalent
temperature steps applied for suspension 10, was applied to suspension 9. The IVC wall sensor
is the Ts value. The To value is taken as the average mass temperature.

For every temperature step, radiative losses were compared to conduction losses. For sus-
pension 8, where port windows were present, radiative losses were never more than 5 % of
conductive losses for an average mass temperature <20 K. Comparatively, for suspensions 9 and
10 where no port windows were present, radiative losses were never more than 3 % of conductive
losses for an average mass temperature <20 K.

With the above information, the combined loss estimations could be calculated for each step.
Across all 3 suspensions, for the heat steps used to calculate thermal conductivity, the losses,
herein defined as Plosses, were found to be between 21–238 µW.

With radiative and conductive losses now calculated, one can estimate the heat current
through the silicon suspension by taking Ph and subtracting the combined estimated losses for
each temperature step.

4.5.2.2 Dimensional data

Dimension Suspension 8 Suspension 9 Error (%) Suspension 10 Error (%)

Thickness (µm) 775 2.8 775 2.8
Width (mm) 3.51 3.7 3.50 3.7

Conduction area, A (m2) 2.72×10−6 4.7 2.71×10−6 4.7
Length between sensors, L (mm) 168 0.6 89 1.1

Table 4.4: Dimensional data and corresponding errors for each silicon ribbon suspension.

The dimensions, A and L with associated errors, are recorded in table 4.4. The large ±1 mm
error arose due to the fact the DT-670 ribbon sensors were measured in place on the hanging
suspension with a ruler. This error also takes into account the 3.175 mm long DT-670 SD pack-
age was wrapped in PTFE tape to secure it in place, making exact determination of the centre
of the sensor difficult. The silicon ribbon cross-sectional dimensions were measured before as-
sembly using the same RS PRO 150 mm digital callipers discussed in section 3.4.2.5 of chapter
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3 [265]. The same error of ±130 µm when measuring the width of the sample and ±22 µm when
measuring the thickness of the samples was applied.

4.5.2.3 Temperature data

The raw temperature data for each heating step for each suspension is shown in appendix C.
All suspension have two DT-670 SD sensors on the top and bottom of the ribbon. Suspension

8 has an uncalibrated DT-670 sensor on the top ribbon sensor. The bottom sensor is calibrated.
For both suspensions 9 and 10, both sensors are calibrated DT-670 sensors.

Error analysis takes the sensor errors given for the two calibrated DT-670 SD sensors in
tables 4.1 and 4.2. For the uncalibrated sensor, a similar set of tables are produced in appendix
C.4 to provide the absolute temperature error. Errors are linearly interpolated between given
temperature points in these tables.

These errors are then propagated through using the methodology shown in equation B.9 of
appendix B.

4.5.3 Conductivity results

This section aims to calculate the thermal conductivity of the silicon ribbons from suspension
8, 9 and 10 from the temperature distribution data given the power, dimension and temperature
information above.

It must be noted here that while there is a temperature gradient across all suspensions at
cold thermal equilibrium, arising from an unknown ambient load, equation B.9 of appendix B
only requires the change in power between ambient and any heat step in order to calculate α .
While no power is input through the resistor, this ambient load creates losses, Pambient losses, at
the suspension’s cold thermal equilibrium due to this temperature gradient.

Therefore, ∆P, in equation B.9 of appendix B can be expressed as:

∆P = Pheat step −Pheat step losses −Pambient losses. (4.3)

Therefore the ∆T terms in equation B.9 of appendix B are defined as Theat step −Tambient for
the top and bottom ribbon sensors.

Due to the underlying specific heat-dominated k = αT 3 relationship, only heat steps where
the average ribbon temperature was deemed to be within this regime (<25 K ), were used to
determine α , as shown in appendix C. For data where the average ribbon temperature was
>25 K, and especially for extremely high heat steps, the estimates of α were found to be no
longer valid, particularly due to the crude radiation estimates which become more significant
and require greater accuracy as the temperature increases. This relationship also shows that α

should be a constant value for each heat step. For each suspension, an α value was calculated for
each heat step. If one then takes the mean of these individual α values for each suspension, one
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can determine the thermal conductivity at any temperature within the specific heat-dominated
T 3 regime.

Figure 4.41: Thermal conductivity as a function of temperature, with and without estimated
losses, for each heat step and each calculated α value and its corresponding individual maximum
error.

Figure 4.41 shows the thermal conductivity, with and without estimated losses, for suspen-
sions 8, 9 and 10 for their respective heat steps.

The error bars are applied to the conductivity data that includes estimated losses, and are
the maximum percentage error obtained from equation B.20 from appendix B at each power
step for each α value, applied to the corresponding calculated conductivity value k. Due to the
uncalibrated sensor used for suspension 8, these errors ranged from 115–233 %, which are off
the scale of figure 4.41.

Some correlation was found in the middle regions of data, for suspensions 9 and 10, between
the standard deviation from the mean α value for each heat step and the corresponding calculated
error in α , δα , however this correlation broke down at the lowest and highest temperature
steps. This is observed in the error bars in figure 4.41, where the percentage error from δα is
directly applied to k. For the lowest power steps, this correlation was likely degraded due to the
estimation of power losses having a more significant affect at these low powers. For the highest
power steps this was likely due to a combination of radiative effects coming into play alongside
the high temperatures starting to leave the specific heat-dominated T 3 regime.

One immediately notes each suspension has a higher conductivity if one was to remove
the estimated losses. Indeed, if one overestimates ∆P, one ends up overestimating α , which
increases the calculated thermal conductivity, k as can be seen in equation B.9 in appendix B.
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This also shows it is easier to mistakenly measure a higher thermal conductivity on a sample
rather than a lower one. This is likely one contributing factor as to why suspension 8 has a
higher mean α value compared to suspensions 9 and 10 arising from the extra radiative power
input through the port windows.

The fact that suspension 9 and 10, inclusive of losses, match relatively well is an indicator
that these loss estimations are reasonable.

Suspension α Error max, δαmax (%) Error min, δαmin (%)

8 - epoxy-macor, port windows 6.79×10−3 961 234
9 - epoxy-macor, no port windows 4.84×10−3 113 25
10 - HC bonded, no port windows 4.75×10−3 143 22

Table 4.5: Calculated mean α values for each suspension with total combined maximum and
minimum errors calculated from appendix B.

The mean α value constants for suspension 8, 9 and 10, including the maximum and mini-
mum errors, as defined in appendix B, are shown in table 4.5.

To take the most conservative maximum error on the mean, δαmax, requires finding the
maximum absolute value given from equation B.20 in appendix B, which arises from the lowest
power heat steps. This leads to the significant maximum errors shown in table 4.5. These
maximum errors arise directly due to the δα4 term in equation B.18 of appendix B where the

1
T 2

term
term dominates. For suspension 8, these errors are exacerbated further due to the δTterm

being significantly larger since the top ribbon sensor was an uncalibrated DT-670 SD sensor,
which produces an absolute temperature error ≈15 times that of a calibrated sensor at 10 K.

For comparative purposes, if one were to take the minimum absolute errors, which typically
arise from the middle heat steps where the combined errors are smallest, these errors would
reduce to the δαmin values recorded in table 4.5.

Suspension 8’s higher mean α value is shown table 4.5. This likely arises due to the excess
heat transfer through the port windows that were not fitted for suspension 9 and 10. The stan-
dard deviation of α values for the heat steps in suspension 8 was approximately one order of
magnitude lower than suspensions 9 and 10. This higher ambient heat load is likely masking the
true α variation measured across each heat step, particularly at lower power steps, artificially
inflating the mean α value. Therefore, the reason for this tight standard deviation is likely a
result of the excess heat transfer from the port windows. Indeed, one found that by reducing the
ambient load loss estimations for suspension 8, these α values reduced closer to the α values
of suspension 9 and 10. One is also reminded that suspension 8 and 9 are exactly the same
suspension, except suspension 8 experiences a different cryogenic environment due to the port
windows being present.

Fundamentally, the α values recorded in table 4.5, for suspension 9 and 10, are as predicted
by the underlying physics, where two silicon ribbons, cut from the same wafer with similar
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dimensions, should have a similar measured thermal conductivity and hence α constant when
measured in the same cryogenic environment.

One can now apply these α values in order to calculate the thermal conductivity of the silicon
suspension ribbon across the 4–25 K specific heat-dominated regime. Furthermore, one can then
compare this data to other experimentally measured values of silicon.

Figure 4.42: Thermal conductivity as a function of temperature of silicon suspension ribbon
compared to experimentally measured thermal conductivity from sources [319] [376]. Thin
black error bars shown correspond to δαmax error applied.

Figure 4.42 shows the thermal conductivity of the ribbon suspensions 8, 9 and 10 calculated
using the mean α values in table 4.5. The data in figure 4.42 is plotted alongside experimentally
measured thermal conductivity data of silicon samples obtained from Hull’s Properties of Crys-
talline Silicon [319] denoted as "Si_kappa" and work conducted by Touloukian [376]. Curves
6, 19, 26, 27, 33-37 and 46 from Touloukian’s work were found to be comparable boron doped
(p-type) silicon samples within a similar resistivity to the silicon suspension ribbons. These
curves are shown in appendix D. However, many curves were not provided over the temperature
range of interest for comparison. As such, curves 19 and 27 that are representative of the high
and low thermal conductivity cases were chosen. Touloukian’s recommended curve for high
purity silicon was also included [376]. The maximum percentage error from δαmax has been
applied to the conductivity values, k, purely for completeness here. These wide error bars asso-
ciated with suspension 8’s large uncertainties, arising from the uncalibrated sensor, should not
be mistaken for under-measuring the silicon thermal conductivity, since suspensions 9 and 10,
with more accurate sensors and δαmax errors applied do not come close to matching the mea-
sured thermal conductivity data provided. Since the silicon ribbon suspension between 8 and 9
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is the exact same, one should therefore only consider suspension 9 and 10 when comparing to
the experimentally measured data.

One immediately notes that the silicon ribbon’s conductivity in suspensions 8, 9 and 10,
where 8 and 9 are the exact same ribbon, is significantly lower than even the least conductive
experimentally measured sample within this temperature range.

Figure 4.43: Thermal conductivity as a function of temperature for each suspension using each
suspension’s mean α value plotted alongside measured thermal conductivity of silicon [376].

Figure 4.43 zooms in on figure 4.42 to more clearly compare the ribbon conductivities com-
pared to measured silicon conductivity data. Once again, suspension 8 errors, both δαmin and
δαmax, are off the scale of figure 4.43 due to the large errors associated with the uncalibrated
sensor.

There are 3 primary considerations that mean the measured thermal conductivity of the sili-
con ribbon suspension is lower than expected when compared to other experimentally measured
silicon.

Firstly, as discussed in section 4.4 and sections 3.4 and 3.8.2.2 of chapter 3, the silicon
samples are cut using lasers which produce a thermal oxide layer near the cut edges. This
thermal oxide layer indicates significant heating and melting of the silicon in order to pierce
through the wafer to cut the sample. Melting of single crystalline silicon will produce polycrys-
talline or amorphous silicon which is known to have a significantly lower thermal conductiv-
ity [377] [378] [379]. While the depth of polycrystalline or amorphous silicon into the single
crystalline sample is unknown, it is suspected this may contribute to the reduction in conduc-
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tivity due to the reduction in conduction area of the more highly conductive single crystalline
silicon. Future work, for example X-ray crystallography, should determine the depth and struc-
ture of the laser damaged silicon in order to both investigate damage depth for strength work
conducted in chapter 3 and quantify the reduction in area experienced by the single crystalline
silicon region.

Figure 4.44: Example of the effects of boundary and point defect or impurity scattering on the
phonon heat transport [380].

Secondly, boundary or geometrical scattering can not be ignored, particularly for suspension
elements that are typically very long and thin. Boundary scattering can become a significant
limiting factor of thermal conductivity at low temperatures, as shown in figure 4.44. One can
determine the boundary scattering limit from the following equation [381]:

lm =
3k

Cvv
(4.4)

where lm is the phonon mean free path, k is the temperature-dependent thermal conductivity,
Cv is the volumetric specific heat capacity and v is the Casimir sound velocity in the material,
which for silicon is 5660 ms−1 [382] [383].

If one takes the highest and lowest thermal conductivities measured across all 3 suspensions,
the corresponding phonon mean free path, lm, is 2.1–3.6 µm, from an average ribbon tempera-
ture of 9.3–19.9 K respectively, significantly shorter than the thinnest dimension of the silicon
suspension ribbons at 775 µm.

To find a scenario where the phonon mean free path approaches dimensions on the scale of
the silicon suspension ribbon would require one to use data from Touloukian’s recommended
curve. The phonon mean free path for an average ribbon temperature of 10–20 K ranges from
1024–190 µm respectively. This recommended curve is for high purity silicon, with typical
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resistivity in the order of multiple 100s or 1000s of Ωcm, far greater than the stated resistivity of
the suspension ribbons which are 1–100 Ωcm, boron doped (p-type) (100) silicon [376] [384].

Figure 4.45: Resistivity of p-type and n-type silicon versus dopant density [385].

Thirdly, the dopant concentration and resistivity of the silicon ribbons will have a significant
impact on the thermal conductivity. As stated in section 2.3.5 of chapter 2, heat transfer in
crystalline silicon is dominated by phonon transport [201]. Phonon scattering from point defects
or dopant impurities in a sample can inhibit thermal conductivity measurements, particularly
at low temperatures where the Umklapp process is not a limiting factor, as shown in figure
4.44 [202] [380].
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Sample
Dopant concentration

(Boron atoms per cm3)
Resistivity

(Ωcm)
Sample cross sectional dimensions

(mm)

Curve 19 1×1015 15 3.00×3.00
Curve 27 4×1014 35 0.63×0.64

Suspension 8/9 1.5×1014 – 2×1016 1-100 3.51×0.775
Suspension 10 1.5×1014 – 2×1016 1-100 3.50×0.775

Table 4.6: Dopant concentration, resistivity and cross sectional dimensions of silicon samples
used to produce Touloukian’s thermal conductivity curves in [376] and silicon ribbon’s used in
this thesis. The resistivity values used have been estimated from figure 4.45.

Table 4.6 shows the dopant concentration, resistivity and sample sizes of the silicon samples
used to produce curves 19 and 27 in Touloukian’s data [376] alongside the silicon ribbons used
for suspensions 8, 9 and 10. The resistivity values for Touloukian’s curves have been estimated
from figure 4.45. With no independent measurement of the silicon ribbon suspension thermal
conductivity, one can only infer the dopant density from the resistivity range as shown in figure
4.45. The inferred dopant density for the silicon ribbon suspensions are shown in table 4.6.

It is clear to see from figure 4.42, the difference between the thermal conductivity for curve
19 compared to curve 27. If one were to assume the silicon ribbons are at the lower end of the
1–100 Ωcm resistivity range, and hence higher dopant density of 2×1016 boron atoms per cm3

this would likely significantly reduce the thermal conductivity of the sample due to the lack of
sample purity.

It is believed these factors ultimately reduce the conducting cross-sectional area of the single
crystalline silicon and inhibit phonon transport within the ribbon sample, reducing the thermal
conductivities as shown in figure 4.42.

Further work is required to determine by how much each of these factor in and if these
mechanisms alone can account for the discrepancy between the measured thermal conductivity
of the silicon ribbon suspension compared to the thermal conductivity of other experimentally
measured samples with similar material properties.

4.5.4 Ambient heat load

The fact a temperature gradient exists across suspension 8, 9 and 10 when at cold thermal equi-
librium, implies there is an unknown ambient heat load present on the mass.

One can estimate the ambient heat load in each suspension by defining the following equa-
tion:

Pambient −Pambient losses +Psensor = Pheat current (4.5)

where Pambient is the unknown ambient heat load on the system, Pambient losses is the estimated
heat loss at cold thermal equilibrium and Pheat current is the heat current through the ribbon at
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cold thermal equilibrium, calculated using equation B.5 in appendix B and using the α values
listed in table 4.5 for each suspension. Psensor must also be accounted for due to the sensor
self heating of the bottom ribbon sensor which sits between the mass, where one assumes the
majority of ambient heating applies and the rest of the ribbon above. This was taken as 16 µW
quoted by Lake Shore at 4 K [343].

Suspension Ambient heat load (µW)

8 - epoxy-macor, port windows 570.0
9 - epoxy-macor, no port windows 108.8
10 - HC bonded, no port windows 99.7

Table 4.7: Estimated ambient heat load on each suspension.

The estimated ambient heat loads for each suspension are recorded in table 4.7. The higher
ambient load on suspension 8 is consistent with the fact this system had sapphire port windows
in place during the experiment, allowing radiation to transmit through the system. Suspensions
9 and 10 should experience the same ambient load if experiencing the same cryogenic envi-
ronment. The cause of this exact discrepancy in calculated thermal loads likely arises from the
combination of estimated heat losses and slight variance in α values as shown in table 4.5.

To investigate the source ambient heat load further, one can only compare suspensions 9
and 10 since they shared the same cryogenic environment. Several conduction experiments
were carried out on the different suspensions to investigate this ambient heat load. Conduction
investigations were carried out in section 4.4.9, involving disconnecting the cryogenic switch to
ensure no residual power was leaking into the system. This experiment was conducted only for
suspension 8 and was never repeated for suspension 9 and 10. If this was the source of ambient
heat load, the effect of disconnecting it may have been lost due to the higher ambient radiative
window heat load in suspension 8. It is recommended that this experiment should be repeated
in a cryogenic environment with the port windows blanked.

Heating of the thick copper heater wires was conducted on suspension 10 to investigate this
potential conduction path introducing heat into the system with no observed heat leak into the
system. This experiment should be conducted over a longer period of time in case there is a long
thermal lag or the thick copper wires should be removed entirely.

In section 4.4.11.3, temperature sensors were individually disconnected and re-connected
to investigate sensor self-heating inputting power into the system. Sensor self-heating was ob-
served to be approximately 14 mK on a DT-670 SD sensor, which was found to be roughly
consistent with the 16 µW of self-heating quoted by Lake Shore at 4 K [343]. With Cernox sen-
sor self-heating measuring 10−7 W at 4 K their contribution was considered negligible [344].
The two DT-670 sensors alone, assuming maximum power dissipation, can not account for the
total ambient load.

These mechanisms of conductive heat transfer, while unable to be ruled out entirely, are
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unlikely to contribute significantly to the source of ambient heating of the mass, primarily due
to the fact all wiring is thermally anchored to the suspension structure poles that are known to be
colder than the 1 kg mass at all times. Due to conduction dominating at these lower temperatures
by the fact that the estimated radiative losses from the mass as a percentage of conductive losses
never exceeded 3 %, radiation was also not considered to be the primary driver of the ambient
heat load for suspensions 9 and 10.

Two more sources were considered as a source for heating the mass at cold thermal equilib-
rium; cosmic ray flux and electromagnetic fields. For this work, the estimates were applied to
the aluminium mass, used in suspension 10, due to the larger mass surface area and diameter,
compared to the stainless steel mass, where these effects should be most pronounced. Heating
from cosmic ray flux was estimated by using [369]:

dQ = mcdT (4.6)

where dQ is the quantity of heat input from a cosmic particle, m is the mass, 1 kg, c is the specific
heat of the mass and dT is the corresponding temperature rise in the mass from cosmic ray
heating. To estimate dQ, one assumes a cosmic ray flux at sea level of 1.44×10−6 ms−2 [386],
giving a particle strike rate of one particle per m2 every 8 days. Scaling this to the top exposed
half of the mass, this corresponds to a particle strike approximately once every 2 years. If one
conservatively assumes high energy muons, of energy 100 GeV [387], or 1.6× 10−8 J, and all
the energy is deposited in the mass, this corresponds to a temperature rise, dT , of approximately
8 nK. Considering the strike rate and temperature rise, estimations of cosmic ray heating were
considered far too small to be of any significance.

Magnetic field estimates, concerned with 50 Hz pickup from nearby lab equipment, esti-
mated the magnetic flux and subsequent induced heating of the cryogenic mass. The electro-
magnetic pickup corresponds to a fluctuating field with a period of 20 ms. If one makes a sim-
plistic assumption by treating the mass as a hollow ring, with a ring diameter equal to the mass
diameter of 65 mm, one estimates a magnetic flux of 3.3×10−9 Wb. By dividing the magnetic
flux by the period of fluctuation, one produces an induced voltage within the ring of 166 nV.
Taking the resistivity of 6061-T6 aluminium as 4× 10−8 Ωm [388], one can scale this to the
circumference of the ring, to give a resistance of 8.2×10−9 Ω. This induces a current of 20.4 A.
While this might appear excessively high, high inductive currents arising from magnetic fluctu-
ations in rings are not uncommon [389]. The power induced into the mass is therefore 3.4 µW.
These estimates show inductive heating to being on a similar order of magnitude as the ambient
loads estimated in table 4.7.

While these estimations may go some way in accounting for the ambient heat loads they
can not account for the total estimated ambient heat load that remains in the system. Further
investigations are required to better characterise the cryogenic system and its environment in
order to account for all unwanted sources of heat within the system.
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4.6 Conclusion

The work in this chapter has ultimately demonstrated what is believed to be the world’s first
HC bonded silicon suspension. Furthermore, this work has demonstrated the successful hang
of this HC bonded silicon suspension down to cryogenic temperatures and back up to room
temperature without failure, surviving for over 8 months. The suspension remains intact at the
time of writing, albeit locked up and supported ready for future work.

Iterations of each suspension have shown the importance of the coefficient of thermal expan-
sion in jointing prototype silicon suspensions, particularly if epoxies or metals are used in any
components of the suspension system.

Furthermore, cryogenics poses a significant challenge in the context of sensing, with un-
wanted and poorly characterised heat sources present throughout the system. Further work is
required to better characterise the cryostat and improve any cryogenic wiring techniques for
future iterations.

This work has also demonstrated the ability to extract thermal conductivity values from
this cryogenic experiment. While the results are not in agreement with other experimentally
measured thermal conductivities of silicon, a number of factors inhibiting phonon transport
and minimising the cross-sectional conductive area are believed to be contributing to these low
measured thermal conductivities. Future work should look to better characterise these silicon
ribbons, particularly to understand the crystal structure across the full cross-section to provide
insight on the surface damage, discussed in chapter 3, and in particular to provide a better
understanding of thermal conductivity for long, thin suspension samples with a finite surface
roughness.

This work paves the way for future iterations of silicon suspension prototypes that should
look to increase the strength and minimise the roughness of the suspension elements, enhance
robustness of the support structure and ultimately provide sufficient thermal extraction in order
for the test mass to run at proposed cryogenic temperatures necessary for 3G detectors to achieve
target sensitivity.



Chapter 5

FEA modelling of suspension thermal
noise in 3rd generation gravitational wave
detectors

5.1 Introduction

In order to understand noise within 3G detectors, one must determine losses and energies
throughout the suspension elements. This is usually determined by mathematical modelling
using FEA.

By modelling suspension elements, one can experiment virtually with a variety of parameters
and investigate their impact on noise in gravitational wave detectors. Furthermore, by using
work conducted in chapters 3 and 4, one can analyse the effects of real suspension stresses and
designs respectively on the overall suspension thermal noise performance.

This work looks initially at tolerable stresses of a real silicon suspension followed by mod-
elling of silicon’s 3 crystallographic axis and subtleties of modelling short, thick ribbons com-
pared with theory. Finally, directly modelled HC bonds between silicon suspension elements
in ANSYS Mechanical APDL have been demonstrated for the first time for complete 4 fibre
suspension geometries.

Previous FEA work on silica and some initial work on silicon has been conducted by Dr
Alan Cumming [136] [144], Dr Rahul Kumar [390], Dr Karen Haughian [150] and Dr Liam
Cunningham [364] [391]. Dr Liam Cunningham advised on the work involving HC bonds be-
tween silicon substrates.

5.2 FEA modelling in ANSYS Mechanical APDL

The general working principle of FEA is to take the geometry of interest, apply material proper-
ties, split the geometry into a series of finite elements, apply constraints such as loading or force
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to the geometry and calculate the desired results, e.g. deformation, for each individual element,
providing a final result for the whole geometry as a sum of its elements.

Hierarchically, as shown in figure 5.1, one can start by defining geometry keypoints, con-
necting the keypoints by lines and then connecting lines into areas or volumes. One can then
define how to split the area or volume into finite element sizes, in a process known as "meshing".
These elements are defined by a series of nodes that typically sit on the ends, mid-points or ver-
tices of intersecting lines to define individual element geometries. This then defines the entire
geometry as the sum of its elements. One can increase the accuracy of the model by increasing
the number of nodes and elements however this is at the expense of finite computational power.

Figure 5.1: Hierarchical assembly of ANSYS model geometry and subsequent meshing to pro-
duce FEA model. Image obtained from [144].

Previous work on suspension fibres and ribbons notes the difficulty for FEA modelling long,
thin geometries [144] [390]. This is typically due to the fact a high number of elements are
required along the length of the suspension geometry for accurate modelling. This, in turn, can
lead to scenarios where the model can not be solved due to PC memory issues or sheer length of
computation time.

One can use beam elements for efficient fibre or ribbon analyses and solid elements to model
the test mass, as has been used in previous work [144] [390]. For the inclusion of bonds to
connect suspension elements together, beam elements have previously been jointed with shell
elements to simulate the bond region, however it was discovered that shell elements are not suit-
able for modelling constrained surfaces. This is due to the inability of shell elements to model
shear stresses [391]. Due to more powerful computing available, all FEA models produced in
this thesis use solid elements, specifically SOLID185 and SOLID186 elements. SOLID185 el-
ements provide 8 nodes per element, with one at each each corner vertex; where SOLID186
elements provide 20 nodes per element, with one at each corner vertex and additional nodes at
each midpoint of the edge lines between vertices. Solid elements can model shear stresses and
also give the ability to model material anisotropies for crystalline materials like silicon.

While ANSYS Mechanical APDL is a GUI based program, the majority of the work con-
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ducted in this chapter was generated by using the ANSYS Parametric Design Language (APDL)
[392]. This language is loosely based around C, C++ and Fortran programming languages.
There are multiple advantages to using code for FEA, namely the ability to access legacy com-
mands and elements, the speed and automation for building and solving models and the ability
to easily change parameters within a model.

Thanks to progress in CPU power and memory size, as well as lower overall costs, FEA
models generated today can compute, in reasonable time, models that historically were too
intensive. Nonetheless, limits still remain and must always be taken into account when FEA
modelling via meshing efficiencies and novel techniques, as will be used in this chapter.

5.3 Tolerable stress in the suspension

For experimental work carried out in chapter 4, it was necessary to determine the amount of
stress the 1 kg suspension was able to take before breaking. By modelling the suspension ge-
ometry one can apply loads or deliberately misalign suspension elements and examine the stress
throughout the system to help determine if the resultant real suspension geometry was viable.

It should be noted, for this section only, the fibre geometry used was 5 mm wide by 525 µm
thick. The final, HC bonded, suspension geometry after procuring suspension length silicon
ribbons from LML was 3.5 mm wide by 775 µm thick, as stated in section 4.4.11 of chapter 4.
This change in dimension was due to LML’s increased confidence in producing silicon ribbons
that were thinner in width [257]. As such, all FEA work subsequent to this section uses these
updated real ribbon geometries.

Furthermore, for this section only, any reference to "bonds", purely refers to two areas on
each geometry that are fixed together in the model. No HC bonds are included in this section of
work.

Modelling of the suspension was conducted with the following geometries, where the top
and bottom blocks were attached to the ribbon along their full 10 mm height in the Y direction:

• Top block - 5×10×20 mm

• Ribbon - 5×250 mm, 525 µm thick.

• Bottom block - 5×10×20 mm

• 1 kg mass - 65 mm diameter, 120 mm length

The material properties were as follows:

• Top block, ribbon and bottom block - silicon - Eisotropic = 157 GPa, νisotropic = 0.27, density
= 2328 kgm−3

• 1 kg mass - aluminium - E = 68 GPa, ν = 0.33, density = 2700 kgm−3
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The assembled geometries are shown in figure 5.2(a). The model was then constrained on
its top area by a fixed support and gravity was applied to the system, to simulate the effect of
hanging the mass. The stress in the ribbon is 3.74 MPa, 6 % of the 60.3 MPa control new median
strength found in chapter 3. With the cylindrical mass, it was discovered that the mass naturally
hung off centre in the FEA simulation. While this was partly due to the fact the top and bottom
blocks of the structure cause a mass offset, upon building up to the final model it was discovered
that even a single ribbon, affixed centrally and directly onto the top of the cylindrical mass, still
caused a deflection, as shown in figure 5.2(b). Due to the mathematical nature of meshing circles
or cylindrical volumes in FEA, this produces a series of elements that are uneven in size around
the centre of the circle or cylinder. These uneven element sizes lead to a small uneven mass
distribution, in turn yielding a small asymmetry in mass through the longitudinal axis of the
circle or cylinder, producing this deflection. Due to this, the mass geometry was modified to be
equivalent to the 1 kg cylindrical mass, as shown in figure 5.2(c). Upon building, it was shown
when removing the blocks and attaching the ribbon centrally to the mass that the suspension
deflected centrally, as shown in figure 5.2(d).

Figure 5.2: (a) Suspension volumetric geometry. (b) Symmetrical geometry with blocks re-
moved and after loading, noting the deflection result. (c) Suspension model (a) with the circular
mass replaced by an equivalent cubic mass, displaying solid elements. (d) Resultant straight
deflection of cubic mass after loading, displaying solid elements. The offsets have been exag-
gerated for visual effect.

As is good practice with FEA modelling, one should always compare simple FEA models to
theory where possible as a common-sense check. With a theoretical extension at the bottom of
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the loaded ribbon of 7.19 µm, the model matched theory to within 0.03 %. The theoretical stress
in the ribbon was 3.74 MPa, matching the model stress value to within 0.04 %.

Furthermore, one should also always check models for convergence. Convergence is dis-
cussed in more detail in section 5.5.3.1. All models in this thesis were checked for convergence.

5.3.1 Bottom block to mass bond tolerance

Figure 5.3: (a) Exaggerated illustration off-setting the bottom block to top of the mass bond due
to misalignment in ±X and ±Z directions. (b) Illustration of off-setting the ribbon to bottom
block bond due to misalignment in ±X direction.

With an ideal model built around the central axis of the ribbon including top and bottom blocks,
it is possible to determine how initial misalignments due to machining tolerances or alignment
errors, may affect stress within the model. Since the suspension ribbon is cut using the new
LML laser technique, a conservative estimate of the maximum stress tolerated was taken from
the weakest control new sample set, recorded in section 3.5.1 of chapter 3, at 33 MPa. With no
misalignment built into the model, the suspension hangs centrally with a stress in the ribbon of
3.6 MPa, only 11 % of this conservative stress limit.

0.25 mm displacement
direction Stress (MPa) Stress %

of maximum

+Z 17.4 53 %
−Z 15.9 48 %
+X 5.9 18 %
−X 5.9 18 %

+Z +X 18.5 56 %
−Z +X 16.9 51 %
+Z −X 18.5 56 %
−Z −X 16.9 51 %

Table 5.1: Results of misalignment at bottom block to top of the mass bond.
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The first investigation related to misalignment of the bottom block to top of the mass bond.
This was simulated by deliberately off-setting the bottom block in the ±X and ±Z directions,
as shown in figure 5.3(a). The ribbon and top block were kept centrally bonded to the bottom
block at all times.

Conservative tolerancing estimates from the bonding jig, shown in section 4.4.11.1 of chap-
ter 4, led to applying offsets of 0.25 mm in ±X and ±Z directions individually and together.
The results of the corresponding misalignment are shown in table 5.1. The results are discussed
in the following section.

5.3.2 Ribbon to bottom block bond tolerance

Displacement direction
and amount Stress (MPa) Stress %

of maximum

3 mm ±X 19.5 59 %
7.5 mm ±X 42.7 129 %

Table 5.2: Results of misalignment at the ribbon to bottom block bond.

The second investigation related to the ribbon and bottom block bond. This was offset in the ±X
direction to represent a bonding misalignment at this interface, as shown in 5.3(b). Logically,
the suspension should have lesser tolerance for misalignment in the ±X direction due to the
fact the ribbon is thicker, and therefore stiffer, in this plane. As shown in table 5.2, excessive
misalignment was applied, including an amount where the maximum stress was exceeded to
understand how much offset was acceptable.

Figure 5.4: Stress contour plot focusing on top block to ribbon interface, highlighting areas of
higher stress generated when the suspension is displaced in the ±Z direction.

The results from table 5.1 and table 5.2 appear to show these specific misalignments in the
Z direction to be of greater importance than the X direction. This appears counter-intuitive
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where one would expect the thinner, less stiff Z direction to be more compliant and the thicker
X direction to be stiffer where small misalignments would significantly increase stress. The
sensitivity in stress for misalignment in the Z direction arises from the fact the ribbon is attached
one side to the top block, constraining the ribbon in this direction, as shown in figure 5.4. Stress
is generated near the top of the ribbon interfacing with the bottom corner of the top block. This
effect does not come into play when moving the block purely in the ±X direction as the ribbon
is able to expand or contract in this direction freely.

5.3.3 Block positioning tolerance

Figure 5.5: (a) Illustration of alternate block positions tried in combination with off-setting
the bottom block to top of the mass bond in ±Z direction. (b) Illustration of displacing the
suspension in a combination of ±X and ±Z directions.

A third investigation looked at changing the bonding location of the top and bottom blocks, as
shown in figure 5.5(a). This was done by attaching the blocks to opposite sides of the ribbon
and also incorporating a bonding misalignment in the ±Z direction of 0.25 mm. The results of
the corresponding misalignment are shown in table 5.3.

Placing the blocks on opposite side increases the stress by 20 % compared to having blocks
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on both sides. This is due to the asymmetry of mass forcing the mass to bend in opposite
direction to where the bottom block is placed. This resultant displacement compresses the top
of the ribbon further into the edge of the top block, exacerbating the effect shown in figure 5.4.
Furthermore, this would lead to impracticalities for designing a bonding jig. Combining results
from table 5.1 and table 5.3, one sees that misalignment of the bottom block on the top of the
mass by up to 0.25 mm in the ±Z direction has the greatest single impact, with stresses at around
half the maximum tolerance.

Configuration and
displacement direction Stress (MPa) Stress %

of maximum

Blocks on same side 3.7 11 %
Blocks on opposing sides 4.5 14 %

Blocks on opposing sides +Z 16.5 50 %
Blocks on opposing sides −Z 16.7 51 %

Table 5.3: Results of blocks placed on opposing sides combined with and without a 0.25 mm
offset in ±Z direction.

5.3.4 Suspension displacement tolerance

Displacement
and direction Stress (MPa) Stress %

of maximum

1 mm +Z 5.9 18 %
3 mm +Z 10.0 30 %
6 mm +Z 16.2 47 %
3 mm +X 60.9 185 %

0.70 mm +X 17.3 52 %
0.74 mm +X 18.1 55 %
0.89 mm +X 20.9 83 %

2 mm +Z
0.70 mm +Z 18.9 57 %

2 mm +Z
0.70 mm −Z 18.9 57 %

2 mm −Z
0.70 mm +Z 21.0 64 %

2 mm +Z
0.70 mm +Z 21.0 64 %

2 mm +Z
0.74 mm +Z 19.5 59 %

Table 5.4: Results of successive displacement of centrally aligned, symmetric suspension.
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The final investigation assumed a symmetrically bonded, centrally aligned suspension that is
deliberately displaced at the bottom of the ribbon in the ±X and ±Z directions, as shown in
figure 5.5(b). This represents the suspension swinging due to external excitation or accidental
contact with the suspension while hanging. The results are shown in table 5.4 in order of a
successive displacement process applying reasonably expected displacements.

The successive displacement process from table 5.4 provided values to help inform mass
stop positions in both ±X and ±Z directions for the suspension support structure first discussed
in section 4.3 of chapter 4. As expected, pushing the ribbon in the stiffer X direction leads to
larger stresses compared to the Z direction. This tolerancing work informed the bonding jig
design and assembly procedures discussed in section 4.4.11.1 of chapter 4.

The analysis in this section was not repeated for the real suspension ribbon geometry of
3.5 mm wide by 775 µm thick, which for reference, has a slightly reduced ribbon stress of
3.6 MPa. This was justified for the following reasons. Firstly, any bottom block to top of the
mass misalignment, as shown in figure 5.3(a), would arise from the bottom block alignment
plate discussed in section 4.4.11.2 of chapter 4. This was known to have a machining tolerance
of ±100 µm, well below the displacement applied in table 5.1. The real ribbon is thinner in the
stiff direction and so it is reasonable to assume the stress will be reduced for an equal amount
of displacement. However, the real ribbon is thicker in the soft Z direction which will increase
the stress in the ribbon for this particular misalignment and so a model was created with the real
ribbon geometry to check how this affects the stress in the ±Z misalignment. This was found to
increase the stress by only 0.4 MPa to 17.8 MPa, 54 % of the breaking stress limit. This small
increase can be explained by the trade off between the stiffness increase from ribbon thickness
against the relative displacement offset effect which is lessened for a thicker ribbon since the
suspension is designed to align with the central axis of the ribbon.

The bond misalignment shown in figure 5.3(b) and table 5.2 was measured and modelled
directly in FEA with real bond offsets, angular misalignments and the real suspension geometry
in order to determine the maximum stress in the suspension. Each of the 4 suspensions produced
in 4.4.11.1 of chapter 4 underwent this analysis in order to determine the lowest stress suspension
with the best chance of survival when hung.

The blocks were never placed on opposing sides due to the analysis conducted from figure
5.5(a) and table 5.3 so this required no modelling. Furthermore, as was shown from the results
above, the any ±Z misalignment will not significantly increase the stress in the real suspension
geometry.

Finally, from figure 5.5(b) and table 5.4 results, one notes the excessive ±X displacement
required to over-stress the suspension. With a thinner ribbon width, this allows for greater
±X displacement of the mass before breaking. The suspension is relatively insensitive in the
±Z direction when displacing the mass and can take substantial deflection before approaching
even half the conservative breaking stress. For the real suspension geometry, as can be seen
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throughout chapter 4 suspension builds, the mass stops were never >0.5 mm away from the
mass when hanging, providing confidence that the real suspension geometry would never be
over-stressed.

This body of work confirmed that machining tolerancing and alignment was not a concern
for the proposed bonding jig design or bottom block alignment plate shown in section 4.4.11.1
of chapter 4.

5.4 Modelling of silicon’s crystal axes

As discussed in section 2.3.2 of chapter 2, silicon is a crystal consisting of 3 primary axes. Each
of these three axes have different material properties, such as Young’s modulus and Poisson’s
ratio, unique to each axis. The aim of this section is to understand how to model these axes
within the FEA environment correctly, as well as determining if this technique is necessary for
accurate results, since Young’s modulus and Poisson’s ratio, in particular, will affect deflections
and frequencies of the model. This will help to make models as efficient as possible by removing
unnecessary extra computation where possible.

Work conducted by Hopcroft et al. neatly solves this problem, providing a useful guide on
how to correctly model the axes of silicon and apply their properties to an FEA model via the
use of a simple stiffness matrix [174].

The stiffness matrix encoding the Young’s modulus and Poisson’s ratio for a (100) silicon
wafer is given as [174]:

c(100) =



194.5 35.7 64.1 0 0 0
35.7 194.5 64.1 0 0 0
64.1 64.1 165.7 0 0 0

0 0 0 79.6 0 0
0 0 0 0 79.6 0
0 0 0 0 0 50.9


×109 Pa (5.1)

As noted by Middlemiss et al., ANSYS differs in its standard definition of the stiffness
matrix [393]. This can be remedied by switching matrix element 44 with 66 in equation 5.1
[393]. One can then enter this into the material properties section of ANSYS.

This matrix yields the following values for each of the three axes material properties [174]:

Ex = Ey = 169GPa, Ez = 130GPa

νyz = 0.36, νzx = 0.28, νxy = 0.064
(5.2)

It is important to note, this matrix is only valid for a (100) wafer aligned within the FEA
model along the corresponding axes of X, Y and Z. If the FEA model is to be built for any other
(100) silicon rotation or wafer orientation, the matrix must also be rotated. As shown in section
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3.4.1 of chapter 3, the silicon ribbons are cut along the standard <110> axes, corresponding to
the X and Y axes in the diagram and will be built in the same axes for FEA work in this section.
As such, no rotation or modification of the material properties matrix is required.

5.4.1 Modelling an unloaded ribbon

Figure 5.6: (a) Silicon ribbon geometry, crystal axes and corresponding Young’s moduli used
for the isotropic and anisotropic investigation. (b) First mode shape for both isotropic and
anisotropic models. (c) Crystal axes involved in the bending of the first mode shape.

With anisotropic properties applied to the model, the first step was to model a simple silicon
ribbon and compare resultant model frequencies to theory. Figure 5.6(a) shows the simple FEA
geometry of the silicon ribbon. As discussed at the end of section 5.3, the real suspension ribbon
geometry used was 3.5 mm wide by 775 µm thick and all subsequent analysis in this chapter will
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use these geometric values.
In order to provide a baseline check, this was also done for an isotropic silicon ribbon. The

isotropic Young’s modulus and Poisson ratio was chosen as the root-mean-square (rms) value.
From equation 5.2, these values are Erms = 157GPa and νrms = 0.27.

The frequency of the nth bending mode of a simple beam or cantilever of thickness, t, length,
L, Young’s modulus, E and density, ρ , is given by [394]:

ωn = (knL)2 t
2
√

3L2

(
E
ρ

) 1
2

(5.3)

where knL = 1.875 (n = 1), 4.694 (n = 2), 7.853 (n = 3), 10.996 (n = 4) and 14.137 (n = 5).
For n > 5, this can be approximated as knL = (2n− 1)π

2 [395]. Figure 5.6(b) shows the first
mode shape of the silicon ribbon geometry.

Mode Isotropic model
frequency (Hz)

Theoretical
frequency (Hz) % difference

Young’s
modulus (GPa) 157

1 16.46 16.45 -0.09 %
2 74.30 74.28 -0.02 %
3 103.15 103.09 -0.06 %
4 288.80 288.52 -0.10 %
5 465.18 465.55 0.08 %
6 565.90 565.69 -0.04 %
7 935.37 935.03 -0.04 %
8 1300.60 1303.01 0.19 %

Table 5.5: Isotropic silicon model mode frequencies compared to theory.

Mode Anisotropic model
frequency (Hz)

Theoretical
frequency (Hz) % difference Theoretical

frequency (Hz) % difference

Young’s
modulus (GPa)

From matrix
equation 5.1 130 169

1 17.07 14.97 -12.33 % 17.06 0.04 %
2 77.07 77.07 -0.01 % 77.07 0.01 %
3 106.96 93.80 -12.30 % 106.95 0.01 %
4 299.48 262.54 -12.33 % 299.35 0.04 %
5 482.46 483.01 0.11 % 483.01 -0.11 %
6 586.81 514.76 -12.28 % 586.91 -0.02 %
7 969.93 850.84 -12.28 % 970.10 -0.02 %
8 1348.50 1351.89 0.25 % 1351.89 -0.25 %

Table 5.6: Anisotropic silicon model mode frequencies compared to theory.
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The first 8 modes were analysed and the resultant frequencies for the isotropic ribbon were
compared to theory as shown in table 5.5 and were shown to have excellent matching.

Similarly for the anisotropic ribbon, the first 8 modes were analysed and the resultant fre-
quencies were compared to theory as shown in table 5.6.

Since bending of mode 1 took place in the Z direction, as shown in figure 5.6(b), one might
naively assume a Young’s modulus of 130 GPa for the theoretical frequency. As can be seen in
table 5.6, this is an incorrect assumption. Bending involving deflection in the Z direction also
took place in modes 3, 4, 6 and 7. Instead, a Young’s modulus of 169 GPa should be used since
bending in this mode, took place in the form of tension and compression along the <110> crystal
axes, as shown in figure 5.6(c).

Figure 5.7: Modified ribbon geometry with same stiffness matrix providing a Young’s modulues
of 130 GPa along the ribbon’s length.

To confirm the results, another model was generated with the same anisotropic matrix, how-
ever the ribbon geometry was orientated so the 250 mm length of the ribbon ran along the Z
axis, as shown in figure 5.7. This meant the faces along the length of the ribbon should parallel
to the <100> axis. These should be in tension and compression for the first mode and so the
Young’s modulus used to calculate the corresponding frequencies should be 130 GPa. This was
found to be correct and the model matched theory, with the largest discrepancy at 0.47 % across
all modes.
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5.4.2 Modelling a loaded ribbon and determining bending points

The next step is to apply tension to the silicon ribbon. This can be done in ANSYS by modelling
a MASS21 mathematical point mass element, which has no physical volume or geometry within
the model. This 1 kg mass was attached onto the bottom of the ribbon, central to the cross-
section.

Equation 5.3 is not valid for a ribbon under tension. Instead, one can use the equations 2.9,
2.10 and 2.11 for determining the frequency as detailed in section 2.4.1 of chapter 2.

Any pendulum material with a finite stiffness will have some effective length, shorter than
the material length of the pendulum, as shown in [144] [396]. Since fibres and ribbons have a
finite stiffness they do not bend at the attachment point. The "bending point" of a fibre or ribbon
therefore needs to be defined, and this is commonly taken as intersection point between the
vertical and the linear extrapolation back from the lower section of the fibre, where no bending
occurs (and therefore the fibre is straight in this region). A schematic of this is shown in figure
5.8. This is the same technique used in section 4.1 of [144].

Figure 5.8: Example of bending length extrapolation from a deflected model in ANSYS.

One can determine the bending point in ANSYS using the methodology shown in section
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4.1.3 of [144]. This technique displaces a pendulum under tension by a fixed amount in the X or
Z direction. By then extracting nodal positions along the length of the displaced ribbon, one can
extrapolate the bottom straight line portion back to the vertical to calculate the bending point, as
shown in figure 5.8. One can determine this analytically using the following equation [396]:

a =

√
EI(x/z)

T
(5.4)

where a is defined as the bending point, which when subtracted from the material pendulum
length, gives the effective length of the pendulum which is used for pendulum frequency calcu-
lation. One notes the effective length of a pendulum is determined only by the cross-sectional
area, tension and Young’s modulus. From equation 5.4, one can see that a ribbon with a non-
square cross-section will have different bending points, depending on the bending direction,
meaning care is needed to extract parameters like mode frequencies correctly.

Parameter Anisotropic Isotropic

Pendulum length, L (m) 0.25 1.25 0.25 1.25
Young’s modulus (GPa) 169 157

Pendulum X thicker direction - mode 2

Bending point, a (m) 0.218 0.211
Effective Length, Le f f (m) 0.032 1.032 0.039 1.039

L/a 1.145 5.723 1.188 5.938
Theoretical frequency (Hz) 7.890 0.540 6.312 0.536

FEA frequency (Hz) 1.860 0.491 1.816 0.489
% difference -76 % -9 % -71 % -9 %

Pendulum Z thinner direction - mode 1

Bending point, a (m) 0.048 0.047
Effective Length, Le f f (m) 0.202 1.202 0.203 1.203

L/a 5.169 25.847 5.363 26.816
Theoretical frequency (Hz) 1.236 0.464 1.225 0.463

FEA frequency (Hz) 1.110 0.455 1.106 0.455
% difference -10 % -2 % -10 % -2 %

Table 5.7: Loaded anisotropic and isotropic silicon ribbons, both 0.25 m and 1.25 m pendulum
lengths, comparing theory to ANSYS results for the frequency of the first and second modes.
Red texts highlights significant mismatch between theory and modelling.

Analysis was conducted on 4 models to investigate effects on anisotropy and pendulum
length. Modal analysis was conducted on the first 25 modal frequencies. The first mode involved
bending in the thinner Z direction, the second mode in the thicker X direction. These 2 modal
frequency results are recorded in table 5.7.
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As noted by Cagnoli et al., equations 2.9 and 5.4, are valid assuming L
a ≫ 1 [396]. As

can be seen in table 5.7, for the stiffer X direction L
a ̸≫ 1 and so the theory does not match

the ANSYS results, however in the Z direction this theory is valid and yields an acceptable
error between theory and FEA. The reason for this discrepancy is the theory negates higher
order terms for simplicity. These higher order terms become significant for thicker bending
directions with longer bending lengths. ANSYS analysis includes non-linear effects through
stiffness modelling, as such one must include higher order terms in the theory for the purposes
of comparison. Alternatively, one can make the suspension longer so that L

a ≫ 1 for both X
and Z directions. One can see in table 5.7 that both anisotropic and isotropic ribbons are in
agreement with this simplified theory when the ribbon is extended to 1.25 m long, allowing L

a to
always fulfil the L

a ≫ 1 criteria needed for the approximation to be valid.

5.4.3 Comparison of anisotropic to isotropic models

Furthermore, table 5.7 shows that as the length of the ribbon to bending thickness scales, the
effect of anisotropy is significantly reduced, most evident in the Z direction results. Even for
short, 0.25 m, suspensions the difference in frequency between anisotropic and isotropic models
was minimal when the L

a ≫ 1 condition is met.
Finally, one notes that anisotropic and isotropic models produce similar levels of accuracy

when compared to theory. While the isotropic models match the respective theory slightly better
than anisotropic models in the thicker X direction, this is likely due to over-simplification of the
theory. Both ANSYS models will take into account higher order terms and so care should be
taken when drawing conclusions that isotropic is "more accurate" as one approaches the limit of
the simplified theory.

To verify using isotropic material properties, the next 7 higher mode frequencies, to include
the violin and bounce modes, as discussed in sections 2.4.2 and 2.4.3 of chapter 2 respectively,
were compared in table 5.8.

As can be seen in table 5.8, anisotropic models do not deviate significantly compared to
isotropic models at these higher order modes of interest. This is fundamentally due to the fact
that pendulum, bounce and violin mode deformations only involve bending in the <110> axes
as discussed in section 5.4.1. For efficiency purposes, it was deemed future work would utilise
the simpler isotropic properties of silicon. This also avoids issues with model alignment in the
XYZ co-ordinate system.
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Mode Anisotropic Isotropic % difference

Pendulum length, L (m) 0.25 0.25
Violin 1 thinner Z direction 112.8 111.0 1.6 %

Bounce 206.1 199.3 3.3 %
Violin 2 thinner Z direction 292.9 285.8 2.4 %
Violin 1 thicker X direction 348.3 336.6 3.4 %
Violin 3 thinner Z direction 561.5 545.3 2.9 %
Violin 4 thinner Z direction 923.3 894.5 3.1 %
Violin 2 thicker X direction 1104.8 1066.4 3.5 %

Pendulum length, L (m) 1.25 1.25
Violin 1 thinner Z direction 16.6 16.5 0.2 %
Violin 1 thicker X direction 21.6 21.3 1.4 %
Violin 2 thinner Z direction 33.8 33.7 0.3 %
Violin 3 thinner Z direction 52.5 52.2 0.6 %
Violin 2 thicker X direction 54.8 53.5 2.3 %
Violin 4 thinner Z direction 73.1 72.5 0.8 %

Bounce 95.5 92.1 3.6 %

Table 5.8: Anisotropic and isotropic modal frequency results for modes 3 to 9 for both 0.25 m
and 1.25 m pendulum lengths.

5.5 Modelling hydroxy-catalysis bonds

The work in this section is interested in developing direct modelling techniques for HC bonds
between silicon suspension elements. With a successful suspension prototype designed and built
in chapter 4, one can model the suspension thermal noise. As discussed in chapter 2, thermal
noise from HC bonds may be a limiting factor for 3G gravitational wave detectors. Therefore,
one can model the suspension thermal noise from the prototype suspension and scale this to an
ET-like detector. It is important to be able to directly model these bonds in order to understand
their contribution to the overall thermal noise of a silicon suspension. ANSYS has the ability
to determine the strain energy in a volumetric region of a model. By dividing this by the total
strain energy of the whole geometry, one can determine the ratio of energy in the bond to the
whole suspension, in turn calculating the loss contribution from the HC bond and the resultant
bond noise. The work in this section creates a new, superior model for HC bonds with the most
accurate estimation of the HC bond contribution to suspension thermal noise to date.
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5.5.1 Indirect modelling of HC bonds

Previous work involves an indirect modelling technique of HC bonds developed by Elliffe [152]
[397]. Elliffe identified issues with FEA modelling of extremely thin elements between larger
substrates. Since HC bonds are on the order of 10s to 100s of nm thick, and due to the relative
weakness of bond strength compared to the bulk material, bond areas are typically on the order
of cm2 [150] [152]. To directly model these bonds would require the generation of extremely
thin elements with excessively high aspect ratios.

Figure 5.9: Illustration of the problem meshing thin geometries in FEA.

To take a less extreme example for visual clarity, figure 5.9(a) shows a geometry 1 unit by 1
unit square, with a thickness 100 times less in the X direction. The aspect ratio is 100:1 if one
meshes this geometry as 1 large element. To improve this, one can mesh the Y and Z directions
by splitting the geometry into 10 × 10 elements, as shown in figure 5.9(b), keeping 1 element
thick in the X direction, reducing the aspect ratio to 10:1 with 100 elements. If one wanted to
reduce this further, to a ratio of 1:1, this would increase the number of elements to 10000, as
shown in figure 5.9(c). One can see how the number of elements grows as the square when
trying to improve the aspect ratio. Considering HC bonds are on the order of nm, for a 1 cm ×
1 cm bond area, figure 5.9(a) would have an aspect ratio of 106:1. To reach an acceptable aspect
ratio, such as in figure 5.9(b), would require 1012 elements.

Extremely high aspect ratios can lead to errors within the FEA computation, unphysical
results or even a failure of the model to solve. FEA software like ANSYS typically limits this
aspect ratio to 20:1 for solid elements [392] [398]. Aspect ratios above this can be modelled but
come with an associated warning to check the accuracy of the results.
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Instead, Elliffe developed a technique whereby one models a greater bond thickness, on the
order of 10s or 100s of µm, at a variety of thicknesses. One can then plot the bond energy ratio
to bond thickness and extrapolate this data down to the nm scale. This relies on extrapolating
orders of magnitude outside the modelled range of data. It also relies on the assumption that the
extrapolation is linear throughout the extrapolation range. Furthermore, this method was only
applied to exceptionally simple geometries and was never applied to complex suspension ge-
ometries. The work conducted in this section shows that bond deformation does not conform to
these simplistic assumptions and develops a more accurate method for cases where extrapolation
breaks down.

5.5.2 Previous direct modelling of HC bonds

Figure 5.10: ANSYS Workbench model of 50 mm and 70 mm silicon cylinders connected by a
HC bond. Image obtained from [150].

Previous work has developed direct modelling of HC bonds between silica suspension elements
[364] [391]. While this work was in agreement with the extrapolation technique, this was still
only for simplistic geometries, so one must still develop a technique to directly model bonds
in real, complex suspension geometries, where stresses and deformations are more complex.
This also allows for the investigation of how real bond geometries deform under different modal
perturbations. With the advent of more powerful computing, direct modelling for more complex
geometries is possible, allowing a greater array of results, and without the need for multiple
extrapolation models and their inherent assumptions.

Work by Haughian demonstrated direct modelling of order 100 nm thick bonds between two
large silicon cylinders in ANSYS Workbench [150]. Haughian first modelled a solid cylinder,
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120 mm in length. A second model was then created, split into 50 mm and 70 mm cylinders
connected directly together. These cylinders were slightly offset to reflect the same offset in the
real experimental sample. A third and final model, included a bond between these two cylinders,
as shown in figure 5.10. This allowed for comparison between each model to investigate the
effects of the bonding algorithm as well as the introduction of the bond itself on the modal
frequencies of the system. It should be noted however, this work still relied on extrapolation for
the thinnest bond geometries [150]. This work was recreated in ANSYS Mechanical APDL to
verify the results are the same as the direct modelling techniques used subsequently. The work
replicating Haughian’s models matched all modal frequencies and energy ratio values to within
0.2 %.

During the course of this verification, it was noted that the same APDL code run on different
specific computers produced slightly different results. For the same circular geometry and mesh,
on the same version of ANSYS, on the same operating system, another computer might produce
up to 18 % more elements. This anomaly was traced back to CPU architecture. It appears
that somewhere between Intel’s 3rd generation (circa 2012) and 6th generation (circa 2015)
processors the CPU architecture changed, in turn, changing the way the meshing algorithm
selects the optimal mesh for a given set of meshing controls [399] [400]. Ultimately, the results
produced from these different meshes only varied at the 5th or 6th decimal place, but this is
worth noting when running APDL code on different machines for comparative purposes.

5.5.3 Modelling HC bonds between silicon substrates

The intention of the work in this section is to directly model HC bonds between silicon suspen-
sion elements and compare to the results of using Elliffe’s extrapolation technique, applied to
more complex suspension geometries, in ANSYS.

The same single ribbon 1 kg suspension geometry from the HC bonded suspension in chapter
4 was used. The model bond regions were also modified to reflect the real suspension, where a
0.5 mm gap existed at the top of the top block and bottom of the bottom block, as discussed in
section 4.4.11.1 of chapter 4. This created two bond areas at the top and bottom of the ribbon
that were 9.5 mm high by 3.5 mm wide.

As discussed in section 4.4.11.1 of chapter 4, silicon can not be HC bonded without a suf-
ficient oxide layer [190]. The initial work in this section explores three bonding scenarios; no
oxidation, oxidation of the silicon ear only and oxidation of both the silicon ear and silicon
ribbon. This produces HC bond thicknesses of 61 nm, 211 nm and 361 nm respectively.

The HC bonds have unique material properties which must be incorporated into the model.
These are Ebond = 18.5 GPa, νbond = 0.17, density = 2202 kgm−3 as defined by [401].
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5.5.3.1 Modelling approach

As discussed in section 5.5, one typically has two options when modelling HC bonds in FEA:
using elements with aspect ratios greater than the ANSYS preferred limit of 20:1 or using an
extremely high number of elements. This work used a compromise, deploying both options,
using the convergence curves to investigate the optimal combination. This can be probed by
solving a model with this single element and recording the parameter of interest, in this case the
bond energy ratio. One can then increase the number of elements representing the bond area
and record the resultant bond energy ratio. A classic convergence curve should follow a dog leg
shape, at the point where the model results settle to values that are almost constant, independent
of mesh choice and therefore element count. This allows both for the determination of a valid
result, as well as selecting the most efficient number of elements near the apex of the curve, as
shown in figure 5.11. By selecting the lowest element density in the region where the results are
constant, one selects the most efficient, accurate model.

Figure 5.11: Example of a convergence curve used to illustrate a converged model and the most
efficient model to select in the region where results are constant.

5.5.3.2 Modelling the first HC bond

The first step was to create a silicon suspension with the HC bond only at the top in order to
find the element density where models converged for each of the parameters of interest, inde-
pendently. The parameters selected were the modal frequency, extension and bond energy ratio.
For efficiency, only the first 6 modes of the model would be analysed.

When attempting to solve for modal analysis, it was noted the first models tested did not
converge for either 61 nm, 211 nm or 361 nm bond thicknesses. While frequency and extension
appeared to come close to converging, the bond energy ratio appeared to keep rising. An ex-
ample of the convergence curve for a 211 nm bond’s energy ratio for mode 1 is shown in figure
5.12(b).
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Figure 5.12: (a) Stress concentrator corner effect in a 211 nm thick bond geometry caused when
the bond is squeezed between the ribbon and the top silicon block for mode 1. (b) Resultant
non-convergence curve for the bond energy ratio for mode 1.

The issue was traced to the bonding algorithm used to connect elements together. Work
conducted by Haughian previously used an augmented Lagrange algorithm [150]. This con-
tacting method works via a series of iterations that monitor the interaction between the solid
body surface elements. Each iteration changes pressure and stress parameters so that the final
separation between these surface elements is smaller than some set tolerance. Heavily distorted
or deformed meshes can lead to the requirement of additional iterations [402]. While ANSYS
recommends this method to avoid over-constraining, it was found unsuitable for the specific
modelling required, as penetration between the corner of the HC bond and the top silicon block
produced erroneous stress concentrator artefacts as shown in figure 5.12(a). This bond geometry
in the inset of 5.12(a) arises from the softer bond being squeezed between the ribbon and the top
silicon block during mode 1, which is the pendulum Z direction. The stress in this model would
increase with the number of elements due to this corner effect, known as a stress singularity, and
so the model will never converge [403].

Instead the pure Lagrange multiplier contact method was used to attach geometries together.



CHAPTER 5. MODELLING SUSPENSION THERMAL NOISE IN 3G DETECTORS 251

This method ensures zero penetration between contacting geometries but comes at increased
computational cost [402].

It should also be noted, for all models that included bonds, the adjacent ribbon and blocks
are more densely meshed compared to models in the previous sections. This is to minimise
errors that arise from contacting densely meshed to sparsely meshed geometries together, for
example, contacting multiple small elements from the bond to one relatively large element from
the ribbon [402].

5.5.3.3 Bond convergence in the XY plane

For reference, the corresponding modes and mode shapes are shown in figures 5.13(a)-(f). For
the 3 bond thicknesses, the Lagrange contact-based models quickly converged in frequency
in all 6 modes, a selection of which is shown in figures 5.14(a)-(c). The convergence of the
model extension is shown in figures 5.14(d)-(f). Figures 5.14(g)-(i) show the corresponding
convergence curves the bond energy ratio for each mode shown in figures 5.14(a)-(c).

Generally, the most computationally efficient model was found to have an element area size
value, herein referred to as the "asize", of 15.625 µm, equating to 136192 elements in the bond.
The value is generated by using the "ESIZE" ANSYS command, applied to an area, which
sets the default element edge length based off the user-defined asize value. ANSYS will try
to make a square element in the XY direction defined by the asize dimension, although if the
area dimension is not divisible by this defined size the command will be overridden to adjust
the elements to fit. Since the 9.5 mm by 3.5 mm was not exactly divisible by the 15.625 µm
asize value in both directions, the resultant bond element dimensions were 15.625 µm in the Y
dimension and 17.157 µm in the X direction. Taking the larger of the two dimensions, for a
61 nm, 211 nm and 361 nm thick bond, this corresponds to an aspect ratio of 281:1, 81:1 and
48:1 respectively. This naturally generated aspect ratio warnings in the ANSYS software since
the ratio was greater than 20:1. However, comparing the convergence of the extension and
frequency in models with bonds to models with no bonds, verified these models globally.

Furthermore, we see clear convergence of the HC bonds from figure 5.14. Comparing the
most efficient 15.625 µm asize model to the highest element model, with an asize value of
7.8125 µm, the largest difference in parameter results across all 6 modes, all bond thicknesses
and across frequency, extension and bond energy ratio was 1.38 %. This corresponded to the
bond energy ratio error for a 61 nm thick bond for modes 1, 4 and 6. All of these modes involve
pendulum motion in the Z direction, implying small errors may still arise from corner effect
along the bond-top ribbon block interface as shown in figure 5.12(a). The next largest difference
in parameter results, at 0.44 %, was the bond energy ratio error for a 211 nm thick bond for
modes 1 and 4, providing further evidence of this edge effect, which is reduced as the bonds are
made thicker, relative to the block and ribbon.
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Figure 5.13: Illustration of the first 6 mode shapes of the suspension assembly valid for all bond
thicknesess.
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5.5.3.4 Bond convergence in the Z plane

Figure 5.15: Example of bond convergence check by increasing the number of elements from 1
to 10 through the Z direction, the thickness of the bond.

In order to complete verification of the models it is also important to investigate convergence in
the Z direction, through the thickness of the bond, as shown in figure 5.15. The most efficient
models from the bond energy ratio convergence plots were re-run again, splitting the Z direction
10 elements deep, leading to a 10× increase in the number of elements. No change was observed
in the resultant values and so it was determined that having 1 element representing the bond
thickness was sufficient.

5.5.3.5 Improving model efficiency

For greater model efficiency, all model elements were replaced with 8 node SOLID185 elements
instead of 20 node SOLID186 elements. Since the model solves accurately in a reasonable time,
this was not applied to HC bonds due to verification of 1 element thickness being sufficient. The
difference in the bond energy ratio between the two models was 0.2 %.

By changing the HC bond elements from SOLID186 to SOLID185, one removes the mid-
nodes in the Z direction. Due to the large number of elements in the bond, efficiency increases
are most likely to be found here. During the development of the single ribbon bonded models,
SOLID185 elements were used in the HC bonds and verified as equivalent to SOLID186 for
these bond geometries. This was particularly useful for extremely large bond areas with a large
number of elements (as will be discussed later for model 3). However, for the 4 ribbon suspen-
sion work later on, SOLID186 elements were used throughout the model for ease of building
and due to reasonably short solve times.
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5.5.3.6 Bond deformation

Since bonds of this thickness or geometry for silicon suspensions have never been directly mod-
elled before, the bond deformation for 6 modes was checked in order to better understand the
dynamics.

The resultant bond deformation for each mode from the 361 nm bond are shown in figures
5.16(a)-(f). These bond geometries results correspond to each mode shape shown in figures
5.13(a)-(f). These deformations are exactly the same for the two thinner bonds.

One can see bond deformation is non-trivial, for example the pendulum X mode does not
deform in a trapezoid manner as one might simplistically expect. The ability to observe defor-
mation dynamics of real HC bond thicknesses is one of the many advantages gained from being
able to directly model bonds.

Figure 5.16: Illustration of the first 6 mode shapes of the top 361 nm bond which correspond to
figures 5.13(a)-(f). These images are focused towards the bottom area of the top bond where the
geometry deforms most.
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5.5.3.7 Comparison of direct modelling to extrapolation

Applying Elliffe’s technique to extrapolate back to nm scales requires modelling of ideally 3 or
more thicker bonds, typically on the order of µm. Bond thicknesses of 1 µm, 10 µm and 100 µm
were modelled. Only 3 convergence models were run for each thickness, selecting the largest,
smallest and middle asize values to confirm the suspected dog leg shaped convergence. This
corresponded to bond element aspect ratios of 12:1, 1:1 and 9:1 respectively. The latter aspect
ratio increases again since the bond gets thicker in the Z direction whereas the XY asize value
is fixed.

It was found, the middle asize value, set at 23 µm was sufficiently accurate, with the largest
error, when compared to the highest element model, arising from the 1 µm bond thickness,
specifically the mode 2 bond energy ratio. This is consistent with the fact this bond thickness has
the largest aspect ratio. Furthermore, the smallest errors were encountered in the 10 µm model
due to the better aspect ratio. Modelling was also conducted to confirm one element for bond
thickness in the Z direction was sufficient.

These models typically converged faster due to lesser elements in the bond, taking between
90 to 130 minutes to solve. By comparison, the time it took to directly model and solve the first
6 modes of the thinnest, most efficient 61 nm bond model was 146 minutes. The bond contained
136192 elements. This took approximately the same length of time, ±10 %, for each of the
thicker extrapolation bonds. Even the most efficient extrapolation model, requiring a minimum
of 2 models to produce a linear extrapolation with poorer accuracy, took longer than running
one directly modelled bond.

One can take the energy ratio in each bond and plot them against element thickness for each
of the 6 modes. This can then be extrapolated down to a 61 nm bond, for example, and compared
to the directly modelled bond. The results of extrapolated values compared to directly modelled
values for modes 1 and 2, as representative for primary X and Z modal directions, are shown in
figure 5.17.

One notes more energy appears to be in the bond in figure 5.17(a), the pendulum Z mode,
than in figure 5.17(b), the pendulum X mode, most clearly seen when looking at the 100 µm
thick bond. This appears consistent with the fact the pendulum X mode is much stiffer in this
bending direction and so more strain energy will be present in the bond.

One noted that previous extrapolations assumed a linear relationship [152] [397]. Both the
linear and power fits shown in figures 5.17(a) and (b) do not provide a satisfactory fit across
both modes. Comparing the linearly extrapolated data to the direct model value, mode 1 linear
fit is 61 % higher than the directly modelled bond, with mode 2 47 % higher. Instead, a power
law was fitted to investigate if this was more representative of the relationship between bond
thickness and bond energy ratio. Comparing the power law extrapolated data to the direct model
value, mode 1 linear fit is 54 % lower than the directly modelled bond, with mode 2 92 % lower.
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Figure 5.17: Linearly and power law extrapolated values for a 61 nm bond compared to directly
modelled values for (a) mode 1 and (b) mode 2.

Looking at both graphs in figure 5.17, one notes the benefits of direct modelling over extrap-
olation, particularly as both modes do not fit the assumed linear relationship. While the power
law may better fit the data, confidence in this fit is still low as the physics of bond energy ratios
as a function of volume is not well understood at these extremely thin bond thicknesses. Fur-
thermore, the overall computation time for direct modelling, plus bond deformation data shows
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this method to be more efficient and accurate.
As shown in figure 5.18(a), it was noted when comparing the directly modelled 61 nm bond

to 211 nm and 361 nm bonds that the bond energy ratio for mode 1 (as well as modes 4 and 6)
were higher than the 211 nm, appearing to contradict the assumption that thinner bonds should
have less energy. This is not the case in figure 5.18(b), where the convergence curves support
this assumption.

Figure 5.18: Convergence curves for 61 nm, 211 nm and 361 nm bonds for (a) mode 1 and (b)
mode 2.
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Figure 5.19: Inclusion of 50 nm, 135 nm, 211 nm and 361 nm bonds into figure 5.17, focused on
area of interest, for (a) mode 1 and (b) mode 2.

To try and probe this relationship, the 211 nm and 361 nm bonds were included. Two more
bond thickness models, 50 nm and 135 nm, were created to better understand how the energy
changes around the thinnest of bonds. As shown in figures 5.19(a) and 5.19(b), the 50 nm bond
conveniently matches the thinnest bonds created in [191] and the 135 nm bond thickness was
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selected as an average thickness between the 61 nm and 211 nm bonds.
One can see the effect of rising bond energy in figure 5.19(a), around the minima 135 nm

bond. Conversely, mode 2 in the stiff X direction, shows a proportional relationship between
bond energy and bond thickness, as shown in figure 5.19(b).

While it is possible that this seemingly anomalous result is at or near the limit of the ANSYS
modelling, the fact it applies to the three Z directional modes, and not X directional modes,
as shown in figure 5.18(a), implies this is possibly the resurgence of the corner effect issue
witnessed in figure 5.12.

Fundamentally, this anomaly is of no concern, since consistently strong HC bonds between
silicon require oxidation of at least one of the silicon components, yielding a minimum bond
thickness of >200 nm [401]. While a bond thickness of 61 nm between two unoxidised pieces
of silicon is possible, preliminary results show hydrogen bubble formation for this thickness
of bond can cause poor bonds with high mechanical loss [404]. As such, it is believed this
modelling technique is valid for current HC bond thicknesses likely to be used in 3G detectors.

The above demonstrates the first direct FEA modelling of real thickness HC bonds within a
suspension geometry.

5.6 Thermal noise contribution from HC bonds

Using this new modelling technique, the contribution of HC bonds compared to other thermal
noise sources was estimated for proposed 3G gravitational wave detector suspensions.

The 361 nm bond thickness was used for this section of work. This assumed a 150 nm
thermal oxide thickness on the silicon ears and suspension ribbon as discussed in section 5.5.3.

The following subsections take the suspension as built in chapter 4, and iterate each model,
one variable at at time, towards an ET-like suspension.

5.6.1 Model 1 - Double bond model

Since the suspension was bonded to an ear-like structure at the top and bottom, the next step
was to create the double bond model, as shown in figure 5.20(a). This model can be quickly
verified by checking the top and bottom bond energy ratios for particular modal deformations.
For torsional (mode 3) or violin (mode 6) mode, one noted the top and bottom energy ratios
match to within 0.3 %, as expected. Likewise, for pendulum modes 1 and 2, one would expect
most of the energy to be in the top bond rather than the bottom, as there is little bending in the
bottom bond for a single ribbon pendulum. Modes 1 and 2 top bond energies are approximately
2 orders of magnitude greater than bottom bond energies.

This model served as the base model onto which a series of single variable iterations can be
applied to move from a 1 kg low-stress suspension to a geometry representative of an ET-scale
suspension.
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5.6.2 Model 2 - Scaled mass model

The next step was to increase the mass on the bottom of the suspension. For comparative pur-
poses, the mass geometry was kept the same, so a pseudo-density of 125570 kgm−3 was applied
to the mass volume to yield a mass of 50 kg, representative of a four ribbon suspension support-
ing a 200 kg test mass. This suspension geometry is shown in figure 5.20(b). This changed the
resultant mode shapes and so the modal expansion was increased from 6 to 8 modes in order
to capture all previous modes for comparison. The resultant mode shapes, in ascending order
were; torsional, pendulum Z, pendulum X, pitch Z, pitch X, bounce, violin Z and violin X. The
corresponding bond energy ratios in both the top and bottom bonds increased with the increase
in mass as expected. This increased the suspension stress to 181 MPa, which with a safety factor
of 3 applied [256], would require silicon suspension stresses of 543 MPa which, as shown in
chapter 3, is currently unrealistic.

5.6.3 Model 3 - Scaled stress model

The next step was to scale model 2 to have the same stress in the ribbon as model 1, 3.6 MPa
as practically demonstrated in chapter 4, while maintaining the ribbon aspect ratio. This lead
to a substantially thicker ribbon, with dimensions 23.9 mm wide and 5.3 mm thick. As such,
the bond area also increased from 9.5 mm×3.5 mm to 9.5 mm×23.9 mm. This also required
the width of the 20 mm blocks to be extended to 25 mm to accommodate this new ribbon and
bond geometry. Due to this increase in bond area, the model size increased substantially, taking
around 5 days to build and solve. One notes, the model solve time does not scale linearly with
the number of elements. This suspension geometry is shown in figure 5.20(c).

5.6.4 Model 4 - Scaled working stress model

The next step was to increase the stress to a realistic working stress of 40 MPa. Referring to
section 3.9 of chapter 3, this stress value with a realistic safety factor of 3, provides an optimistic
attainable stress sitting between the median and 1st quartile values for CMP treatment #1, CMP
treatment #2, argon ion etch treatment #2 sample sets and well below the ITM KOH sample
set. Furthermore, this value matches the suspension strength limited case in [136], inclusive of
a safety factor of 3 [256]. Maintaining the same ribbon aspect ratio leads to a new ribbon width
of 7.44 mm and thickness of 1.65 mm. The silicon blocks were returned back to the standard
20 mm width geometry. This gives a new bond area of 9.50 mm×7.44 mm. This suspension
geometry is shown in figure 5.20(d).
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Figure 5.20: Illustration of suspension iteration steps to produce models 1, 2, 3, 4 5 and 6. Note
dimensional values have been rounded to 1 decimal place.
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5.6.5 Model 5 - Working bond stress model

The next step was to investigate the bond stress resulting from the geometry in figure 5.20(d).
The resultant bond stress for this geometry is 6.9 MPa. The typical observed breaking stress
for HC bonds between silicon substrates is 30± 17 MPa [186]. Taking the conservative lower
bound value of 13 MPa, and applying a safety factor of 3, would require a maximum bond stress
of 4.3 MPa. The bond stress in model 4 exceeds this, so the bond area was increased in model 5
to conform to the bond stress limit. One must therefore increase the bond area to satisfy a bond
stress with a safety factor of 3. In order to keep the same ribbon aspect ratio and stress, the width
of the ribbon must remain fixed leaving the one dimension able to increase the bond area being
the height of the bond in the vertical Y direction. The model shown in figure 5.20(e), extends the
length of the block to 15.71 mm, increasing the bond area to 15.21 mm×7.44 mm, maintaining
the 0.5 mm unbonded area at the top area of the top silicon block, giving the necessary a bond
stress of 4.3 MPa.

5.6.6 Model 6 - Scaled length model

The final step was increasing the suspension length. The longer the suspension length the greater
the dissipation dilution provided by the pendulum geometry, as shown in equation 2.23 in chap-
ter 2. ET suspension lengths of between 1.5 m [127] and 2 m [126] have been proposed. For this
reason, double the aLIGO suspension length was chosen, 1.2 m [256]. This shorter suspension
length provides a conservative estimate of the dilution. The length of the suspension should not
impact on the bond energy ratio for this final model. This suspension geometry is shown in
figure 5.20(f).

5.6.7 Comparison of mechanical loss contributions in a single ribbon sus-
pension

One can visualise the evolution of the bond loss for the soft pendulum Z and stiff pendulum
X modes in each model and compare it to the next dominant mechanical loss factors from the
suspension ribbon, namely surface, bulk and thermoelastic losses. The final ribbon dimension
was used for calculating the corresponding loss values.

The mechanical loss comparison values are therefore:

• φsur f ace = 1.03×10−9, taking hφs as 5×10−13 from [153] and calculating using equation
2.8 from chapter 2

• φbulk = 1.09×10−9, at 20 K [154]

• φthermoelastic = 2.28× 10−14, using equation 2.5 from chapter 2 with the following vari-
ables:
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– f = 10 Hz

– T = 20 K

– ρ = 2328 kgm−3

– C = 3.41 JkgK−1

– k = 1225 Wm−1 K−1

– E = 157 GPa

– dE
dT = −1.1×106 PaK−1

– α = −2.5×10−9 K−1

The value used for the material loss of the HC bond is φbond = 1.18× 10−3, at 20 K, taken
from [110] [111]. The bond loss contribution for each mode is calculated from the respective
bond energy ratios as follows:

φbond contribution =

(
Etopbond

Emodel
+

Ebottombond

Emodel

)
×φbond. (5.5)

A plot comparing mode 1, the soft pendulum Z direction, and mode 2, the stiff pendulum X
direction, for each model against the next dominant mechanical loss factors is shown in figure
5.21 and figure 5.22 respectively.

Comparing the overall values for figure 5.21 to figure 5.22, one notes the energies are con-
sistently lower in figure 5.22. This is to be expected due to the aspect ratio of the ribbon, since
this pendulum X direction is through the thickest ribbon dimension. This therefore pushes the
bending point of the ribbon further away from the top bond, taking energy away from the top
bond region. This has little effect on the bottom bond region since little bending is experienced
at the bottom bond.

5.6.7.1 Model 1 results

Figure 5.21 and figure 5.22 immediately shows that the 1 kg HC bonded suspension, built in
chapter 4, is completely dominated by bond loss. The next dominant loss mechanism, bulk
loss, is two orders of magnitude below the bond loss. The bulk loss value used here comes
from a commonly used, experimentally measured, data set taken from one sample over the full
cryogenic temperature range in [154]. However, the surface loss is calculated using equation
2.8 in chapter 2, where the hφs value of 5× 10−13 is determined experimentally from multiple
silicon cantilevers with a variety of surface finishes [136] [153]. In reality, the surface loss is
likely higher than the bulk loss for any one sample, as shown in figure 2.7 of chapter 2 [153]. The
values used here for surface and bulk loss approach the best values for known silicon. Future
analysis is required to ensure surface treatments that might be necessary, as studied in chapter 3,
do not detrimentally affect the surface loss of the suspension ribbons or fibres. This is beyond
the scope of this thesis but must be considered in future work.
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5.6.7.2 Model 2 results

For the model 2, changing the mass from 1 kg to 50 kg increases the energy in the bond region
for both modes. This is due to the bending point moving closer to the top bond region due to
the increase tension in the ribbon, which drives more energy into the lossy top bond region. The
energy in the top bond was still two orders of magnitude greater than the bottom bond since
there is comparatively little bending at the bottom of the single ribbon pendulum.

5.6.7.3 Model 3 results

Most notable was the energy distribution in the third model iteration with the excessively thick
ribbon used to bring the ribbon stress back to the original 3.9 MPa. For the soft pendulum Z
mode, the thickness of the ribbon has increased the second area moment of inertia, Iz, substan-
tially by 4 orders of magnitude which, from equation 5.4, increases the bending point of the
ribbon to a theoretical value of 1.4 m below the top of the ribbon. As previously discussed, this
simplistic theory does not take into account higher-order effects which become important for
conditions where L

a ̸≫ 1 such is the case for this model. This result is important to note, as it
offers one unexpected potential way of of reducing the energy within the lossy HC bond region.

5.6.7.4 Model 4 results

For model 4, one sees an increase in the pendulum Z direction bond loss due to the bending
point of the suspension creeping back up towards the bond area, driving more energy into this
region. Conversely, we see a small decrease in the pendulum X direction.

5.6.7.5 Model 5 and 6 results

There are little differences in the bond loss energies between models 4, 5 and 6. There is a small
decrease from model 4 to 5, due to the extended height of the top and bottom block that stiffens
the ribbon slightly, reducing energy in the bond region. Increasing the length of the pendulum
should not affect the energy in the bond as evidenced by comparing models 5 and 6 since the
bending point calculated from equation 5.4 is independent of length, L.

5.6.7.6 Dissipation dilution for models 1-6

Increasing the ribbon thickness has two primary advantages, helping to reduce stress within the
suspension as well as providing a larger cross-sectional area for thermal extraction of the test
mass. However, the disadvantages are substantial. Firstly, this will raise the baseline noise from
the pendulum modes further into detection bands, as can be seen in the frequency increase,
shown in table 5.9, of 0.72 Hz for pendulum Z, and 5.27 Hz for pendulum X, from model 1 to
model 3. Furthermore, the dilution is reduced significantly as shown in table 5.9.
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As discussed in section 4.2 of [144], one can calculate the dilution factor, D, from energy
values, E, extracted and summed from ANSYS elements [109]:

D =
Estored ingravitational f ield

Estored inwire
=

Emodel kineticenergy

Emodel strainenergy
(5.6)

These values are also recorded in table 5.9 for the corresponding mode. It should be noted
one can not compare the individual relative magnitudes of energies from model to model.

Mode Frequency Mode shape Strain energy Kinetic energy Dilution factor

Model 1 - 1 kg, 3.9 MPa

1 0.97 Pendulum Z 1.58 18.67 11.8
2 1.43 Pendulum X 21.59 40.11 1.9

Model 2 - 50 kg, 181 MPa

2 0.91 Pendulum Z 0.18 16.31 91.5
3 0.96 Pendulum X 0.90 18.35 20.3

Model 3 - 50 kg, 3.9 MPa

1 1.69 Pendulum Z 46.88 56.39 1.2
2 6.70 Pendulum X 868.21 886.74 1.0

Model 4 - 50 kg, 40 MPa

1 0.95 Pendulum Z 0.94 17.66 18.9
2 1.15 Pendulum X 9.60 26.18 2.7

Model 5 - 50 kg, 40 MPa, bond SF = 3

1 0.96 Pendulum Z 0.97 18.02 18.5
2 1.23 Pendulum X 10.04 29.76 3.0

Model 6 - 50 kg, 40 MPa, bond SF = 3, 1.2 m long

1 0.45 Pendulum Z 0.05 4.03 81.3
2 0.46 Pendulum X 0.27 4.22 15.8

Table 5.9: Frequency, energy and dilution results of pendulum Z and pendulum X modes for
each model iteration.

The frequencies in table 5.9 are consistent where the thicker, stiffer X pendulum direction
consistently produces a higher frequency compared to the thinner Z dimension. One notes as the
pendulum length is increased substantially, the frequencies drift toward one another. Looking
at equation 2.10 in chapter 2, this is due to the pendulum effective length dominating over the
difference in second area moment of inertia between X and Z directions.

One can see the dilution increases with increasing mass when comparing models 1 and 2.
This is a direct result of the increase in mass, increasing the relative energy stored as gravitational
potential energy when the pendulum reaches its maximum displacement.

Gain in bond loss for model 3 is 16× greater for the pendulum Z mode and 4× greater for the
pendulum X mode compared to model 2. However, a similar comparison for the dilution shows
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model 3 to be 76× lower in the pendulum Z mode and 20× lower in the pendulum X mode.
Looking at equation 2.35 in [144], shows that dilution is inversely proportional to the square
root of the second area moment of inertia. As this increases with larger ribbon dimensions, the
dilution is reduced. Fundamentally, any benefit in bond loss from increasing ribbon dimensions,
and thus stiffness, is immediately lost in the suspension dilution.

Dilution recovers by thinning the ribbon in models 4 and 5, with a slight decrease in dilution
between these models for the pendulum Z mode arising from the extension of the top and bottom
block heights. Increasing this bond area while keeping the ribbon the same length will ultimately
have an effect of stiffening the ribbon slightly as more of its length is attached to the thicker,
stiffer blocks.

Finally, model 6 sees a significant increase in dilution. This is directly related to the length
of the pendulum as dilution scales linearly with pendulum length as shown in equation 2.23 in
chapter 2. The average increase in dilution for both modes between models 5 and 6 is a factor
of 4.8. If one considers the pendulum length has increased from 0.25 m, to 1.2 m, this is also
consistent in being an increase of a factor 4.8.

5.7 Developing a 4 ribbon suspension

With a 3G detector-scale, double bonded, single ribbon suspension successfully modelled with
energy distribution and losses understood, one can implement this into a 4 ribbon suspension to
simulate the real detector system and model its suspension thermal noise. One then compares the
suspension thermal noise of this detector to the proposed ET design thermal noise requirements.

The work in this section looks only at the suspension thermal noise arising from the silicon
ribbons and not from the test mass, penultimate test mass or any proposed system from which
the final-stage suspension is attached to or hung, for example a marionette with steel wires.

5.7.1 Building and verifying the 4 ribbon ET-like model

It was decided to copy the aLIGO mass design and scale dimensions appropriately, including
the flats on the side of the mass. The aLIGO test masses are 200 mm deep, 340 mm in diameter
with 95 mm flats centrally located along the full depth of the mass [405] [406].

A script was written in ANSYS APDL that automatically scaled and built a silicon mass from
aLIGO’s silica test mass dimension, with the density of silicon listed in section 5.3. Iterative
selection of the diameter of the 200 kg silicon mass yielded a diameter of 572 mm, a depth
of 336 mm with a flat height of 160 mm. The penultimate mass was created to be the same
dimension and density as the test mass mirror.
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Figure 5.23: Drawing of aLIGO of d-values in relation to penultimate mass COM, silica fibres
and HC bonded ear. The term flexure point, is interchangeable with bending point. The purple
wires referenced in this diagram relate to the steel wires which hang the penultimate mass from
the higher metal stages of the suspension system. Image obtained from [407].

The next step was to determine the bending point of the 1.2 m ribbon suspension in the
primary interferometer direction, i.e. the thin ribbon, soft Z direction. This is important in order
to scale aLIGOs "d-values", parameters that define the bending point of suspension fibres in
relation to the centre of mass (COM) of penultimate and test mass [407]. This determines the
pitch dynamics of the suspension [408].

A diagram of aLIGOs d-values for the penultimate mass is provided in figure 5.23. The d2
value is defined as the distance between the weld point and the COM of the mass. The d3 value
is defined as the distance from the COM of the mass to the bending point of the suspensions
fibre. One must adapt and define these values for the silicon suspension. As such, the d2 value
is defined as the distance between the edge of the exposed ribbon (i.e. the bottom of the silicon
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block ear) and the COM of the mass. The d3 value remains defined as the distance from the
COM of the mass to the bending point of the suspensions fibre. The d2 and d3 values for the
penultimate mass are mirrored for the test mass [408].

For the 1.2 m silicon ribbon suspension, determining the Z direction bending point of the
ribbon requires careful calculation. aLIGO assumes infinite stiffness at the bottom of the ear
on the penultimate test mass [407]. For this reason, a replica model of the 1.2 m single ribbon,
shown in figure 5.20(f), was created without the top silicon block, which will now be referred to
as the top ear for consistency, leaving only the bottom ear, ribbon and mass. HC bonds were not
included in these bend point models for computational efficiency and the negligible impact they
would have on this analysis due to their infinitesimal size. This model was displaced by 1 %
of the suspension length, 12 mm in the Z direction while the top area of the ribbon was fixed.
By then extracting nodal positions along the length of the displaced ribbon, one can extrapolate
the bottom straight line portion back to the vertical to calculate the bending point, as described
previously in section 5.4.2. This the same technique used in section 4.1.3 of [144].

This model produces a bending length, a of 30.60 mm. Comparison to theory, using equation
5.4 (since a ≪ L and hence L

a ≫ 1), gives a is 29.86 mm, matching to within 2 %.
To account for the finite stiffness of the silicon ears, a second model was created. This model

included only the top ear, the ribbon and the mass with the same technique shown in figure
5.8. This produced a bending length of 43.05 mm. However, since 15.21 mm of this model is
constrained by the relatively stiff top ear, the bending length becomes 27.84 mm. By subtracting
the difference between the two models, one can take into account the finite stiffness of the top
ear to find the effective bending length of the ribbon-ear assembly. Going one step further than
aLIGOs bend calculations, one can account for the ear flex by subtracting this difference from
aLIGOs d2 value of 10 mm to give a d3 value of 7.24 mm. This 2.76 mm increase away from
the COM is entirely consistent with introducing a finite stiffness and hence flex in the top ear.
Taking the ribbon bending length of 30.60 mm this yields a d2 value of 23.36 mm from the COM
of the penultimate mass to the bottom of the top ear.

Finally, the separation of the silicon ribbons were designed in line with figure 5.23 but were
scaled to the new silicon mass depth of 336 mm which scales the centre-to-centre ribbon distance
from aLIGOs 30 mm to 50.4 mm.

A drawing of the final ear positions and bending point parameters in relation to the COM of
the penultimate mass is provided in figure 5.24.

Bonds were not introduced into this initial model in order to verify the simpler model against
theory first. All 4 ribbon suspension models are constrained on the 4 top corners of the primary
flats on the penultimate mass for static and modal solutions, consistent with [144]. The loaded
extension of the model matched to within 0.2 % of theory.
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Figure 5.24: Side-on view of penultimate test mass ear positions and bend points of 4 ribbon
silicon suspension scaled to match aLIGO. All dimensions in mm.

To compare model resonant frequencies to theory for the pendulum directions, it is important
to note the effect of the bending points in the effective length of the pendulum. The silicon
ribbon lengths are 1.2 m, with the d2 offset, this meant the distance between the penultimate
and test mass COMs becomes 1.12 m. By taking into account the bending point below, for the
penultimate mass, or above, for test mass, defined by the d3 value, this provides an effective
length in the soft, pendulum Z direction of 1.11 m.

The stiff, pendulum X direction has a different bending point and hence different d2 and d3
values. As the primary mode of interest and largest contribution to suspension thermal noise,
the d2 and d3 values are defined by the pendulum Z direction. The pendulum X values of d2
and d3 are therefore only a result of the chosen pendulum Z direction.

The same bend point extrapolation analysis was conducted using the same techniques shown
in figure 5.8 for the stiff, pendulum X direction. Due to the 20 mm thickness, and hence relative
stiffness, in the X direction of the ears, the flex in the ear was not taken into account for this
analysis, unlike the Z direction. The displaced models yielded a bending length, a, of 142.9 mm
in the stiff, pendulum X direction. This is more difficult to compare to theory using equation 5.4
(since a ̸≪ L and hence L

a ̸≫ 1), and second order effects have increasing significance. However,
using equation 5.4, only yields a 6 % difference between the model and theory. Now taking the
assumption that the ear is infinitely stiff, then the effective bending length from the bottom of
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the COM is the d2 value, defined by pendulum Z, minus the 142.9 mm bending length. By using
the distance between the penultimate and test mass COMs, this provides an effective length in
the stiff, pendulum X direction of 0.88 m.

Using these effective bending lengths in equation 2.9, one calculates a pendulum Z frequency
of 0.48 Hz and pendulum X frequency of 0.57 Hz. The 4 ribbon model with no bonds produces
modal frequencies of 0.47 Hz for the pendulum Z frequency and 0.52 Hz for the pendulum X
frequency, matching theory to within 1.5 % and 8.4 % respectively. The larger error in the stiff
pendulum X direction is primarily accounted for by the increasing significance in second order
terms but there will also be a contribution from the assumption of infinitely stiff ears.

Furthermore, using equation 2.9, taking the stiffness in the Y direction, and equation 2.12,
one can calculate the suspension bounce and violin mode frequencies. The model’s bounce
frequency was 28.5 Hz, matching to within 0.2 % of theory. The model’s first violin mode in the
Z direction was 59.0 Hz, matching to within 0.1 % of theory.

One should note, when calculating suspension thermal noise, for actual 4 ribbon detector
suspensions, the bounce mode must be multiplied by a factor of

√
2, in order to account for the

resonant vertical motion of the penultimate mass. This motion is not seen within the ANSYS
model due to the constraints placed on the penultimate mass. All suspension thermal noise plots
generated in this thesis apply this correction to the bounce mode.

Finally, it is important to compare the theoretical dilution to that of the model. Using equa-
tions 5.6, the extracted model kinetic and strain energies, provide a dilution in the pendulum
Z direction of 37.1 and in the pendulum X direction of 6.6. Comparing this to theory using
equation 2.23 and defining L as the effective lengths calculated above for each direction, the
model dilution matches theory to within 0.3 % and 2.9 % for the pendulum Z and pendulum X
directions respectively. The bounce mode has no dilution due to no gravitational restoring force,
and hence no energy being stored in the lossless gravitational field. The model closely matched
this prediction, producing a dilution of 0.99. The violin Z dilution was found to be 16.6, approx-
imately half the dilution of the pendulum Z dilution. This is consistent with equation 2.14.

This series of checks, validates the 4 ribbon model suspension against theory.

5.7.2 Introducing HC bonds into the 4 ribbon model

One can introduce the top and bottom bonds into the system. For computational efficiency, it was
decided that top and bottom 361 nm bonds between the top and bottom ears and ribbons would
only be applied to one ribbon. This keeps the model size manageable allowing for simple scaling
where one can multiple the top and bottom bond energy ratios by 4. It was assumed this was
unlikely to significantly affect the dynamics of the suspension system due to the infinitesimal
size of the bond compared to the suspension geometry. One can refer back to figure 5.12, for an
idea of how the 361 nm bonds sits in between the ribbons and ears.

The final, ET-like, HC bonded silicon suspension is shown in figure 5.25(a). An ANSYS
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APDL script was written, as shown in appendix E, that built the whole suspension geometry in
line with the above requirements, including bonds at the top and bottom between ribbon 1 and
ears 1 and 2. The inset of figure 5.25(a) highlights the denser meshing required on ribbon and
ear geometries where bonds are present as explained in section 5.5.3.2.

Due to the way the model was built, everything was referenced from the centre of the test
mass with the Z direction parallel to the interferometer beam, consistent with all ANSYS work
in this thesis. As such, a naming convention was defined in an anticlockwise fashion, as shown
in figure 5.25(b), where ribbon 1 is in the +X +Z direction. Ribbon 1 has bonds between the
ribbon and top and bottom ears. The remaining ribbons were affixed using an ANSYS multipoint
constraint (MPC) bonding algorithm directly onto the ears.

Firstly, it is necessary to compare this 4 ribbon, HC bonded model to theory, where possi-
ble. The loaded extension of the 4 ribbon, HC bonded model matches theory to within 0.6 %.
This slight increase is accounted for by the softer bond material deforming under shear load,
compared to the silicon-silicon ribbon to ear interface in the no bond model.

Furthermore, one can compare this 4 ribbon, HC bonded model to the previously verified 4
ribbon model with no bonds. One expects the frequencies and dilutions of the 4 ribbon model
with no bonds and 4 ribbon, HC bonded model to match. The pendulum Z, pendulum X, bounce
and violin Z modal frequencies between the no bond and HC bonded models matched to within
0.1 %. Similarly, the dilutions for each modal frequency between the no bond and HC bonded
models matched to within 0.3 %. This validates the assumptions that the infinitesimally small
bonds inserted onto one ribbon of the HC bonded model do not significantly affect the suspen-
sion dynamics.

In order to ensure the HC bonds are modelled correctly, the HC bonded 4 ribbon suspension
was compared to model 6 of the single ribbon bonded models in section 5.6.6. Once again, care
must be taken to ensure valid comparisons are drawn and subtleties in suspension dynamics are
not overlooked. It is necessary to compare bond energy ratios in each mode, which should match
between the 4 ribbon, HC bonded model and the single ribbon, HC bonded suspension.

In order to provide a valid comparison for the pendulum modes, the total strain energy of
200 kg 4 ribbon system must be scaled to match the 50 kg mass of the single ribbon suspension.
Due to symmetrical mass distribution, this is then divided by 4.

Furthermore, one has to consider the subtlety in the change in bending, where β is 1 for the
single ribbon suspension but 2 for the 4 ribbon suspension, since bending took place only at the
top for the single ribbon suspension. The bottom bonds can not be compared with single ribbon
models, since there is minimal energy in the bottom bond for the single ribbon suspension as no
significant bending occurs in this region. However, since bending occurs at the top and bottom
for the 4 ribbon suspension, the energies in both the top and bottom bonds should be very similar.
As such, only the top bonds are compared between the single and 4 ribbon suspensions. The
bottom bond energy ratio is then compared to the top bond energy ratio for the ribbon suspension
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to check validity. For the bounce mode, since no bending occurs, one only divides the total strain
energy by a factor of 4 to account for mass scaling.

Pendulum Z 4 ribbon 4 ribbon
(scaled) Single ribbon 4 ribbon

energy ratio
Single ribbon
energy ratio

Top bond
strain energy 6.23×10−6 2.08×10−5 4.20×10−4 4.21×10−4

Bottom bond
strain energy 6.23×10−6 4.27×10−9 4.20×10−4 N/A

Total strain
energy 1.19×10−1 1.48×10−2 4.95×10−2 % difference

(top bond only) 0.3

Pendulum X

Top bond
strain energy 1.02×10−5 2.64×10−5 1.02×10−4 1.00×10−4

Bottom bond
strain energy 1.02×10−5 3.29×10−6 1.02×10−4 N/A

Total strain
energy 8.01×10−1 1.00×10−1 2.63×10−1 % difference

(top bond only) 1.3

Bounce

Top bond
strain energy 1.80×10−2 8.40×10−2 4.49×10−6 5.20×10−6

Bottom bond
strain energy 1.80×10−2 8.73×10−2 4.49×10−6 N/A

Total strain
energy 1.61×104 4.02×103 1.62×104 % difference

(top bond only) 14.6

Table 5.10: Comparison of pendulum and bounce mode bond energy ratios between 4 ribbon and
single ribbon HC bonded suspensions. The % difference shown for each mode is the comparison
between the top bond energy ratios only.

Table 5.10 shows that the 4 ribbon HC bonded suspension matches the HC bonded, single
ribbon suspension in the pendulum modes to within 1.3 %. One notes a larger error of 14.6 % on
the bounce mode comparison. This likely arises from the fact there is an off-axis force present
on the ear since it is affixed to the side of the masses. This applies a moment on the ear which is
not present for the axially loaded in the bounce mode for the single ribbon suspension.

Furthermore, the top and bottom ribbon bond strain energies and ratios match well across
all modes shown, indicating equal bending energy near the top and bottom of the suspension as
predicted.

5.7.3 Determining violin mode energy distributions

In order to calculate the thermal noise for the violin mode, one must be able to extract the energy
distribution in a single fibre or ribbon, in this case ribbon 1 attached with HC bonds. This
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is due to the fact a symmetrically built 4 ribbon suspension will produce 4 overlapping violin
modes. The energy in the suspension system therefore ends up evenly distributed across multiple
fibres rather than distinct single fibres. In reality, this is not the case due to real asymmetry
that will exist in even near-identical ribbons or fibres. This has been previously observed in
GEO600 analysis [409]. However, it is possible to overcome this issue by artificially stiffening
or softening the ribbons by a small amount. One can then check the strain energy contained
within the ribbon volume in order to correlate the output violin Z mode from ANSYS to each
ribbon [409].

Before applying this to the 4 ribbon, HC bonded suspension, a 4 ribbon suspension with no
bonds was first generated. It was decided that ribbon 1 would remain at the standard isotropic
silicon Young’s modulus of 157 GPa, where ribbons 2, 3 and 4, would be artificially stiffened by
1 % with a Young’s modulus of 158.6 GPa applied.

ANSYS output
mode

Frequency (Hz)
Strain energy in ribbon Total ribbon

strain energyRibbon 1 Ribbon 2 Ribbon 3 Ribbon 4

Mode 7 58.97 4008.5 2.0 31.7 0.3 4042.4
Mode 8 58.99 31.1 0.9 4032.8 3.0 4067.7
Mode 9 59.12 0.3 1887.1 0.5 2187.0 4074.8

Mode 10 59.12 2.4 2184.9 3.0 1884.6 4074.9

Table 5.11: Strain energy of bonded suspension with artificially stiffened ribbons 2, 3 and 4, for
the violin Z modes.

Table 5.11 shows the resultant strain energy distribution in each mode of each ribbon for
this model. This method’s validity can be checked by comparing the total ribbon strain energy
summed from each mode. One expects mode 7 to contain most of the energy in ribbon 1 due to
the remaining ribbons have a higher stiffness and hence higher frequency of violin mode.

Since ANSYS outputs modes in terms of ascending modal frequency order, with ribbon 1
being the "softest" by comparison, one would expect this to be the lowest frequency which is
indeed the case. Due to ribbon 1 being softer, the loading of the suspension puts extra energy
into the diagonally opposite ribbon 3. This leads to an uneven energy distribution throughout the
violin modes, most clearly unbalanced between ribbons 1 and 3 as seen in table 5.11. Ribbons
2 and 4 both have the same Young’s modulus and so the energy distribution is more evenly split
on these diagonally opposite ribbons due to the more even loading between them. One notes
that all the violin Z modal frequencies are closely matched with the 4 ribbon, HC bonded violin
Z frequency of 59.04 Hz.

Furthermore, one can compare the total ribbon strain energy summed from each mode for
this model against the total strain energy summed for the 4 ribbon, HC bonded suspension with
symmetric Young’s moduli. The averaged total strain energy across the 4 violin Z modes for
the 4 ribbon, HC bonded suspension is 4023.8, comparable to the energies in table 5.11. It is
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worth noting here that this averaged value is the total strain energy of the entire 4 ribbon, HC
bonded suspension and not just the ribbons. This was purely selected for speed and convenience.
However, logically the majority of the strain energy must be located within the ribbons due to
their geometrical deformation in a violin mode. Indeed, one can verify this assumption using this
asymmetric Young’s moduli model. The total strain energy for this asymmetric model is 4151.2.
If one takes mode 7, the violin Z mode of ribbon 1, it is clear to see the strain energy in ribbon
1 alone contributes to 99.2 % of the total strain energy in the suspension system, validating this
assumption.

Now that the artificially stiffened model is verified, the no bond model was recreated with
the top and bottom bonds attached to ribbon 1. Since the Young’s moduli of ribbons 2, 3 and 4
varied by only 1 % from the symmetrical 4 ribbon, HC bonded model it was decided to directly
compare the frequencies for the pendulum Z, pendulum X, bounce and violin Z frequencies to
ensure model consistency. All frequencies between these two models matched to within 0.1 %.

One can also compare both the top and bottom bond energy ratios in these models for the
pendulum Z, pendulum X and bounce modes. All top and bottom bond energies matched to
within 0.7 %.

Finally, one can make a valid comparison between this artificially stiffened model’s violin
Z mode to the single ribbon suspension. The top bond energy ratios matched to within 0.2 %
while the bottom bond energy ratio matched to within 0.8 %. Furthermore, the top and bottom
bond energies closely matched each other for this model, as expected for the violin Z mode
geometrical deformation.

The above work has created and validated a 4 ribbon, HC bonded, ET-like silicon suspension
with an understanding of the energy distribution in the suspension system. From the informa-
tion gained from the ANSYS energy distribution analysis, this allowed for the calculation of
suspension thermal noise.

5.8 Silicon suspension thermal noise

This section determines the suspension thermal noise of the 4 ribbon, HC bonded silicon sus-
pension, shown in the previous section, as well as applying some feasible suspension design
parameters that may improve this.

For the remainder of this chapter, the pendulum Z mode is herein referred to as the pendu-
lum mode since the pendulum X direction is not a main contributor to detector noise compared
to the primary modes of interest. The are 3 primary modes of interest for suspension thermal
noise. The most obvious is the direct length coupling from the pendulum Z mode into the in-
terferometer. As discussed in section 2.4.3 of chapter 2, the bounce also contributes to detector
displacement noise through the 0.1 % cross coupling. Finally, the violin Z mode is also a signif-
icant source of noise where the mass term in equation 2.13 contributes to detector displacement
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in the primary Z direction.

5.8.1 4 ribbon, HC bonded model with ribbon to ear bonds

A MATLAB script was written, shown in appendix F, that calculated the thermal noise at a set
temperature, T , over a user-defined frequency band. This script calculated the surface, bulk
and thermoelastic loss. From the ANSYS models above, one can also calculate the bond loss
contribution. The bond loss contributions were calculated for each mode.

For the pendulum mode, the top and bottom energy ratios were taken from table 5.10 and
summed together. Since this represented the bond loss contribution from 2 ears and one ribbon,
this was then multiplied by 4, producing the total bond energy ratio. This bond energy ratio was
then multiplied by the temperature-dependent bond loss to determine the bond loss contribution.
The energy ratio for the remaining loss mechanisms, which was called the "remainder energy
ratio", was the total energy in the system minus the total bond energy ratio. Therefore, the total
loss was calculated by summation of the surface, bulk and thermoelastic losses, multiplied by
the remainder energy ratio.

Figure 5.26: Suspension thermal noise of 4 ribbon, HC bonded silicon suspension showing
modes of interest and their individual contribution to the total suspension thermal noise at 20 K.

For the violin modes, the process is the same to produce the violin mode bond loss contribu-
tion, except the summation of the other loss mechanisms is multiplied by 2 and then multiplied
by the remainder energy ratio, consistent with equation 2.14 in chapter 2. The bounce mode
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bond loss contribution is calculated in the same way as the pendulum mode, except the sur-
face loss value is multiplied by 0.5, before summation of the other loss mechanisms and then
multiplication by the remainder energy ratio as derived in [184]. Each violin mode from each
fibre is treated separately and summed in the final noise calculation appropriately. One assumes
identical ribbons and so the total sums at the same frequency, as shown in figure 5.26.

With this information, the total suspension loss and dilution for each of the modes that couple
directly into detector noise was calculated. The script then uses uses equation 2.1 in chapter 2,
derived from the Fluctuation-dissipation theorem, to calculate the suspension thermal noise for
each mode. Total suspension thermal noise was determined via the quadrature sum of each
independent resonant mode.

Figure 5.26 shows the suspension thermal noise at 20 K from each of the 3 modes of interest,
including the total suspension thermal noise, which is the sum of the quadrature of the thermal
noise of each mode. This is a proposed operating temperature of the low temperature regime for
the ET-LF detector [127]. This is the first ever calculation of suspension thermal noise based on
a physically assembled silicon detector and scaled to an ET-like detector size.

Figure 5.27: Suspension thermal noise of 4 ribbon, HC bonded silicon at 20 K, 120 K and 300 K.

Here one can see why the frequencies of the 3 primary modes are of interest. The pendulum
mode dominates at the lowest of frequencies, acting as a limit to the low frequency sensitivity
of the detector. Furthermore, the bounce and violin mode resonant peaks typically dominant
over all detector noise sources, as can be seen for aLIGO in figure 2.1 of chapter 2. Fortunately,
these frequencies are normally constrained to a very narrow frequency bands and the geometry
of suspension ribbons is chosen to push the frequencies where they impinge less.
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Figure 5.27 shows the advantage of operating such a detector at cryogenic temperatures.
Here the ET-LF low temperature conduction-only regime of 20 K is compared to the higher
temperature radiative and conductive regime of 120 K as well as at a room temperature of 300 K
[127]. At 10 Hz, there is a factor of 36 reduction in displacement noise between 300 K and 20 K.

For the remainder of this work, all silicon suspension thermal noise plots are calculated at
20 K.

One can directly compare the modelled suspension thermal noise to the ET design sensi-
tivity curve. Furthermore, with the ability to directly model HC bonds now demonstrated, this
allows one to visualise the contribution from bond loss to the suspension thermal noise. These
comparison are shown in figure 5.28.

Figure 5.28: Suspension thermal noise of 4 ribbon, HC bonded silicon with and without HC
bond losses compared to the ET design sensitivity curve provided from 1–1000 Hz [127]. An-
notated arrows show effect of suspension design on thermal noise improvements.

Figure 5.28 shows the HC bonded model to be completed dominated by thermal noise aris-
ing from the HC bonds. The suspension thermal noise requirement for this 4 ribbon silicon
suspension currently exceeds the design requirement by a factor of 4 at 10 Hz.

As discussed in section 2.3.3.4 of chapter 2, research is needed in order to significantly
reduce this bonding loss while retaining sufficient bond strength in order to support the suspen-
sion. If one could produce theoretically lossless bonds, or truly monolithic silicon suspensions,
the blue curve shown in figure 5.28 would represent this suspension thermal noise. At this fre-
quency, one reduces the suspension thermal noise by a factor of 15 by removing the HC bond
contribution. While this may seem promising by appearing to exceed the ET design sensitiv-
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ity curve, it should be noted that this red curve represents total thermal noise budget from all
contributing sources and not just suspension thermal noise.

However, this model uses silicon ribbons that are only 1.2 m long, double the aLIGO suspen-
sion length, thus providing a more conservative estimate of thermal noise compared to the ET
design sensitivity curve, which is of a 1.5 m suspension [127]. As discussed in section 2.5.1 of
chapter 2, while silicon ribbons or fibres are not currently available in this length, there is promis-
ing ongoing research investigating techniques that may yield longer suspensions. Lengthening
the suspension ultimately allows for improved thermal noise due to the gain in dilution factor
and reduction in pendulum mode resonant frequency.

5.8.2 4 ribbon, HC bonded model with ribbon to ear and ear to mass
bonds

Figure 5.29: 4 ribbon, HC bonded, final stage silicon suspension with bonds between ears 1 and
2 and the test and penultimate masses, as well as ribbon 1.

The 4 ribbon, HC bonded silicon suspension only has bonds between the ribbons and ears and
assumed the ears are part of the penultimate and test mass geometries. To investigate the effects
of adding in another set of bonds, another model was built placing bonds between the ears and
masses. These bonds were also 361 nm thick and had the same properties as the ribbon to ear
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bonds with the exception of a larger surface area, 5 mm by 10 mm. Again, for computational
efficiency ear to mass bonds were only implemented on ears 1 and 2. The model is shown in
figure 5.29.

One noted the pendulum, bounce and violin mode frequencies remained unchanged with
the introduction of this second pair of bonds. Due to the infinitesimal size of the ear to mass
bonds, no significantly modal frequency change was expected. Similarly, there was no change
in dilution between this model compared to the ribbon to ear bond only. To further check results,
the bond energy ratios for the top and bottom bonds on the ribbon were compared to the previous
ribbon to ear bond only model. For all 3 modes, these bond energy ratios were found to match
to the 4th decimal place.

Figure 5.30: Suspension thermal noise of a 4 ribbon, HC bonded, final stage silicon suspension
with bonds between ears 1 and 2 and the test and penultimate masses, as well as ribbon 1. The
green dashed, made bold for clarity, represents the suspension thermal noise including ribbon
only bond loss from figure 5.28.

The suspension thermal noise curve for this model with bonds between mass, ears and rib-
bons compared to the model with only ear to ribbon bonds and the model with no bond loss is
shown in figure 5.30.

The energy in the ear to mass bonds is lower by a facor of ≈ 100 than the energy between
the ear to ribbon bonds for the pendulum and violin modes which is to be expected. Conversely,
the energy in the ear to mass bonds is higher, by a factor of ≈ 1.2, than the energy between the
ear to ribbon bonds for the bounce mode. This increase in energy is due to the asymmetrical
force applied from the test mass bounce mode, which produces a torque pulling on the 20 mm
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wide ears attached onto the primary mass flats.

Figure 5.31: (a) Pendulum mode comparison for models with bonds between mass, ears and
ribbons, ears and ribbons only and no bonds. (b) Bounce and violin mode comparison for
models with bonds between mass, ears and ribbons, ears and ribbons only and no bonds.

From figure 5.31(a) and (b), there is an infinitesimal change in thermal noise in the pendulum
and violin modes due to the minimal energy within the ear to mass bond regions from the geo-
metrical deformation of these modes. However, as can be seen in figure 5.31(b), this translates
to a noticeable change in the bounce mode. Indeed, due to the Fluctuation-dissipation theorem,
this change in bounce mode energy should increase the thermal noise by a factor of

√
2.
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Figure 5.32: Bounce mode thermal noise contribution for 4 ribbon, HC bonded models with
ribbon to ear bonds only compared to ribbon to ear and ear to mass bonds.

Figure 5.32 shows the bounce mode suspension thermal noise contribution for both models.
The bounce mode thermal noise at 10 Hz for the suspension with ribbon and ear bonds is 1.88×
10−22 m/

√
Hz. The bounce mode thermal noise at 10 Hz for the suspension with ribbon and ear

bonds is 1.32× 10−22 m/
√

Hz. This shows that, off resonance, there is indeed a factor of
√

2
higher thermal noise for the suspension that has bonds between both the ears and ribbon and the
ears and masses.

Figures 5.30, 5.31 and 5.32 show that HC bonding of ears to the masses for this particular
suspension model has a small effect on the total suspension thermal noise. At 10 Hz, the intro-
duction of ear to mass bonds, compared to only ribbon to ear bonds increases the suspension
thermal noise by 0.45 %.

This only highlights the comparatively significant energy stored in the ribbon to ear bonds
which, when combined with the relatively high mechanical loss of HC bonds, are detrimental to
the thermal noise performance of the detector as shown in figure 5.28.

5.8.3 4 ribbon, HC bonded model at double suspension stress

The standard suspension stress in the above models has been kept at 40 MPa. However, as
highlighted in figure 5.28, one can reduce suspension thermal noise by increasing the tension in
the ribbons, which should also push the violin mode frequency up and bounce mode frequency
down. To first order, the pendulum frequency is affected by length changes only.
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Looking at the results from figure 3.73 in section 3.9 of chapter 3, and with further surface
treatment investigations, it is not unreasonable to assume one can feasibly double the operating
stress of silicon from 40 MPa to 80 MPa.

As such, a new model was created by decreasing the cross-sectional area of the ribbons, in
order to increase the stress in the suspension to 80 MPa. This also has the beneficial effect of
reducing the bond area between the ribbon and the ears. However, this must be balanced with the
bond stress itself, which for this model is now increased to 6.1 MPa, reducing the safety factor
to 2. Scaling calculations provided a new ribbon cross sectional area of 5.26 mm by 1.17 mm.
This resulted in a 29 % reduction in bond area between the ribbon and ears. Furthermore, thinner
ribbons should lead to better dilution due to a smaller second area moment of inertia, I, which
dominates as t

3
2 , where t is the thickness of direction of bending.

5.8.3.1 40 MPa v 80 MPa suspension thermal noise without bonds

A model was created with no HC bonds in order to investigate the direct effects of doubling the
stress in the suspension.

Figure 5.33 shows the comparison of the 80 MPa model to the 40 MPa model with no bonds.
The 80 MPa model gains in thermal noise by a factor of 1.3. This is consistent with theoreti-
cal expectations due to the increase in dilution factor and reduction in surface loss for thinner
ribbons, combined with improvement in thermoelastic loss due to higher ribbon stress.

The dilution for the 80 MPa model is also significantly improved, with a pendulum mode
dilution of 70.5 an a violin mode dilution of 34.2. From equation 2.23 in chapter 2, these
improvements in dilution, and hence thermal noise, come from the factor t

3
2 , where t is the

ribbon thickness in the bending direction as well as the factor of
√

T .
If one increases the suspension stress, the suspension thermal noise decreases. It is clear to

see from the work in chapter 3, strengthening the working stress of suspension fibres or ribbons
is both feasible and, from the work in this chapter, directly beneficial to the suspension thermal
noise of cryogenic silicon suspensions.
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Figure 5.33: Suspension thermal noise of 40 MPa and 80 MPa silicon suspensions without HC
bonds.

5.8.3.2 40 MPa v 80 MPa suspension thermal noise with bonds

The previous model was re-created with the introduction of HC bonds. For speed of computa-
tion, this model only included ribbon to ear bonds on ribbon 1 and did not include ear to mass
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bonds. This allows for direct comparison to the 40 MPa bonded and unbonded models in figure
5.28.

Figure 5.34: Suspension thermal noise of 40 MPa and 80 MPa silicon suspensions with HC
ribbon to ear bonds.

Figure 5.34 shows the comparison of the 80 MPa model to the 40 MPa model with HC ribbon
to ear bonds.
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At 10 Hz, the 80 MPa model with bonds results in higher thermal noise compared to the
40 MPa model. This appears to defy simplistic assumptions that higher ribbon stresses lead
to better thermal noise performance. When one considers the effect of the HC bonds in the
suspension system, it is clear to see this relationship is more complicated.

The higher thermal noise for the 80 MPa bonded suspension is believed to arise from the fact
that more energy is being put into the lossy HC bond regions. While one has reduced the bond
area by thinning the ribbons, thus reducing the bond loss contribution to the thermal noise, this
increases the static stress in the bond. Since the bond is softer than the silicon (by a factor of
10), when bending occurs, more strain energy is present in this region. Indeed, the energy ratio
in the bounce mode was found to double between the 40 MPa and 80 MPa models. This leads to
a 5 % increase in thermal noise at 10 Hz.

This highlights that bond loss improvements through new bonding techniques may not be
sufficient alone in reducing suspension thermal noise to acceptable levels. As discussed in sec-
tion 2.5.1 of chapter 2, research is required to investigate silicon manufacturing and shaping in
order to have better control over where bending occurs in the suspension system. Section 1.5.4
of chapter 1 demonstrates the fact that, even with ultra low loss suspension materials, one still
must have sufficient control of energy distribution throughout the final stage suspension in order
to keep strain energy away from regions of high mechanical loss. This is the path that must be
pursued in order to realised low thermal noise 3G cryogenic suspensions.

Comparing the 80 MPa models with and without bond loss, one notes a factor of 21 dif-
ference, at 10 Hz, in suspension thermal noise. This once again highlights the importance of
developing new, low loss bonding techniques alongside higher stress suspensions.

5.8.3.3 40 MPa v 80 MPa suspension frequencies

One notes, for both figures 5.33 and 5.34, the expected shifts down in the bounce mode fre-
quency and up in the violin mode frequency for the 80 MPa models, consistent with the in-
creasing ribbon tensions. The bounce mode frequency has reduced from 42.0 Hz to 29.9 Hz and
the violin mode frequency has increased from 59.1 Hz to 81.0 Hz. The increase in violin mode
frequencies is less of a concern since the ET-HF detector is expected to be more sensitive at
frequencies >30 Hz [126]. However, this reduction in bounce frequency is of greater concern as
it begins to impact into the detection band where ET-LF is designed to be most sensitive.

Selection of fibre or ribbon stresses and cross-sectional geometries will need to be carefully
considered for the purposes of a xylophone detector design. One must strive to increase the
suspension stress while keeping the resultant bounce mode frequency as high as possible, out of
the ET-LF sensitivity band and up into where the ET-HF band sensitivity can take over. This
has not previously been a consideration for single detector fused silica suspensions, where the
aim was always to push the vertical frequency down to below the low frequency detection band
of the instrument.
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5.9 Summary of cryogenic silicon suspension work

Work has been conducted in ANSYS FEA to determining the tolerable stress in the single ribbon
suspension, built in chapter 4, arising from misalignment in supporting and assembly structures.
Taking a conservative breaking stress of 33 MPa, the largest 250 µm misalignment in the bottom
block to mass attachment would not increase the suspension stress more than 56 % of this break-
ing stress. Similarly, for the bottom bond to bottom block placement, a very high tolerance of
±3 mm in the X direction is acceptable in the bond misalignment. Attachment blocks placed on
the same side reduces stress in the ribbon and aids practical implementation of bonding and sus-
pension design. While more tolerant to bonding misalignment in the X direction, the suspension
is less tolerant to external forces or shocks applied through this thick ribbon direction, with only
a 3 mm displacement at the bottom block likely to cause suspension failure. Furthermore, while
not considered in this thesis but noted during the course of this work, future work should inves-
tigate cross coupling from the stiffer pendulum X direction into the softer pendulum Z direction
arising from tooling tolerancing and silicon ribbon manufacturing mismatches.

Modelling of silicon’s anistropic axis properties was conducted, noting the correct Young’s
modulus values must be selected for ribbon bending when comparing model to theory. However,
it was noted that for longer suspensions, the anisotropic effects significantly reduced, producing
similar levels of accuracy to isotropic models.

The first direct modelling of HC bonds between silicon substrates in a single and 4 ribbon
suspension has been demonstrated. This modelling allows for visualisation of complex bond
deformation in a variety of suspension modes and was shown to be an improvement on the work
that utilised extrapolation techniques to determine the energy ratio in an HC bond.

By being able to determine energy ratios in HC bonds, one can then investigate the sus-
pension thermal noise contribution of HC bonds compared to other thermal noise contributions.
Iterative development of a single ribbon suspension, scaled from the as-built suspension in chap-
ter 4, up to an ET-like mass, demonstrated that this suspension was dominated by bond loss.

Translating this to suspension thermal noise in a 4 ribbon suspension required careful selec-
tion of bending points and ear placement on the masses. Suspension thermal noise was signif-
icantly degraded by 1.5 orders of magnitude due to the introduction of HC bonds between the
ribbons and ears of the suspension. This highlights the need to significantly reduce bond loss
between silicon suspension elements.

The introduction of HC bonds between the ears and masses did not significantly increase the
thermal noise, compared to the ribbon to ear bonds. Most of this additional thermal noise was
attributed to the bounce mode and corresponded to a

√
2 increase.

By increasing the stress in a 4 ribbon suspension, one can reduce the suspension thermal
noise. By doubling the 40 MPa suspension stress to 80 MPa, one can reduce the thermal noise
by 22 % at 10 Hz. However, this model improvement relies on a bond safety factor of only 2
and a suspension safety factor of only 1.5. As discussed in section 2.5.4 of chapter 2, brittle
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materials such as silicon generally require a slightly higher safety factor due to the lack of a
well-defined yield point [228]. Increasing the stress of silicon suspensions may also require
surface treatments similar to those discussed in chapter 3. Future analysis is required to ensure
surface treatments do not detrimentally affect the surface loss of the suspension ribbons or fibres,
since the calculations in this chapter have used previous high quality surface finish data.

By introducing HC bonds between the ribbon and ears for the 80 MPa suspension, it was
found that the suspension thermal noise actually increased by 5 % at 10 Hz, compared to the
equivalent 80 MPa. While counter-intuitive to the theory of suspension thermal noise and stress,
this increase was attributed to the increase in energy within the HC bond region arising from the
increase in ribbon stress. This highlights the need to be able to shape silicon ribbons or fibres,
as well as ears, in order to control the strain energy distribution in the final stage suspension.

This body of modelling work, based on the experimental results from previous chapters,
demonstrates that 3G detectors constructed using current manufacturing and bonding tech-
niques, with currently envisaged surface treatments, do not meet design sensitivity requirements
for suspension thermal noise. To improve this performance, increasing the strength of silicon
while maintaining low mechanical loss, and developing low loss jointing methods, are the key
challenges the field needs to overcome.

Being able to increase tension in the fibres by increasing their strength will permit improved
thermal noise as demonstrated. Building on the work demonstrated in this thesis, lowering the
loss of jointing techniques in the construction of silicon suspensions remains a crucial ongoing
and future research area. The materials, geometries and construction methodology used for 3G
instruments may ultimately completely define the mechanical design of the final stage suspen-
sion.



Chapter 6

Conclusions

Significant advances in physics and experimental techniques have allowed for the direct detec-
tion of gravitational waves through laser interferometry. This technique allows for detection
over a wide frequency band, ensuring a plethora of astrophysical sources can be detected and
better understood, particularly when used in conjunction with more traditional electromagnetic
techniques. By building bespoke high and low frequency, or "xylophone", next generation de-
tectors one can further improve the detection sensitivity across the full bandwidth of interest.
By continuing to develop a range of gravitational wave detectors in operation and in proposed
design, this will allow humanity to better understand the universe in which we live.

The fundamental sensitivities of these detectors are limited by an array of physical noise
sources that must be understood and mitigated. This thesis focuses particularly on suspension
thermal noise and its improvement by the use of novel low mechanical loss materials alongside
direct thermal noise reduction through cryogenic cooling. By reducing the temperature through
cryogenic cooling, one can directly improve suspension thermal noise by removing thermal
energy from the suspension system. Cryogenic cooling still presents challenges for practically
cooling suspension structures and test masses.

Reduction in temperature then also exploits the multiple advantageous properties of silicon;
the coefficient of thermal expansion nulls, the high thermal conductivity and the low mechan-
ical loss. Manufacturing technologies will need to be developed in order to allow suspension
resonant frequencies to be controlled to place them outside the gravitational wave detection
frequency bands of interest.

Development of silicon manufacturing technologies will also allow for lengthening of the
suspension chain, which will increase dissipation dilution, improving suspension thermal noise.
The geometries available from laser cutting were shown to be limited and restricted to silicon
wafers of certain thickness. However, alternative production techniques, still to be demonstrated
at scale, provide promising abilities to produce silicon ribbons or fibres required 3G detectors.
Furthermore, increasing the suspended test mass will also increase dissipation dilution, lowering
thermal noise further and helping to push suspension resonant frequencies out of the detection

292
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band. However, it is vital that the strength of silicon is increased in order to support the proposed
large-scale test masses for ET-LF with low-noise suspension fibres or ribbons. Furthermore,
reducing the cross-sectional area of the suspension geometry in order to improve dilution and
reduce thermoelastic loss also requires higher ultimate tensile strengths of silicon.

Work was conducted to investigate the ultimate tensile strength of silicon with an average
median value of 60.3 MPa measured for the control new laser cut silicon sample set. Experi-
ments were carried out to determine if strengthening of silicon was possible through three tech-
niques; chemomechanical polishing, argon ion etching and wet chemical etching. All surface
treatments were found to increase the strength of the silicon samples, with most approximately
doubling the median strength of the silicon sets, due to the removal of surface damaged induced
by laser cutting. However, chemomechanical polishing will rely on substantial physical con-
tact with suspension fibres or ribbons which may not be practical or scalable for circular fibre
geometries. By comparison, argon ion etching shows promising results for silicon surface and
strength enhancement. This surface treatment has the advantages of being non-contact, with
the potential for scalability, the treatment of circular fibre geometries and shaping of suspension
element geometries. However, the surface finish may result in undesirable surface loss, although
this will have to be investigated. Likewise, wet chemical etching shows promising results for
silicon surface and strength enhancement. The most promising chemical etch set was the ITM
KOH etch, with the strongest sample a factor of 3 greater than the relevant control. Furthermore,
this sample set had the smallest IQR meaning fewer strength outliers, increasing confidence in
the ability to run 3G detector suspensions at higher stress or lower safety factors. Chemical etch-
ing surface treatment is the most practical and scalable treatment for silicon ribbons or fibres.
Wet etching allows all surfaces of a ribbon or fibre to be accessed and treated evenly across the
sample length, regardless of geometry, provided etchant can sufficiently access and flow. Also,
chemical baths can be and are built to dimensions scaling to 10s of metres. It is recommended
chemical etching be pursued as a surface treatment method for strengthening silicon ribbons or
fibres. Chapter 3 and Appendix A detail how to proceed specifically with KOH etching. It is
also recommended that further investigations be made into practicality and scalability of argon
ion etching, or similar ion source experiments to find ways of treating suspension-scale fibres
or ribbons. Future work should also investigate strength testing within cryogenic regimes to
investigate any potential effects lower temperature has on ultimate tensile strength.

This thesis has also demonstrated what is believed to be the world’s first HC bonded sili-
con suspension. This work has demonstrated the successful hang of this suspension down to
cryogenic temperatures, stabilised at proposed 3G detector operating temperatures of 20 K and
120 K and back up to room temperature without failure, surviving for over 8 months, with the
suspension remaining intact at the time of writing. Iterations of each suspension have shown
the importance of the coefficient of thermal expansion in jointing prototype silicon suspensions
and highlights the significant challenge posed by cryogenics in the context of sensing, with un-
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wanted and poorly characterised heat sources present throughout the system. Further work is
required to better characterise the cryostat and improve any cryogenic wiring techniques for fu-
ture iterations. This work has also demonstrated the ability to extract thermal conductivity values
from this cryogenic experiment. While the results are not in agreement with other experimen-
tally measured thermal conductivities of similar silicon, a number of factors inhibiting phonon
transport and minimising the cross-sectional conductive area are believed to be contributing to
these low measured thermal conductivities. Future work should look to better characterise these
silicon ribbons, particularly to understand the crystal structure across the full cross-section to
provide insight on the surface damage and, in particular, to provide a better understanding of
thermal conductivity for long, thin suspension samples with a finite surface roughness.

Modelling work has been conducted in ANSYS FEA to determine the tolerable stress in the
HC bonded ribbon suspension, arising from misalignment in supporting and assembly struc-
tures, which led to the first successful prototype suspension without failure. While not con-
sidered in this thesis but noted during the course of this work, future work should investigate
cross coupling from the stiffer pendulum X direction into the softer pendulum Z direction aris-
ing from tooling tolerancing and silicon ribbon manufacturing mismatches. It was noted that
for longer suspensions, the anisotropic effects of silicon were significantly reduced, producing
similar levels of accuracy to isotropic models which may make future modelling of suspension
more efficient. This work demonstrated the first direct modelling of HC bonds between silicon
substrates in a single and 4 ribbon suspension. This modelling allows for visualisation of com-
plex bond deformation in a variety of suspension modes and was shown to be an improvement
on the work that utilised extrapolation techniques to determine the energy ratio in an HC bond.
This work then allowed for the determination of the suspension thermal noise contribution of
HC bonds compared to other thermal noise contributions such as surface, bulk and thermoelastic
loss. Iterative development of a single ribbon suspension, scaled from the real HC bonded sili-
con suspension, up to an ET-like mass, demonstrated that the resultant suspension thermal noise
was dominated by bond loss. Translating this to suspension thermal noise in a 4 ribbon suspen-
sion demonstrated that the suspension thermal noise was significantly degraded by 1.5 orders of
magnitude due to the introduction of HC bonds between the ribbons and ears of the suspension.
It was found that the suspension thermal noise of this design of silicon suspension, inclusive of
HC bonds to joint the suspension together, exceeded the design sensitivity target. If one was to
remove the bond losses, the suspension thermal noise was reduced by a factor of 15 and found
to be below the target, however the design target includes the entire thermal noise budget of the
ET-LF detector, whereas the work in this thesis only considers suspension thermal noise arising
from the test mass mirror and final stage suspension elements. Furthermore, this work includes
the best case mechanical loss values for silicon, where these values may be affected by any sur-
face treatments deemed necessary for strength improvements in future. The introduction of HC
bonds between the ears and masses did not significantly increase the thermal noise, compared to
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the ribbon to ear bonds. Most of this additional thermal noise was attributed to the bounce mode
and corresponded to a

√
2 increase. During the course of this work, it was noted that one has to

consider higher stresses pushing the bounce mode further down into the frequency band where
these cryogenic low frequency detectors are meant to be most sensitive. The high frequency part
of these next generation detectors are designed to have superior sensitivity >30 Hz. This has not
been a previous consideration for broadband detectors utilising fused silica suspensions, where
the aim was always to push the bounce mode frequency as low as possible out of the detection
frequency of interest. By increasing the stress in a 4 ribbon suspension, one can reduce the
suspension thermal noise. By doubling the 40 MPa suspension stress to 80 MPa, one can reduce
the thermal noise by 22 % at 10 Hz. Increasing the stress of silicon suspensions may also require
surface treatments similar to those discussed above.

This work highlights the fact that 3G detectors, using current manufacturing and bonding
techniques, and with available surface strength treatments, do not currently meet design sensi-
tivity requirements for suspension thermal noise. Therefore, to obtain the desired performance,
it is clear the key points of increasing the strength of silicon while maintaining low mechanical
loss, and developing low loss jointing methods, are the technical challenges the field needs to
overcome.

Strength in the fibres will permit improved thermal noise as demonstrated, and jointing tech-
niques in the construction of silicon suspensions remains a crucial ongoing research area, build-
ing on the work demonstrated in this thesis. This constructional challenge may ultimately define
the materials, geometries and construction methodology used in these 3G instruments.



Appendix A

Future chemical etching work

This appendix describes work carried out by the author to further investigate KOH etching to
strengthen silicon, as discussed in chapter 3, along with future experimental proposals.

Advice and recommendations were sought from Dr Phillip Dobson, School of Engineering,
University of Glasgow and Mr James McIver, School of Chemistry, University of Glasgow,
both of whom have extensive experience with KOH etching. A commonly used KOH etch was
advised by both experts of 3 parts of 40 % KOH concentration to 1 part IPA at 55 ◦C. The etch
rate for this recipe should be 0.3 µmmin−1 [313] [410]. A concentration of 40 % KOH should
minimise hillocks that may create stress concentrators on the vertices of the samples.

Further improvements to the experiment would include Piranha cleaning of the samples,
rather than standard solvent cleaning prior to etching. A standard Piranha solution of 7 parts
sulphuric acid (H2SO4) to 1 part hydrogen peroxide (H2O2) would be used. Piranha cleaning
will provide a more even etch rate on all surfaces and minimise further contamination of the etch
solution [313].

Furthermore, sufficient agitation of the etchant solution is important to ensure a flow of fresh
etchant solution over the surface of the samples, minimise any areas of uneven etching and move
hydrogen gas away from the etching surfaces. This etch should also have a suitable HF pre-dip
to remove any native or thermal oxide on the laser cut silicon samples.

The experiment would be split into two. The first experiment would be in the form of a
test etch to investigate the etch rate using two etching baths in parallel. This initial etch test is
required in order to understand how samples etch, due to the fact there may be an initial layer of
polycrystalline silicon on the laser cut edges, combined with the potential for unusual etch rates
where the (100) silicon plane polished faces and laser cut edges meet.

This initial etch would consist of 3 batches. One batch would consist of random crystal
orientated samples and two batches would consist of crystal orientated samples.

All 3 batches would be Piranha cleaned followed by a pre-dip in a 2 % HF dip solution,
consisting of a ratio of 20 ml of HF at 49 % concentration mixed with 480 ml of DI water. These
samples would be left in for a couple of hours with occasional agitation to ensure all oxide was
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removed. The samples would then be placed into a succession of DI water baths to rinse any
residual HF away, both for safety and to minimise any HF contamination in the KOH etch.

One random and one crystal orientated batch of samples would then be placed in the first bath
and etched in the recipe for 2 hours, which should yield an etch amount of 36 µm if etched at the
theoretical etching rate and would be measurable on the thin fibre profiler in both dimensions.
This bath would have some form of condenser to ensure IPA did not boil off during the etch.
The second bath would be identical to the first and contain the second batch of crystal orientated
sample etched in the same recipe, for the same time, except this apparatus would contain no
condenser.

After etching, the samples would again be placed into a succession of DI water baths to rinse
any residual KOH away both for safety and to cease any etching processes that may remain. pH
testing of the water would confirm the presence of any residual KOH.

On top of determining the etch rate, this experiment would allow for the effect of the IPA
boiling off to be investigated by comparing both sets of crystal orientated samples in both surface
characterisation post-etch and strength. Furthermore, one can investigate any potential effects
the etch has on randomly orientated samples by comparing them to the crystal orientated samples
in the same bath after etching.

The second experiment would seek to correlate strength to surface damage removal. This
etch would involve 5 batches of 20 samples, all 775 µm thick and all crystal orientated.

All 5 batches would undergo the same Piranha cleaning and HF pre-dip as the initial exper-
iment. All 5 batches would then be placed into the first etching bath together complete with a
condenser to stop any IPA boiling off during the etch (unless the initial etch test shows this is
not necessary). After 2 hours, the first batch of samples would be removed into successive DI
water baths and stored in the final water bath to ensure any etching processes has stopped. Every
2 hours after this, another batch of samples would be removed and this process repeated until
the final batch, after 10 hours of etching, was removed. These samples would then be removed
from the final water bath ready for characterisation and strength testing.

One advantage of this experiment is that it would allow one to compare the first batch of
samples removed after 2 hours to the crystal orientated samples etched in the first bath to ensure
consistency in etch rate and surface quality between the two experiments. It also ensures all
samples undergo the exact same etching process since they are all contained within the same
bath and hence the same etchant solution.

Most importantly however, one could correlate surface damage removal to tensile strength.
By etching 5 batches of samples by 36 µm, 72 µm, 108 µm, 144 µm and 180 µm respectively
one could plot the strengths of each batch against surface damage removal. If a plateau is
observed, one could then deduce that surface damage removal beyond this amount does not
aid in increasing strength further. This would allow for quantitative data of surface damage
depth on laser cut samples, something which is not currently well understood or published in
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literature [239]. The etch times also allow one to probe past the 150 µm surface removal standard
applied in previous surface treatments to discover if this material removal amount was sufficient
or excessive. It should be noted, this experiment does work on the assumption that the surface
finish from the KOH etch itself does not leave further surface damage from etching process
itself.

A.0.0.1 Experimental design

Due to the COVID-19 pandemic, ITM could no longer support further KOH work. A substantial
amount of work went into developing in-house chemical etching baths and techniques. Unfortu-
nately, this work was not completed and the etches were never carried out due to the COVID-19
pandemic disruption and similar issues faced by ITM. Work that was carried out is described
below.

Figure A.1: Example of a PTFE KOH jig designed to hold a batch of 20 silicon samples for
KOH etching.

For the initial etch, all 60 samples were individually profiled on the thin fibre profiler to
measure the sample width and thickness before etching. A subset of 5 samples from each batch
underwent SEM imaging on each face and edge. Surface profiling was also conducted on the
polished faces.
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For the second etch, all 100 samples were individually profiled on the thin fibre profiler to
measure the sample width and thickness before etching. A subset of 5 samples from each batch
underwent SEM imaging on each face and edge. Surface profiling was also conducted on the
polished faces.

In order to hold the samples in batches and track their orientation, an etching jig was de-
signed, as shown in figure A.1. This jig had to be made from KOH compatible materials, so
PTFE was selected. KOH etches metals, so no screws or metal components could be used to
build or secure the jig sections. The jig was designed to be press-fitted together to avoid the use
of incompatible adhesives. A handle was incorporated for safety to allow the jig to be hooked
from the Piranha, HF pre-dip and KOH baths.

As can be seen in figure A.1(a), perforation holes were drilled through the horizontal plate
at the top. This was to allow sufficient flow in and around all samples, to allow hydrogen gas to
escape to the surface and to minimise any Piranha, HF or KOH solution that could be trapped on
surfaces when the jigs were removed from the respective baths. At the bottom of each sample
slot, small holes were also drilled to allow further drainage of these solutions; these are not seen
in figure A.1 but can be seen in figure A.3(b) below.

Figure A.2: (a) Mock up of the KOH chemical bath and external circulation system. (b) Inside
of the chemical bath detailing the sparge system. (c) Two etching jigs with samples sitting on a
stand-off table above the sparge, submersed in water.

For the chemical bath design, it was decided a fluid sparge would be employed. This effec-
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tively operates like placing a shower head under the water of a bath facing upwards, providing a
gentle upward flow of solution fed from the bath itself and re-circulated via a KOH compatible
fluid pump. The KOH fluid pump was a March May AC-3P-MD [411]. A mock chemical bath
set-up, using DI water and food colouring, was created in order to test fluid re-circulation rates
and general operation, as shown in figure A.2(a). The aim was to provide a satisfactory flow
of solution over the samples without being too forceful to blow the samples out of the etching
jigs. Since only DI water and food colouring was used for re-circulation testing, normal plastics
and metals were used. The sparge was made by blocking one end of the hose with a metal plug,
coiling the hose up and drilling twenty 3 mm holes into the tubing, as shown in figure A.2(b).
This hose was fed by the output of the chemical pump. A drain port was installed in the wall
of the bath to supply the chemical pump with water from the bath. A ball valve was inserted
onto the output line from the chemical pump for rough control of the fluid flow rate. A plastic
stand-off table was used so that the etching jigs could sit over the sparge without blocking any
of the sparge holes, as shown in figure A.2(c).

Figure A.3: Images showing the improved PTFE etching jig with extra perforation on the base
plate compared to the original jig design.

It was suspected the original jig design, shown in figure A.1, may suffer from poor flow rate
over the samples due to a lack of perforation holes in the bottom horizontal plate. A second jig
had an extra set of perforation holes drilled in its base plate of the jig, as shown in figure A.3, to
improve flow over the samples.

With the pump running, food colouring could then be injected via a syringe directly into the
drain port. This flowed through the pump and sparge set-up, being expelled through the sparge
to mimic an etching solution, as shown in figure A.4.
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Figure A.4: Food colouring mock test visualising flow over samples comparing the two etching
jig designs.

It can be seen in figure A.4, that flow over the right hand jig with extra perforation is superior,
with observable fluid flow over all samples. The original jig design shows the base blocking the
majority of fluid expelled from the sparge underneath meaning the interior silicon samples would
likely etch at a slower or uneven rate compared to the exterior samples which will experience
a fresh flow of solution over their surfaces. To hold 100 samples, 5 jigs were made with each
having a specific notch identifier in it in order to identify the batch contained within the jig, as
shown in figure A.3(b).

A.0.1 Agitation set-up

This section covers the agitation set-up for the real chemical bath. Figure A.5(a) shows the basic
working principle of the chemical etch bath itself, which consists of a polypropylene (PP) bucket
with a coiled sparge made from Norprene. The ball valve is made from PP with EPDM seals.
Metal jubilee clips are used to secure any external tubing as they do not come into contact with
the KOH. For internal tube and fixings PTFE securing straps are used, as shown in figure A.5(b).
Figure A.5(c) shows the sparge placed at the bottom of the inner PP bucket with the output flow
line from the KOH pump coming in vertically from the top. A perforated mesh has been cut and
placed over the sparge to act as a standoff table. The final design incorporated an external water
bath in order to modulate the temperature of the etching process.
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Figure A.5: Basic working principle of in-house chemical etching bath. (a) Chemical flow part
of the set-up. (b) Sparge made from Norprene tubing. (c) Sparge placed at the bottom of the
etching bath with a stand-off table on top.

A.0.2 Complete set-up

This section covers the remaining set-up for the real chemical bath, as shown in figure A.6.
This set-up includes a submersible heater, suitable for heating the water bath to up to 80 ◦C.
A mesh stand-off table is used within the water bath to stand the chemical etching bath off the
heater element below. A heater temperature probe is used to monitor the water bath temperature,
complete with a feedback solenoid to stabilise the system as shown in the inset of figure A.6. A
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simple water re-circulation pump is shown on the right hand side of figure A.6. This circulates
water in the water bath in order to remove any hot spots and provide even heating to the internal
chemical etch bath.

Figure A.6: Finalised set-up of KOH chemical etching bath complete with agitation and heating
system. The only item not shown in this set-up is a findenser which will be placed through the
centre of the internal chemical etch bath lid.

The internal chemical etch bath has a sealed lid, to minmise boil-off of any IPA or etchant
solution. A PTFE chemical temperature probe is passed through this sealed lid in order to
monitor the temperature in the bath. Any penetration of the chemical etching bath lid is to be
sealed with PTFE tape around the openings to minimise evaporation.

Not shown in the set-up was a findenser, or air condenser. The findenser is placed through
the centre of the internal chemical bath lid. This both allows for any gases from the etch process
to escape and condenses any etchant solution or IPA, allowing it to drip back into the etch bath.

A.0.3 Future work

This is as far as this chemical etching set-up was taken before work had to be ceased due to the
COVID-19 pandemic. For future work, before any etching of samples occurs within chemical
baths, one needs to season the baths in order to remove any remaining contaminants and to
season all surfaces exposed to the etchant; typically two etching runs with no samples, draining
each bath at the end of each run, should be sufficient [313] [410]. This opportunity should
also be used to move the PTFE chemical temperature probe to different points in the chemical
etching bath to measure the temperature profile of the bath. This would allow for the adjustment
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of chemical fluid flow and water bath heating and re-circulation to minimise any hot spots that
would etch samples at a different rate.



Appendix B

Thermal conductivity derivations

For the low temperature regime of silicon, one assumes specific heat dominates as shown in
figure 2.14 of chapter 2, therefore one can assume:

k = αT 3 (B.1)

Taking the equation for heat current, P, in thermal equilibrium [369]:

P =
dQ
dt

= kA
dT
dL

(B.2)

where dQ is some quantity of heat energy transferred in time dt, k is the thermal conductivity
of the material, A is the cross-sectional area of the path of conduction and dT is the change in
temperature measured over distance dL.

Taking the initial specific heat assumption, equation B.2 becomes:

P = αT 3A
dT
dL

(B.3)

which can be rearranged to give:

∫ L2

L1
P dL =

∫ T 2

T 1
αAT 3 dT (B.4)

This defines a new equation for heat current:

PL =
1
4

Aα
(
T 4

2 −T 4
1
)

(B.5)

If one applies a small heat step, ∆P, to this system, this equation becomes:

(P+∆P)L =
1
4

Aα

[
(T2 +∆T2)

4 − (T1 +∆T1)
4
]

(B.6)

If one assumes, ∆T << T , this can be simplified, by taking the two highest-order terms from
the expansion and assuming negligible ∆T terms, to give:
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(P+∆P)L =
1
4

Aα
(
T 4

2 +4T 3
2 ∆T2 −4T 3

1 ∆T1 −T 4
1
)

PL+∆PL =
1
4

Aα
(
T 4

2 −T 4
1
)
+

1
4

Aα
(
4T 3

2 ∆T2 −4T 3
1 ∆T1

)
∆PL = Aα

(
T 3

2 ∆T2 −T 3
1 ∆T1

) (B.7)

However, this assumption was found to be incorrect since recorded temperature data from
suspension experiments showed ∆T ≈ T and therefore the full expansion of equation B.6 be-
comes:

(P+∆P)L =
1
4

Aα

[(
T 4

2 +4T 3
2 ∆T2 +6T 2

2 ∆T 2
2 +4T2∆T 3

2 +∆T 4
2
)

−
(
T 4

1 +4T 3
1 ∆T1 +6T 2

1 ∆T 2
1 +4T1∆T 3

1 +∆T 4
1
)] (B.8)

This simplifies to:

∆PL = Aα

[(
T 3

2 ∆T2 +
3
2

T 2
2 ∆T 2

2 +T2∆T 3
2 +

1
4

∆T 4
2

)
−
(

T 3
1 ∆T1 +

3
2

T 2
1 ∆T 2

1 +T1∆T 3
1 +

1
4

∆T 4
1

)] (B.9)

For the analysis conducted in section 4.5 of chapter 4, T1 and T2 in equation B.9 are fixed
temperatures, taken from the top and bottom ribbon sensors at the cold thermal equilibrium (also
referred to as "ambient").

Error analysis With the errors on T1 and T2, defined as δT1 and δT2, taken as the absolute
temperature sensor error, one must determine the ∆T1 and ∆T2 errors, δ∆T1 and δ∆T2. Since
these absolute temperature sensor errors are primarily systematic errors, one must therefore
subtract the absolute temperature error of the sensor at cold thermal equilibrium, δTambient , from
the absolute temperature error of the same sensor at some elevated heat step n, δTheat step n, to
give:

δ∆Tn = δTheat step n −δTambient (B.10)

where δTheat step n is the stabilised temperature error of the top or bottom sensor at heat step
n and δTambient is the corresponding top or bottom sensor stabilised temperature error with no
heating applied. T2 is always the hotter sensor and T1 is always the colder sensor, so in all cases
these are the bottom and top ribbon sensors respectively.

To determine the error on the thermal conductivity, k, one must determine the error on α in
equation B.6.
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Firstly, re-arranging, simplifying and assuming P is some unknown but constant ambient
heat load on the system, equation B.6 gives:

α =
4∆PL
ATterm

(B.11)

where:

Tterm = (T2 +∆T2)
4 − (T1 +∆T1)

4 (B.12)

One must now split the variables into correlated and uncorrelated values. For each step, L

and A are correlated between heat steps used to calculate α . P is uncorrelated between heat
steps. There is however a subtlety in the Tterm. Individually, the values of T2 +∆T2 and T1 +∆T1

are uncorrelated, however when combined and applied to equation B.11, the values become
correlated due to the underlying physics of the system, where the applied power at the bottom
of the mass will raise or lower both ∆T2 and ∆T1 by some correlated amount. This is addressed
in the errors below.

To approach the combination of uncorrelated and correlated errors analysis one starts by
defining each variable’s error:

δα1 =
4∆P

ATterm
δL

δα2 =
4L

ATterm
δ∆P

δα3 =
4∆PL
Tterm

δ

(
1
A

)
=

−4∆PL
Tterm

1
A2 δA

(B.13)

where δL is the error in the measured length as defined in section 4.5.2.2 and δ∆P is the error
in the measured heater power as defined in section 4.5.2.1 of chapter 4.

δA is the error in the measured area using the errors defined in section 4.5.2.2 of chapter 4,
and using the following equation:

δA =
√

t2(δw)2 +w2(δ t2) (B.14)

where t is the measured thickness of the ribbon with measurement error, δ t and w is the measured
width of the ribbon with measurement error, δw.

Since the δTterm consists of two uncorrelated values, T2 +∆T2 and T1 +∆T1, one can write:

δx = 4(T2 +∆T2)
3
δ (T2 +∆T2)

δy = 4(T1 +∆T1)
3
δ (T1 +∆T1)

(B.15)

where δ (Tn +∆Tn) is the absolute temperature error at the elevated Tn +∆Tn temperature inter-
polated from tables 4.1 and 4.2.

One can then define:
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δα4 =
4∆PL

A
δ

(
1

Tterm

)
=

−4∆PL
A

1
T 2

term
δTterm (B.16)

where:

δTterm =
√
(δx)2 +(δy)2 (B.17)

Finally, one can now gather correlated and uncorrelated errors together, noting the underly-
ing correlation of the δα4 arising from the δTterm term, into terms δβ and δγ respectively.

Correlated errors:

δβ =
√
(δα1)2 +(δα3)2 +(δα4)2 (B.18)

Uncorrelated errors:

δγ =
√
(δα2)2 (B.19)

One can then combine the correlated, δβ , and uncorrelated, δγ , errors to attain the final
error on α , δα from:

δα =±δβ ±
√
(δγ)2 (B.20)

By calculating and taking the largest upper and lower errors for each calculation of α , which
should be close to a constant across any one suspension (or indeed between any two suspension
experiencing the same cryogenic environment), one then provides the most conservative error
estimate on the mean α value used to calculate the thermal conductivity, k, at temperature, T .



Appendix C

Cryogenic suspension temperature data

This appendix lists the temperature data for suspension experiments 8, 9 and 10, taken for each
stabilised heat step. Data in red highlights a temperature step where the average temperature of
the silicon ribbon between the top and bottom ribbon sensors exceeds 25 K, where the specific
heat-dominated k = αT 3 relationship is believed to break down.

This appendix also lists the absolute error on an uncalibrated DT-670A SD sensor.
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C.1 Suspension 8 temperature data
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C.2 Suspension 9 temperature data
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C.3 Suspension 10 temperature data
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C.4 Uncalibrated DT-670A SD sensor error

Temperature (K)
Typical sensor
accuracy (mK)

Typical sensor
sensitivity (mVK−1) [347]

Instrument measurement
resolution (µV) [348]

4.2 250 -31.6

10.0
10 250 -26.8
20 250 -15.6
30 250 -2.0

Table C.4: Sensor accuracy and sensitivity for an uncalibrated DT-670A silicon diode sensor
and Lake Shore 340 temperature controller measurement resolution.

Temperature (K) Measurement resolution
converted (mK)

Electronic
accuracy (V) [343]

Electronic accuracy
converted (mK)

Absolute temperature
error (mK) [345]

4.2 0.3 1.6 5.0 255.0
10 0.4 1.4 5.6 255.6
20 0.6 1.2 9.0 258.9
30 5.1 1.1 69.0 319.0

Table C.5: Electronic accuracy of Lake Shore 340 temperature controller showing absolute
combined temperature error calculated from [345].



Appendix D

Silicon thermal conductivity data from
Touloukian

Figure D.1 shows the thermal conductivity recorded for a variety of silicon samples. The details
of the silicon sample for each curve can be found on pages 327-332, with the corresponding
numerical data found on pages 333-338, and Touloukian’s recommended curve with numerical
data on page 339 of [376].

314



APPENDIX D. SILICON THERMAL CONDUCTIVITY DATA FROM TOULOUKIAN 315

Figure D.1: Thermal conductivity of silicon samples with corresponding curves detailed in
[376].



Appendix E

ANSYS APDL script to build 4 ribbon
model with HC bonds on one ribbon

This appendix references ANSYS APDL code written by the author that was used and modified
to obtain the results in chapter 5. This APDL code consists of 3 files and produces 1 file;

• the main file which builds the 4-ribbon, ET-like model with 361 nm bonds between ear 1,
ear 2 and ribbon 1

• the earelemcount.txt file which counts the number of elements in ear 1 and ear 2

• the ribbonelemcount.txt file which counts the number of elements in ribbon 1

• the parameters.txt file which is generated from the main file to produce a series of useful
parameters specific to the test mass geometry.

The code has been uploaded to the LIGO Document Control Centre, DDC number LIGO-
T2200329.

316



Appendix F

MATLAB suspension thermal noise script

This appendix references MATLAB code written by the author that was used and modified to
obtain the results in chapter 5. This MATLAB code is used to calculate suspension thermal
noise. The main code calls on a series of functions described below. It should be noted this code
requires silicon experimental data and material property files in order to run.

• ThermalNoiseFDT.m - the main MATLAB file that calls on each function

• interpolatedata.m - this function imports and interpolates variable data over the tempera-
ture range of interest

• surfacel.m - this function calculates the surface loss of the ribbon

• bulkl.m - this function imports the bulk loss data

• bondl.m - this function imports the bond loss data

• TEloss.m - this function calculates the thermoelastic loss over the chosen frequency range
at the defined temperature

• totalNexbond.m - this function calculates the total suspension loss and dilution for the
pendulum, bounce and violin modes, assuming no HC bonds exist within the suspension,
i.e. it is fully monolithic

• totalNinbond.m - this function calculates the total suspension loss and dilution for the
pendulum, bounce and violin modes, with HC bonds included. This bond energy data
is produced from the strain energy ratios in the bonds of the 4-ribbon suspensions from
chapter 5

• FDT.m - this function takes the losses excluding and including bond loss. The Fluctuation-
dissipation theorem is then used to calculate the corresponding displacement noise for
each mode, with and without bond loss, to show bond loss contribution to suspension
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thermal displacement noise. One notes the violin mode here is included 4 times, to rep-
resent each violin mode contribution, however due to the methodology used to determine
violin mode energy distribution (see section 5.7.3 of chapter 5), instead of 4 distinct violin
mode frequencies, they are combined into one frequency.

The code has been uploaded to the LIGO Document Control Centre, DDC number LIGO-
T2200330.
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