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The configuration of a beam submerged in liquid can offer many advantages in engineering applications by providing an ability to generate alternative propulsion systems. These are achieved via travelling waves that propagate through the beam and, interacting with the surrounding fluid, generate thrust. Numerous concepts and implementations have been proposed differing in general arrangements that lead to different structural and fluid characteristics. Understanding the characteristics and limitations of travelling waves on the beam can provide advantages toward more effective and efficient actuations. The aim of this thesis is to provide insight into the mechanisms that allow structural travelling waves induced through electromagnetic actuation to interact with the surrounding fluid. This study would contribute to the development of controllable devices capable of self-propulsion.

In this thesis, the dynamic behaviours of a cantilever beam submerged in a fluid is approximated by simplifying fluid effects with hydrodynamic forces. Accordingly, the Galerkin-based model for fluid structure interaction can be derived and solved with a linear approximation method. This technique allows to investigate the vibration patterns of the beam under hydrodynamic loads that can be used to provide an assessment into factors affecting modal parameters and influencing the generation of travelling waves.

Advanced experimental techniques using Laser Doppler Anemometry (LDA) in conjunction with numerical simulation of fluid-structure interaction (FSI) models are used to provide a thorough and systematic characterisation of the fluid-structure interactions that constitute the fundamental of the correlation between structural travelling waves and thrust generated by a beam submerged in a viscous fluid. The discussion is expanded to consider the potential use of an additional mechanical element in attempting to improve features that promote travelling waves and large beam displacements without necessarily inducing high input power in a contactless actuation system.
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Chapter 1. Introduction

The arrangement of a beam submerged in liquid can provide many advantages in engineering applications by offering an ability to generate thrust. This is achieved via travelling waves that propagate through the beam and, interacting with the surrounding fluid, generate thrust. Numerous concepts and implementations have been proposed differing in general arrangements that lead to different structural and fluid characteristics. However, the relation between travelling waves and their capacity to generate thrust is not well understood. In addition, the onset of travelling waves is depending on a multitude of conditions that are not fully investigated. Therefore, the purpose of this project is to provide insight into the mechanisms that allow structural travelling waves induced through electromagnetic actuation to interact with the surrounding fluid. This study is pivotal to the development of controllable devices capable of self-propulsion.

Section 1.1 shows the relation of this work in comparison with the existing literature. A brief overview of the development of beams submerged in viscous fluid throughout the last century is then discussed in Section 1.2. A more focussed discussion is given to outline the most recent study and understanding of the travelling wave phenomena afterwards. The scope and targeted contributions of this work are then presented in Section 1.3. It is expected that the methodology and the wide-ranging investigation through analytical, numerical and experimental approaches make this research a deep contribution to the understanding of the submerged beam performance, structural dynamics, electromagnetic actuations and extended effects into the fluid dynamics. Section 1.4 provides a detailed outline of this thesis.
1.1. Research motivation

Existing and potential applications of beam submerged in a viscous fluid are presented in this section. The technical shortcomings of existing solutions to address the problems and trends in research are also presented.

1.1.1. Artificial swimmers

Artificial swimmers are devices that use undulatory locomotion to create travelling waves along their body and generate propulsive forces. This type of locomotion can be observed particularly in some microorganisms [1, 2] and aquatic animals such as eels [3, 4], lampreys [5, 6] and snakes [7]. The recent development in wave identification allowed the researchers [8, 9] to implement mechanical wave decomposition techniques to estimate the travelling wave content in fish locomotion. This is achieved by applying, for instance, the complex orthogonal decomposition analysis to the midline motions of swimming fish which result in the ratio of the magnitude of travelling waves to standing waves, commonly known as the travelling index. Reported in reference [9], the midline motions of eels and lampreys demonstrate wave motions with high travelling index ranging from 75% to 90%. Since the body motion of these living creatures in the swimming mode can be modelled as bending (transverse) vibrations of infinite thin and flexible structures performing progressive (travelling) waves with particular amplitude and frequency [10-13], this leads to massive interests in the research community for emulating undulatory motion using continuous or distributed-parameter system configurations. Ramananarivo et. al. [14], for instance, reproduced undulatory swimming by using an elastic beam with a permanent magnet attached to one tip as an actuator that was achieved by inducing electromagnetic fields around the structure. Subsequently, such studies have been carried out numerically and experimentally by many researchers to further the understanding of the dynamic characteristics and propulsive phenomena of beam structures submerged in viscous fluid [15-20].

It is noted that travelling waves in the beam only occur in particular conditions, mostly due to phase shift induced by the contribution of the damping forces [18]. Accordingly, some studies in [21, 22] have implemented alternative techniques for manipulating boundary conditions of the beam to maximise the travelling wave generation. However, the travelling waves generated by altering the forcing functions do
not produce maximum thrust [23]. Understanding how to generate travelling waves that can be used for propulsion purposes is the main motivation of this study: this will be achieved by investigating the correlation between structural travelling waves and the thrust generated by a beam submerged in a viscous fluid. Advanced experimental techniques as well as numerical simulations will be used to provide a thorough and systematic characterisation of the fluid structure interactions that constitute the fundamental of this phenomenon.

1.1.2. Robotic fish applications

This study is strongly connected with the design of robotic fish, devices that use oscillatory motion to generate propulsion. This swimming motion is commonly found in the thunniform fish [24, 25]. According to references [8, 9], the wave decomposition of the midline motions of the thunniform fish exhibit low travelling index with an estimated value of 36%. This means that the remaining 64% of the midline motion of the thunniform fish forms standing waves. Studies for understanding the body and propulsive dynamics of this locomotion have been widely performed. The propulsion in this type of fish is achieved due to the movement of their tip rather than their body. Nevertheless, the travelling waves along their body are still observed in their swimming mode which are indicated with phase delay between the head and tail.

Due to similar characteristics of the first and second mode shape of cantilever beam models, researchers [17, 26-28] have attempted to replicate this motion using slender beam structures. Subsequently, fluid dynamics of the beam tip have been thoroughly investigated [17, 28-31]. A parametric study has been conducted to address the influence of beam geometries to the propulsive performance of the beam [26, 27]. The use of smart materials to actuate and mimic the fin and tail characteristics of a fish has been attempted in recent times [26, 32-35]. However, it is noticed that high tip velocities are limited around the resonant frequencies. Therefore, this study will investigate the potential use of an additional mechanical element in attempting to improve the tip velocity of the beam which, in turn, can induce more fluid flow over wide range of frequencies. Furthermore, the contribution of travelling waves particularly in the first two mode shapes of the beam has not been clearly understood. Accordingly, this will be addressed in this study by using a mechanism capable of generating pure travelling waves in the beam.
By contributing to the development of artificial swimmers and robotic fish, these configurations can be used in drug delivery systems. These can be achieved by miniaturizing the size of these mechanisms to the order of microns, which will allow for creating micro-robots to deliver drugs directly to the target. Micro-robots are usually released inside a blood vessel for administering pharmaceutical compounds onto targeted cells or organs [36]. By taking advantage of self-propulsion mechanism using travelling wave generations, tiny magnets attached to micro-beams can be used as micro-robots. The magnetic field will be induced by an electromagnet from outside the patient to control the robots. The application of this technology is not only limited to deliver drugs, but it would also allow doctors to move diagnostic and surgical tools remotely with minimal invasion [37]. This, however, requires an understanding of non-contact actuations in the beam motion which will be covered in this study.

1.1.3. Pumping devices

The need for devices capable of delivering tiny volume of fluid and transporting different type of fluid viscosity and temperature has guided a number of inventions in the pumping systems [36]. Current development in the pumping devices must also consider about miniaturisation of their system to allow for developing micro-pumps [38]. These requirements lead to the use of travelling waves on the beam to push the liquid around the structure. Ogawa et. al. [39] first introduced a liquid pumping device by utilising a clamped-clamped beam configuration actuated with nine piezoelectric patches distributed evenly along the beam length. Travelling waves are induced by applying sinusoidal voltages with a phase difference of 120° for each piezoelectric. The bending travelling waves on the beam surface are then used to carry the liquid. This configuration has attracted interest from researchers to further improve the system performance by modifying the beam surface [40, 41] and fluid chambers [42-44]. Furthermore, these improvisations also lead to valveless pumping systems.

Following this investigation, the performance of travelling wave-based pumping devices is further improved in references [45, 46] by using magnetic-based actuators to replace the piezoelectric patches. The magnetic actuator is achieved by mounting four cylindrical magnets on the beam surface that are separated equally along the beam length. Furthermore, the poles are also arranged in a way to create a 90-degree phase delay. This
actuator generates more force for the beam which, in turn, produce higher flow rate than the piezoelectric-based actuator [40, 45, 46]. However, the use of four magnets on the beam surface can limit their miniaturisation capability. Therefore, this study will investigate the use of two magnets to generate pure travelling waves on the beam which can potentially be used to reduce the size of the system. Furthermore, features that promote large displacements without necessarily inducing high input power will also be explored in the study to increase the efficiency of the system.

By contributing to the development of liquid pumping devices based on travelling waves, these configurations can be used in many engineering applications. Since the material properties of the beam can be chosen in a way to be corrosion and heat resistance, those configurations can be used in drug delivery systems as implantable devices, offering noticeable advantages including localised drug exposure, precise drug dosage, limited unwanted systemic side effects and minimalized invasive surgery [47]. Miniaturisation in the order of micron also makes these configurations a good candidate to be used for chemical industries. In fact, micro-beams permit to transport prescribed quantities of reagents to a precise location in a reactor and enhance delivery, mixing and ultimately reaction between different chemical species. This will reduce the amount and the frequency of sampling in the reactions to ensure homogeneity and quality in the chemical production [48, 49]. Pumping tiny volume is also the main concern for energy-related industries. A small amount of fuel is required to circulate in fuel cell systems for portable electronic devices such as laptops, digital cameras, cell phones, etc [50]. Furthermore, it is also the fundamental part in cooling devices for keeping temperature low in electronic systems [51]. By surrounding chips with micro-channels, bending travelling waves can be used to force the coolant to circulate through the channels.

1.1.4. Sensing devices

Modal parameters and dynamic behaviours of beam submerged in liquid can depend on the fluid properties. This dependency is used by researchers [52-56] to develop sensing devices for measuring fluid properties. These devices usually comprise of two piezoelectric patches to sandwich the beam. One piezoelectric is used as the actuator and the other one for reading the output voltage due to bending vibration. This configuration requires an accurate modal analysis to estimate the changes in the natural frequencies and
damping values which are then used to determine the mass density and viscosity of the liquid. For fully submerged beam, the relationship of modal parameters and fluid properties can be conveniently obtained by analytical approaches using small displacement assumption [57]. However, the dynamic properties of partially submerged beam configurations are complex and need to be measured experimentally to create database for correlating the beam and fluid properties [55]. Therefore, some experimental works in this study will be dedicated to investigating the characteristics of natural frequencies and steady-state responses of partially submerged beam configurations to allow recommendations to be made for improving analytical approaches. The use of nonlinear identification parameters in this work can also provide alternative techniques for estimating modal parameters particularly from free vibration signals. Furthermore, the changes in the added mass can also be used for damage identification of structures [58].

Note that the configuration for sensing liquid by utilising two piezoelectric materials to actuate and detect dynamic properties of the beam is also used in the Atomic Force Microscope (AFM) system to measure topography surfaces and mechanical forces in miniature scale. One of techniques to scan physiological samples is the tapping mode procedure where the beam is actuated at the resonant frequency to allow intermittent contact with the sample surface [59, 60]. Researchers [61-67] have anticipated in case the sample surface immersed in liquid by investigating the changes in the modal properties and dynamic behaviours of fully submerged beam configurations specifically for the AFM. Furthermore, the work in this thesis will allow to expand the estimation of natural frequencies and steady-state properties of the beam that is partly submerged in liquid.

1.1.5. Other relevant applications

For the case of flow-induced vibration, the submerged beam configuration can be utilised as check valve systems to prevent reversed flow [68, 69]. This configuration takes advantages of highly deflective cantilever beam model with a constraint around the beam tip. The beam can only deflect to one side to generate forward flow. Otherwise, the beam tip hits the stopper, closing the channel. The other possible configuration to regulate the flow is the snap-through system studied in references [70-72]. Since dynamic responses of the beam can become rich of nonlinear phenomena due to the impact to the boundary particularly for the case of inviscid fluid [73], it is important that the practitioner is aware
of the potential shortcomings of these techniques. The generality of the methodology in this study will allow to design the optimal parameters by considering the modal properties and operating frequencies that are associated with the mode shape of the system.

Due to the massive development of piezoelectric materials, bending vibration of submerged beam configurations from fluid flow are used not only for sensors, but also for energy harvesters [74-77]. To generate more electrical energy, these require a design and understanding of particular mode shapes that can induce more bending vibration over wide range frequencies. Therefore, a mechanism developed in this thesis can potentially be used to extend the frequency bandwidth of the existing energy harvesters based on the bending vibration that are immersed in viscous fluid for maximising the output power.

1.2. Literature review

Review related to characteristics of travelling waves, techniques for actuating beam structures, modal parameters that promoting travelling waves and analytical approaches capable of correlating beam and fluid parameters to travelling wave phenomena are presented. Moreover, this review is also used as the basis to develop experimental setup.

1.2.1. Travelling waves on beam structures immersed in a fluid

In cases of inviscid fluids, beam structures do not accommodate themselves to produce pure travelling waves due to insignificant damping values and boundary conditions. Accordingly, the beam requires adjustments in the boundary conditions to cancel standing wave generation [78]. Theoretically, the boundary conditions need to be designed in a way to achieve a beam equation containing two main functions as follows:

\[ w_{mc}(x,t) = F_1 \varphi_a(x) \sin \omega t + F_2 \varphi_b(x) \cos \omega t \]  \hspace{1cm} (1.1)

where \( F \) is the forcing function including the modal participation factors, \( \varphi \) is the mode shape, \( \omega \) is the frequency, \( x \) and \( t \) is the location along the beam length and time, respectively; whereas \( w_{mc}(x,t) \) is the modal contribution at a particular vibration mode for the displacement response of the beam. Note that the displacement responses are summation of many vibration modes. To realise Eq. (1.1), Loh and Ro [79] introduced a two-mode excitation where two forces arranged in a symmetrical form along the beam length are set at the same amplitude and frequency with a phase difference of 90 degrees.
This configuration creates a modal contribution, $w_{mc}(x, t)$, in the beam equation of the form (after simplification) [21],

$$w_{mc}(x, t) = \frac{F_i \phi_i(x)}{\omega_{n,i}^2 - \omega^2} \sin \omega t + \frac{F_{i+1} \phi_{i+1}(x)}{\omega_{n,i+1}^2 - \omega^2} \cos \omega t$$

where the subscript $i$ denotes the $i$-th element of the natural frequency values starting from 1 to $\infty$; whereas $\omega_n$ and $\omega$ are the natural frequency and forcing frequency, respectively. The optimal travelling waves are achieved when the beam is actuated halfway between two resonant frequencies. When the forcing frequency is set around the resonant frequency, for instance $\omega \approx \omega_i$, the modal contribution responsible for creating travelling waves will be dominated only by the sine function, resulting in the pure standing wave form. Furthermore, pure travelling waves in the beam can only be achieved when the hyperbolic part of the mode shape is approximately zero. This condition occurs only in higher mode shapes.

This technique is considered easy to be implemented in the real engineering applications and has been expanded in many successive works such as [21, 22, 78, 80-84]. However, manufacturing imprecision, structural instability and discrepancy in the actuator can impair the pure travelling wave generation. Another method to produce the travelling wave was developed by Kuribayashi et. al. [85] based on the principle of impedance matching. This actuation also utilises two actuators: one actuator is functioned as the source of excitation and the other is used to prevent the reflection wave when the propagating wave collides with boundaries. This technique requires careful tuning of the actuators because the impedance values depends on the amplitude load and frequency [86]. Furthermore, Tanaka and Kikushima [87] proposed an active sink method, which is based on the elimination of the reflecting wave at the other boundary utilising damping mechanisms. This method is principally the same as the impedance matching technique where the exact wave elimination must match with the damper requirements. Also, the damper only works effectively in a certain range of frequencies.

Some researchers have attempted to improve the travelling wave generation based on these three fundamental methods. For instance, Ghenna et. al. [88] proposed a vector control method in order to improve the travelling wave generation using the two-method excitation. Improvement in the impedance matching method was performed in [89] by
adding a spring at each end of the beam to eliminate the reflection effect. Blanchard et al. [90, 91] further investigated the effect of adding a spring and damper to improve the active sink method. They further varied the positions to find the optimum value for reducing the standing wave and enhancing the travelling wave generation. Furthermore, a tuning method based on a wave identification scheme was proposed by Minikes et al. [92] that can be implemented with real-time control strategy to obtain pure travelling waves.

In cases of beam submerged in a viscous fluid, strong damping induced from fluid loading can generate phase delay along the beam length that leads to travelling wave phenomena in the vibration pattern. Accordingly, passive travelling waves can be produced by implementing single excitation such as a cantilever beam configuration subjected to base motion. Since the damping function is 90 degrees out of phase to the stiffness and mass per unit length functions, the beam equation for this configuration eventually fulfils Eq. (1.1). With the development of wave identification, the content of mechanical waves can be decomposed to give a travelling index which describes a measurable quality metric on a scale from 0 (pure standing waves) to 1 (pure travelling waves). Study in [22] demonstrates that the travelling index of a cantilever beam configuration subjected to base motion vary depending on the frequency with the highest index values observed around the third resonant. Although the variation in the travelling index of the cantilever beam can be eliminated by implementing the two-mode excitation technique as investigated in [22, 23], understanding the characteristics and limitations of passive travelling waves, which are the main focus of this work, can offer benefits towards more effective and efficient actuations.

1.2.2. Features of modal parameters that promote travelling waves

It has been described in the previous subsection that a cantilever beam configuration submerged in a fluid subjected to its base motion can generate passive travelling waves when there is a presence of strong damping [18]. The passive travelling waves are also determined by the location of natural frequencies [22]. In an inviscid fluid, the modal parameters of the beam – the natural frequency and damping – are dependent variables dictated by the geometric and material properties of the beam. In cases of viscous fluids, modal parameters become complex due to the interaction between the beam displacement
and fluid force. This problem requires solutions from coupling equations of structural mechanics and fluid dynamics. Therefore, this section provides an insight into factors affecting to the modal properties due to the presence of fluid that can influence to the generation of passive travelling waves.

In stationary (quiescent) flow, the presence of fluid in the surrounding beam can be modelled as two force components containing an inertial force and drag force [93]. The inertial force is in phase with the local beam acceleration and directly influences the mass per unit length of the beam. The drag force corresponds to the local beam velocity which contributes to increasing the total dissipative force on the beam [94]. Therefore, the general contribution of fluid loading to the modal parameters is expected to decrease the natural frequencies and increase the damping values of the beam. In small displacements, a complex hydrodynamic function was introduced in [95] by neglecting the convective term in the Navier-Stokes equations and considering the 2D unsteady Stokes flow model to linearise the fluid-structure interaction (FSI) problem. The real and imaginary parts of the complex function therefore represent the added mass and damping, respectively. Although these procedures were proposed for circular cross-section, Sader [65] extended the work by providing correction factors for the hydrodynamic function which can be used for rectangular cross-section.

The methodology developed in [65] is expanded by the author to further investigate the characteristics of a slender beam submerged in a viscous fluid vibrating with small displacements by considering experimental verifications [61], torsional vibrations [62, 96], compressible fluids [67] and vibration near a solid surface [63, 97]. From these consecutive studies, it is noticed that decreasing the cross-section of a slender cantilever beam can increase the viscous damping value [65]. The frequency response of a rectangular cantilever beam is relatively insensitive to the presence of an infinite planar surface when the separation between the two is greater than the width of the cantilever beam [63]. The presence of a solid surface close to the vibrating beam also leads to an increase in the hydrodynamic loading. In particular, the damping component of the loading increases dramatically for the Reynolds numbers and the ratio of the wall distance to the beam width less than equal to unity [97]. It should be noted that Reynolds number, $Re$, in this case is adapted from the nonlinear convective inertial term of the Navier stoke equation given by [65]
where $\rho_f$ is fluid density, $\eta$ is the fluid viscosity and $b$ is the beam width. Equation (1.3) assumes that the oscillation beam amplitude, $A_f$, is small compared to the beam width. Another pertinent approach for defining the Reynolds number is by associating the nondimensional frequency parameter and oscillation amplitude to give $Re = \frac{\rho_f \omega b^2}{4\eta}$ that has been used, for instance, in references [98-101].

With increasing oscillation amplitudes, the prediction of hydrodynamic functions using the methodology in [65] becomes underestimated. This is due to neglecting the advection term from the Navier-Stokes equation that limits the capability of estimating the vortex shedding and advection-driven phenomena [102]. To alleviate this issue, a correction factor is implemented in the hydrodynamic function to take the nonlinearity caused by oscillation amplitudes into account [103]. It was also found that the oscillation amplitude only affects significantly to the damping force rather than the added mass of the beam. This study is extended in [104] to include the effect of the thickness-to-width aspect ratio of the beam. As anticipated, increasing the aspect ratio enhances the natural frequency of the beam while no appreciable effects are observed on the damping value. Furthermore study regarding the length-to-width aspect ratio of the beam is thoroughly performed in reference [105]. The added mass and damping coefficients for the first two natural frequencies due to the variation of the length-to-width aspect ratio are obtained by fitting the frequency response function (FRF) of the experimental data to the analytical model. It is noticed that the inertia and drag coefficients converge towards a constant value for the aspect ratio greater than approximately 5, making these coefficients insensitive to the changes of the aspect ratio.

![Figure 1.1. Schematic diagram for identifying hydrodynamic forces from experiments](image-url)
For some numerical and experimental studies, the changes in the hydrodynamic loading are examined by using identification parameter methods. Figure 1.1 depicts the schematic diagram commonly used for identifying hydrodynamic forces by considering input and output responses of the system. The most common technique for calculating the damping is the quadrature peak picking method [106] (or the half-power point method in [107]) which is based on the frequency series and is largely used in FSI characterisations such as [27, 108-111]. Study in [111] used this method to demonstrate the effect of the narrow fluid gap between a submerged beam and finite wall. Note that the beam configuration in this study differs from references [63, 97]. The results indicate that the presence of the narrow fluid gap introduces complicated relationships between Reynolds number, gap height, and the corresponding fluid added mass and damping. The variation in the Reynolds number is achieved by using two different fluid media: water and vegetable oil – with two different beam thicknesses. In general, both added mass and damping tend to increase with decreasing Reynolds number and decreasing gap height.

The peak picking method is also used in references [55, 112, 113] to conduct extensive numerical analyses for investigating modal parameters of a beam submerged partially in viscous fluid. It is found that the resonant frequency of the beam was found to be decreased with the increasing fluid density and viscosity. Conversely, the $Q$-factor decreased with the increase in fluid viscosity, but was unaffected by the fluid density [112]. Note that the $Q$-factor is inversely proportional to two times of the damping ratio [107]. The most sensitive changes in the resonant frequency and $Q$-factor values are found when the beam was submerged by one-third of its length [113]. The numerical model with dimension in micro scale was found more sensitive with viscosity and density compared to the original model at macro scale [55].

It is worth mentioning that the peak picking method is not free from errors. Some low excited modes can create a distorted peak in the frequency response function which leads to an error in the quadrature peak picking method. Due to the rapid development of the nonlinear identification method, there are currently many tools readily available for extracting modal parameters containing nonlinearities. For this reason, Vu et al. [114] used an advanced modal parameter, based on the time domain method utilising multivariable autoregressive model, to review the damping changes in the vibration modes of a submerged vibrating plate. The study demonstrates that the damping ratio at a particular vibration mode is not constant, and the damping value can be higher when a
noticeable excitation is applied. Furthermore, the nonlinearity in the damping ratio will be further studied in this work using another nonlinear parameter identification method. Finally, this review provides the basic knowledge regarding the beam and fluid configurations that lead to variation in the modal parameters. This will also be used to determine the experimental setup for this work such as the tank size; distance between the beam and wall; geometric and material properties of the beam; and forcing amplitude and frequency.

1.2.3. Analytical approaches for estimating travelling waves

To allow for understanding factors affecting travelling waves in the beam, the FSI model is decoupled by introducing the hydrodynamic forces: added mass and damping – in the beam equation illustrated in Figure 1.2. There are two most common linear beam theories: the Euler-Bernoulli and Timoshenko beam theory. The latter theory is an improvement which takes the shear deformation into account. Study in [115] demonstrates that the difference between solutions for the two models is too small to be of practical importance if the aspect ratio of the length-to-height is relatively large and only a few modes are significant in a solution. It is also generally considered that a Timoshenko beam is superior to an Euler-Bernoulli beam for determining the dynamic response of beams at higher frequencies but that they are equivalent at low frequencies [116]. These considerations lead to the use of the Euler-Bernoulli theory for approximating slender (elastic) beam models typically vibrating at low frequencies for FSI applications. Furthermore, it is worth mentioning that the linear beam theory does not include damping. The damping element is coupled directly in the beam equation since there is no clear understanding how to derive the mathematical model of damping in finite structures [73].

![Figure 1.2. Decoupling FSI problem adapted from reference [98]](image)

The estimation of hydrodynamic forces has been presented in the previous section. In cases of small oscillation amplitudes, the damping ratio can be extracted instantly from
the hydrodynamic function [32]. The implementation of damping ratio in the Euler-Bernoulli beam theory can result in the temporal part of the beam equation equal to a lumped mass multi-degree-of-freedom system with spring and damper. This system has an exact analytical solution which can be used to examine the contribution of parameters to the dynamic responses of the beam. In cases of moderately large displacements, the modification of the hydrodynamic function with a correction factor presented in [103] can provide good approximation compared to the standard linearised model. This function can be incorporated with the beam equation using Morison’s approaches [117] to give the hydrodynamic forcing per unit length which ultimately leads to a quadratic (nonlinear) damping function. This procedure however complicates the beam equation and requires numerical approaches to obtain the solution. Note that the nonlinearity in the beam equation can also occur due to the boundary conditions such as large deflections of thin beams with distortions [118], sandwich beam configurations with different materials [119] and beam partially submerged in viscous fluid [52, 120].

Since the work in this thesis considers moderately large displacements, the following strategy will be implemented: the quadratic damping approximation will be used along with the estimation of the added mass; then an equivalent damping ratio will be derived to give linear approximations that can be used to decompose the beam equation into mechanical waves. This would allow to understand parameters affecting passive travelling waves. The hydrodynamic parameters provided in [121] will be used in this work to provide assessment of their limitation since we noticed in reference [18] that those parameters provide good approximation only for a certain condition.

1.3. Research aims

To date, there has not been any literature currently available which has assessed the contribution of structural travelling waves induced through electromagnetic actuation to the fluid dynamics. Thus, the aims of this work are:

- To extend and align the usage of analytical approaches used to assess the travelling waves of beam submerged in liquid.

Although the analytical approaches have been widely used, this requires further assessment in the capability of accurately predicting the propagation wave. This also requires the establishment of an experimental rig capable of capturing
mechanical waves. From this assessment, the correlation between the travelling waves and beam parameters will then be investigated.

- To further the understanding of the contribution of travelling waves to the characteristics of fluid flow. This aim requires quantitative methods to provide assessment on the fluid velocity. Thus, an experimental rig capable of measuring fluid velocity around the beam is required to provide initial assessments of the system. Computational methods such as CFD modelling will then be used to further investigate the correlation between travelling waves and fluid flow.

- To investigate the performance of the beam actuated with electromagnetic actuation and contribute to their development. In this thesis, a conceptual design of a non-uniform beam model controlled with electromagnetic actuation is introduced. Initially, the influence of this model on the dynamic properties of the beam is assessed. Parameters associated with the performance of mechanical forces in the electromagnetic actuation will then be investigated. The development of an experimental rig is necessary to investigate the potential shortcomings of the proposed design. Finally, this methodology will allow to contribute to the development of controllable devices capable of self-propulsion.

1.4. Structure of thesis

The thesis is divided into the following sections:

Chapter 1 presents the current state of the art on research of beam submerged in viscous fluid and structural travelling waves phenomena.

Chapter 2 describes the derivation of the mathematical models of the beam submerged in liquid. This chapter also provides a description of the computational methodology used to develop the CFD models. Details of the techniques to perform numerical simulations are also presented here.

Chapter 3 provides an overview of the rig and the measurement techniques used in the experimental approaches. By comparing the experimental the measurements provide
the basis to validate the numerical and analytical techniques. A study of the relation between the beam parameters and the development of travelling waves is also provided.

Chapter 4 presents the fluid measurement results from the experimental analysis. The findings for the CFD analysis of cantilever beam submerged in viscous fluid are also elaborated in this chapter. A description of the mesh and physic settings used is provided. A parametric study is also conducted to assess various parameters associated to dynamic properties of the beam with aim to characterising their effect on reducing the mean fluid velocities.

Chapter 5 explores the dynamic properties of the non-uniform beam model. A parametric study for electromagnetic actuation is performed to characterise the different parameters associated to mechanical force. The development of an experimental rig for generating optimum travelling waves is also presented.

Chapter 6 presents the main conclusions of this study, along with recommendations for future work.
Chapter 2. Analytical and numerical approaches

2.1. Introduction

As shown in the previous chapter, the dynamic responses of a beam immersed in a fluid can be approximated by simplifying fluid effects with the hydrodynamic forces that the fluid induces on the beam. Following this approach, analytical techniques that permit to investigate the vibration patterns of the beam under hydrodynamic loads are here described. Using the models developed, this chapter investigates the relationship between the beam parameters and travelling wave phenomena. However, the simplification used in the models do not allow to capture unsteady and complex flow features induced by the motion of the beam. These can be investigated using advanced experimental flow diagnostics such as the Laser Doppler Anemometry (LDA). Although LDA would permit to investigate the fluid velocity induced due internal flow from vibrating beam, this is an expensive and time consuming approach that would allow for a limited number of tests. To overcome these shortcomings, complex FSI problems are usually investigated using numerical models.

Section 2.2 focuses on the analytical approaches of the steady-state vibration of a cantilever beam submerged in a fluid. Sections 2.2.1 and 2.2.2 explore general considerations to be made for modelling the beam and discuss the equation of motion of the undamped beam vibration. Following this, Section 2.2.3 explains the decomposition of beam equations by considering hydrodynamic forces using Galerkin approximations. The temporal solution from this decomposition contains of modal couplings due to nonlinear damping which are further examined in Sections 2.2.4 and 2.2.5. The linear approximation model of the beam equation is derived in Section 2.2.6. Furthermore, the methodologies for performing numerical simulation described in Section 2.3. Finally, Section 2.4 summarises the main findings of the chapter.
2.2. Part I: Analytical approaches

The schematic diagram of the system under consideration is illustrated in Figure 2.1. From the figure, \( x \) and \( z \) define the physical coordinate system, \( L \) is the total beam length, \( E \) is the modulus of elasticity, \( I \) is moment of inertia, and \( \mu \) is the linear mass per unit beam length. The beam is attached to the base at one end and free at the other end, satisfying clamped-free boundary conditions. The base is assumed to be fully rigid, such that it only undergoes a rigid body translation in the \( z \) direction. Due to the relative motion between the beam and base, the total (absolute) displacement of the beam, \( w(x, t) \), can be determined by,

\[
w(x, t) = w_b(x, t) + w_r(x, t)
\]

(2.1)

where \( w_r(x, t) \) is the relative displacement of the clamped-free beam and \( w_b(x, t) \) is the displacement motion of the base defined as

\[
w_b(x, t) = \delta(x)A_f \sin \omega t
\]

(2.2)

where \( \delta(x) = 1 \) for the clamped-free beam [122]; whereas \( A_f \) and \( \omega \) are the base amplitude and forcing frequency, respectively.

Figure 2.1. Schematic diagram and small section of the beam at the deformed position

2.2.1. General thin-beam theory and Galerkin approximation

The basic modelling assumption is that the beam is assumed to be slender where bending displacement prevails shear deformation. It is also assumed that the displacement
in the $z$ direction is not necessarily large so that the deflection in the $x$ direction and the rotational inertia can be neglected. Another set of assumptions is both the flexural rigidity, and the distribution mass are uniform along the length of the beam. For this system, the Euler-Bernoulli beam theory [73] is considered to approximate the transverse displacement of the beam at any point $x$ along the length of the beam which gives

$$EI \frac{\partial^2}{\partial x^2} \left( \frac{\partial \psi}{\partial s} \right) + \mu \frac{\partial s}{\partial x} \frac{\partial^2 w_r}{\partial t^2} = 0$$  \quad (2.3)$$

where $\psi$ is the beam slope, $s$ is the length along the beam. Note that $\psi$ is a function of time and location.

To illustrate the relationship of the slope angle and transverse displacement of the beam, small beam elements at deformed position are displayed in the inset in Figure 2.1. From the figure, $\Delta w$ is the small segment of beam displacement, $\Delta x$ is the projection of the deflected beam along the $x$-axis and $\Delta s$ is the small length of beam. By invoking small displacement assumption, the slope can be approximated by writing $\psi \approx \Delta w/\Delta s$ and $\Delta x \approx \Delta s$. Using these approximations, Equation (2.3) reduces to

$$a^2 \frac{\partial^4 w_r}{\partial s^4} + \frac{\partial^2 w_r}{\partial t^2} = 0$$  \quad (2.4)$$

where $a = \sqrt{EI/\mu}$.

According to the Galerkin approximation, the solution for Eq. (2.4) can be represented as a series of independent functions containing spatial and temporal parts of the form

$$w_r(x, t) = \sum_{i=1}^{\infty} \phi_i(x) q_i(t)$$  \quad (2.5)$$

where $\phi_i(x)$ is the mode-shape of the system and $q_i(t)$ is the modal displacement for the $i$-th mode.
2.2.2. The spatial functions

Substituting the method of separation variables in Eq. (2.5) into the unforced Euler-Bernoulli beam equation in Eq. (2.4) results in (after arrangement)

\[
\frac{a^2}{\varphi(x)} \frac{\partial^4 \varphi(x)}{\partial x^4} = -\frac{1}{q(t)} \frac{\partial^2 q}{\partial t^2} = \omega^2
\]  

(2.6)

where the \( \omega^2 \) term has been introduced to represent the frequency equation which is associated with the temporal part. Alternatively, Equation (2.6) may be written in two distinct equations as follows:

\[
\frac{\partial^2 q_i(t)}{\partial t^2} + \omega_i^2 q_i(t) = 0
\]  

(2.7)

\[
\frac{\partial^4 \varphi_i(x)}{\partial x^4} - \beta_i^4 \varphi_i(x) = 0
\]  

(2.8)

where

\[
\beta_i^4 = \left(\frac{\omega_i}{a}\right)^2 = \frac{\mu\omega_i^2}{EI}
\]  

(2.9)

This temporal equation given in Eq. (2.7) is a set of \( i \) uncouple second-order ordinary differential equations which is equivalent to a series of lumped spring-mass systems. It should be noted that the term \( \omega_i \) in Eq. (2.9) becomes the system natural frequency, \( \omega_{n,i} \).

The solution of this equation is assumed to be in the form of the trigonometric Fourier series model containing Fourier coefficients such as the fundamental frequency, sine coefficient and cosine coefficient. Both the sine and cosine coefficients can be determined from the initial conditions and the fundamental frequency can be specified by using Eq. (2.9).

For the spatial equation, the variable \( \beta_i \) has been introduced in Eq. (2.8) such that the general solution of the spatial equation can be written as

\[
\varphi_i(x) = a_1 \sin \beta_i x + a_2 \cos \beta_i x + a_3 \sinh \beta_i x + a_4 \cosh \beta_i x
\]  

(2.10)

For this system, the boundary conditions require that the deflection and slope must vanish at the clamped end, while the bending moment and shear force must vanish at the free end. Alternatively, these conditions can be written as
Implementing these boundary conditions to Eq. (2.10) results in four equations which eventually have a characteristic equation of the form

$$\cos \beta_i L \cosh \beta_i L = 1$$  \hspace{1cm} (2.13)

This equation can now be solved by using a numerical method to obtain the values of $\beta_i L$ or the weighted frequency that are associated with the mode-shape of the clamped-free beam. Using Eqs. (2.10)-(2.13), it is possible to plot the normalised mode shape as depicted in Figure 2.2.

2.2.3. Galerkin-based model for fluid-structure interaction

The mathematical derivation in the previous section has been independent of damping and forcing functions and is helpful to attain the mode shape of the beam. It is worth mentioning that the numerical modelling of damping mechanisms in finite structures capable of correctly capturing the energy losses as well as the local structural behaviour is quite challenging. In many cases the energy losses are neglected, but in this study the structural damping plays an important role in the generation of travelling waves and therefore removal of the damping would make the beam behaviour unrealistic. It is common practice in models to add viscous damping to each vibration mode to represent the energy dissipation in beam due to material. For the case of beam interacting with
surrounding fluid, the presence of fluid introduces two main effects in the beam equation that can be described as drag and inertia. The overall effect can be expressed as

\[ F_f = \frac{\pi}{4} \rho_f C_m b^2 \frac{\partial^2 w_r}{\partial t^2} + \frac{1}{2} \rho_f C_d b \left[ \frac{\partial w_r}{\partial t} \right] \left[ \frac{\partial w_r}{\partial t} \right] \]  

(2.14)

where \( F_f \) is the total fluid force acting on the beam, \( \rho_f \) is the fluid density, \( b \) is the beam width, whereas \( C_d \) and \( C_m \) is the drag and inertia coefficients. The expression in Eq. (2.14) is mainly based on the Morison equation [117] which is originally for a fixed body subject to a fluctuating flow. Since this study considers a vibrating beam in quiescent fluid with no external flow, the flow velocity around the beam is assumed to be equal to the transverse velocity of the beam.

The terms \( C_d \) and \( C_m \) can be estimated experimentally by using the least square method or the phase-averaging method for periodic flow from the observed forces [123]. In recent studies, the hydrodynamic force can be obtained using a 2D CFD study. The phase shift between the identified force and displacement of a body is used to extract the hydrodynamic force component in phase with the acceleration that is responsible for added mass effects and its out-of-phase component which results into hydrodynamic damping [100, 124]. These components can be adapted to extract the terms \( C_d \) and \( C_m \) for the Morrison’s formula as demonstrated in reference [103].

Depending on the system being considered, the damping term can be integrated with the beam equation before or after applying method of separation variables. In this study, we applied the damping in the beam equation. The reason of this technique is discussed in detail in Section 2.2.5. Incorporating Eq. (2.14) into the Euler-Bernoulli beam equation in Eq. (2.3), and then applying the separation variables from Eq. (2.5) results in

\[
(\mu + M) \sum_{j=1}^{\infty} \varphi_j(x) \ddot{q}_j(t) + C_{td} \sum_{j=1}^{\infty} \varphi_j(x) \dot{q}_j(t) \\
+ C_{qd} \sum_{j=1}^{\infty} \left| \varphi_j(x) \dot{q}_j(t) \right| \sum_{k=1}^{\infty} \varphi_k(x) \dot{q}_k(t) \\
+ EI \sum_{j=1}^{\infty} \frac{\partial^4 \varphi_j(x)}{\partial x^4} q_j(t) = F(x, t)
\]  

(2.15)
where $C_{ld}$ is the linear damping due to the material, $M = 0.25\pi \rho_f C_m b^2$, $C_{qd} = 0.5\rho_f C_d b$ and $F(x,t) = -(\mu + M)\dot{w}_b(x,t)$. Multiplying Eq. (2.15) with an arbitrary mode shape and then integrating over the length of the beam, $L$, yields

$$
(\mu + M) \sum_{j=1}^{\infty} \int_0^L \phi_j \phi_i dx \ddot{q}_j + C_{ld} \sum_{j=1}^{\infty} \int_0^L \phi_j \phi_i dx \dot{q}_j
$$

$$
+C_{qd} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \int_0^L |\phi_j| \phi_k \phi_i dx \ddot{q}_k |\dot{q}_j| + EI \sum_{j=1}^{\infty} \int_0^L \frac{\partial^4 \phi_j}{\partial x^4} \phi_i dx q_j
$$

(2.16)

$$
= \int_0^L F(x,t) \phi_i dx
$$

The orthogonality conditions for these mode-shapes are given by

$$
\int_0^L \frac{\partial^4 \phi_i}{\partial x^4} \phi_i dx = 0
$$

(2.17)

$$
\int_0^L \phi_j \phi_i dx = 0
$$

for $i \neq j$. When $i = j$, we can express Eq. (2.16) as an infinite series number of independent equations of which the $i$-th mode is given by

$$
(\mu + M) \int_0^L \phi_i \phi_i dx \ddot{q}_i + C_{ld} \int_0^L \phi_i \phi_i dx \dot{q}_i + C_{qd} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \int_0^L |\phi_j| \phi_k \phi_i dx \ddot{q}_k |\dot{q}_j|
$$

$$
+ EI \sum_{j=1}^{\infty} \int_0^L \frac{\partial^4 \phi_i}{\partial x^4} \phi_i dx q_i = \int_0^L F(x,t) \phi_i dx
$$

(2.18)

The definitions of mode-shapes satisfy

$$
\int_0^L \phi_i \phi_i dx = L
$$

$$
\int_0^L \phi_i^{(4)} \phi_i dx = \frac{\beta_i^4}{L^3}
$$

(2.19)
It is now possible to simplify Eq. (2.18) using Eq. (2.19) to give

\[ \ddot{q}_i(t) + 2\zeta_{ld,i}\omega_n q_l(t) + \frac{C_{qd}}{\mu + M} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \psi_{jki} \dot{q}_k(t) |\dot{q}_j(t)| + \omega_n^2 q_i(t) = Q_i(t) \]  

(2.20)

where \( \zeta_{ld,i} = C_{ld}/(\mu + M) \) and

\[ Q_i(t) = \frac{1}{(\mu + M)L} \int_0^L F(x, t)\varphi_i dx = -\ddot{w}_b(x, t) \int_0^L \varphi_i(x) dx \]  

(2.21)

\[ \psi_{jki} = \int_0^L |\varphi_j(x)|\varphi_k(x)\varphi_i(x) dx \]

Equation (2.20) contains a nonlinear damping term which requires numerical integration such as Runge-Kutta in order to obtain the solution of \( q_i(t) \).

### 2.2.4. Investigating the nonlinear coefficients

The terms \( \psi_{jki} \dot{q}_k(t) |\dot{q}_j(t)| \) in Eq. (2.20) can lead to multiple coefficients depending on the number of modes used in the simulation. To demonstrate this, the first-two modes, \( i = 1,2 \), are used to give a two-mode modal coordinate equation in the form of

\[ \ddot{q}_1 + 2\zeta_{ld,1}\omega_n q_1 + \frac{C_{qd}}{\mu + M} (\psi_{111}q_1 |q_1| + \psi_{121}q_1 |q_2| + \psi_{211}q_2 |q_1| + \psi_{221}q_2 |q_2|) + \omega_n^2 q_1 = Q_1 \]

\[ \ddot{q}_2 + 2\zeta_{ld,2}\omega_n q_2 + \frac{C_{qd}}{\mu + M} (\psi_{112}q_1 |q_1| + \psi_{122}q_1 |q_2| + \psi_{212}q_2 |q_1| + \psi_{222}q_2 |q_2|) + \omega_n^2 q_2 = Q_2 \]  

(2.22)

It is observed that the first-two modes can result in 8 combinations of the damping terms \( \psi_{jki} \dot{q}_k(t) |\dot{q}_j(t)| \). Therefore, the first-three modes can lead to 27 combinations.

To investigate the influence of the nonlinear coefficient terms on the beam responses, parameters in reference [125] are used to perform simulation for Eq. (2.22). The beam
has a length, width and thickness of 80 mm, 12.75 mm, and 0.08 mm, respectively. The beam density, \( \rho \), is approximately 7200 kg/m\(^3\) and the modulus of elasticity, \( E \), is 240 GPa. For the fluid properties, the water density, \( \rho_f \), is 997 kg/m\(^3\) and the drag coefficient, \( C_d \), is 1.8. With these parameters, the nonlinear coefficient value, \( \psi_{jki} \), in Eq. (2.22) can be obtained using Eq. (2.21), and the results are presented in Table 2.1.

| \( j \) | \( k \) | \( i \) | \( |q_j^i q_k^i| \) | \( \psi_{jki} \) | \( j \) | \( k \) | \( i \) | \( |q_j^i q_k^i| \) | \( \psi_{jki} \) |
|-------|-------|-------|-----------------|----------|-------|-------|-------|-----------------|----------|
| 11    | 1     | 1     | 0.118225        |          | 11    | 2     | 1     | -0.03196        |          |
| 12    | 1     | 2     | -0.03196        |          | 12    | 2     | 2     | 0.076415        |          |
| 21    | 1     | 1     | 0.079282        |          | 21    | 2     | 2     | -0.00707        |          |
| 22    | 1     | 2     | -0.00707        |          | 22    | 2     | 2     | 0.103617        |          |

It is noted from Table 2.1 that the term \( \psi_{jki} \) gives higher values when it satisfies \( i = j = k \). Substituting all parameters including the nonlinear coefficient values into Eq. (2.22), the solutions of \( q_1 \) and \( q_2 \) in time series can be obtained using the Runge-Kutta numerical integration method. To obtain a frequency series focusing on the first-two modes, the forcing frequency is varied from 0.5 Hz to 22 Hz and the base amplitude is kept constant at a certain value. Since the results from numerical simulation contains transient and steady state parts. The transient parts are neglected, and the maximum value of the steady state responses is estimated and stored each frequency. This technique would allow to obtain the maximum amplitude of the modal coordinate for various forcing frequencies.

Figure 2.3 shows the frequency responses of \( q_1 \) and \( q_2 \) generated with the base amplitude of 0.1 mm. The blue dotted line was obtained by considering all nonlinear coefficients given in Table 2.1. For the red line, only \( \psi_{111} \) and \( \psi_{222} \) were considered in the simulation. Overall, both models have good agreement. It is observed from Figure 2.3(a) that there are two peaks for \( q_1 \), particularly for the blue line, where the second peak is located around the second mode. The small figure inset in Figure 2.3(a) depicts the time responses at \( f = 16.15 \) Hz. The time series of \( \psi_{jki} \) with variation \( j, k, i \) indicates that the steady state response contains multiple frequencies. The FFT analysis, not shown here for brevity, reveals that the signal consists of the first natural frequency, \( \omega_{n1} \), and the forcing frequency 16.15 Hz. The reason for this behaviour is due to the cross-coupling
between the variable $\hat{q}_1$ and $\hat{q}_2$. Referring to Eq. (2.22), the maximum value for $\hat{q}_2 |\hat{q}_2|$ generated with the base amplitude and forcing frequency of 0.1 mm and 15 Hz, respectively, is higher than $\hat{q}_1 |\hat{q}_1|$. This happens when the maximum value $\hat{q}_1$ is less than equal to 1. Accordingly, this condition creates a multi-frequency signal in $q_1(t)$. Figure 2.3(b) shows the frequency responses of $q_2$. It is seen that the blue line superimposes the red line over a range of frequencies. Unlike $q_1$, the influence of cross-coupling modal terms does not appear in the frequency series of $q_2$.

![Figure 2.3. Modal coordinate generated with the base amplitude of 0.1 mm](image)

Figure 2.3. Modal coordinate generated with the base amplitude of 0.1 mm

Figure 2.4 displays the frequency series of Eq. (2.22) generated with the base amplitude of 2 mm. It is observed from Figure 2.4(a) that there is no peak presented around the second mode. Furthermore, the second peak around 16 Hz in Figure 2.4(a) is now vanished compared to that of the base amplitude 0.1 mm. This is caused by the square velocity term $\hat{q}_1 |\hat{q}_1|$ that gives considerable values to Equation (2.22), eliminating nonlinearities in the time series. Considering phenomena in Figure 2.3(a) and Figure 2.4(a), it can be concluded that the nonlinearities around the second mode in the time series of $q_1$ vanish with increasing the base amplitude.

Figure 2.4(b) displays the frequency series of $q_2$. With increasing the base amplitude, the nonlinearities around the second mode become evident. It is noticed that these nonlinearities exist up to 12 Hz. Due to the cross-coupling modal terms, the nonlinearities in the time series of $q_2$ affect to the frequency series of $q_1$. This evidence is indicated with
“the dent” shown in Figure 2.4(a). These nonlinearities disappear when the base amplitude is set at very low amplitudes, for instance 0.1 mm. With low base amplitudes, $\dot{q}_2$ becomes close to zero. Accordingly, the influence of $\dot{q}_2$ in the cross-coupling modal terms become weaker and Equation (2.22) are primarily determined by $\psi_{111}\dot{q}_1|\dot{q}_1|$ and $\psi_{222}\dot{q}_2|\dot{q}_2|$.

Figure 2.4. The first two modal coordinates generated with the base amplitude of 2 mm

It is evident from these investigations that the cross-coupling modal terms with the variation of $j, k, i$ can induce nonlinearities which limit the equation to explore a wide range of problems. It has been demonstrated in Figure 2.3 and Figure 2.4 that removing coefficients $\psi_{121}, \psi_{211}, \psi_{221}, \psi_{112}, \psi_{122}$ and $\psi_{212}$ gives more stable results both in time and frequency series without loss of generality. Therefore, the nonlinear coefficient $\psi_{jki}$ with $j = k = i$ is considered for analysis and validation with experimental models. This will reduce the complexity in the equation, allowing investigation to be carried out in higher modes.

2.2.5. Discussion on incorporating damping into beam equation

It should be emphasised that there is no exact mathematical derivation to integrate damping into the Euler-Bernoulli beam equation. For the case of linear damping, the damping value, denoted as $C_{id}$, can be added in the Euler-Bernoulli beam equation as
demonstrated in Section 2.2.3. After applying the method of separation variables and using the orthogonality conditions in Equation (2.19), the linear damping and mass per unit length in the temporal equation become $C_{ld}L$ and $(\mu + M)L$, respectively. To obtain the damping ratio, the linear damping term $C_{ld}L$ is divided by the mass, $(\mu + M)L$. This division removes the influence of the beam length, $L$, resulting from the separation of spatial and temporal functions. Thus, the damping ratio is independent of the method of separation variables. To remove complexity, Wagg and Neild [73] suggested to use an undamped Euler-Bernoulli beam model and, then, introduce the damping after applying the method of separation variables in the form of damping ratio, denoted as $\zeta_{ld}$, in the modal coordinate.

For the case of quadratic damping, implementing the damping before modal separation can result in the modal interaction between the temporal solution and the spatial function as expressed in Equation (2.20). Due to the modal interaction, $\psi_{jki}$, the damping coefficient can lead to different values for each mode of the temporal function. Using Equation (2.20) and parameters in Section 2.2.4, the first-three modes of the damping coefficient $C_{aq}\psi_{jki}/(\mu + M)L$ with $jki = [111 \ 222 \ 333]$ are 10.05, 8.81 and 8.67, respectively. Accordingly, the damping functions become $10.05 \hat{q}_1|\hat{q}_1|$, $8.81 \hat{q}_2|\hat{q}_2|$ and $8.67 \hat{q}_3|\hat{q}_3|$. Note that due to the orthogonality conditions in the method of separation variables, the mass per unit length, $(\mu + M)$, in the beam equation becomes the unit of mass, $(\mu + M)L$ in the modal coordinate.

It is also possible to add the quadratic damping function after the method of separation variables. Accordingly, Equation (2.18) can be written, after implementing Eq. (2.19),

\[
(\mu + M)L\ddot{q}_i + C_{ld}L\dot{q}_i + EI\frac{\beta_i^4}{L^3}q_i = \int_0^L F(x, t)\varphi_i dx
\]  

(2.23)

The quadratic damping function, $C_{qd}$, from Equation (2.14) can be integrated after the undamped modal coordinate equation is divided by the mass $(\mu + M)L$ to give

\[
\ddot{q}_i + \left[C_{qd}|\dot{q}_i| + C_{ld}L\right]\dot{q}_i + \frac{EI\beta_i^4}{(\mu + M)L^4}q_i = \int_0^L F(x, t)\varphi_i dx
\]  

(2.24)
Note that dividing the damping function with the unit of mass would make the damping coefficient 7 times larger than the original value. This becomes overestimated and must be avoided. Accordingly, this would result in the damping value of $0.5\rho f C_d b = 11.44$ and is constant for all modes, $i = 1,2, ..., \infty$. This technique reduces the complexity in the decomposition of the beam equation.

It has been demonstrated that incorporating the quadratic damping before and after the method of separation variables can lead to different damping values. To investigate the influence of these techniques on the modal coordinate, the damping values obtained from these two methods are used to simulate the first-three modes of Equation (2.20). The base amplitude for numerical simulation is 1.5 mm and the frequency is varied from 0.5 Hz to 60 Hz. Following the same procedure for obtaining the frequency series, the maximum amplitude of $q_i$ is taken at the steady states and the results are shown in Figure 2.5. As anticipated, it is seen that there are discrepancies between applying the damping before and after the method of separation variables. Note that the discrepancies occur around the natural frequencies. All models agree when it is actuated away from resonances. As expected, the peaks for the dashed-dotted blue lines are constant, while the red lines vary for $q_1$, $q_2$, and $q_3$ due to decreasing the damping value.

![Figure 2.5. Comparison of implementing damping functions before and after the Galerkin approximation](image)

Considering Equations (2.14) and (2.20), the beam velocity increases along with increasing the forcing frequency. This increase can lead to double the damping force where it has a function of the square of velocity. Accordingly, using a constant damping value for all modes can result in overdamped beam responses, particularly at high
frequencies. Therefore, the approximation for applying the damping before the method of separation variables is more appropriate and is used in this study.

2.2.6. Linear approximation

In the case of small displacements, the nonlinear term $|\partial w_r/\partial t| \partial w_r/\partial t$ in Eq. (2.14) can be approximated with $A_f \omega \partial w_r/\partial t$ [18]. The term $A_f$ is the base amplitude given in Eq. (2.2). Consequently, the damping function due to the material and the surrounding fluid fulfills a linear damping form which can be expressed as $(C_{id} + C_{qd}A_f \omega/L)\partial w_r/\partial t$.

It has been described in Section 2.2.5 that the linear damping form can be integrated instantly in the modal coordinate after applying the method of separation variables. Using the same procedures, the modal coordinate of the Euler-Bernoulli beam equation becomes a linear second ODE analogous to a linear spring-mass-damper system written as,

$$\ddot{q}_i(t) + 2\zeta_i \omega_{ni} \dot{q}_i(t) + \omega_{ni}^2 q_i(t) = Q_i(t)$$  \hspace{1cm} (2.25)

where $\zeta_i = (C_{id} + 0.5\rho_f C_d b A_f \omega)/(2(\mu + M)\omega_{ni})$. The exact solution for Eq. (2.25) can be obtained analytically by applying, for instance, the Duhamel integral method to give

$$q_i(t) = \left( -\frac{A_f \omega^2}{(\mu + M)L} \int_0^L \varphi_i dx \right) \left( \frac{\omega_{ni}^2 - \omega^2}{(\omega_{ni}^2 - \omega^2)^2 + (2\zeta_i \omega_{ni} \omega)^2} \sin \omega t \right. $$

$$+ \frac{2\zeta_i \omega_{ni} \omega \cos \omega t}{(\omega_{ni}^2 - \omega^2)^2 + (2\zeta_i \omega_{ni} \omega)^2} \right) \hspace{1cm} (2.26)$$

where the first bracket is the forcing function and is constant over time; whereas the second bracket depends on the beam properties and varies over time. Note that the total solution from the Duhamel integral consists of the transient and steady-state solution. Equation (2.26) is only the steady-state solution, and the transient response containing the exponential decay is neglected since it is not interest of this study.

The maximum amplitude of Eq. (2.26) can be expressed as
\[ q_i(\omega) = \frac{f_0}{\sqrt{(\omega_{ni}^2 - \omega^2)^2 + (2\zeta_i \omega_{ni} \omega)^2}} \] (2.27)

where \( f_0 \) is the forcing function defined as

\[ f_0 = -\frac{A_f \omega^2}{(\mu + M)L} \int_0^L \varphi_i dx \] (2.28)

Figure 2.6. Base amplitude 1E-6 mm

Figure 2.7. Base amplitude 1 mm

Equation (2.27) is independent of time and can be used to obtain the frequency series of the linear approximation model by varying the forcing frequency, \( \omega \). To investigate the linear model, the frequency series obtained from Eq. (2.27) is compared with the nonlinear model provided in Eq. (2.20) with \( j = k = i \). Using the same parameters as in Section 2.2.4, Figure 2.6 shows the comparison between the two models for the first-three modes generated with the base amplitude, \( A_f \), of 1E-6 mm. It is seen that the linear model,
the dashed blue line, superimposes the nonlinear model, the solid red line. Figure 2.7 shows the frequency series generated with the base amplitude of 1.5 mm. The damping value in the linear approximation model becomes underestimated with increasing the base amplitude, creating discrepancies between the two models. Accordingly, it is evident that the linear approximation term, $A_f \omega \partial w/\partial t$, to estimate the nonlinear term, $|\partial w/\partial t| \partial w/\partial t$, is valid for the case of the atomic force microscopy where beams vibrate due to thermal driving forces [65].

The exact solution of the modal coordinate from the linear model is paramount to explain the interaction between the beam properties and forcing functions to the beam responses. To alleviate discrepancies between the linear and nonlinear models, the frequency series of the nonlinear model is substituted to Equation (2.27) to obtain the equivalent damping ratio. Then, the correction factor for the linear model can be introduced by dividing the equivalent damping ratio from the nonlinear model with $\zeta_i$, which can be expressed as follows:

$$
\chi_l(\omega) = \frac{1}{\zeta_l} \left( \frac{f_0/q_{NL,i}(\omega)}{4\omega_{ni}^2 \omega^2} \right)^{1/2}
$$

(2.29)

where $\chi_l(\omega)$ is the correction factor and $q_{NL,i}(\omega)$ is the frequency series of the modal coordinate of the nonlinear model. The term inside the bracket in Eq. (2.29) is the equivalent damping ratio derived by rearranging Eq. (2.27) and $\zeta_i$ is estimated damping ratio from Eq. (2.25).

Using Eq. (2.29), the correction factor for the first-three modal coordinates generated with the base amplitude of 1.5 mm is displayed in Figure 2.8. It is seen from the first row of Figure 2.8 that the peaks of the correction factors are obtained around the natural frequencies and the magnitudes of the correction factors gradually become unity when the modal coordinates are actuated away from resonances. Referring to Equation (2.27), the subtraction of $\omega_{ni}^2 - \omega^2$ becomes close to zero as the forcing frequency approaches the natural frequency, $\omega_{ni} \approx \omega$. Consequently, the responses are predominantly composed of the damping function, $2\zeta \omega_n \omega$. On the contrary, when the modal coordinate is forced away from the natural frequencies, the stiffness term, $\omega_{ni}^2 - \omega^2$, outweighs the
damping term, \(2\zeta\omega_n\omega\). Therefore, the damping has no significant contribution to the modal coordinates.

Different base amplitudes lead to different \(q_{NL,i}(\omega)\) values, requiring re-evaluation of the correction factors. Eventually, the correction factor at a particular mode can be plotted with respect to the base amplitude and forcing frequency. Since the correction factor is a ratio and is a dimensionless number, this must be multiplied with the linear damping function in Eq. (2.25) to give \(2\zeta X_i(\omega)\omega_{ni}\hat{q}_i(t)\). For the second row of Figure 2.8, the results for the linear approximation model with correction factors are superimposed with those of the nonlinear model. Note that the correction factor in the first row of Figure 2.8 is valid only for the base amplitude of 1.5 mm.

![Graphs showing correction factors and modal coordinates for different modes](image)

Figure 2.8. First row: Correction factors for the base amplitude 1.5 mm; and Second row: Responses of the first three modal coordinate after implementing correction factors

Once the solution of \(q_i\) from the linear approximation model is comparable to that of the nonlinear quadratic model, the total solution of the steady-state vibration of the beam, \(w(x, t)\), can be realised by multiplying the modal coordinate, \(q_i(t)\), with the mode shape, \(\varphi_i(x)\), and considering the relative motion in Eq. (2.1) to give
\[ w(x,t) = A_f \sin \omega t + (lp_1 \varphi_1(x) + lp_2 \varphi_2(x) + \cdots) \sin \omega t + (rp_1 \varphi_1(x) + rp_2 \varphi_2(x) + \cdots) \cos \omega t \]  

(2.30)

where the terms \( lp \) and \( rp \) are constants defined as

\[
\begin{align*}
lp_i &= \frac{A_f \omega^2}{L} \frac{(\omega_{ni}^2 - \omega^2)}{(\omega_{ni}^2 - \omega^2)^2 + (2 \zeta_i \omega_{ni} \omega)^2 f_0} \\
rp_i &= \frac{A_f \omega^2}{L} \frac{2 \zeta_i \omega_{ni} \omega}{(\omega_{ni}^2 - \omega^2)^2 + (2 \zeta_i \omega_{ni} \omega)^2 f_0} \\
\end{align*}
\]

(2.31)

2.3. Part II: Numerical approaches

This section presents the methodology for numerical approaches to approximate responses of solid structures and fluid dynamics.

2.3.1. FSI simulation

The grid structure is a discretised representation of a geometric computational domain used by physics equations to produce a numerical solution. For FSI simulation, there are two active domains: solid and fluid domain. The solid domain uses the solid stress model to compute the displacement of the solid structure using the finite element method and then calculates the corresponding stresses and strains; meanwhile, the finite volume method is used by the fluid flow solver to compute values at cell centres. The flow domain is replaced with a discrete number of elements, where the governing equations which describe the flow-field behaviour are solved at each individual cell. This means the quality of the CFD grid and the time it takes to complete the simulation depends on the grid resolution at the regions of interest where complex flow physics occur. Different types of grids can be implemented as well as the types of grid refinements which are applied to increase the number of cells in the regions of interest, such as near the aerofoil wall surface boundary.

The two types of grids commonly used in the CFD analysis for various applications include structured and unstructured grids. The structured grid provides a robust and efficient method of producing a high-quality grid for simple and complex grid construction problems [126]. In STAR-CCM+ [127], directed meshing is a method for generating high quality swept meshes on CAD geometries. Directed meshing is effective in providing a structured mesh and is used here to discretise the solid stress model for
finite element stress analysis of the beam. Figure 2.9 depicts an example of the directed meshing procedure applied to a slender beam with a rectangular cross-section.

![Directed meshing procedure applied to a slender beam with a rectangular cross-section. Note that the beam spans along the x-axis.](image)

Figure 2.9. Directed meshing procedure applied to a slender beam with a rectangular cross-section. Note that the beam spans along the x-axis.

A type of unstructured grid method in STAR-CCM+ uses polyhedral elements which are efficient when applied to complex geometries due to easy adaptability whilst ensuring sufficient grid quality. The geometry can be represented by an unstructured grid as the cells are distributed efficiently throughout the computational domain and provides robust grid refinements at the regions of interest. It is common in computational FSI studies to adopt a hybrid mesh approach which utilises an unstructured grid for the core flow domain and an orthogonal prism layer mesher which grows normal to the direction of the solid surface. The prism layer mesh is part of the hybrid mesh and is used to generate prismatic cells next to wall surfaces or boundaries.

The use of the prism layer mesh also results in the reduction in numerical diffusion near the wall which significantly improves the accuracy as a result. There are multiple ways that the prism layer mesher can be controlled using the built-in mesh feature in STAR-CCM+. A wall thickness distribution method was implemented as this method constructs a structured prism layer mesh from the beam surface based on the total thickness of the prism layers, the total number of prism layers, and the cell height of the initial prism layer from the boundary surface. The size of the prism layer’s total thickness should be selected so that it models the boundary layer which develops across the beam surface.
Since the beam vibrates in a particular mode shape depending on the vibration amplitude and frequency, this can deform the mesh in the fluid domain which can generate numerical instability. Figure 2.10(a) and (b) illustrate the deformation of the mesh due to the beam undergoing large displacements. An alternative grid method such as the overset mesh, known as a Chimera or overlapping mesh, can be used to overcome this issue. This grid discretises the computational domain with several different meshes that overlap each other in an arbitrary manner. They are most useful in problems involving multiple moving bodies, as well as optimisation and parametric studies [127]. A key advantage of using overset meshes is that the overset mesh does not require any modifications to the mesh if a body is rotated or translated to a new position, which offers greater flexibility over the standard meshing techniques. This is beneficial in parametric studies which involve vibrating beam in different amplitudes and frequencies which can be easily achieved using an overset mesh; a standard mesh would need further modifications in order to represent the physical geometry change. The implementation of the overset mesh also allows to simulate complex body motions, such as bodies that are close together, or have large, multiple motions applied. Figure 2.10(c) and (d) shows examples of implementing overset mesh for which the background fluid does not deform due to the displacement of the beam.

![Simulation of an elastic beam using (a),(b) the normal mesh and (c),(d) the overset taken at (a),(c) 0.4 s and (b),(d) 0.8 s](image)

When implementing the overset mesh technique, the flow domain grid is split into two types of mesh: a stationary background mesh which represents the flow-field domain, and an overset mesh which contains a single body such as a beam. The overset mesh is
created using an overset mesh boundary, which is the outer boundary of the overset region that transfers information between the overset mesh and background mesh through interpolation. In an overset mesh, cells for both the background and overset grids are split into active, inactive, or acceptor cells [127]. The discretized governing equations are solved for the cells which are active. For inactive cells, no equations are solved; cells will only become active at certain points if the overset motion has motion applied [127]. The function of the acceptor cells is to separate active and inactive cells in the background region and are attached to the overset boundary in the overset region. Acceptor cells are also used to couple solutions on the two overlapping grids. Variable values at donor cells of one mesh express variable values at acceptor cells in the other mesh through interpolation. The donor cells are the active cells from the other mesh that are closest to the nearest acceptor cell.

A linear interpolation method was selected for the overset mesh which dictates the set of donor cells that are chosen as well as the number of active cells in the donor region around the acceptor cell centroid. This method uses shape functions spanning a tetrahedron defined by centroid of the donor cells. This interpolation option is the most computationally expensive within the CFD solver STAR-CCM+, however it results in a robust and accurate result. A successful coupling of the overset interface between both the background and overset region results in a "hole" being cut in the background mesh. This process is defined as the hole-cutting process. After initialising the overset interface which executes the hole-cutting process, the status of the over mesh cells is determined, i.e. it is determined which cells are active or inactive.

Compared to a standard static mesh, the overset mesh method is not conservative which results in an interpolation error at the overset mesh interface leading to a mass imbalance [127]. It is therefore recommended to have a sufficient number of cells across the overlapping zone. For transient motion simulations, it is recommended that the overset region displacement within one time-step meets the following condition: when the 2nd order implicit time integration scheme is selected for time integration, the maximum movement is half the smallest cell size in the overlapping zone [127]. Moreover, to reduce the discretisation error, the cell sizes for both the background and overset regions should be of similar magnitude in size.
STAR-CCM+ allows for the effect of the fluid forces on the structure displacement and the solid displacement on the fluid flow. Since the beam submerged in a viscous fluid possesses a strongly coupled FSI problems, this requires to solve the flow and structure simultaneously using the two-way coupled FSI model to allows for data exchange fluid forces and solid displacements across the fluid-structure interface. Again, fluid flow and solid displacements are solved using different discretization methods, Finite Volume (FV) and Finite Element (FE) respectively. The different mesh topologies require an interface of type Mapped Contact Interface, which allows for data mapping between the FV and FE meshes. This interface type is a variation of contact interface that relies on an indirect association between faces of the interfacing boundaries for data mappers. Each face of the original boundary is linked with a group of faces on the opposing boundary using a proximity-based algorithm. The main advantage of a Mapped Contact Interface is that it allows for a non-conformal mesh across the interface. This type of mesh is desirable in cases where the interfacing boundaries have different mesh resolutions. For instance, the heat conduction in the solid region requires a coarser mesh compared to resolving the boundary layer in the fluid domain [127].

![Figure 2.11. Morphing of the fluid mesh based on the motion of the beam](image)

In two-way coupled simulation, the fluid and solid meshes deform due to the displacement of the solid structure. Accordingly, a Solid Displacement motion model is applied to the solid region that allows the sold mesh to deform in real time based on the computed displacements computed by the solid stress solver, while a Morphing motion model is assigned to the fluid region, allowing the fluid mesh to deform based on the
displacements mapped at the interface. Figure 2.11 illustrates the deformation of the fluid mesh due to the displacement of the beam. For solution stabilisation, the solver automatically estimates the volume of displaced fluid per unit area. Then the solver adds a force correction which is proportional to the product of the displaced fluid per unit area and the change in the structure acceleration.

Solid Mechanics studies the displacement of a solid continuum under prescribed loads and constraints. The fundamental laws that govern the mechanics of solids are the same laws that describe the mechanics of fluids, namely, the conservation of mass, linear momentum, angular momentum, and energy. In Solid Mechanics, it is more natural to express the conservation laws using a Lagrangian approach, where the observer follows the solid material as it moves through space and time. In the Lagrangian approach, mass is always conserved. The mass that is contained in any deformed volume is the same mass that was originally contained in the undeformed volume. Since the mass within the volume is conserved, volume changes result in density changes. Linear elastic materials extend proportionally to the applied load and return to the original configuration when the load is removed. The stress-strain relationship for linear elastic materials is linear and is given by Hooke's law.

The motion of a solid body is governed by the principle of virtual work, which expresses the conservation of linear momentum for a continuum. Simcenter STAR-CCM+ calculates the displacement of a solid based on the principle of virtual work, which is discretized using the Finite Element method. This approach follows the total Lagrangian displacement Finite Element formulation by Zienkiewicz and Taylor [128]. The formulation presented in the previous sections does not take into account the damping mechanisms that arise in time-dependent systems. Damping is the dissipation of energy in the solid structure due to a combination of different phenomena, including molecular interaction within the material. In dynamic problems, the contribution of damping forces can be taken into account by including a velocity dependent damping term in the equation of motion. For compressible materials, the only unknown in the governing equations is the displacement field.
2.3.2. Modal analysis

The modal analysis derived from analytical approaches in Section 2.2 is limited for cases of uniform cantilever beam models performing transverse vibration. Thus, numerical approaches are used to extract natural frequencies and corresponding mode shapes of beam structures with nonuniform material properties, complex geometries, and boundary conditions. These problems are found in this thesis particularly in Section 4.3.5 and 5.2. The modal analysis in this work is performed with the commercially available Abaqus software [129]. This type of software has been used extensively for conducting modal analysis with considerably high accuracy. Note that this analysis only considers solid materials without fluid coupling. Therefore, any interaction with an internal or surrounding fluid flow will be ignored.

The frequency extraction using Abaqus is a linear perturbation procedure [129]. The eigenvalue problem for natural modes of small vibration of a finite element model is

$$YD + EF = 0$$  \hspace{1cm} (2.32)

where $D = E$ is the mass matrix, which is symmetric and positive definite in the problems of interest here; $C = F$ is the damping matrix; $K = E$ is the stiffness matrix, which may include large-displacement effects, such as “stress stiffening” (initial stress terms), and, therefore, may not be positive definite or symmetric; $\mu$ is the eigenvalue; and $\phi$ is the eigenvector—the mode of vibration.

The presence of damping matrix can generate complex eigenvalues and eigenvectors. This system can be symmetrized by assuming that $K$ is symmetric and by neglecting $C$ during eigenvalue extraction. This technique can lead to real squared eigenvalues, $\mu^2$, and real eigenvectors only. Typically, for symmetric eigenproblems we will also assume that $K$ is positive semidefinite. In this case $\mu$ becomes an imaginary eigenvalue, $\mu = i\omega$, where $\omega$ is the circular frequency, and the eigenvalue problem can be written as

$$(-\omega^2 [M] + [K])\phi = 0$$  \hspace{1cm} (2.33)

Extraction of the eigenvalues and corresponding eigenvectors are performed with the Lanczos method. In theory the basic Lanczos process (in the assumption of “exact” computations without taking into account round-off errors) is able to determine only
simple eigenvalues. In Abaqus, the Lanczos procedure is solved with the SIM architecture
to give more efficient computation than the traditional architecture for large-scale linear
dynamic analyses. Accordingly, this requires the user to provide the maximum frequency
of interest or the number of eigenvalues required.

Although the Lanczos eigensolver in Abaqus can extract coupled vibration modes to
fully include structural-acoustic coupling that can affect the natural frequency response
of systems, this feature will be ignored since the interest of the study is in the lower
frequency modes. In addition to extracting the natural frequencies and mode shapes, the
Lanczos eigensolver automatically calculate the generalized mass, the participation
factor, the effective mass, and the composite modal damping for each mode; therefore,
these variables are available for use in subsequent linear dynamic analyses. For the
normalisation, the eigenvectors can be normalized so that the generalized mass for each
vector is unity, \( m_\alpha = 1 \). The generalised mass associated with mode \( \alpha \) is

\[
m_\alpha = \phi_\alpha^N M^{NM} \phi_\alpha^M
\]

(2.34)

where \( M^{NM} \) is the structure's mass matrix and \( \phi_\alpha^N \) is the eigenvector for mode \( \alpha \); whereas
the superscripts \( N \) and \( M \) refer to degrees of freedom of the finite element model.

The modal participation factor is a variable that indicates how strongly motion in the
global \( x \)-, \( y \)-, or \( z \)-direction or rigid body rotation about one of these axes is represented
in the eigenvector of that mode. The six possible rigid body motions are indicated by \( i = 1, 2, ..., 6 \).
The modal participation factor is defined as

\[
\Gamma_{\alpha i} = \frac{1}{m_\alpha} \phi_\alpha^N M^{NM} \phi_\alpha^M T_i^M
\]

(2.35)

where \( \Gamma_{\alpha i} \) is participation factor for mode \( \alpha \) in direction \( i \), \( T_i^M \) defines the magnitude of
the rigid body response of degree of freedom \( N \) in the model to imposed rigid body
motion (displacement or infinitesimal rotation) of type \( i \). Eventually, the effective mass
for mode \( \alpha \) associated with kinematic direction \( i (i = 1, 2, ..., 6) \) is defined as

\[
m_{\alpha i}^{eff} = (\Gamma_{\alpha i})^2 m_\alpha
\]

(2.36)
If the effective masses of all modes are added in any global translational direction, the sum should give the total mass of the model (except for mass at kinematically restrained degrees of freedom).

### 2.4. Conclusion

The derivation of undamped vibration of the cantilever beam has been presented allowing the spatial function to be obtained. The integration of nonlinear damping due to the presence of fluid in the beam equation has been presented. Using the Galerkin approximation, separation variables of the beam equation result in nonlinear modal coordinate equations containing cross-coupling spatial terms. Further investigation demonstrates that the cross-coupling modal terms can generate a signal with multiple frequencies occurred particularly at resonant frequencies when the beam is actuated at very low oscillation amplitudes. On the contrary, the nonlinearities occur at away from resonant frequencies for cases of moderately large amplitudes. Another technique for implementing nonlinear damping in the beam equation has also been presented which can give constant damping values would be constant for all vibration modes. Finally, the methodologies for numerical approaches to obtain numerical solution particularly for the FSI problems and modal analyses have been presented.
Chapter 3. Characteristics of travelling waves of submerged cantilever beams

3.1. Introduction

This chapter investigates the characteristics of travelling waves of cantilever beams submerged in liquid for various configurations and forcing frequencies. The main objective of this study is to use analytical approaches derived in Chapter 2 to demonstrate how travelling waves are induced by the beam. Accordingly, an experimental investigation is carried out not only to validate the analytical models, but also to study the changes in the beam properties, such as damping and natural frequencies, due to the presence of fluid. This experimental analysis consists of parametric studies examining the influence of the forcing amplitude and frequency, beam dimension, dipping depth of the beam and fluid viscosity. These variables are evaluated against the frequency response function (FRF), transient responses and steady-state responses of the beam. A description of the experimental method is provided as well as the techniques used to post-process the experimental data. In some cases, the FRF and decaying transient responses are used to evaluate the nonlinear damping and natural frequencies of the beam. Furthermore, the experimental test is also used to explore the beam properties in the partially submerged beam.

The steady state responses of the fully submerged beam obtained from the experiment are compared with the nonlinear beam equation. This comparison involves the assessment of the beam envelope over the beam length and the propagation of the maximum amplitude with respect to time and length. Next, the linear approximation beam model is used to approximate the steady state responses of the nonlinear beam equation. Finally, the linear beam equation can be used to elucidate the travelling waves on the beam.
3.2. Mechanical waves in continuous structures

Using Eq. (2.30), it is possible to correlate the beam equation with the mechanical wave phenomena. To illustrate the wave composition in the beam, let the series of $l p_i \varphi_i$ and $r p_i \varphi_i$ in Eq. (2.30) be a function of a single wavelength as follows:

$$U(\beta x) = A_f + \sum_{i=1}^{\infty} l p_i \varphi_i \equiv U_1 \cos \beta x + U_2 \sin \beta x$$

$$V(\beta x) = \sum_{i=1}^{\infty} r p_i \varphi_i \equiv V_1 \cos \beta x + V_2 \sin \beta x$$

(3.1)

Using trigonometric identities, this would allow Eq. (2.30) to be decomposed based on the travelling components to give

$$w(x, t) = \frac{1}{2} \left( (U_1 + V_2) \sin(\omega t + \beta x) + (V_1 - U_2) \cos(\omega t + \beta x) + (U_1 - V_2) \sin(\omega t - \beta x) + (U_2 + V_1) \cos(\omega t - \beta x) \right)$$

(3.2)

where $(\omega t + \beta x)$ and $(\omega t - \beta x)$ represent the wave travelling in the positive and negative direction, respectively. Therefore, there are three possibilities of mechanical waves that can be generated on the beam based on the definition of Eq. (3.2), namely standing, travelling and hybrid waves.

The pure standing wave is formed when the beam has very little damping influence, $\zeta \approx 0$. Consequently, $r p_i \approx 0$ or $V(\beta x) \approx 0$ since it is proportional to the value of the damping ratio. With the absence of variables $V_1$ and $V_2$, the wave in Eq. (3.2) propagates to the positive and negative directions with the same amplitudes. This would create standing waves which are commonly indicated with the node(s) in the beam envelope as illustrated in Figure 3.1. Note that the node position along the beam length can be displaced to the left or right depending on the values of $U_1$ and $U_2$.

If the presence of damping is significant, the term $V(\beta x)$ in the wave equation cannot be neglected. The contribution of variables $V_1$ and $V_2$ to Eq. (3.2) can result in a percentage between the functions $(\omega t + \beta x)$ and $(\omega t - \beta x)$ in the wave equation. This leads to a hybrid wave formation, which is generally observed by an increase in the amplitude at the node in the beam envelope illustrated in Figure 3.1. For the pure
travelling wave, it requires that the waves travel in one direction either positive or negative. In theory, this can be achieved by invoking the variables $U(\beta x)$ and $V(\beta x)$ to give $U_1 = V_2 = 0$ and $U_2 = V_1 \neq 0$ so that the wave equation in Eq. (3.2) forms in an expression of $\cos(\omega t - \beta x)$. Practically, this can be realised by the manipulating boundary conditions to eliminate reflection waves as presented in references [79, 85-87].

![Standing Wave vs Travelling Wave vs Hybrid Wave](image.png)

Figure 3.1. Characteristics of mechanical waves in distributed-parameter systems

### 3.3. Experimental methods

This section describes the experimental apparatus and techniques to post-process experimental data.

#### 3.3.1. Vibration measurements

The schematic diagram of the experimental setup for obtaining the dynamics of the beam is illustrated in Figure 3.2. A desktop PC was utilised not only to generate a command for the signal generator (SG), but also to provide a graphical representation of data from the signal analyser (SA) and camera. Since the signal generator is a USB-powered device, the output power from this device is typically low. Therefore, a 48-Watt LDS PA25E power amplifier was used to enhance the signal before it was connected to an LDS V201 electrodynamic shaker to induce vibrations. The beam was clamped on to the edge of an extension (supporting) plate. The other edge of the supporting plate was
mounted on the shaker. Since the supporting plate transmits vibration from the shaker to the beam, the dimension and material properties of the plate were chosen such a way to not interfere with the working frequency of the beam. Moreover, the supporting plate would allow the beam to be fully immersed inside a tank filled with a liquid. The tank is mounted on an adjustable height table so that the dipping depth of the beam can be varied. The diameter of the tank is 15 cm with the height of 28 cm.

A PCB Piezotronics 352C22 ceramic shear accelerometer was mounted on the shaker to monitor the acceleration of the shaker. The same type of accelerometer was also mounted on the clamped section of the beam to measure the input base acceleration for the beam. The two accelerometers were also used to observe nonlinearities such as multiple frequency phenomena in the extension plate due to interaction between two continuous systems with different geometries and material properties which may influence the motion of the beam. The signals from accelerometers were amplified with a PCB Piezotronics 428C signal amplifier. The velocity responses of the free tip of the beam, indicated by the laser mark in Figure 3.2, were measured by a Polytec PDV100 laser vibrometer. A Photron Fastcam SA1.1 high-speed camera was set perpendicular to

Figure 3.2. The schematic diagram of the experimental investigation
the beam displacement to capture the beam motion over period of time. The physical realisation of the schematic diagram is shown in Figure 3.3. Note that the distance between the camera and test rig shown in Figure 3.3(a) does not represent the real distance when conducting the tests. The wall behind the test rig that is parallel to the field of view of the camera was covered with a white backdrop to anticipate the noise in the captured images. Since the frame rate and shutter speed of the camera were set to 2000 \( fps \) and \( 1/2000 \) s, respectively, a 3W LED light was used to illuminate the beam.

![Experimental apparatus and closer view of the test rig](image)

Figure 3.3. (a) Experimental apparatus and (b) the closer view of the test rig
The USB Oscilloscope and Quattro shown in Figure 3.3(a) are part of the SG/SA system in the schematic diagram. The SG/SA system consists of the software and hardware platform. The software provides control panels to setup parameters, generate input signals and display measurement results. The hardware is equipped with sets of input and output (source) channels, and a USB connectivity to the PC. For time series analyses, the USB Oscilloscope was utilised as the SG/SA device in the experiment to record the measurement data. This digital oscilloscope is capable of recording long time series signals, making it suitable for monitoring transient and steady state vibrations of beams. There are 4 channels available in this model to probe voltages from the power amplifier, laser vibrometer and 2 accelerometers. Moreover, the oscilloscope is featured with signal generator functions which can be used to create specific input signals for the shaker such as the step signal and the derivative of ramp functions signal.

The SignalCalc Ace software powered by the Quattro hardware platform was used to estimate frequency response functions (FRFs) of a system. The signal analyser estimates the transfer function of a system by measuring the amplitude and phase delay between two signals. For example, the FRF of the beam is obtained by connecting the accelerometer and laser vibrometer to the input ports of Quattro. Note that the accelerometer signal is amplified by a signal amplifier before connected to the signal analyser. Therefore, the measurement results are in the form of the amplitude ratio of the laser vibrometer to the accelerometer across a range of frequencies. Depending on the applications, the typical input signals for obtaining the FRF in this study are random and stepped-sine input signals. The random signals are based on the white noise in which the signal amplitudes and frequencies vary between the prescribed values. Accordingly, the random signals have a nonuniform power spectrum across a range of frequencies. On the contrary, the stepped-sine signals generate constant amplitudes across allowable frequencies, providing consistent power spectra. The basic principle of this test is the same as that in Section 2.2.4 for obtaining the frequency series from numerical simulation. In this test, the signal analyser generates a sine wave at one particular frequency and evaluates the transfer function of the two signals. Then, the data is stored, and the signal analyser produces another sine wave based on the prescribed frequency resolution. This process repeats until it reaches the final frequency value. Due to time-consuming, this signal was implemented only for systems that have poor signal-to-noise ratio (SNR).
3.3.2. Test rig examination

Each individual component of the test rig is examined with Quattro to obtain their characteristics over frequencies. This is to identify phenomena that may affect to the beam responses. Figure 3.4(a) shows the FRF of the power amplifier for different gain levels. The FRF magnitude has the unit “V/V” which represents the ratio of the output voltage of the amplifier relative to the signal generator. It is observed that the FRF magnitude converges to a constant value after 10 Hz. This means that the amplifier may not be able to provide a constant amplification for the shaker, particularly for the stepped-sine signals, in frequency up to 10 Hz. Moreover, by setting the gain amplifier to 3, the output voltage of the amplifier is about 4 times of that of the input signal. Therefore, the gain indicator does not facilitate a linear magnification for the amplifier.

![Figure 3.4](image)

Figure 3.4. Transfer function of (a) the amplifier, (b) the shaker relative to the power amplifier, and (c) the shaker relative to the signal generator

Figure 3.4(b) shows the transfer function of the output voltage of the laser vibrometer to the output voltage of the amplifier. It is observed from the figure that the peak is obtained around 70 Hz. When the shaker is loaded with a static mass, indicated with the red dotted line, the FRF magnitude slightly decreases, and the peak remains consistent in the same frequency location. To examine the dependency of the peak to other factors, Figure 3.4(c) displays the FRF of the output voltage of the laser vibrometer relative to the output voltage of the signal generator or Quattro. From the figure, the peak is in the same location as in Figure 3.5(b), indicating that the peak is only mass dependent. Based on the structure of electrodynamic shakers, the moving part of the shaker is attached to a spring mechanism to maintain the position and perform the translation motion. The spring induces a natural frequency in a low frequency range, while the resonant frequency of the moving part exists in a high frequency range [107]. Therefore, it is believed that the peak
in Figure 3.4(b) and (c) corresponds to the natural frequency of the flexible support of the shaker.

Note that aliasing in the FRF signals occurs in Figure 3.4(b). The DC output voltages of the power amplifier interfere with the electrical frequency (AC voltage) of the power amplifier, creating a sudden drop to zero at frequency 50 Hz. This magnitude is aliased every 100 Hz across frequencies – 150 Hz, 250 Hz, 350 Hz, 450 Hz and 550 Hz. This argument agrees with the results in Figure 3.4(c) where the aliasing phenomena disappear when the input signal for the signal analyser is replaced with the output signal of Quattro.

To test the sensors, two accelerometers were mounted at one particular location and the laser vibrometer was also pointed to the same location. Figure 3.5(a) shows the transfer function of the two accelerometers. Note that the cut-off frequencies for those accelerometers based on the specification are 1 Hz. Therefore, it is expected that the two sensors converge starting from 1 Hz. However, it is seen that both accelerometers converge at 1 after it passes 15 Hz, meaning that the two accelerometers have different voltage readings in the range of 1 Hz to 15 Hz. The same phenomenon is found in Figure 3.5(b) that shows the FRF of the laser vibrometer relative to the one of accelerometers. The cut-off frequency of the laser vibrometer is 0.5 Hz. Theoretically, the FRF of the laser and accelerometer starts to decline around 1 Hz. In fact, the measurement result shows that the FRF magnitude declines after 15 Hz. These phenomena may also be influenced by the characteristics of the shaker and power amplifier. In Figure 3.4, the
shaker produces small displacements in the range up to 15 Hz, resulting in poor signal-to-noise ratios for the accelerometers. Since the power of the signal is lower than that of the noise, this can mislead the amplitude of the FFT for estimating the transfer function of the system.

To obtain the characteristics of the extension plate vibrating in air, the plate was mounted on the shaker at one tip and free at the other tip. Figure 3.6 displays the FRF of the extension plate generated with a random signal with the frequency span of 800 Hz. The magnitude of the FRF defines the ratio of the tip acceleration relative to the base acceleration of the shaker. It is seen that the first peak is around 80 Hz. The discontinuity or the notch around 100 Hz may not be related to the responses of the supporting plate. It is believed that the discontinuity is caused by the measuring instruments. The notch around 100 Hz appears evidently when using accelerometers as shown, for example, in Figure 3.5(a). The notch becomes vague when using laser vibrometer; see small notches around 100 Hz in Figure 3.4(b), (c) and Figure 3.5(b). Moreover, the small notches around 100 Hz in the FRF also occurred in the power amplifier of the shaker measurement displayed in Figure 3.4(a). Therefore, the glitch may be from the filtering process of the signal analyser to prevent aliasing from the electrical AC frequency of 50 Hz.

![FRF of the supporting plate vibrating in air](image)

Figure 3.6. The FRF of the supporting plate vibrating in air

Depending on the beams, some parts of the supporting plate can also immerse in liquid. Therefore, it is paramount to examine the supporting plate under different dipping depths. An additional static mass is mounted on the free tip of the plate to replicate a load and induce more contact (interference) with the liquid. The experimental method for testing the plate is displayed in Figure 3.7. The dipping depths were varied indicated with the strip levels marked with $d_1$, $d_2$ and $d_3$. The laser vibrometer was pointed to the end of the supporting plate, indicated with the red point, and the measured FRFs are shown in Figure 3.8. It is observed that the first peak displaced to around 20 Hz due to the additional
static mass. There are minor differences in the FRF due to the variation of dipping depths, indicating that the supporting plate is rigid enough to remain unaffected by the liquid.

Figure 3.7. Dipping depth variation for the extension plate

Figure 3.8. FRF of the extension plate for various dipping depth

3.3.3. Nonlinear identification parameters

Identification parameters such as natural frequency and damping values containing nonlinearities are paramount for numerical simulation. Inaccurate procedures for estimating these parameters can lead to erroneous prediction of dynamic responses of a structure. Therefore, the most common method for estimating modal parameters such as the quadrature peak picking method [106] also known as the half-power point method [107], which has been widely implemented in the case of a vibrating beam interacting with liquid in references [27, 108-111], is no longer appropriate for strong nonlinearities. Nevertheless, there are many techniques currently available to extract backbone and damping curves from vibration data. This study considers nonlinear identification parameters based on the time series of transient vibration responses developed by
This method is appropriate for this investigation since the beam particularly for the case of vibrating in air can take very long time to reach the steady state.

The backbone curve describes the characteristics of the instantaneous amplitude with respect to instantaneous frequency. The instantaneous frequency, denoted as \( f(t_{fi}) \), can be assessed from transient vibration data using equation [130],

\[
f(t_{fi}) = \frac{1}{(t_{fi+1} - t_{fi-1})}
\]  

(3.3)

where \( t_{fi} \) is the time series when the amplitudes cross the zero with \( i = 1, 2, 3, \ldots \). The zero-crossing points are demonstrated with blue circle markers in Figure 3.9. The instantaneous amplitude, \( A(t_{Ai}) \), indicated with red cross markers in Figure 3.9 are estimated by obtaining the local minima and maxima of the decay responses. Since the size of the vector frequency is equal to that of the vector amplitude, the backbone curve is constructed by pairing those vectors.

The damping curve describes the change of the damping ratio with respect to the vibration amplitudes. A linear damping curve is calculated by presuming that the amplitude envelope, \( A(t_{Ai}) \), can be expressed,

\[
A(t_{Ai}) = A_0 e^{-\zeta(t)2\pi f(t_{fi})t}
\]  

(3.4)

where \( A_0 \) and \( \zeta(t) \) define the initial amplitude and the damping ratio, respectively; whereas \( f(t_{fi}) \) is the instantaneous frequency. The coefficient of the damping ratio, \( \zeta(t) \),

Figure 3.9. Tracking peaks and zero-crossing points of a free vibration response
can be determined using a linear regression method. For the nonlinear damping, the terms \( -\zeta(t)2\pi f(t_f) t \) can be replaced with a quadratic or a cubic function depending on the requirement. For the quadratic function, Equation (3.4) can be written as

\[
A(t) = A_0 e^{-(k_1 t^3 + k_2 t^2 + k_3 t)}
\]  

(3.5)

where the constants \( k_1, k_2, \) and \( k_3 \) can be solved, according to reference [131], using the least-square method to give

\[
\begin{bmatrix}
\ln|A(t_0)| \\
\ln|A(t_0)| \\
\vdots \\
\ln|A(t_{N-1})|
\end{bmatrix} =
\begin{bmatrix}
t_0^3 & t_0^2 & t_0 & 1 \\
t_1^3 & t_1^2 & t_1 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
t_{N-1}^3 & t_{N-1}^2 & t_{N-1} & 1
\end{bmatrix}
\begin{bmatrix}
k_1 \\
k_2 \\
k_3 \\
\ln|A_0|
\end{bmatrix}
\]

(3.6)

Note that the terms \( \zeta(t)2\pi f(t_f) t \) in Eq. (3.4) equal to \( k_1 t^3 + k_2 t^2 + k_3 t \) in Eq. (3.6).

Therefore, the time series of the damping ratio can be computed by

\[
\zeta(t) = \frac{k_1 t^2 + k_2 t + k_3}{2\pi f(t_f)}
\]

(3.7)

Since the beam is theoretically a continuous system with an infinite number of natural frequencies, decaying responses of the beam can include multiple frequencies depending on the initial conditions. This can lead to inaccurate estimation for the instantaneous amplitudes. To alleviate this, the beam must be actuated with a sinusoidal wave at a particular natural frequency until it reaches the steady state condition. This is to isolate the beam vibrating only in one resonant. Once the beam achieves the steady state, the input signal is abruptly stopped, allowing the beam responses to decay with a single frequency. This procedures is often called as the resonance decay method (RDM) [130]. Moreover, in the real measurement, the measured signal can contain some weak frequencies from the sensor, sampling rate and other boundaries. Accordingly, the decaying signal requires a band-pass filter to eliminate unwanted frequencies, leaving only a single frequency in the frequency series.

Also, in the real measurement, it is unlikely to obtain exact zero crossing points with instantaneous amplitudes equal to zero, \( A = 0 \). Due to the limitation of the sampling rate, the variable \( t_{f_i} \) is estimated from measurement data with an amplitude approaching to zero, \( A \approx 0 \). This can lead to a noise in the estimated instantaneous frequency.
Therefore, a linear interpolation method is implemented after applying the band-pass filter to get the exact zero crossing point.

3.3.4. Vibration patterns from image sequences

It is possible to obtain a vibration pattern of a beam vibrating in a medium from camera data. The process begins with selecting the region of interest from an image sequence. Figure 3.10(a) displays a monochrome image of a cantilever beam submerged in water. The size and location of the region of interest in the pixel coordinates must be consistent for all images. Figure 3.10(b) shows the region of interest of the beam. Note that the size of the region has been chosen such a way by considering the maximum displacement of the beam to ensure that the movement of the beam over period of time is within the small region. The cropped monochrome image needs to be converted to a binary image by utilising the “edge” function with the Canny method available in MATLAB [132]. Due to different colour saturation between the beam and the background, this function transforms the edge of the beam with the value 1 and converts the rests with the value 0. Some parts of the converted binary image are displayed in Figure 3.10(b). Note that the black and white pixels represent the value 0 and 1, respectively. The size of the region of interest for this instance is 945-by-80 pixel grids.

Figure 3.10. (a) A monochrome image of a fully submerged beam from the high-speed camera; (b) Converting a monochrome image to a binary image; and (c) Location of the white pixels in the pixel coordinates
From the binary image, the location of the white pixels in the pixel grids can be acquired. It is seen from Figure 3.10(b) that there are two white pixels in each row of the pixel grids due to the edge detection algorithm. For example, two white pixels are found in the coordinate of (40, 70) and (44, 70). To create a vector, the X-pixels must only contain one value. This can be achieved by calculating the mean value of the X-pixels. By averaging the X-pixels for each Y-pixel, this pair of pixel coordinates can be plotted as demonstrated in Figure 3.10(c). From the figure, the X- and Y-pixel represent the beam length, \( x \), and beam displacement, \( w \), respectively.

![Figure 3.11. A 3D-surface plot representing the displacement with respect to \( t \) and \( x \)](image)

The procedure for converting a monochrome beam image to a vector of pixel coordinates is implemented for all image sequences. Eventually, this results in a 3D vector of the same length describing the movement of the beam over time, \( t \). Figure 3.11 depicts a collection of pixel coordinates over time acquired from all image sequences. Note that the beam length is normalised with respect to the beam tip. To obtain the displacement value in the metre unit, the beam displacement is normalised with respect to the maximum displacement of the beam tip. This would create a dimensionless value at the tip of the beam oscillating between -1 and 1. The displacement response in the metre unit is achieved by synchronising the dimensionless value with the time series of displacement estimated from the velocity response measured with the laser vibrometer. Moreover, only
two projections from the 3D plot are usable in this study such as the XZ- and XY-plane. The XZ-plane displays the beam envelope with respect to $x$, and the XY-plane represents the propagating wave or vibration pattern of the beam.

Figure 3.12(a) displays an image of a cantilever beam partly submerged in water. It is seen that refraction occurs on the beam image due to different media. The transition area between the air and water creates black pixels in the binary image shown in Figure 3.12(b). By selecting the white pixels that are related to the beam, Figure 3.12(c) depicts the pixel coordinates acquired from the binary image. By post-processing the image sequence of the beam partly submerged in water, this would allow to find the centreline of the beam that vibrates in air and water, which can be used to align the vibration axis of the beam. The discontinuity in the pixel coordinate due to the transition area between the air and water is also removed to create a continuous beam.

Figure 3.12. Procedures for converting an image of the partially submerged beam into data of pixel coordinates

It is worth mentioning that these procedures for converting beam image into pixel coordinates work well for relatively large displacements. However, small displacements can lead to noise in the converted data due to factors such as anti-aliasing filter of the camera, filtering in the “edge” algorithm and the pixel resolution. Consequently, the camera is only used for capturing displacement of the beam with particular amplitudes and frequencies up to 50 Hz.
3.4. Test 1: Beam with $L = 8 \text{ cm}$

A metal beam with a dimension of 0.08 m, 0.01275 m and $8 \times 10^{-5} \text{ m}$ for the length, width and thickness, respectively, was used for analyses. The beam density is approximately $7200 \text{ kg/m}^3$ estimated by measuring the beam weight and dividing it with the volume.

3.4.1. Vibrating in air

The frequency response function (FRF) of the beam vibrating in air was obtained by assigning random input signals for the SG/SA to produce white noise signals. The maximum frequency for the random signal was limited to 78.125 Hz to generate a uniform power density for the first two resonant. The time span was set to 20.5 s, resulting in the frequency resolution of 0.049 Hz. The maximum random amplitude was varied arbitrarily to 80 mV, 200 mV and 300 mV. Figure 3.13(a) displays the FRF of the beam tip velocity relative to the base acceleration for various random amplitudes. Note that the dent occurred around 2 Hz is the cut-off frequency for the accelerometer.

![FRF of the 8 cm beam vibrating in air. The blue circle markers are the location of the steady state responses; The closer view of (b) the first and (c) second resonant](image)
Figure 3.13(b) shows the closer look of the first resonant. It is observed that the peaks decrease along with increasing forcing amplitudes. In the theory of linear damping described in Section 2.2.6, increasing the base input will proportionally increase the whole beam displacement which makes the peak of the FRF constant regardless the base input amplitude. Therefore, it is believed in this case that the air generates damping for the beam, creating nonlinear phenomena in the FRF. The same incident is also occurred in the second resonant shown in Figure 3.13(c). However, there is a discontinuity in the FRF indicated with a notch around the peak. This will be further investigated with the nonlinear identification parameters.

The FRF is paramount to determine the RDM for nonlinear identification parameters. To obtain the decay response for the first resonant, the beam was actuated with a sinusoidal wave with the frequency of 11.55 Hz and released after reaching the steady state. Figure 3.14(a) displays the RDM at the first resonant with the signal generator amplitude of 5 mV. Note that the measurement started after the beam had been running for 60 s to ensure the beam reaching the steady state. Figure 3.14(b) displays the zoomed section of the RDM at 11.8 s to 12 s. It is observed that the signal contains noise from measuring instruments which can make inaccurate estimation for the identification parameter method. Accordingly, a band pass filter was implemented in the frequency
series to isolate the frequency of interest. Figure 3.14(c) and (d) shows the filtered decay response superimposed with the instantaneous amplitudes and zero-crossing points. Note that the steady state part of the RDM signal was removed before applying the band-pass filter.

The amplitude of the sinusoidal signal was varied at 5 mV, 10 mV, 20 mV and 30 mV to obtain various resonance decay responses for the first natural frequency. This is intended to provide a continuous trendline in the backbone and damping curves. The same procedures for cutting the steady state part of the signal and applying band-pass filters were also implemented to post-process all RDM signals. Figure 3.15(a) and (b) display the backbone and damping curve of the first resonant, respectively. Note that the instantaneous amplitude and frequency were filtered with a moving average filter. It is observed from the backbone curve that there is a weak nonlinearity in the beam for moderately large deflections. This behaviour agrees with the theoretical modelling where nonlinearities due to stretching in the beam deflection can be neglected. Moreover, the damping ratio increases along with increasing velocity amplitudes. The gradient in the damping curve is consistent to the characteristics of the quadratic damping. Therefore, it is believed that beam interacting with air creating a nonlinear behaviour in the FRF.
Figure 3.16 displays the backbone and damping curves of the second resonant. The frequency of the sinusoidal wave for obtaining the RDM was 68.95 Hz. The amplitude of the sinusoidal signal was varied at 1 mV, 2 mV, 3 mV and 5 mV. The reason for choosing such very low amplitudes is due to the beam that experiences nonlinearities at high amplitudes. At low amplitudes with frequency around 69 Hz, the beam undergoes small displacements and damping due to air becomes negligible. Accordingly, the damping is predominantly by the material. This has been demonstrated in the damping curve shown in Figure 3.16 where the first three amplitudes are linear. At 5 mV, the damping curve suddenly changes the orientation, forming a positive gradient which creates discontinuities to the previous amplitude. To investigate this, the decay responses of the beam base and the beam tip at 5 mV are displayed in Figure 3.17. The Fast-Fourier transform (FFT) analysis of the base acceleration shown in Figure 3.17(b) reveals that the supporting plate also vibrates at the same frequency as the beam. This is an indication that the beam acts as a vibration absorber for the supporting plate. Ultimately, this phenomenon can be related to the notch occurred in the FRF of the second resonant shown in Figure 3.13(c).

![Figure 3.17](image)

Figure 3.17. (a) Time response and (b) frequency series of the supporting plate; (c) Free vibration and (d) frequency series of the beam

To further investigate modal contribution factors, the beam was excited with a step input signal. At first, the laser vibrometer was pointed out to \( x = 8 \) cm and recorded the decaying response of the beam shown in Figure 3.18(a). Then, the beam was actuated
again with the laser directed to measure vibration at \( x = 7 \text{ cm} \). This process was repeated every 1 \( \text{ cm} \) to capture vibration at \( x = 6 \text{ cm} \) until \( x = 0 \text{ cm} \). Using the FFT analysis to transform the time series responses, Figure 3.18(b) presents the frequency responses of the beam at various location along the beam length. It is observed from the figure that the envelopes of the first and second peak, indicated with the red dotted and dashed lines, follow the first and second mode shape of the cantilever beam, respectively. The peaks visible at 150 \( \text{ Hz} \) are due to aliasing errors. The third resonant is observed at 195 \( \text{ Hz} \) and has very less contribution to the decaying responses, indicated with low peak amplitudes in the frequency series. Some aliasing errors also appeared at 200 \( \text{ Hz} \). Furthermore, the peak distribution follows a consecutive order with the first peak being the highest followed by the second and the third peaks.

![Figure 3.18. (a) Free vibration of the beam vibrating in air; and (b) Frequency series taken every 1 cm along the beam length](image)

The steady state responses of the beam vibrating in air for various frequencies are presented in Figure 3.19. Note that the first row represents the vibration pattern of the
beam, and the second row depicts the beam envelope in which the beam envelope was normalised with respect to the maximum amplitude of the base motion. The graphical representation of the beam responses shown in Figure 3.19 demonstrates characteristics of vibration for low damping values, approximately less than 0.8%, as suggested by the damping curve in Figure 3.15(b) and Figure 3.16(b). At \( f = 8 \) Hz, the beam is mainly influenced by the first resonant. By assuming the term \( r p_i \approx 0 \) due to \( \zeta_i = 0.008 \), this results in the beam equation of the form \( w(t) = (A + lp_1 \varphi_1) \sin \omega t \). Accordingly, the beam envelope can be represented with the terms \( A + lp_1 \varphi_1 \). Note that, due to the absence of the cosine function in the beam equation, the phase shift between the base input and the beam tip displacement becomes zero. At \( f = 14 \) Hz, the beam is in the region of the first two resonant. However, the contribution of the second mode shape in the beam equation is still negligible. Since the forcing frequency exceeds the first natural frequency, \( \omega_{n1} < \omega \), the variable \( lp_1 \) becomes negative due to \( (\omega_{n1}^2 - \omega^2) \). Therefore, neglecting the cosine function, the beam equation for this frequency can be expressed with \( w(t) = (A - lp_1 \varphi_1) \sin \omega t \). Moreover, lack of damping not only creates a zero-phase delay between the two tips, but also reduces the amplitude at the node in the beam envelope to zero.

At \( f = 40 \) Hz, the second resonant becomes dominant. The beam equation satisfies \( w(t) = (A - lp_1 \varphi_1 + lp_2 \varphi_2) \sin \omega t \). Therefore, the node location along the beam envelope: 

![Figure 3.19. Steady state responses of the beam vibrating in air](image-url)
length shifts to the free end of the beam. This is due to the nature of the second mode shape where the zero-crossing point of the beam is located at 0.8*L demonstrated in Figure 2.2. Moreover, in view of mechanical waves, the beam vibrating in air generates almost pure standing waves due to zero value in the function \( V(\beta x) \) expressed in Eq. (3.1). Described in Section 3.2, this can result in the same amplitude of the terms \((\omega t + \beta x)\) and \((\omega t - \beta x)\)

3.4.2. Partially submerged in water

A partially submerged beam in a liquid has been of interest by many researchers. This configuration is frequently used in sensors to measure fluid properties such as viscosity and density [55, 57]. Recent development shows that this configuration can also be used as an energy harvester from underwater vibrations [76]. There have been many studies investigating partially submerged beam models both numerically and experimentally to obtain the influence of fluid properties [52, 57, 112] and the dipping depth of the beam [114, 133, 134] on the modal properties. This investigation will expand the study by demonstrating the changes in the FRF due to the dipping depth of the beam.

To obtain the FRF, the amplitude of the random signal was set constant to 100 mV. The frequency span of the signal analyser was limited to 250 Hz. The dipping depth was increased every 2 cm, from 1 cm to 7 cm. Figure 3.20 displays the FRF of the partly submerged beam for various dipping depth. Note that the FRF magnitude in Figure 3.20 describes the ratio of the base acceleration to the tip acceleration. Since the beam tip was measured by the laser vibrometer which generates velocity responses, the signal analyser automatically derives the signal to obtain acceleration responses. It is seen from the figure that the first resonant of the dipping depth 1 cm shifts significantly to 4.6 Hz. This value is about 39% of the natural frequency value of the beam vibrating in air. The significant drop in the first resonant, however, is not followed by the second resonant. Dipping the beam 1 cm into water only reduces the second natural frequency about 20% from vibration in air. The first resonant becomes independent of the dipping depth function after the beam is immersed 3 cm. Once the dipping depth is increased to 7 cm, the first and second resonant eventually lead to almost the same percent reduction, about 74% of natural frequencies for vibrating in air. Moreover, it is interesting to see how the third
resonant of the dipping depth 7 cm, the green line, appears at the same frequency as the second resonant of the dipping depth 1 cm, the red line.

Figure 3.20. FRF of the partially submerged beam for various dipping depth

The transient and steady state responses of the partially submerged beam with particular attention to the tip displacement have been investigated by some researchers [120, 135]. However, characteristics of mechanical waves in partially immersed beam have not been covered in literatures. Therefore, this study will extend the analysis experimentally by investigating the vibration patterns of the beam with the dipping depth of 5 cm. Figure 3.21 presents the vibration pattern of the partially submerged beam for some frequencies around the first two resonant. Although the theoretical modelling in Section 2.2 is for fully submerged beam models, some phenomena are still relevant to be correlated with the beam equation. At $f = 4$ Hz for example, the node is in the transition of air and water. It is also seen that the phase shift between the two tips is not exactly 180 degrees. This is due to the influence of damping creating phase delay between the tips. At $f = 8$ Hz, the node displaces to the free end of the beam and the phase shift between the tips becomes almost 180 degrees due to lack of damping contribution in the modal coordinate of the beam equation, described thoroughly in Section 2.2.6. At $f = 18$ Hz and 20 Hz, the beam demonstrates travelling waves indicated by a phase delay from the base input to the node. At the resonant, the phase delay increases at some parts of the beam that vibrates in air. It is believed that the fluid absorbs the incoming wave from the base input, creating travelling waves in the dry part of the beam. Furthermore, the notable different colour intensity in the vibration pattern between the dry and the wet parts of the beam at $f = 22$ Hz and 24 Hz is due the tip displacement ratio where small input displacements can result in large tip displacements. Furthermore, refraction of light in air and water may also enhance these phenomena.
Travelling wave phenomena of the partially submerged beam in water are similar to those of an elastic structure vibrating in vacuum with a spring and a damper attached at a certain location along its length, developed in references [21, 41]. Therefore, the transition of water and air media may induce a spring and damping effect on the beam, preventing reflection waves to occur which can lead to standing waves. Eventually, this demonstration can be used to develop theoretical model to predict the dynamic behaviours of the partially submerged beam.

3.4.3. Fully submerged beam in water

Figure 3.22 presents the FRF of the beam fully submerged in water for various input amplitudes. Note that the FRF magnitude is the ratio of the tip velocity to the base input acceleration. As expected, the FRF magnitude decreases along with increasing the input amplitude. Therefore, the phenomena in the first peak, where the amplitude 80 \( mV \) generates lower FRF magnitude than 200 \( mV \) and 300 \( mV \), are due to the experimental apparatus such as the sensor, shaker and power amplifier rather than the dynamics of the beam. With low vibration amplitudes and frequencies, the sensors may acquire poor signal-to-noise ratio (SNR). This can result in an inaccurate estimation of the FRF magnitude. Nevertheless, the peaks are in the correct frequency location. For instance, the peak with the amplitude 80 \( mV \) is obtained at 2.93 \( Hz \). By increasing the amplitude to
200 mV, this would significantly increase the damping value, shifting the peak location to 2.74 Hz.

![Figure 3.22. FRF of the beam vibrating underwater](image)

Figure 3.23. (a) Decaying response of the beam underwater, and (b) the instantaneous frequency extracted from the decay response

To obtain the backbone and damping curves, the RDM was conducted by considering the natural frequencies obtained from the FRF. Figure 3.23(a) displays the time series of the filtered decay response for the first resonant generated with the amplitude and frequency of 5 mV and 2.75 Hz, respectively. The peaks and zero-crossing points are superimposed in the decay responses, indicated with the blue cross and circle markers. Using Eq. (3.3), the instantaneous frequency in time series is presented in Figure 3.23(b). It is observed that frequency value decreases with increasing time. The sudden drop in the frequency value after 2.25 s is due to the band-pass filter that reduces the period of the wave. The procedures were repeated for obtaining the decay responses with the
amplitude of the sinusoidal wave gradually increased to 10 mV, 20 mV, and 30 mV. Then, the estimated backbone and damping curves for the first resonant is displayed in Figure 3.24. It is noticed that, due to limitation of the measuring instruments, it is difficult to recover the signal from low amplitudes and frequencies. Therefore, the damping curve phenomena generated with the RDM amplitude of 5 mV and 10 mV are due to poor SNR and are not associated with the beam responses. Moreover, the damping curve of the first resonant shown in Figure 3.24(b) exhibits a constant value from the amplitude of 3.5E-3 m/s to 7E-3 m/s. This, however, requires a further investigation with another nonlinear identification technique based on the steady-state response since the decay responses generated with the amplitude and frequency up to 10E-3 m/s and 3 Hz, respectively, are very limited.

For the second resonant, the RDM frequency was set to 17.55 Hz determined from the FRF. The RDM amplitude was varied with the value similar to that of the first resonant. It is noticed that this frequency generates an ideal free vibration signal for the nonlinear identification method. Figure 3.25 presents the backbone and damping curve of the second resonant. Note that the fluctuation in the backbone curve at 5 mV is due to noise in the instantaneous frequencies. In general, the backbone curve shown in Figure 3.25(a) demonstrates the characteristic of linear natural frequencies. As expected, the
damping curve exhibits a positive gradient line, indicating that the system is under influenced of quadratic damping [130]. However, the gradient is very large or the change in the damping ratio is very small, meaning that the nonlinearity induced by the quadratic damping is small. Using the 1st order polynomial curving fitting method available in MATLAB, the intercept, \( A = 0 \), is found at the damping ratio, \( \zeta = 0.037 \).

Figure 3.26. Transient responses of the submerged beam at \( x = 8 \) \( cm \) due to (a) the step input and (b) the derivative of ramp function input signal; The frequency series obtained along the beam length by inducing (a) the step input and (b) the derivative of ramp function input signals

The same procedure as in Section 3.4.1 was used to obtain the transient response of the fully submerged beam. Figure 3.26(a) and (b) present the transient vibration of the beam at \( x = 8 \) \( cm \) generated with the step input and the derivative of ramp function signals,
respectively. It is observed that the beam deteriorates very quickly with amplitudes reaching zero in less than 1 s. The FFT analysis for the step function input signal is displayed in Figure 3.26(c). Note that small peaks appeared at 50 Hz might be from the measuring instruments rather than the beam. It is interesting to see the modal contribution of the beam where the first three natural frequencies are almost uniformly excited. Based on the visual observation of the free vibration signal shown in Figure 3.26(a), the third resonant may only appear in the very beginning of the signal up to 0.2 s. For the rest of the time, the decaying beam oscillation is mostly made of the of the first and second mode shape. Figure 3.26(d) presents the frequency series from the FFT analysis generated with the derivative of the ramp function signal. The input signal may actuate the beam in between the second and third resonant as suggested by the domination of these two peaks in the frequency series. Accordingly, the beam decays with the second resonant, eliminating the influence of the first resonant in the free vibration response.

Figure 3.27. Vibration pattern of the fully submerged beam

Figure 3.27 shows steady state responses of the beam for various forcing frequencies. It is noticed that the vibration pattern at $f = 4$ Hz for the fully submerged beam is comparable to that of the partially submerged beam. The travelling waves in vibration patterns become clear when the forcing frequency is increased close to the second resonant, demonstrated with $f = 16$ Hz and $f = 18$ Hz in Figure 3.27. However, the travelling waves are not pure since the maximum vibration amplitude along the beam length is not uniform and the node due to the second mode shape provides discontinuity
in the mechanical waves. After the forcing frequency passes the second resonant, the second node emerges around the quarter of the beam length as suggested with the vibration pattern at \( f = 20 \, \text{Hz} \) in Figure 3.27. The amplitude of the second node reduces with increasing the forcing frequency away from the resonant. Moreover, the amplitude at the node becomes close to zero creating standing wave formations in the beam responses when the forcing frequency is at the lowest FRF magnitude between the two peaks. This incidence is illustrated in Figure 3.27 at \( f = 34 \, \text{Hz} \).

3.4.4. Influence of fluid viscosity

In the theoretical modelling described in Section 2.2.3, the fluid density determines the damping force on the beam. To investigate the other fluid parameters such as the viscosity on the beam responses, a silicone oil with the chemical formula \((-\text{Si}(\text{CH}_3)_2\text{O}-)_n\) was used as the fluid media. The fluid density for this liquid is 970 \( \text{kg/m}^3 \) which is comparable to the water density. The refractive index is also almost equivalent to that of the water. However, the viscosity of the silicone oil is approximately 1000 times of that of the water. Figure 3.28 displays the FRF of the beam fully submerged in the silicone oil. The random input signals were generated with the maximum amplitudes of 200 \( \text{mV} \) and 300 \( \text{mV} \). It is observed from the figure that there is a local maximum point around 9 Hz. It is unclear whether the peak is due to the random generated signal or the beam phenomena. Accordingly, the stepped-sine wave signal was used to further investigate phenomena. This would allow to estimate the FRF based on the steady state responses. The frequency was set from 1 Hz to 50 Hz with the stepping frequency of 1 Hz. The amplitude of the signal generator was set constant at 200 \( \text{mV} \). The results are shown in Figure 3.28 with the dashed blue line and dotted black line for the sweeping direction up and down, respectively. It is seen that the FRF from the stepped-sine wave is superimposed with the random input signal particularly for up to 30 Hz. This means that the fluctuation in the FRF magnitude at 9 Hz is not caused by noise. Moreover, the vibration pattern will be used not only to elucidate the mechanical wave phenomena, but also to validate whether the peak is a resonant or a normal fluctuation in the FRF magnitude.
Figure 3.28. FRF of the beam submerged in silicone oil

Figure 3.29. Vibration patterns of the beam vibrating in silicone oil

Figure 3.29 presents the steady state responses of the fully submerged beam in silicone oil. It is noticed from the figure that the vibration pattern at $f = 4 \text{ Hz}$ demonstrate the beam vibrating in the second mode shape. It is interesting to see how the node location is already close to the free tip of the beam. In comparison, the node location for the beam vibrating in water at this frequency is still around the clamped section of the beam. With increasing the forcing frequency to $12 \text{ Hz}$, the node location remains the same. However, the vibration pattern exhibits strong travelling waves. At $f = 20 \text{ Hz}$, the vibration pattern reveals that the beam forming a new node around $0.4L$. This is an indication that the beam was actuated in between the second and third resonant. It is interesting to see how the travelling waves remain consistent with forcing frequencies increased away from the resonant. On the contrary, travelling waves are mostly observed around the resonant for
the case of beam vibrating in water. Moreover, the nodes due to the beam mode shape are unavoidable, even with highly viscous fluid media.

3.5. Test 2: Beam with $L = 13.5$ cm

Since the previous investigation with the 0.8 cm beam was limited to the third resonant, the thinner and longer beam were used to further study characteristics of the beam up to the fifth resonant. This would allow to significantly drop the natural frequencies and enhance the contact beam surface to the fluid, increasing the total damping force in the beam. The thickness of the beam was $4 \times 10^{-5}$ m, while the total beam length was extended to 0.135 m. The beam width was the same as the previous test. The density of the beam was 7200 kg/m$^3$. Using random input signals, Figure 3.30(a) displays the FRF of the 13.5 cm beam vibrating in air for various maximum random amplitudes. It is observed that the first three natural frequencies appear in up to 50 Hz. Again, the reason for the first resonant being independent of the input amplitudes, shown in Figure 3.30(a), is due to the frequency location that induces poor SNR for the signal analyser.

![Figure 3.30. FRF of the 13.5 cm beam vibrating in (a) air and (b) water](image)

The effect of damping due to air can be seen in the damped second natural frequency shown in Figure 3.30(a) where the peak decreases and shifts to the smaller frequency
along with increasing the forcing amplitudes. The stiffness and damping due to the beam materials are also believed to contribute to these phenomena. Furthermore, there is a discontinuity in the third peak of the amplitude $80 \text{ mV}$ and $140 \text{ mV}$. This occurrence can be related to the nonlinearity described in Section 3.4.1 where the beam acts as dynamic vibration absorbers for the supporting plate. In addition, this is also the reason why the damped natural frequency displaces approximately $5 \text{ Hz}$ from $80 \text{ mV}$ to $300 \text{ mV}$.

Figure 3.30(b) displays the FRF of the beam fully submerged in water for various maximum random amplitudes. Note that the first peak appeared in the figure is the second resonant. The first resonant is estimated below $1 \text{ Hz}$ which is in the range of the cut-off frequencies of the sensors. Therefore, there are seven natural frequencies emerged up to $60 \text{ Hz}$, making it a good candidate for artificial swimmers. Since the beam possesses low stiffness and high damping characteristics, the amplitudes of the free vibration responses decay very rapidly. Moreover, some peaks are located at low frequencies where the SNR is mostly high. These conditions are not ideal for the nonlinear identification parameter method discussed in Section 3.3.3. Consequently, the backbone and damping curves for this beam configuration are not included in this analysis.

Figure 3.31 presents the steady state responses of the $13.5 \text{ cm}$ beam vibrating in water for various forcing frequencies. The initial presumption that the first peak falls below $1 \text{ Hz}$ is correct. This has been proved with the presence of a nodal point in the vibration patterns.
pattern of the beam at $f = 2\ Hz$, indicating that the peak at $f = 2.25\ Hz$ is the second resonant. At $f = 4\ Hz$, the beam vibrates in the third mode shape. At the halfway of the third and fourth resonant, $f = 10\ Hz$, the beam undergoes vibration in the fourth mode shape. This is demonstrated with three nodal points in the vibration pattern. Eventually, the vibration pattern at $f = 18\ Hz$ demonstrates that the steady state responses are influenced by the fifth mode shape. Although the beam exhibits travelling waves at $f = 12\ Hz$, the colour intensity in the nodal points of the vibration pattern suggests that the amplitudes at the nodes are considerably lower which may reduce the amplitude of travelling waves.

The 13.5 cm beam was also tested in silicone oil media. Figure 3.32 displays the FRF of the fully submerged beam in silicone oil for various input excitations. It is noticed that there is no difference between the random signal of 200 mV and 300 mV. To further investigate this occurrence, the stepped-sine wave was generated with the frequency range of 1 Hz to 50 Hz with the linear stepping frequency of 0.25 Hz and the sweeping direction “up”. The results shows that the amplitude of 80 mV, the dashed black line, superimposes with the responses from the random signals. Ultimately, the FRF diverges once the amplitude of the stepped-sine wave is increased to 200 mV. Since the beam is highly damped, it is believed that this results in the poor coherence of the base acceleration and beam tip acceleration signals, indicated with the FRF in the order of magnitude of -5. This value is ten times lower than that of the 8 cm beam submerged in silicone oil. In addition, the amplitude of 200 mV for the stepped sine wave might induce remarkable tip acceleration values, reducing the FRF magnitude. Nevertheless, all measurements follow the similar trendline.

![Figure 3.32. FRF of the long beam immersed in silicone oil](image)
Figure 3.33 presents the steady state responses of the fully submerged beam in silicone oil. Note that unsteady state analyses were not conducted due to poor transient signals. The measurement was stopped at $f = 12 \, \text{Hz}$ due to the very small displacements which makes it difficult to be clearly captured by the high-speed camera. It is seen that the vibration patterns demonstrate travelling waves from $f = 4 \, \text{Hz}$ to $f = 12 \, \text{Hz}$. Therefore, increasing the beam length is proven to enhance the phase delay between the base and tip displacement, although this will significantly reduce the displacement amplitude along the beam length as suggested by the vibration patterns which make it difficult to observe the nodes and antinodes.

![Figure 3.33. Vibration patterns in silicone oil](image)

3.6. Model validation

The comparison of the analytical and experimental data only considers the steady-state responses of the beam. There are two main components to be examined: the beam amplitude over the beam length and the wave propagation over time. These components would provide comprehensive examinations into the accuracy of the spatial and temporal functions of the beam equation approximating the real phenomena. The estimation of the beam envelope is illustrated in Figure 3.34(a) with the black line specified by circle markers. Since the beam undergoes a periodic waveform, the algorithm developed to obtain the beam envelope is based on the detection of local maxima closest to $t = 0 \, \text{s}$. This is demonstrated in the 3D projection of the beam displacement with respect to $x$ and $t$.
shown in Figure 3.34(b). This technique is beneficial for extracting the envelope of the experimental data, where the periodic wave may contain of multiple frequencies due to noise, creating scattered peak detection over time. Furthermore, by removing the contour map, Figure 3.34(c) depicts the projection of the beam envelope over \( t \), or the top projection of the 3D plot. Note that the straight-line around \( x = 0.6L \) is non-existent in the reality. It is a discontinuity due to the algorithm use to post-process the measurements that imposes a time limit of \( t = 0.1 \, s \) to select the peak. If this limit is exceeded, it considers the following travelling waves. Only the two projections shown in Figure 3.34(a) and (c) are used for validations.

Figure 3.34. Procedures for obtaining the beam envelope and the propagation of the maximum amplitudes over beam length

3.6.1. In water

Some experimental data of the 8 cm beam submerged underwater shown in Figure 3.27 are used to compare with data from the analytical model. To simulate the analytical model, the fluid parameters are described as follows: the water density, \( \rho_f \), is 997 kg/m\(^3\) and the drag coefficient, \( C_d \), is 1.8 based on the flat plate model [121]. Due to the ratio of the length to width ratio of the beam, the inertia coefficient, \( C_m \), is 1 based on the estimation in reference [27]. For the solid parameters, the dimension and material properties of the beam are described in Section 3.4. The nonlinear coefficient value for the third resonant, \( \psi_{333} \), is 0.101934. The flexural rigidity, \( EI \), which is the product of the modulus of elasticity and second moment of area, is calculated by rearranging the natural frequency equations derived in Section 2.2.2 to give
\[ EI = \frac{\omega_n^2 \mu}{\beta_n^2} \]  

(3.8)

where \( \mu \) define as \( \rho A + 0.25\pi \rho_f C_m b^2 \).

For the case of vibrating in air, the added mass term, \( 0.25\pi \rho_f C_m b^2 \), is approximately zero. Substituting the first two undamped natural frequencies from the FRF shown in Figure 3.13 results in the modulus of elasticity of \( 1.273 \times 10^{-4} \text{ N.m}^2 \) and \( 1.159 \times 10^{-4} \text{ N.m}^2 \) for the first and the second resonant, respectively. The discrepancy in the estimated \( E \) values for different natural frequencies indicates that there is a nonlinearity in the stress-strain curve of the material. Since the analytical model is derived based on the linear elastic material, the modulus elasticity is presumed to be linear for all natural frequencies. Accordingly, the \( E \) values are averaged to give the mean modulus of elasticity of \( 1.216 \times 10^{-4} \text{ N.m}^2 \). To compare the estimated \( E \) value from different fluid media, the first three undamped natural frequencies presented Figure 3.22 are substituted into Eq. (3.8), resulting in the mean \( E \) value of \( 1.442 \times 10^{-4} \text{ N.m}^2 \). The discrepancy between the estimation in air and water is not only due to the nonlinearity on the beam, but also the fluid force approximation developed in the analytical model. It is worth mentioning that the fluid forces, which include the added mass and damping force term, were developed for a fixed rigid body subjected to an oscillating flow. Therefore, the flexural rigidity estimated from the beam vibrating in air will be used to simulate the analytical model.

Figure 3.35 depicts the comparison of the analytical and experimental models at some forcing frequencies. Note that the first column presents the comparison of the beam envelope; the second column demonstrates the envelope location of the analytical model in the 3D plot of the beam amplitude with respect to \( t \) and \( x \); and the last column illustrates the wave propagation of the two models. Figure 3.35 (a) displays the envelope of the analytical model plotted in the front view of the experimental model generated with \( f = 4 \text{ Hz} \). The experimental results are demonstrated in a greyscale colour scheme to prevent ambiguity with the analytical model. It is observed that the envelope of the analytical model provides good approximation for the experimental model. Figure 3.35 (b) presents the envelope location of the analytical model in the vibration pattern. By removing the contour map and superimposing with the experimental data, the comparison of the propagation wave of the two models is displayed in Figure 3.35 (c). Note that a phase
synchronisation method was used to generate Figure 3.35(c) so that the envelopes of the two models at \( x = 0L \) start from \( t = 0 \) s.

![Figure 3.35](image)

Figure 3.35. Comparison of the analytical and experimental model of the 8 cm beam at 
(a)-(c) \( f = 4 \) Hz and \( f = 16 \) Hz

The results shown in Figure 3.35(d)-(f) were generated with the forcing frequency of 16 Hz. It is noticed from Figure 3.35(d) that the node location of the analytical model indicated with the solid black line is slightly offset compared to that of the experimental model. Since this frequency is around the second resonant, the nonlinearity in the \( EI \) value becomes apparent. Correcting the \( EI \) value to fit with the second resonant would create a discrepancy for the lower resonant. The reason for this is due to the relationship of the constant \( EI \) to the terms \( \omega_i^2 \) and \( \beta_i^4 \) in Eq. (2.9). Therefore, a correction factor, denoted with \( \gamma_i \), is introduced in Eq. (2.9) to give

\[
\beta_i^4 = \frac{\mu \omega_i^2}{EI} \gamma_i \tag{3.9}
\]

The expression in Eq. (3.9) allows the wave number, \( \beta_i \), to be varied without altering the natural frequency, \( \omega_i \).
Apart from the inaccuracy in the node location, there is also lack of similarity in the amplitude of the envelope which can be caused by the damping approximation in the beam equation. The damping curve obtained from experiments shown in Figure 3.25 demonstrates that the damping is mainly determined by the linear damping with minor nonlinearities due to the quadratic damping function. On the contrary, the total damping force for the analytical model described in Section 2.2.3 is predominantly formed by the quadratic damping. The linear damping, which represents the damping due to material with the value of 0.5%, only accounts for a few proportions in the total damping force. Note that the discrepancy in the envelope becomes notable when the beam is actuated around the resonant. This condition is where the beam generates large displacements, and the cosine part of the beam equation becomes dominant. Eventually, by implementing the correction factors $\gamma_1 = 1$ and $\gamma_2 = 1.28$ and arbitrarily multiplying the quadratic damping constant, $C_{qd}$, by two, the envelope of the analytical model indicated with the dashed black line shown in Figure 3.35(d) provides good approximation for the experimental model. In addition, since the natural frequencies of the system remain the same, there are no significant changes for the analytical models in the propagation of the envelope over $t$ shown in Figure 3.35(f).

Figure 3.36 displays the comparison of the analytical and experimental data at the frequency range of the second and third resonant. This is to demonstrate the capability of the analytical model for approximating the development of the second node in the beam envelope. At $f = 18$ Hz, it is seen that the beam envelopes form a new node in between $x = 0L$ and $x = 0.5L$ as shown in Figure 3.36(a). These phenomena, which include the propagation of the envelope over $t$ shown in Figure 3.36(c), are well predicted by the analytical model. The amplitude at the nodal point reduces with increasing the forcing frequency to 22 Hz, displayed in Figure 3.36(d). Note that the third resonant was considered in the beam equation to simulate the analytical model with the third correction factor, $\gamma_3$, set to unity. It is noticed that the correction factors must be re-evaluated when the forcing frequency is increased close to the third resonant to produce the best fit to the experimental model. In addition, the comparison of the beam envelope over time shown in Figure 3.36(f) also shows minor discrepancies for the two models.
Figure 3.36. Validation of the 8 cm beam at (a)-(c) $f = 18$ Hz and (d)-(f) $f = 22$ Hz

The comparison for the analytical and experimental models for the 8 cm beam was limited to 22 Hz. To further explore the higher mode, the validation will be carried out with the 13.5 cm beam. To calculate the flexural rigidity of the cantilever beam, the first five undamped natural frequencies from the FRF at 300 mV of the fully submerged beam shown in Figure 3.30 were substituted into Eq. (3.9). This substitution results in five $EI$ values with the estimated mean value of $2.190 \times 10^{-5}$ N.m$^2$. The mean $EI$ value is rounded to $2.380 \times 10^{-5}$ N.m$^2$ so that the deviation in the higher natural frequencies of the analytical and experimental model are minimum. The first-six nonlinear coefficients, $\psi_{jki}$, with $j = k = i$ for the modal coordinate equation in Eq. (2.20) are 0.200, 0.175, 0.172, 0.157, 0.158 and 0.159. Following the same procedure for comparing the analytical and experimental models, Figure 3.37 displays the comparison of the beam responses generated with the frequency around the second and third resonant. It is observed that the beam envelope of the analytical model actuated with $f = 2$ Hz shown in Figure 3.37(a) still requires correction factors to fit with the experimental model. The corrections factors of $\gamma_1 = 1$ and $\gamma_2 = 1.25$ were taken arbitrarily and applied to the numerical simulation to shift the node. It is unnecessary to adjust the nonlinear damping value in this case since altering the wave number, $\beta_i$, is adequate to approximate the experimental model.
Furthermore, the influence of the correction factor on the propagation of the envelope over time shown in Figure 3.37(c) is minor.

Figure 3.37. Comparison of beam responses with the length of 13.5 cm at $f = 2$ Hz and $f = 4$ Hz

Figure 3.37(d)-(f) depict the beam responses actuated with $f = 4$ Hz. At this frequency, the beam vibrates in the third mode shape indicated with the two nodes in the beam envelope shown in Figure 3.37(d). As expected, the analytical model provides very good approximation to the experimental model without correction factors. This may be caused by rounding the mean $EI$ value to produce the best fit to the higher natural frequencies. Figure 3.38(a)-(c) displays the beam responses at $f = 10$ Hz. It is observed from the nodes in the envelope that the beam vibrates in the fourth mode shape. There is also no notable discrepancy for the two models at $f = 18$ Hz that vibrate in the fifth mode shape indicated with the presence of four nodal points in the beam envelope shown in Figure 3.38(d)-(f). Therefore, it is preferred to estimate the $E$ value from natural frequencies that are obtained from underwater tests. This would produce more precise prediction to the actual model, particularly for the case of flexible beams where the approximation of the fluid forces tends to break down.
3.6.2. In Silicone oil

It has been demonstrated in Section 3.4.4 that the beam submerged in silicone oil media can perform travelling waves over a wide range of frequencies, even though it is away from resonant. It is also noticed that some nodal points are located in particular locations where it may require a specific manipulation in the beam equation to fit with the experimental model. Therefore, this validation is intended to examine the capability of the Galerkin-based model for fluid structure interaction for approximating the actual model of the beam vibrating in silicone oil. Since the focus is to examine the beam equation, some parameters such as the quadratic damping coefficient, modulus of elasticity and correction factor will be tuned to achieve the desired results. Note that the added mass term, \(0.25\pi \rho_f C_m b^2\), in the linear mass per unit length, \(\mu\), is kept constant since it has an inversely proportional function to the damping force value in the modal coordinate expressed in Eq. (2.20). Accordingly, the variable \(E\) will be varied to alter the \(\omega_n\) value without changing the damping force. In the reality, the modulus of elasticity of the material is typically constant.

Figure 3.39 displays the comparison of the analytical and experimental model of the 8 cm beam vibrating in silicone oil. From the figure, the first row presents the comparison...
of the beam envelopes, and the second row displays the propagation of envelopes over time. Figure 3.39(a) presents the comparison of the beam responses actuated with $f = 8$ Hz. To fit with the actual model, the $C_{qd}$ value was altered to 2 times of that of the water. The $E$ value was also reduced to 60 GPa, resulting in the first three natural frequencies of 1.36 Hz, 8.53 Hz and 23.89 Hz, respectively. Therefore, the peak around 9 Hz in the FRF shown in Figure 3.28 is the second resonant of the beam. At $f = 12$ Hz, the coefficient $C_{qd}$ was amplified to 4 times. The correction factors, $\gamma_i$, of the first, second and third resonant were 1, 1.28 and 1, respectively. Also, the variable $E$ was tuned to 80 GPa. These parameters can well approximate the maximum amplitude of the experimental model shown in Figure 3.39(b), although there is an inevitable discrepancy occurred in the propagation of the envelope over $t$.

For the forcing frequency of 20 Hz, the modulus of elasticity was set to 100 GPa, and the quadratic damping was 2 times of that of vibrating in water. The comparison of the beam responses for the analytical and experimental models is shown in Figure 3.39(c). It is observed that the analytical models considerably agree to some extent with the experimental model. Eventually, the investigation is limited to $f = 20$ Hz, since higher frequencies require parameter optimisation methods to tune all parameters to achieve the

Figure 3.39. Validation of beam responses vibrating in silicone oil at (a) $f = 8$ Hz, (b) $f = 12$ Hz and (c) $f = 20$ Hz

For the forcing frequency of 20 Hz, the modulus of elasticity was set to 100 GPa, and the quadratic damping was 2 times of that of vibrating in water. The comparison of the beam responses for the analytical and experimental models is shown in Figure 3.39(c). It is observed that the analytical models considerably agree to some extent with the experimental model. Eventually, the investigation is limited to $f = 20$ Hz, since higher frequencies require parameter optimisation methods to tune all parameters to achieve the
3.7. Discussion on passive travelling waves

It has been demonstrated in the previous section that the nonlinear analytical model can provide good approximation to the actual model. However, it is inconvenient to explain the travelling wave phenomena with the quadratic damping beam model which requires semi-analytical solution methods to solve the equation. Accordingly, a damping correction factor, $\chi_t$, has been introduced in Section 2.2.6 to approximate the quadratic damping terms, allowing the beam equation to be solved using analytical approaches. The linear approximation of the beam equation will be used in this section to explain the passive travelling waves occurred in the beam vibrating in a liquid. The term “passive” for travelling waves refers to the method how the travelling waves are established in a structure which, in this case, are due to the energy dissipation of the beam to the surrounding liquid. This is to distinguish from the term “active” where travelling waves are achieved by active controlling the boundary conditions that are further investigated in the next chapter.

Figure 3.40. (a) The spatial function and (b) the envelope of the 8 cm beam vibrating at $f = 2$ Hz; (c) Propagation of envelopes for various forcing frequencies

Figure 3.40(a) shows the spatial functions of the 8 cm beam actuated with the forcing frequency of 2 Hz. It is observed that $U(\beta x)$ forms a linear equation with a non-zero intercept due to the influence of the base motion, $A_f$. The delay in the displacement response between the two tips, which induce travelling wave pattern, is determined by
the slope $V(\beta x)$. Since the temporal part of $U(\beta x)$ has 90 degrees out of phase to that of the spatial function $V(\beta x)$, the sum of the two functions can create a phase delay along the beam length. Figure 3.40(b) shows the sum of the two spatial functions indicated with solid black line superimposed with the vibration pattern of the beam. It is observed that the delay of the two tips occurs in very short time.

Depending on the slope $V(\beta x)$, the maximum phase delay is achieved when the forcing frequency approaches the natural frequency, $\omega \to \omega_n$. At this condition, the slope $U(\beta x)$ becomes minimum due to $(\omega_n^2 - \omega^2) \approx 0$ in the term $lp_1$ expressed in Eq. (2.30). Figure 3.40(c) displays the propagation of the beam envelope for various forcing frequencies around the resonant. The phase delay reaches maximum at $f = 3$ Hz, then decreases gradually with increasing the forcing frequency, moving away from the resonant. While the influence of the second resonant is still negligible at $f = 4$ Hz, the spatial function of the beam satisfies $U(\beta x) = A_f - lp_1 \varphi_1$ due to $\omega_n < \omega$. Accordingly, there is a zero-crossing point occurred only in the function $U(\beta x)$ that creates a nodal point in the middle of the beam envelope. This phenomenon can also be seen in the vibration pattern at $f = 4$ Hz shown in Figure 3.27. In addition, by assuming the constant slope in the $W(\beta x)$ function, the phase delay increases along with the total beam length. This can make the beam possible to generate maximum travelling waves. However, the wave amplitudes may not be as uniform as the pure travelling waves demonstrated in Figure 3.1.

Unlike the first mode shape, there is a zero-crossing point in the second mode shape that creates a discontinuity in the beam envelope. Figure 3.41(a) displays the spatial functions of the beam generated with $f = 16$ Hz. With the contribution of the second resonant, the spatial functions of the beam fulfil the following equations: $U(\beta x) = A_f - lp_1 \varphi_1 + lp_2 \varphi_2$ and $V(\beta x) = rp_1 \varphi_1 + rp_2 \varphi_2$. It is noticed that the zero-crossing point for the two spatial functions is in the same location. Increasing the damping will increase the term $rp_1$ and slightly shift the zero-crossing point of $V(\beta x)$. Amplifying the base amplitude, $A_f$, can also raise the term $U(\beta x)$ which, in turn, displaces the location of the zero-crossing point. These techniques, however, may only increase the amplitude at the nodal point. The zero-crossing point can only be cancelled with a manipulation in the boundary conditions. Figure 3.41(b) presents the envelope at $f = 16$ Hz, indicated with the solid black line, that demonstrates travelling waves before discontinued by the node. The
The propagation of the envelope over time is visualised separately along with the other forcing frequencies shown in Figure 3.41(c). As anticipated, the gradient line surges with increasing the frequency.

Figure 3.41. (a) The spatial function and (b) the envelope of the 8 cm beam vibrating at $f = 16$ Hz; (c) Propagation of envelopes for various forcing frequencies around the second resonant

The spatial functions of the 13.5 cm beam are used to further investigate the higher resonant. Figure 3.42(a) presents the spatial functions of the beam vibrating in the fourth mode shape at $f = 10$ Hz. It is observed that there are 3 zero-crossing points in the function $U(\beta x)$. On the contrary, all values are positive for the function $V(\beta x)$. This might be caused by the strong influence of the term $CBX$ due to the first resonant value that falls below 1 Hz. The minimum amplitude in the beam envelope shown in Figure 3.38(a) occurs at the nodal point of $0.58L$. This location is where the second zero-crossing point of $U(\beta x)$ coincides with the trough of $V(\beta x)$ demonstrated in the plot of spatial functions in Figure 3.42(a). Furthermore, this phenomenon also occurs in the fifth resonant. Figure 3.42(b) presents the spatial functions of the 13.5 cm beam vibrating at the fifth mode shape with $f = 18$ Hz. It is observed that the intersection of the zero-crossing points between the function $U(\beta x)$ and $V(\beta x)$ are inevitably. When the beam is forced away from resonant, the contribution of $V(\beta x)$ becomes minimum. Accordingly, the amplitude at the nodal points becomes approximately zero which lead to standing wave generation in the beam.
3.8. Conclusion

An investigation of travelling waves of a cantilever beam submerged in liquid has been performed under various test conditions. This includes a series of experimental tests to assess the dynamic behaviours of the beam in time and frequency domains. An individual test rig assessment was also performed, assuring no dynamic interaction between the beam and the rig that could affect to the beam responses.

Nonlinearities in the damping and natural frequencies were thoroughly examined by the nonlinear identification parameter method in conjunction with the beam FRF. The damping curves extracted from the transient responses reveal that the presence of water can increase the linear damping ratio by approximately 10 times of the beam vibrating in air. The damping lines also demonstrate high (positive) gradient values, indicating weak nonlinearities in the beam. This is contrast to the modelling assumption, where the quadratic damping function from the drag force estimation creates low (positive) gradient values in the damping curves. Furthermore, the nonlinearity in the stress-strain diagram was identified from the FRF due to variation in the estimation of the modulus of elasticity for different natural frequencies.

The steady state responses of the analytical models have been compared to the experimental model. The analytical models provide good approximation, particularly for the case of vibrating in water. Discrepancies occur when the beam is actuated close to the resonant due to underestimated damping values. A correction factor was also introduced.
to manipulate the spatial function, overcoming discrepancies in the validation due to the nonlinear beam properties.

The correlation between the mechanical waves and the linear beam equation has been presented. The travelling wave patterns are achieved due to the fluid damping that creates phase delay along the beam length. In the beam equation, the damping function has a 90-degree out of phase to the base motion. This function contributes the most to the beam equation when the beam is actuated close to the resonant. However, this argument is valid for vibrating in water. For vibrating in viscous fluid such as silicone oil, the experiment shows that the cantilever beam demonstrates travelling waves for wide range frequencies, including away from resonant. Furthermore, the amplitudes of travelling waves are not uniform due to the presence of nodes in the beam envelope. In some cases, this can be alleviated by increasing the forcing amplitudes, altering the damping properties and extending the beam length so that the zero-crossing points of the spatial functions do not intersect in the same location. Finally, this demonstration shows that the Galerkin approximation for FSI model is capable to approximate the beam responses in different fluid viscosities. Although some parameters need to be precisely estimated.
Chapter 4. Influence of travelling waves on the fluid dynamics

4.1. Introduction

This chapter investigates the effect of travelling waves on the fluid dynamics of beams fully submerged in water. The main objective of this study is to examine the time series and mean value of the fluid velocity induced by the submerged beam in various vibration patterns. An experimental investigation is performed to investigate the mean value of fluid velocities produced by a cantilever beam model. A description of the experimental method is provided as well as the techniques used to obtain the experimental data. Two metal beams with different thickness are used to expand the analysis in the range of first two resonant frequencies. The experimental analysis allows to unveil the relationship between the FRF magnitude and the maximum mean fluid velocity.

A 3D numerical simulation capable of performing fluid-structure interaction (FSI) is developed to further explore the relationship of the vibration pattern, beam envelope, the mean fluid velocity, and the fluctuation in the time series of fluid velocity. The mean fluid velocities from the numerical simulation are compared to the experimental data to provide assessment for the numerical model. A thinner beam is also used in the simulation to extend the study into higher modes. Since the travelling waves produced by the cantilever beam are limited around the resonant frequencies, another beam configuration is introduced to induce more travelling waves over wide range of frequencies. The conceptual design of the two-excitation beam model is provided which fulfils a clamped-clamped beam with moving supports. This model generates more uniform travelling waves with constant tip velocity ratio. Finally, a relevant comparison between the two models is discussed and the effect of the vibration pattern on the fluid flow can be obtained.
4.2. Experimental investigation of cantilever beam models

This section describes the experimental study of fluid flow induced by the vibrating beam submerged in water.

![Diagram of test rig and experimental apparatus](image)

Figure 4.1. The schematic diagram of (a) the test rig and (b) the whole experimental apparatus

4.2.1. Description of apparatus and flow measurement principle

The schematic diagram for investigating fluid flow produced by a cantilever beam vibrating in water is illustrated in Figure 4.1(a). The mechanism to induce vibration in the submerged beam is the same as in Chapter 3. The PicoScope 2405A USB oscilloscope was used to generate sine wave signals for the LDS V201 shaker and record the voltage readings from accelerometer sensors. An L-Shaped plate was used to extend the beam to the desired testing position. The dimension of the plate was estimated such a way to not creating a complex dynamic interaction between the plate and the beam within the frequencies of interest. The beam was submerged into a rectangular glass tank with the size of a 40 x 25 x 25 cm filled with approximately 23.5 L of water. Note that the y- and z-axis direction shown in Figure 4.1(a) are for the projection of the test rig including the tank, extension plate and beam. Accordingly, the beam vibrates in the y-axis. The more
detailed view of the test rig is depicted in the XZ-plane displayed in Figure 4.1(b). Two accelerometers were used to monitor the input signal for the beam: one accelerometer was mounted close to the shaker, and the other accelerometer was attached to the clamped section of the beam. The vibration of the beam in the $y$-direction was expected to generate thrust in the $x$-direction. Therefore, the fluid measurement points were located below the free tip of the beam indicated with the red cross marker shown in Figure 4.1(b).

![Figure 4.2. Four laser beams coinciding in one location](image)

The fluid velocity around the beam was measured by a Dantec Dynamics two-component Laser Doppler Anemometry (LDA) system. This non-intrusive fluid measurement system mainly consists of laser, transmitting optics, receiving optics and traverse systems. Two diode-pumped solid-state 1W lasers with wavelengths of 488 nm and 514 nm were used to facilitate continuous wave lasers. The transmitting optics, which include laser beam splitters and focussing lenses, were used to diffract laser beams and shift their frequencies. The outputs of the beam splitters were directed with the focussing lens to intersect in the measurement point. Figure 4.2 displays four laser beams that coincide at one point below the beam. All laser beams were oriented at an angle of 2.5°, creating a volume measurement of 2.62 x 0.12 x 0.12 mm. The receiving optics, consisting of the lenses, filters and photodiodes, would detect the scattered light due to seeding particles that pass through the probe. The optical lenses for the transmitting and receiving optics were mounted on a Dantec 9041T3332 2D traverse system capable of generating a linear motion with an accuracy of ± 0.01 mm. Moreover, the seeding particles used to
scatter the light were silver-coated hollow glass spheres with the mean size of particles 10 $\mu m$.

A metal beam material with the length and width of 135 $mm$ and 12.75 $mm$, respectively, was used for studying fluid flow around the vibrating structure. The thickness of the beam was varied to expand the analysis. Assuming the clamped section of the beam located in the $xy$-coordinate of $(0, 0)$, Figure 4.3 illustrates the coordinate around the free tip of the beam. Note that the width of the beam is assumed to span along the $z$-axis. Therefore, the beam oscillates in the $y$-direction in the range of positive and negative values. By neglecting the torsional vibration, the transverse vibration of the beam induces fluid flow to the $x$- and $y$-direction. Although the 2D traverse system is capable of scanning the measurement points on the $xy$-plane, the probe locations were kept constant in the $x$-coordinate of 0.140 $m$ for safety reasons to prevent reflection due to laser lights hitting the beam surface that could damage the receiving optics. Accordingly, the traverse system was operated to scan the measurement points along the $y$-axis from -0.025 $m$ to 0.025 $m$. This location was defined on the basis where strong fluid flow occurred. The location of the fluid measurement in the $xy$-plane is illustrated with red arrows in Figure 4.3.

![Figure 4.3. Fluid measurement location in the $xy$-plane](image)

Before starting the LDA measurement, the water was stirred gently to distribute the seeding particles. This procedure was performed only if the experiment was suspended for a long time. Then, the beam was actuated with a particular forcing amplitude and frequency for some time not only to ensure the beam reaching steady states, but also to remove the influence of the water circulation due to the stirring process. The laser power was set to 110 $mW$. The laser intensity was regularly calibrated with a Thorlab S121C
standard photodiode sensor in conjunction with a Thorlab PM100USB power and energy meter. The LDA system began to measure fluid flow at the $y$-coordinate of -0.025 m which was set as the origin of the traverse system. The two velocity components of the LDA system detect instantaneous velocities of particles in the $x$- and $z$-direction. In an ideal case, the fluid movement in the $z$-axis is negligible and is not the interest of this study. Therefore, only the $x$-velocity component will be used in the analysis.

It is anticipated that the characteristics of velocity in the $x$-direction produced by the vibrating beam fluctuate at a certain velocity value, illustrated with the red solid line in Figure 4.4. Since the LDA collects random sampling of velocity data, the accuracy of the measurement depends on factors such as the sampling time, sampling rate, fluctuation amplitudes and seeding particles. The blue cross markers in Figure 4.4 illustrate the measured velocity by the LDA system. Consequently, the mean velocity from the measurement can be overestimated or underestimated depending on the total data sample. To facilitate adequate samples, the transit time of the traverse system was set to 120 s before moving to another measurement location. Since the traverse system was operated to scan 5 cm from $y = -0.025$ m to $y = 0.025$ m with the step size of 2 mm, this generated 26 measurement points which took about 1 hour to complete the measurement. Moreover, the rational justification for the transit time will be described in the next section.

![Figure 4.4. Fluid measurement example](image)

**4.2.2. Test 1: Beam with the thickness of 0.6 mm**

The beam used in the fluid investigation had a thickness of 0.6 mm. The mass of the beam was $8.718 \times 10^{-3}$ kg, resulting in the beam density of 8442 kg/m$^3$. The modulus of elasticity of the beam was undetermined and will be estimated from the FRF. The
procedures described in Section 3.3 were applied to obtain the FRF with random input signals. The accelerometer was located at the clamped section of the beam to monitor the base input acceleration, while the laser vibrometer was pointed to the free tip of the beam to acquire the velocity responses. Figure 4.5 presents the FRF of the beam vibrating in air and water for various input amplitudes. To generate those data, the frequency span was limited to 600 Hz with the maximum random amplitude varied arbitrarily at 400 mV, 600 mV and 800 mV. Note that the signal analyser automatically converted the velocity responses of the beam tip to the acceleration responses, resulting in dimensionless FRF magnitudes. This process might include filtering procedures that could underestimate the magnitude values. However, this should not influence the location of peaks with respect to frequency.

It is observed from the FRF of the beam vibrating in air shown in Figure 4.5 that the beam is rigid indicated with the first resonant frequency located at 24 Hz. There is also a notch (discontinuity) in the first peak which can be associated with the interaction of the beam and the supporting plate. This incidence has been thoroughly discussed in Section 3.4.1. The damping ratios for the first three resonant frequencies obtained from the signal analyser are 2.8%, 1% and 0.148%, respectively. It is noticed that the first damping ratio is considerably high. This might be caused by the nonlinearity due to the beam acting as dynamic absorbers of the supporting plate. Substituting the first three natural frequencies from the FRF to Eq. (3.8) results in the flexural rigidity value of 3.95 x 10^{-2} N.m^2, 3.92 x 10^{-2} N.m^2 and 4 x 10^{-2} N.m^2. The mean flexural rigidity is 3.97 x 10^{-2} N.m^2, rounded to the nearest integer.

![Figure 4.5. FRF of the beam with the thickness of 0.6 mm vibrating in different media](image)

Figure 4.5. FRF of the beam with the thickness of 0.6 mm vibrating in different media
For the case of beams vibrating in water, there is a small deviation in the FRF magnitudes due to the variation of input amplitudes shown in Figure 4.5. This can be caused by the properties of the beam where it is 15 times thicker than the previous beam described in Section 3.5. The first three damping ratios extracted from the signal analyser with the amplitude of 600 $mV$ are 4.496%, 1.272% and 0.841%. Substituting the first three natural frequencies of 13.48 $Hz$, 84.77 $Hz$ and 243 $Hz$ to Eq. (3.8) results in the mean modulus of elasticity of $4.48 \times 10^{-2} \, N/m^2$. The relative error of the mean $E$ value for the beam vibrating in air and water is 4.6%. This agrees with the presumption in Chapter 3 stating that the approximation of fluid forces works well for estimating the dynamic behaviour of a rigid (solid) structure and tend to break down for flexible structure.

It has been mentioned in Section 4.2.1 that the transit time of the traverse system is paramount in the LDA measurement. To examine the appropriate transit time for the measurement, the beam was arbitrarily actuated with the frequency of 18 $Hz$ and the base amplitude of 1.8 $mm$. The transit time was subjectively extended from 60 $s$, 90 $s$ to 120 $s$. Figure 4.6 presents the average velocities in the $x$-direction obtained from the LDA measurement for various transit time. Note that the fluctuation in the velocity profiles was filtered with the *smoothdata* built-in function available in MATLAB. It is observed that all transit time values generate consistent results. Accordingly, the transit time 120 $s$ was chosen to investigate the fluid flow for different forcing amplitudes and frequencies to facilitate adequate data samples, particularly at lower frequencies. Furthermore, the effect of water circulation due to stirring the water in the beginning process was also investigated. The dotted green line shown in Figure 4.6 presents the mean fluid velocity measured directly after stirring the water. It is observed that there is no notable discrepancy particularly at the peak with the coordinate of $y = 0$. The deviation occurs on the side of the velocity profile where the flow induced by the beam is minimum. Based on this measurement, it is believed that the fluid flow around the tip is only influenced by the beam and is not affected by water circulation due to the stirring process or reflection from the walls.
To further study the fluid flow, the base amplitude was maintained constant at 1.2 mm. This value was chosen to significantly generate fluid flow at low frequencies. Due to the limitation of the rig, the maximum forcing frequency was constrained to 35 Hz to prevent cavitation or bubble induced by vibrating beam which might affect to the fluid characteristics. The forcing frequencies were varied at 4 Hz, 9 Hz, 14 Hz, 18 Hz, 23 Hz and 30 Hz. The first three values are to demonstrate the characteristics of mean fluid velocities due to the first mode shape. The other values are to signify the influence of the first and second mode shapes when the beam is developing nodes and the beam tips have 180 degrees phase shift. The location of these forcing frequencies in the beam FRF is illustrated in Figure 4.7.

Figure 4.7. Location of fluid investigation in the beam FRF

Figure 4.8 displays the mean velocity from LDA measurements for various forcing frequencies. It is noticed at $f = 4$ Hz that the mean fluid velocity oscillates around zero. The fluctuation might be caused by very low velocities produced by the vibrating beam, creating uncertainties in the measurement. The base amplitude at this frequency is
estimated to be approximately 0.03 \( m/s \). At 9 Hz, the velocity of the base amplitude and the maximum mean fluid is equal which is about 0.07 \( m/s \). At the first resonant frequency, \( f = 14 \text{ Hz} \), the maximum mean fluid velocity is higher than the base amplitude velocity. It is noticed that the characteristics of the mean fluid velocity follow the trend line of the FRF. This trend line continues to the next regime where the phase shift of the beam tips is about 180 degrees. At \( f = 18 \text{ Hz} \), the maximum fluid velocity decreases to 0.12 \( m/s \) while the base input velocity increases to 0.14 \( m/s \). The decrease in the maximum fluid velocity is observed until \( f = 23 \text{ Hz} \) where the base velocity increase to approximately 0.23 \( m/s \). At this frequency, the amplitude at the nodal point in the beam envelope becomes minimum and the phase delay between the two tips is nearly 180 degrees due to lack of damping contribution in the beam equation demonstrated in Section 3.7. However, the maximum fluid velocity rises from 0.1 \( m/s \) to 0.14 \( m/s \) at \( f = 30 \text{ Hz} \). This phenomenon will be further investigated with another beam dimension to reveal the fluid characteristics until the second resonant.

![Figure 4.8. Fluid velocity profiles due to variation of forcing frequencies](image)

Figure 4.8. Fluid velocity profiles due to variation of forcing frequencies

Figure 4.9 presents the mean fluid velocity for various base amplitude and frequency. At 9 Hz, increasing the base velocity from 0.07 \( m/s \) to 0.11 \( m/s \) can increase the maximum mean velocity by about 2.5 times. On the contrary, increasing the base velocity at the resonant, \( f = 14 \text{ Hz} \), from 0.11 \( m/s \) to 0.18 \( m/s \) only improves the maximum fluid velocity about 1.5 times. Moreover, the maximum fluid velocity at \( f = 18 \text{ Hz} \) also increases approximately 1.5 times when the base input velocity rises about 1.4 times, from 0.14 \( m/s \) to 0.20 \( m/s \). These nonlinear relationships between the base input velocity and the maximum mean fluid velocity can be related to the beam FRF presented in Figure 4.5. At the resonant, the beam tip velocity decreases with increasing the base amplitude due to increasing the damping force. Conversely, the FRF magnitudes at 9 Hz and 18 Hz are
unchanged due to the variation in the base amplitude. Finally, these findings support the previous analysis for the constant amplitude with variation of forcing frequency where the fluid velocities highly depend on the beam FRF.

![Figure 4.9. Influence of variation in the base amplitudes on the fluid velocity profiles](image)

**4.2.3. Test 2: Beam with the thickness of 0.3 mm**

A metal beam with the thickness of 0.3 mm was used to examine the fluid flow between the first and two resonant frequencies. The mass of the beam is $4.457 \times 10^{-3} \text{ kg}$, which leads to the estimated density of $8631 \text{ kg/m}^3$. The same procedures were applied to obtain the beam FRF. The time and frequency span for the signal analyser were set to 10.24 s and 312.5 Hz respectively, resulting in the frequency resolution of 0.09766 Hz. Figure 4.10 display the beam FRF in two different media for various forcing amplitudes. It is observed that the first natural frequency for the beam vibrating in air drops to 12 Hz due to the thickness reduction. There is no nonlinearity observed in the peak of the first resonant. Using the quadrature pick picking method, the damping ratio is estimated to be 1.22%. The second resonant frequency is located at 75.5 Hz with the estimated damping ratio of 2.070%. The second damping ratio may be influenced by the interaction of the beam and the supporting plate which also occur in the other measurement described in
Section 3.4 and 3.5. Substituting these natural frequencies to Eq. (3.8) results in the mean flexural rigidity of $5.10 \times 10^{-2} \text{N.m}^2$. For the beam vibrating in water, it is observed that the variation in the base amplitude can significantly change the magnitude at the peaks. The first three natural frequencies are obtained at 4.98 Hz, 32.90 Hz and 94.80 Hz, respectively. The first three damping ratio values at the amplitude of 600 mV are estimated about 8.654%, 5.473% and 2.775%, respectively. The mean flexural rigidity for the beam vibrating in water is $4.46 \times 10^{-2} \text{N.m}^2$. Accordingly, the relative error of the modulus of elasticity for the beam vibrating in air and water is 9.6%. The error increases due to thickness reduction which makes the beam more flexible than the previous beam with the thickness of 0.6 mm.

![Figure 4.10. FRF of the beam with the thickness of 0.3 mm vibrating in air and water](image)

The same LDA setup were used to investigate the fluid characteristics. The fluid measurement location was also located at the $x$-coordinate of 0.140 m, or 5 mm from the free tip of the beam. The base amplitude was maintained constant at 1.2 mm. The forcing frequencies were varied at 9 Hz, 14 Hz, 23 Hz, and 33 Hz. The location of these forcing frequencies in the beam FRF is illustrated with the grey circle markers in Figure 4.10. The first three values are intended to obtain the fluid characteristics when the beam is lack of travelling waves due to the minimum contribution of the damping. The last two values are to investigate the fluid flow around the second resonant frequency. In addition, these forcing frequencies are also aimed to provide a fair comparison between the beam with thickness of 0.3 mm and 0.6 mm.

Figure 4.11 presents the mean fluid velocity obtained from the LDA measurement for various forcing frequencies. As expected, the maximum mean fluid velocities follow
the trend line of the FRF. The least fluid velocity is obtained at 14 Hz where this frequency is located at the trough of the first and second peak of the FRF. At 9 Hz, the maximum mean fluid velocity is 0.04 m/s. At 18 Hz, the vibration of the beam only induces the maximum fluid velocity of 0.05 m/s. This value is far lower than the beam with the thickness 0.6 mm. At $f = 23$ Hz, the maximum mean fluid velocity increases to 0.11 m/s, which is comparable to the 0.6 mm beam. In addition, the fluid velocity value doubles when the beam is actuated at the resonant, $f = 33$ Hz. To conclude, the experimental results show that the characteristics of the maximum fluid velocity induced by the submerged cantilever beam have a linear relationship to the beam FRF. On the basis of these data, further investigations utilising numerical simulation will be carried out to obtain the influence of the node in the beam envelope, phase delay between two tips, beam mode shapes and vibration pattern of the beam on the fluid flow.

Figure 4.11. Fluid velocity profiles of the beam with the thickness of 0.3 mm

4.3. Numerical investigation of cantilever beam models

This section describes numerical investigation of the beam submerged underwater using a 3D Computational Fluid Dynamics (CFD) model. This model allows to examine the time series of fluid velocity at certain locations that can be used to reveal the fluctuation in the fluid generation. Fluctuations in the fluid flow can directly influence the mean fluid velocity.

4.3.1. Model description

This investigation uses the overset mesh method to facilitate the relative motion of the beam. Therefore, the CFD model consists of three domains: the solid (beam), overset
and background domain. These domains are built based on the 3D model using STAR-CCM+. The dimension of the solid domain is taken from the experimental measurement. In the CFD model, the unit of length is represented by the chord length, \( c \), rather than in the metre or other units. 1 chord length is equivalent to the total beam length which, in this case, is 0.135 m. All parameters related to the unit of length are normalised with respect to the beam length. Accordingly, the thickness of the beam of 0.6 mm is equivalent to 0.0044\( c \). The symmetry model is used to optimise the computational time. Therefore, the beam width for the CFD model is 0.047\( c \), which is half of the experimental model.

The geometry of the overset domain is 2\( c \) x 0.7\( c \) x 0.1\( c \) shown in Figure 4.12(a). The solid domain is located at the centre of the overset domain. At this location, the body of the overset domain is cut to the size of the solid domain to provide contact surface between the solid and fluid domains. Furthermore, the geometry of the background domain is 12\( c \) x 5\( c \) x 0.5\( c \) with an arrangement demonstrated in Figure 4.12(a). In addition, the length of the background domain is extended with respect to the free tip of the beam to avoid numerical instabilities occurred in downstream regions.

Figure 4.12. (a) Global mesh domain; (b) Overset and background domain; and (c) Closer view of the beam.
A 3D based-mesh is constructed with the built-in mesh features available in STAR-CCM+. This FSI problem requires different mesh strategies for the solid and fluid boundaries. For the solid domain, a hexahedral mesher is used to generate a uniform mesh. This is to facilitate a consistent contact interface to the boundary layers of the overset domain, allowing for data mapping between solid and fluid solvers. The meshes for overset and background domain are constructed with an unstructured polygonal mesher and a structured prism layer applied at the solid surface. A base size, which is the parameter to alter the grid density, is assigned for the overset and background meshes. Therefore, the surface, volumetric and refinement control parameters are changed proportional to the variation in the base size value. The surface and volume growth rate are set constant to 1.4 and 1.3, respectively. The surface control is applied to the background domain, allowing the structured mesh to grow from the near-fields of the overset mesh to the far-field of the background boundaries. The far-fields are set to 750% of the base size value. Figure 4.12(a) displays the mesh constructed with the base size value of 1 \text{ mm}.

A part-based refinement is used to create a uniform mesh generation in the transition area of the overset and background domain shown in Figure 4.12(b). This is to ensure that there is no overlap between the two domains. In addition, the volumetric control for this refinement is set to equal to the base size value. Another part-based refinement, demonstrated in Figure 4.12(b), is also used to produce a fine and uniform mesh generation around the solid domain to capture fluid flow. The volumetric control for this fine refinement is set to 50% of the base size value. The prism layer was applied to the near-field boundary of the overset domain. The total prism layer thickness value is 0.0056c. The number of layers is constrained to 10 with the prism layer stretching value of 1.4. Figure 4.12 (c) shows the boundary layers in the near-field boundary of the overset domain. In addition, the minimum surface size this mesh is set to 1% of the base size value.

4.3.2. Flow physics and solver

Unsteady FSI simulations are performed in STAR-CCM+. The fluid density is assumed to be unchanged all over the continuum. The segregated flow solver is used to solve the conservation equations of mass and momentum in a sequential manner. The
Reynolds-Averaged Navier-Stokes (RANS) equations with the SST (Menter) $K - \omega$ turbulence model are used for flow computations. The density and dynamic viscosity of water are set to 997.561 $kg/m^3$ and 8.8871E-4 $Pa-s$, respectively. All fluid simulation settings, such as the convection scheme, turbulent viscosity, turbulent dissipate rate and under relaxation factor to name but a few, remain as default values. Furthermore, the solid stress model is used to estimate the dynamic responses of the beam under loads. This model is based on the finite element approaches for calculating displacement responses and the corresponding stress and strain. In addition, the solid model is assumed to fulfil the isotropic materials with a linear stress-strain relationship.

![Figure 4.13. Surfaces for assigning boundary conditions](image)

To define the relative motion of the beam in the simulation, the solid displacement module is assigned to the solid domain, allowing the body to deform based on the estimated stress and strain. The morphing module is applied to the overset domain to follow the movement of the beam. The contact surfaces between the solid and overset domain, so-called the solid-fluid interface, are assigned with the mapped contact interface module to exchange displacements and fluid forces every time. This two-way coupling is performed instantly in STAR-CCM+. The outer surfaces of the overset domain that overlaps with the background domain are assigned with the overset mesh module, commonly known as the Chimera or overlapping mesh. Figure 4.13 illustrates the surfaces of the tank domain for assigning boundary conditions. The wall boundary is applied to the upper, lower, left, right and back surface of the tank domain, while the symmetry plane is set to the front surface. The boundary conditions for the solid domain are set to the following configurations: (1) Symmetry plane at the front surface, (2) Free at the top, bottom, back and right surface, and (3) Constraint with prescribed displacement
at the left surface. In addition, the prescribed displacement is used to define the base motion for the beam.

The second order temporal scheme is chosen for the implicit unsteady solver to reduce numerical dissipation and dispersion. A fixed time step is implemented in the simulation. The time step is set to, at least, $1/70$ of a period, depending on the operating frequency to reduce the computational cost. Once the beam and fluid responses reach steady states, the simulation is stopped. Therefore, the total time for simulation varies according to frequencies. The simulation is mainly to record the time series of the dynamic responses of the beam and the local velocity around the beam tip. Furthermore, certain criteria are set to ensure that the residuals fall below a certain threshold. The first criterion was that all the main residuals, such as continuity, $x$-momentum, $y$-momentum and $z$-momentum, must reach a residual value of $1.0 \times 10^{-4}$ before progressing to the next time-step. If these criteria cannot be achieved due to convergence issues, then the maximum number of inner iterations is set to 150. Accordingly, the simulation will progress to the next time-step if the number of inner iterations exceeds 150 as a result of not meeting the requirements for the two set criteria.

4.3.3. Grid convergence and validation

A mesh independence study is performed to examine when the fluid flow becomes invariant to the change in the mesh grid. To achieve this, the base size value is assigned with three different numbers such as 0.0015 $m$, 0.001 $m$ and 0.00075 $m$ which result in the total cell counts for the entire domain of 0.72 mill., 2.15 mill. and 4.89 million cells, respectively. The coarse grid, denoted by G1, is used to provide an initial solution for the simulation. All grids are assessed against the finest grid, G3. Since there is no external flow, the movement of the fluid depends on the displacement of the beam. Therefore, boundary layers become paramount to approximate the transfer of kinetic energy from the beam to the liquid. Inappropriate boundary layer setup can lead to underestimated flow around the structure. Moreover, the bending vibration of the beam can stretch the overset domain which may alter fluid features and generate numerical instabilities. Accordingly, the thickness of the prism layer for the coarse grid is also varied to demonstrate that the fluid flow is already independent of the change in the boundary layers.
The mesh study is conducted by assigning the left surface of the solid domain with a sinusoidal wave with the amplitude and frequency of 1.8 mm and 18 Hz, respectively. Figure 4.14 displays time series of fluid velocities for various mesh grid at \( x = 0.137 \) m and \( y = 0 \) m. As expected, there is a remarkable variation for all grids in the transient responses, particularly up to 0.4 s. In the steady state, the mean velocities for G1, G2 and G3 are 0.3159 m/s, 0.3604 m/s and 0.3646 m/s, respectively. The relative error for the mean velocity between the coarse grid, G1, and finest grid, G3, is estimated about 13.36%. The grid G2 can obtaining a low level of variance when compared to the grid G3, while achieving an approximate 44% reduction in the total cell count. Furthermore, the grid G2A and G2B are generated by changing the thickness of the prism layers for the medium grid to 0.0002c and 0.0075c, respectively. It is seen that there is no remarkable discrepancy in the time series of fluid velocity due to the variation in the thickness of boundary layers.

To provide validation, the finest grid G3 is replaced with the experimental data. Figure 4.15 displays the mean fluid velocities at \( x = 0.140 \) m for various mesh grid. It is observed that the mean velocities for all grids at \( x = 0.140 \) m and \( y = 0 \) m drop approximately 44% compared to those at \( x = 0.137 \) m and \( y = 0 \) m. An insignificant deviation is also found in the maximum mean velocities for all grids compared to the experimental result. However, the peaks for the coarse grid G1, G1A and G1B are offset from the \( y = 0 \) m. Moreover, they also demonstrate asymmetrical curves. On the contrary, the grid G2 provides a symmetry average velocity, and the peak is almost superimposed with the experiment data. Therefore, the grid G2 is determined as mesh independent as it produces an accurate resolution and is selected to be used in the fluid investigation.
Figure 4.15. Comparison of the mean fluid velocity of the experimental data and numerical simulation

4.3.4. Discussion on the fluid characteristics around the first two resonant frequencies

The numerical simulation is expanded using the grid model G2 to further investigate the fluid characteristics of the 0.6 mm beam. The base amplitude is maintained constant at 1.2 mm, and the forcing frequency is varied according to the experiment. Figure 4.16 presents the velocity responses of the beam for various frequencies. Note that the first row represents the beam envelope, and the second row demonstrates the propagation of the velocity over time. At \( f = 9 \) Hz, the beam vibrates in the first mode shape with the tip velocity ratio of 2.17. The tip ratio is defined as the ratio of the tip velocity to the base input velocity of the beam. Moreover, the vibration pattern demonstrates a slight phase delay between the tips. At the resonant, \( f = 14 \) Hz, the tip velocity ratio increases to 2.66, and the beam achieves the maximum phase delay. After passing the first peak, the tip ratio decreases to 1.96 at \( f = 18 \) Hz. Although the tip ratio at 18 Hz is higher than that at 23 Hz, the maximum mean fluid velocity shown in Figure 4.8 demonstrates otherwise. Accordingly, the maximum mean fluid velocity is determined by the beam tip velocity rather than the tip ratio as suggested by the maximum value of the tip velocity at 23 Hz exceeding the tip velocity value at 18 Hz. A similar phenomenon can also be seen at 14 Hz and 30 Hz where the two frequencies demonstrate comparable values for the beam tip velocity and the maximum mean fluid velocity. Since the beam at 30 Hz vibrates in the second mode shape and the tip ratio is almost unity, it can be concluded that the phase delay and the mode shape do not determine the maximum fluid velocity particularly around the first resonant frequency.
To obtain the fluid features due to the beam vibrating in the first mode shape, Figure 4.17(a) and (b) present the time series of fluid velocity in the $y$-direction (vertical) and $x$-direction (horizontal) actuated with $f = 9\ Hz$ probed at $x = 0.137\ m$, respectively. It is noticed by comparing Figure 4.16 and Figure 4.17(a) that maximum velocities of the beam and fluid have 90 degrees phase shift. This indicates that the fluid velocity is directed solely by the displacement of the tip. The highest fluid velocities occur once the tip displacement passes the peak or the trough. With the maximum tip displacement of 2.6 mm, the maximum value for the horizontal fluid velocity component shown in Figure 4.17(b) is 0.31 m/s. However, the maximum mean velocity is estimated to be 0.17 m/s. At $x = 0.140\ m$, the horizontal fluid velocity presented in Figure 4.17(b) decreases remarkably about 54%. The maximum mean velocity is approximately 0.076 m/s which is equal to the maximum mean velocity value obtained from experiments shown in Figure 4.8. The significant drop occurred at 9 Hz is due to high tip displacement amplitudes that induce more fluctuation in the fluid velocity. On the contrary, low displacements can promote more uniform fluid generations and reduce the fluctuation in the fluid velocity.
Figure 4.17. Fluid velocity of the 0.6 mm beam actuated with 9 Hz probed at (a)-(b) $x = 0.137 \text{ m}$ and (c) $x = 0.140 \text{ m}$

Figure 4.18(a) presents the characteristics of the horizontal fluid velocity component at $x = 0.137 \text{ m}$ actuated with $f = 30 \text{ Hz}$. The maximum fluid velocity is obtained about $0.42 \text{ m/s}$, while the maximum mean velocity drops to $0.3 \text{ m/s}$. Probed at $x = 0.140 \text{ m}$, the maximum fluid velocity shown in Figure 4.18(b) only reduces 43% to $0.24 \text{ m/s}$ with the maximum mean fluid velocity of $0.15 \text{ m/s}$. Therefore, it can be concluded that the amplitude of the tip displacement can influence the fluctuation in the fluid velocity particularly around the first resonant frequency.

Figure 4.18. Time series of horizontal fluid velocity components at 30 Hz obtained at (a) $x = 0.137 \text{ m}$ and (b) $x = 0.140 \text{ m}$
Figure 4.19. Velocity responses of the 0.3 mm beam vibrating at (a) 9 Hz and (b) 33 Hz

The 0.3 mm beam is used to further explore the fluid characteristics at the second resonant. The thickness of the solid domain is reduced to 0.0022c. The mesh configuration follows the grid model G2, and all simulation parameters remain the same as described in Section 4.3.2. The base amplitude is kept constant at 1.2 mm. Figure 4.19(a) displays the beam velocity actuated at $f = 9$ Hz. It is observed that the tip ratio is approximately 1.3, and the maximum tip velocity is about 0.1 m/s. The tip velocity value is the reason why the fluid velocity of the 0.6 mm beam exceeds the 0.3 mm beam. At the resonant frequency, $f = 33$ Hz, the velocity responses of the beam are presented in Figure 4.19(b). Strong travelling waves are observed in the vibration pattern with the tip velocity ratio approximately 1.78. Furthermore, the time series of fluid flow probed at $x = 0.137$ m is displayed in Figure 4.20. Although the fluid demonstrates less fluctuation than the 0.6 mm beam, high displacements due to vibrating in the resonant frequency induce more fluctuation in the fluid velocity shown in Figure 4.20(b). With the tip velocity exceeding 0.4 m/s, the maximum fluid velocity surges to more than 0.8 m/s. However, the maximum mean velocity drops almost 35% to 0.59 m/s. This indicates that the tip velocity ratio at the second resonant also influences the fluctuation in the fluid flow. In addition, these
demonstrations reveal that the fluid flow in the first two mode shapes are determined solely by the tip velocity.

Figure 4.20. Time series of fluid velocity actuated at (a) 9 Hz and (b) 33 Hz

Figure 4.21. FRF of the 0.1 mm beam vibrating in air

4.3.5. Higher resonant frequencies

The fluid investigation has been limited to the second resonant. Therefore, a thinner beam is used to explore characteristics of fluid flow up to the fourth resonant. The beam has the thickness of 0.1 mm with the same length and width as the previous beam described in Section 4.2. The beam density is estimated to be 8500 kg/m³. The same procedures were used to obtain the beam FRF. Figure 4.21 presents the FRF of the cantilever beam with the thickness of 0.1 mm vibrating in air obtained from experimental measurements with random inputs. The estimated damping ratio values from the first three peaks of the FRF with the amplitude of 600 mV are 6.362%, 1.759% and 1.171%, respectively. The damping ratio becomes higher than the other two beams due to damping from materials and interaction with air. The first three natural frequencies are
approximately 4.50 Hz, 27.25 Hz and 77.25 Hz, respectively. Using Eq. (3.8), the mean flexural rigidity is approximately $2.23 \times 10^{-4} N.m^2$.

Note that the first torsional natural frequency for a cantilever beam is typically located between the third and fourth resonant frequency of the bending (transverse) vibration. The torsional vibration may introduce unique fluid phenomena which are not the interest of this study. Accordingly, a 3D modal analysis was carried out using ABAQUS since the experimental apparatus is not capable of performing the FRF for the torsional vibration. The first and second torsional resonant frequencies are obtained at $89.52 \ Hz$ and $268.55 \ Hz$. To obtain the natural frequencies for the beam vibrating in water, the first five natural frequencies, including the torsional resonant, are substituted to Eq. (3.8), resulting in the natural frequency values of $1.23 \ Hz$, $7.73 \ Hz$, $21.65 \ Hz$, $25.08 \ Hz$ and $42.43 \ Hz$. It should be noted that the resonant frequency of $25.08 \ Hz$ is the torsional vibration of the beam in water.

Numerical simulation is performed using the mesh grid G2 to simulate the dynamic responses of the 0.1 mm beam. The thickness of the solid domain of the CFD model is reduced to 0.00074 cm. The simulation parameters are the same as explained in Section 4.3.2. The base amplitude and frequency are taken from the experimental data. Figure 4.22 displays the tip displacement ratio for various forcing frequency obtained from numerical simulation using STAR-CCM+. To investigate the influence of the torsional vibration, the results from numerical simulation are superimposed with the analytical model for transverse vibration of the cantilever beam vibrating in water derived in Chapter 2. The stepped sine waves were implemented to obtain the analytical model with the forcing frequency varied from 0.5 Hz to 35 Hz. The base amplitude, $A_f$, were maintained constant at 1.2 mm. It is observed that the discrepancy between the two approaches occurs at 18 Hz and 23 Hz. Since the analytical model only consider the transverse vibration of the beam, the discrepancy can be caused by the influence of the first natural frequency of the torsional vibration on the STAR-CCM+ model. Therefore, the forcing frequency of 18 Hz and 23 Hz will not be included in the analysis.
Figure 4.22. The frequency series of the tip displacement ratio of the 0.1 mm beam obtained from analytical approaches and numerical simulation.

Figure 4.23. Velocity responses of the 0.1 mm beam actuated with (a) $f = 4$ Hz, (b) $f = 14$ Hz and (c) $f = 30$ Hz.

Figure 4.23 displays the velocity responses of the 0.1 mm beam for various forcing frequencies. It is observed that the beam at 14 Hz vibrates in the third mode shape. With the tip velocity about 0.12 m/s, the maximum fluid velocity generated at $x = 0.137$ m is 0.23 m/s. Note that the fluid velocity is not shown here for brevity. As expected, the fluid velocity demonstrates less fluctuation due to the tip ratio equal to unity. At $f = 30$ Hz, the beam vibrates in the fourth mode shape. The vibration pattern also presents strong travelling waves. The maximum fluid velocity at $x = 0.137$ m is 0.39 m/s, and this value drops 28% to 0.28 m/s at $x = 0.140$ m. Moreover, the velocity drop at $x = 0.140$ m of the
0.1 mm beam is lower than that of the 0.6 mm beam. However, it is unclear this incident is due to the contribution of the mode shape and/or the vibration pattern. Therefore, further investigation is needed to reveal the influence of those variables on the fluid dynamics.

4.4. Numerical investigation of two-excitation beam models

The travelling waves induced by the cantilever beam models are passive travelling waves. Therefore, it is impractical to compare the effect of travelling waves on the fluid dynamics of the two beams due to inconsistent travelling wave contents over frequencies. In this section, a mechanism to generate active travelling waves is described and the characteristics of vibration in vacuum and water are also presented.

4.4.1. Model description

To facilitate maximum travelling waves over wide range frequencies, each beam tip needs to be actuated with a forcing mechanism that can manipulate the phase of the wave. There are two most common mechanisms used to actuate the beam submerged in liquid: piezoelectric- and magnetic-based actuators. In this study, the magnetic-based actuator is used as the forcing mechanism to control the beam tips. Figure 4.24(a) depicts the schematic diagram of the forcing mechanism for the beam. This arrangement is adopted from a micropump system developed in reference [45]. Permanent magnets are mounted on each beam tip. The other permanent magnets, located outside of the tank, are coupled to a rotating shaft. By rotating the shaft in one direction with a certain frequency, this will reverse the poles of the magnetic fields that can be used to either attract or repel the permanent magnets attached on the beam. This mechanism is equal to giving a periodic oscillation to the beam. The phase delay between the two tips is achieved by adjusting the pole 90-degree out of phase for the permanent magnets that are mounted on the shaft illustrated in Figure 4.24(a). In addition, this non-contact actuation can be miniaturized to create artificial swimmers for transport devices.
Figure 4.24. (a) Schematic diagram of the forcing mechanism for the beam, and (b) the simplified representation of the two-excitation beam model

Since the beam is mounted to the permanent magnets which are assumed to be solid, this configuration prevents the slope occurred at the beam tips. Assuming the magnets undergoes rigid body movement without rotation, the beam can be modelled as a fixed-fixed beam with moving supports illustrated in Figure 4.24(b). From the figure, the base input motion for $X$ and $Y$ is defined as $X = X_0 \sin(2\pi f t + \theta_1)$ and $Y = Y_0 \sin(2\pi f t + \theta_2)$. In addition, the first-four values for the terms $\beta_n/L$ for the clamped-clamped beam configuration are 4.7300, 7.8532, 10.9956 and 14.1372 [106].

4.4.2. Vibrating in vacuum

The 0.1 mm beam is used to investigate basic vibration characteristics of the two-excitation beam model up to the fourth resonant frequency. A 3D numerical simulation is performed in STAR-CCM+ with only using the solid domain model to simulate the beam vibrating in vacuum. The solid stress module is implemented in conjunction with the Rayleigh damping model to assign the damping due to material. The damping ratio is
assumed to be constant 0.5% for the first-five resonant frequencies. The natural frequencies are obtained by substituting the $\beta_n$ value for the clamped-clamped beam, the beam dimension, and its material properties provided in Section 4.3.5 to Eq. (3.8). The first four natural frequencies for this beam configuration vibrating in vacuum are 28.04 Hz, 77.28 Hz, 151.50 Hz and 250.40 Hz. Using the surface analogy illustrated in Figure 4.13, the base motion $w_{b1}$ is assigned to the left surface and $w_{b2}$ is applied to the right surface of the solid domain. The base amplitudes $A_f1$ and $A_f2$ are set constant to 0.5 mm to avoid axial stretching of the beam which can induce nonlinearity phenomena. The phase $\theta_1$ and $\theta_2$ are set to 0 and $\pi/2$, respectively. The forcing frequency, $\omega_f$, is varied arbitrarily to investigate the beam responses close and away from resonant frequencies.

Figure 4.25 presents the velocity responses of the beam actuated around the first resonant frequency. It is observed that this configuration can successfully generate travelling waves. Due to the input parameter $\theta_1$ and $\theta_2$, the waves travel in the negative direction, from $x = 0.135$ m to $x = 0$ m. For this configuration, the tip velocity ratio is always unity. The changes of amplitude only occur in the middle of the beam. With the forcing frequency approaching to the first resonant, the amplitude at the middle of the beam increases shown at $f = 20$ Hz in Figure 4.25. The velocity responses of the beam
actuated between the first and second resonant frequency is displayed in Figure 4.26. It is observed that the waves change to the positive direction, travelling from $x = 0 \ m$ to $x = 0.135 \ m$. This is due to the nature of the second mode shape that forms one peak and one trough in the beam envelope with a 180-degree phase shift. At the frequency close to the first resonant, $f = 30 \ Hz$, the beam demonstrates standing wave patterns. The same case is also observed at the frequency close to the second resonant, $f = 70 \ Hz$, where the node presents at the middle of the beam, creating discontinuity in the propagation wave. On the contrary, the travelling waves are only observed when the forcing frequency is set away from resonant as indicated at $f = 50 \ Hz$ shown in Figure 4.26.

These phenomena can be explained by using the linear approximation of the beam equation in Eq. (2.30). Using the principle of the two-mode summation [21], the beam displacement in this configuration can be expressed as

$$w_t(x, t) = A_{t1}\delta + \sum l_p l_i \phi_i \sin(\omega t + \theta_1) + \sum r_p l_i \phi_i \cos \omega t$$

Figure 4.26. Velocity responses of the beam actuated between the first and second resonant.
where $\delta(x)$ is the spatial function of the base motion for the clamped-clamped beam configuration. By setting $\theta_1 = 0$ and $\theta_2 = \pi/2$, the terms $(A_{f2}\delta + \sum lp_i\varphi_i)$ become in-phase to the damping terms, $\sum rp_i\varphi_i$. When the forcing frequency is set away from the resonant, the terms $\sum rp_i\varphi_i$ become negligible. However, travelling waves are induced due to the contribution of the terms $(A_{f2}\delta + \sum lp_i\varphi_i)$ in the beam equation from the base motion, $w_{b2}$. When the beam is actuated close to the resonant, $\omega_n \approx \omega$, the contribution of the terms $\sum lp_i\varphi_i$ becomes minimum. Accordingly, the beam equation is mainly composed of the terms $A_{f1}\delta \sin \omega t$ and $(A_{f2}\delta + \sum rp_i\varphi_i) \cos \omega t$. The absence of the variable $\varphi_i$ in the sine function leads to generate the standing wave formation particularly at the middle of the beam where the contribution of the term $A_{f1}\delta$ is minimum.

Figure 4.27. Velocity responses of the beam actuated between the second and third resonant

Figure 4.27 presents the velocity responses of the two-excitation beam model actuated between the second and third resonant frequencies. It is noticed that the direction of the waves changes again to the negative direction, from $x = 0.135$ m to $x = 0$ m. After passing the second resonant, for example at $f = 90$ Hz, the beam starts to develop two nodal points in the beam envelope. At halfway of the first and second resonant, $f = 115$ Hz, the terms $(A_{f1}\delta + \sum lp_i\varphi_i) \sin \omega t$ and $(A_{f2}\delta + \sum lp_i\varphi_i) \cos \omega t$ becomes equal. In
consequence, the amplitudes at the nodes increase, leading to the travelling wave pattern. At the frequency close to the third resonant, $f = 145 \text{ Hz}$, the amplitudes at the nodes decrease again, indicating the development of the standing wave formation. Furthermore, these phenomena continue to the next region when the beam is actuated between the third and fourth resonant frequencies presented in Figure 4.28. It can be concluded that the travelling waves in the positive direction occur whenever the beam vibrates in an even number of the mode shapes such as $i = 2, 4, 6, \ldots$.

![Figure 4.28. Velocity responses of the beam actuated between the third and fourth resonant](image)

**4.4.3. Vibrating in water**

The analysis for the two-excitation beam model vibrating in water is not only limited to the 0.1 mm beam, but also to the other beam models – such as the 0.3 mm beam and 0.6 mm beam model – to provide a fair comparison to the cantilever beam model. The 3D FSI model and the simulation solvers described in Section 4.3.1 and 4.3.2 are used to perform numerical simulations for the two-excitation beam model. The base input motion for $w_{b1}$ and $w_{b2}$ are applied to the left and right surface of the solid domain, respectively. Using parameters of the 0.6 mm beam, the first three natural frequencies for the clamped-clamped beam configuration vibrating in water are approximately 88.88 Hz, 244.99 Hz, 599.99 Hz.
and 480.29 Hz. The forcing frequency is varied based on the cantilever beam model. The base amplitudes for \( w_{b1} \) and \( w_{b2} \) are set constant to 1.2 mm. The phase \( \theta_1 \) and \( \theta_2 \) for the base motion are set to \( \pi/2 \) and 0, respectively, to generate travelling waves in the positive direction propagating from \( x = 0 \) m to \( x = 0.135 \) m. All simulation parameters remain default values. Figure 4.29 presents the velocity responses of the 0.6 mm beam with the two-excitation model for various forcing frequency. As expected, the beam only vibrates in the first mode shape for the selected forcing frequencies since the first resonant is located at 88.88 Hz. It is observed that the two-excitation beam model at 14 Hz provides more uniform travelling waves than the cantilever beam shown in Figure 4.16. By comparing the fluid characteristics induced by the two models, it can be used to study the contribution of travelling waves to the fluid flow which will be discussed in the next section.

![Figure 4.29. Velocity responses of the 0.6 mm beam vibrating in water at (a) \( f = 14 \) Hz and (b) \( f = 30 \) Hz](image)

The 0.3 mm beam is also used for investigating the two-excitation beam model. The first three natural frequencies of the beam vibrating in water for the clamped-clamped beam configuration are 34.65 Hz, 95.53 Hz and 187.27 Hz. In theory, actuating the two-excitation beam model with a moderately large amplitude would shift the damped natural
frequency down. This would allow the beam to vibrate in the second mode shape, particularly at 33 Hz which can then be used to compare the responses with the cantilever beam model in the same mode shape. The same CFD model as described in Section 4.3.4 is used to simulate the 0.3 mm beam. Figure 4.30 displays the velocity responses of the 0.3 mm beam using the two-excitation model for various forcing frequency. It is seen from the figure how the beam develops a node with increasing the frequency. It is also noticed that the peaks at 18 Hz and 23 Hz are not located at the centre of the beam compared to the beam vibrating in air. Due to the phase input setting, the beam equation at this frequency fulfils the following equation: \( w_t = (A_{f2}\delta + lp_1\varphi_1)\sin \omega t + (A_{f1}\delta + lp_1\varphi_1 + rp_1\varphi_1)\cos \omega t \). Note that \( \delta \) and \( \varphi_1 \) represent the base motion at \( x = 0 \) m and \( x = 0.135 \) m, respectively. Due to strong influence of the damping from the fluid forces, the terms \( (A_{f1}\delta + lp_1\varphi_1 + rp_1\varphi_1) \) in the beam equation becomes dominant which makes the peak offset from the centre of the beam. Furthermore, the beam at 33 Hz was actuated by reversing the phase \( \theta_1 = \pi/2 \) and \( \theta_2 = 0 \) to maintain the wave in the positive direction.

Figure 4.30. Velocity responses of the 0.3 mm beam for various forcing frequency

For the 0.1 mm beam, the first four natural frequency of the clamped-clamped beam submerged in water are 7.85 Hz, 21.65 Hz, 42.43 Hz and 70.15 Hz. There is no resonant
frequency from torsional vibrations in this configuration. Figure 4.31 presents the vibration responses of the two-excitation model for various forcing frequency. Note that the phase of the base input motion was adjusted to generate travelling waves in the positive direction. It is seen that the peak at $4 \text{ Hz}$ is also offset from the midline of the beam. This is consistent to the previous finding with the 0.3 $\text{mm}$ beam. At halfway between the first and second resonant, $f = 14 \text{ Hz}$, the amplitudes of the beam envelope are not as uniform as the beam vibrating in vacuum. The amplitude at the node is still low, creating discontinuity in the formation of travelling waves. This incidence also occurs at the frequency halfway between the second and third resonant, $f = 30 \text{ Hz}$, displayed in Figure 4.31. This can be caused by the strong contribution of the fluid forces for the terms $\sum r\rho \varphi_l$ in the cosine part of the beam equation when the beam is actuated away from resonant, preventing pure travelling waves occurred in the beam. Furthermore, the shape of the beam envelope is depended on the direction of travelling waves. In addition, the beam envelope is also no longer symmetry along the beam length compared to the beam vibrating in vacuum.

Figure 4.31. Velocity responses of the two-excitation model at (a) $f = 4 \text{ Hz}$, (b) $f = 14 \text{ Hz}$ and (c) $f = 30 \text{ Hz}$
4.5. Discussion on the comparison of mean fluid velocities

The mean fluid velocities of the two-excitation beam model for various forcing frequencies are compared to the cantilever beam model. The mean fluid velocities are taken at the coordinate $x = 0.147 \text{ m}$ based on Figure 4.3. The comparison of the beam tip velocity estimated from Figure 4.16 and Figure 4.29 is shown in Figure 4.32(a), while the mean fluid velocities of the 0.6 mm beam for various forcing frequencies are displayed in Figure 4.32(b). The solid and dotted lines represent the results from the cantilever and two-excitation beam model, respectively. It is noticed that the cantilever beam provides higher mean velocities than the two-excitation beam model for the forcing frequency 9 Hz to 23 Hz. At the first mode shape, the maximum horizontal fluid velocity is determined by the tip velocity rather than the travelling waves. This can be seen from the mean velocity particularly at the forcing frequency of 9 Hz and 14 Hz where the two models vibrate in the same mode shape. However, the travelling waves may contribute to the less fluctuation in the time series of the fluid velocity. For instance, the maximum mean velocity of the two-excitation model with forcing frequency of 9 Hz drops from 0.093 m/s at $x = 0.136 \text{ m}$ to 0.065 m/s at $x = 0.140 \text{ m}$. This is insignificant compared to the cantilever beam model where the maximum mean velocity decreases about 0.09 m/s for just 4 mm away. At 18 Hz and 23 Hz, the cantilever beam vibrates at the second mode shape with a 180 degrees phase shift between the two tips, while the two-excitation model remains vibrating in the first mode shape. In this case, high generation travelling waves in the two-excitation model do not significantly increase the mean horizontal velocity. Eventually, the mean velocity of the two models superimposes each other at 30 Hz. Since the two models have almost identical tip ratio values, this indicates that the presence of travelling waves in the two-excitation beam model does not necessarily generate more fluid flow compared to that of standing waves in the cantilever beam model.
Figure 4.32. (a) The maximum tip velocity of the 0.6 mm beam and (b) induced mean fluid velocity; solid lines: the cantilever beam and dotted lines: the two-excitation beam models

The characteristics of induced fluid velocity for the vibrating beam shown, for instance, in Figure 4.17(c) and Figure 4.32(b) are similar to the perturbation flow of swimming fish satisfying the reverse Bénard-von Kármán (rBvK) vortex street [136]. Since the water is propelled rearward at speed $W$, the fish moves forward with an average velocity, $V$. Hence, the Strouhal number, $St$, is used to define oscillating flow due to the fish’s motion through the fluid. In animal locomotion, this number is given by [137]

$$St = 2f_s A/U$$  \hspace{1cm} (4.2)$$

where $f_s$ and $A$ are the tail-beat frequency and peak-to-peak oscillation amplitude, respectively. In undulatory swimming, the Strouhal number can vary approximately from 0.1 to 2.0 according to reference [138]. In particular, the optimum number for swimmers utilising body/caudal fins is reported in the range of 0.2 to 0.4 [139]. Since this study considers a cantilever beam subjected to base motion, the forward velocity $U$ becomes nil due to the beam fixed at one extremity. Therefore, the definition of the Strouhal number for animal locomotion becomes irrelevant to be implemented in this study.

In the Bénard-von Kármán (BvK) vortex street, the definition of the Strouhal number is often given by [140],

$$St = f_w D/U$$  \hspace{1cm} (4.3)$$

where $f_w$ and $D$ are the frequency of vortex shedding, $[T^{-1}]$, and characteristic length, respectively. This definition can be utilised to assess the time step, $\Delta t$, in CFD simulations [141, 142]. In this case, the time period of vortex shedding must be for instance 25 times
of the time step or more, $\Delta t \geq T/25$, in order to capture vortex shedding phenomena in simulation. Thus, an alternative definition of the Strouhal number better suited to examine the time step is given by the following expression $St = U\Delta t/D$. It should be noted that this ratio is the inverse of the Eq. (4.3). In this sense, the value $St$ must be less than unity to observe vortex shedding. This has been implemented in this study by considering $U$ as the induced fluid velocity, for choosing $\Delta t$ in a way to achieve $St$ below 0.1.

![Figure 4.33](image)

Figure 4.33. Comparison of (a) the maximum beam tip velocity and (b) the induced mean fluid velocity of the 0.3 mm beam; solid lines: the cantilever beam and dotted lines: the two-excitation beam models

Figure 4.33(a) presents the beam tip velocity estimated from Figure 4.19 and Figure 4.30; and Figure 4.33(b) displays the mean fluid velocities of the 0.3 mm beam for various forcing frequency. Again, the cantilever and two-excitation beam model are indicated with the solid and dotted lines, respectively. It is seen that the mean velocities of the two models are comparable particularly for the forcing frequency of 9 Hz, 14 Hz and 18 Hz. The same phenomenon can also be seen for the cantilever beam at $f = 23$ Hz and the two-excitation beam model at $f = 33$ Hz where these two models generate vibration with an identical tip velocity value of 0.27 m/s. Based on this instance, it can be concluded for the first two resonant frequencies that the fluid velocity is driven solely by the beam tip velocity. The fluctuation in the time series of fluid velocity is due to high displacement at the tip rather than the vibration pattern. This can be observed, for instance, at $f = 33$ Hz for the cantilever beam model shown Figure 4.33(b) with the magenta solid line where the tip displacement is approximately 2.48 mm. high displacement values also induce negative mean velocities on the side of the beam. Considering these phenomena, it can be concluded that the vibration patterns, which can be pure travelling, pure standing, or
hybrid waves, have trivial effect on the maximum fluid velocity, particularly for the first two mode shapes.

Figure 4.34(a) shows the maximum tip velocity of the cantilever beam and two-excitation beam models extracted from Figure 4.23 and Figure 4.31, plotted with respect to frequency. Figure 4.34(b) presents the comparison of horizontal mean velocities at $x = 0.137 \, \text{m}$ for the cantilever and two-excitation beam model, respectively. Note that the dotted line for $f = 4 \, \text{Hz}$ is indistinguishable due to superimpose with the solid line. The maximum mean velocity is still determined by the tip velocity for the forcing frequency up to $9 \, \text{Hz}$ or the second resonant. The vibration patterns begin to show their influence on the fluid dynamics at $14 \, \text{Hz}$. At this frequency, the tip velocity and the tip ratio are equal for both models, while the mean fluid velocity of the two-excitation model outweighs the cantilever beam. This is an indication that the travelling waves begin to show their influence on the induced fluid velocity. Following the same trend, the mean velocity superimposes each other at $18 \, \text{Hz}$, although the tip velocity of the cantilever beam model is higher than the other. The same incident, where the mean fluid velocity of the two-excitation model exceeds the cantilever beam, can also be seen at $f = 30 \, \text{Hz}$. Although the two models have a similar tip velocity about $0.23 \, \text{m/s}$ with the tip ratio equal to unity, there is a significant difference in the mean fluid velocity. In addition, the fluid velocity at $23 \, \text{Hz}$ is incomparable since this frequency is located in between the third resonant, $21.65 \, \text{Hz}$, of the bending vibration and the first resonant, $25.08 \, \text{Hz}$, of the torsional vibration of the cantilever beam. Therefore, the torsional vibration may contribute to accelerate the fluid, generating higher fluid velocity responses.

![Figure 4.34. (a) The maximum tip velocity of the 0.6 mm beam and (b) induced mean fluid velocity; solid lines: the cantilever beam and dotted lines: the two-excitation beam models](image-url)
4.6. Conclusion

An investigation into fluid dynamics of cantilever beams submerged in liquid has been performed. An experimental rig capable of measuring the mean fluid velocity for various location has been developed. The experimental tests consider two different beam configurations with the thickness of 0.6 \textit{mm} and 0.3 \textit{mm} to explore the characteristics of the first two resonant frequencies. It is found that the maximum induced mean fluid velocity follows the trend line of the FRF magnitude. There is also a nonlinear correlation between the base amplitude and frequency to the induced fluid velocity. To further investigate phenomena from experiments, a 3D numerical simulation has been developed. The comparison between the experimental and numerical models has been presented. The time series analysis from simulation shows that the maximum horizontal fluid velocity is in phase to the displacement of the beam. Furthermore, high displacement ratio between the free tip and base input can affect to the fluctuation in the time series of the horizontal fluid velocity.

The two-excitation beam model has been introduced to generate more uniform travelling waves. This model is capable of generating travelling waves over a wide range of frequencies, although the phase between the beam tips needs to be controlled to achieve travelling waves in the same direction. The influence of travelling waves on the characteristics of fluid flow is investigated by comparing the mean fluid velocity of the cantilever and two-excitation beam model. The simulation reveals that there is no appreciable effect on the fluid velocity due to the presence of travelling waves particularly for the first two modes of the 0.6 \textit{mm} and 0.3 \textit{mm} beams. Accordingly, the induced fluid velocity for these cases is determined by the combination of the tip velocity and displacement of the beam. Moreover, controlling the tip velocity using the two-point excitation beam model can reduce fluctuations in the time series of the fluid velocity.

A more elastic beam with the thickness of 0.1 \textit{mm} was used to investigate the influence of travelling waves up to the fourth resonant frequency. By comparing the one- and two-excitation, it becomes evident that the travelling waves begin to take an effect on the fluid velocity particularly after passing the second resonant. Although the beam tip velocity of the cantilever beam model is higher than or equal to that of the two-excitation beam model, the fluid velocity of the two-excitation model exceeds the cantilever beam
model. To conclude, the relationship between the induced fluid flow and dynamic properties of vibrating beams submerged in liquid is complex than anticipated. Factors such as the tip velocity, mode shape, vibration pattern including standing and travelling waves, fluid viscosity can contribute to the variation in the induced fluid velocity.
Chapter 5. Development of a contactless actuation system for generating passive travelling waves

5.1. Introduction

It has been described in Chapter 3 that passive travelling waves are observed when the beam is actuated at the resonant frequency. Further investigations for fluid dynamics in Chapter 4 also reveal that the tip ratio and tip velocity value are important variables to generate maximum fluid flow. Since these two variables reach maximum values at the resonant frequencies, it is expected that the natural frequencies are designed within the range of the operating frequency of the system. Accordingly, this chapter investigates the non-uniform beam model with a spring mechanism to generate more natural frequencies, actuated with a non-contact actuation method. The main objectives of this study are (1) to use the spring elements to improve the natural frequencies of the beam, (2) to perform parametric study for the non-contact actuation method, and (3) to develop an experimental rig capable of generating passive travelling waves in the frequency of interest.

The dynamic characteristics of the non-uniform beam model, which includes the beam and permanent magnet, are studied by investigating the effect of the spring on the natural frequencies and mode shape of the system. The non-contact actuation method, which involves the interaction of an electromagnet and permanent magnet, are studied by investigating features that promote high mechanical force generation. The relevant application using this type of actuation is also presented in this study. An experimental investigation is also performed to further investigate the conceptual design of the non-uniform beam model. This experimental investigation includes: introducing the structural design for fabrication, characterising the individual components of the experimental rig and evaluating the system’s performances.
5.2. Model configuration

Due to the important features of resonant frequencies, a spring mechanism is introduced in the beam system to generate more peaks in the desired frequency region. Figure 5.1 illustrates the configuration of the beam and permanent magnet mounted on a spring element. Note that the springs are connected to the ground which has a fixed displacement. Assuming constant masses for the beam and permanent magnets, the natural frequencies for the spring element in the beam FRF are determined by the spring stiffness, $k$. Therefore, the stiffness values can be designed such a way to induce more natural frequencies in the selected frequency range.

![Figure 5.1. An optimal model for generating passive travelling waves](image)

A numerical simulation is performed with ABAQUS to obtain the modal parameters which include the natural frequency and mode shape of the system. The simulation uses a 2D wire model to remove the effect of torsional vibrations since these are not the interest of this study. The magnet and beam are modelled as one beam with non-uniform sections. The spring element is assigned to the boundary conditions at $x = 0$ and $x = l_1$, and only work in the $y$-direction. The linear perturbation analysis steps are used to evaluate the modal parameters of the system. A neodymium magnet (NdFeB) material with the size of 40 x 20 x 10 mm for the length, width and thickness, respectively, is applied to the magnet section of the non-uniform beam model. The modulus of elasticity, mass density and Poisson’s ratio of the magnet material are 160 GPa, 7500 kg/m³ and 0.30, respectively. Furthermore, the 0.1 mm beam described in Section 4.3.5 is used for the beam section of the non-uniform beam model. In addition, the beam and magnet properties are assumed to satisfy an isotropic, linear and elastic material.
Table 5.1 presents the first eight natural frequencies of the system for various spring stiffness. The coloured cells in the table demonstrate the changes in the natural frequencies of the system due to the variation in the spring element. The first row of the table indicated with “$k = 0$” is the system configuration without the spring mechanism. Therefore, the first three natural frequencies of this configuration are the rigid body motion of the non-uniform beam model. Consequently, the natural frequency for the transverse vibration of the non-uniform beam model starts at the fourth frequency. By setting the stiffness value to 10 N/m, this introduces two frequencies at the second and third resonant. The presence of the natural frequencies of the spring element increases the fourth resonant value of the non-uniform beam model. Furthermore, increasing the stiffness value to 50 N/m also increases the third resonant frequency of the spring to 6.498 Hz. This value becomes comparable to the fourth resonant frequency of the non-uniform beam model without spring mechanism, $k = 0$. In addition, the fourth resonant frequency also displaces to 11.644 Hz from the original location of 6.724 Hz, due to increasing the stiffness of the spring.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Natural Frequency (Hz)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 0$</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>0.015</td>
<td>6.724</td>
<td>28.688</td>
<td>77.956</td>
<td>151.993</td>
<td>250.851</td>
</tr>
<tr>
<td>$k = 10$</td>
<td></td>
<td>0.015</td>
<td>2.571</td>
<td>2.974</td>
<td>7.173</td>
<td>28.718</td>
<td>77.958</td>
<td>151.994</td>
<td>250.851</td>
</tr>
<tr>
<td>$k = 50$</td>
<td></td>
<td>0.015</td>
<td>3.878</td>
<td>6.498</td>
<td>11.644</td>
<td>28.856</td>
<td>77.968</td>
<td>151.996</td>
<td>250.852</td>
</tr>
<tr>
<td>$k = 250$</td>
<td></td>
<td>0.015</td>
<td>4.297</td>
<td>14.457</td>
<td>22.388</td>
<td>30.419</td>
<td>78.021</td>
<td>152.006</td>
<td>250.855</td>
</tr>
<tr>
<td>$k = 500$</td>
<td></td>
<td>0.015</td>
<td>4.351</td>
<td>20.389</td>
<td>26.324</td>
<td>36.188</td>
<td>78.101</td>
<td>152.019</td>
<td>250.859</td>
</tr>
<tr>
<td>$k = 750$</td>
<td></td>
<td>0.014</td>
<td>4.369</td>
<td>24.740</td>
<td>27.297</td>
<td>42.902</td>
<td>78.202</td>
<td>152.032</td>
<td>250.863</td>
</tr>
<tr>
<td>$k = 1000$</td>
<td></td>
<td>0.013</td>
<td>4.379</td>
<td>26.773</td>
<td>29.389</td>
<td>48.907</td>
<td>78.333</td>
<td>152.047</td>
<td>250.867</td>
</tr>
<tr>
<td>$k = 2000$</td>
<td></td>
<td>0.014</td>
<td>4.392</td>
<td>27.363</td>
<td>41.061</td>
<td>67.095</td>
<td>79.683</td>
<td>152.113</td>
<td>250.883</td>
</tr>
<tr>
<td>$k = 3000$</td>
<td></td>
<td>0.009</td>
<td>4.397</td>
<td>27.459</td>
<td>50.227</td>
<td>75.139</td>
<td>86.799</td>
<td>152.198</td>
<td>250.901</td>
</tr>
<tr>
<td>$k = 5000$</td>
<td></td>
<td>0.011</td>
<td>4.400</td>
<td>27.525</td>
<td>64.719</td>
<td>76.932</td>
<td>109.085</td>
<td>152.469</td>
<td>250.942</td>
</tr>
<tr>
<td>$k = 7500$</td>
<td></td>
<td>0.000</td>
<td>4.402</td>
<td>27.555</td>
<td>76.285</td>
<td>80.214</td>
<td>132.103</td>
<td>153.386</td>
<td>251.005</td>
</tr>
<tr>
<td>$k = 10000$</td>
<td></td>
<td>0.000</td>
<td>4.403</td>
<td>27.569</td>
<td>76.962</td>
<td>91.907</td>
<td>147.016</td>
<td>158.798</td>
<td>251.086</td>
</tr>
</tbody>
</table>

Figure 5.2 displays the first four mode shapes of the non-uniform beam model with the stiffness variation of $k = 0$ N/m, 10 N/m and 50 N/m. The natural frequency values for these configurations are presented in Table 5.1 with the light green cell colours. It is observed that all configurations perform rigid body motion in the first mode shape. The effect of the spring element can be seen at the second mode shape where the spring mechanism creates a 90-degree phase shift between the two tips. The phase shift between the two tips increases to 180 degrees at the third resonant. In the fourth mode shape, the
The non-uniform beam model has an identical mode shape for all spring configurations and the two tips become in-phase. It can be concluded from these plots that the first four mode shapes of the non-uniform beam model have a close similarity to the first two mode shapes of a cantilever beam model presented in Figure 2.2. According to investigation in Chapter 4, the fluid flow of the cantilever beam vibrating in the first two resonant frequencies are determined solely by the tip velocity. Therefore, these low stiffness configurations can assist to generate more fluid velocity by creating three resonant frequencies appeared up to 20 Hz that leads to high beam tip velocity.

![Figure 5.2. The first four mode shapes of the beam with the stiffness variation of \( k = 0 \) N/m, 10 N/m and 50 N/m](image)

By setting the spring stiffness around 250 N/m to 750 N/m, the changes in the natural frequency values are presented with the light blue cell colours in Table 5.1. It is noticed that the second resonant become invariant to the change in the stiffness value after \( k = 250 \) N/m. The significant changes occur in the third to the fifth resonant frequency. Figure 5.3 displays the mode shapes of the non-uniform beam model for various stiffness value. Note that all lines superimpose each other at the second mode shape. It is noticed that the characteristics of the second mode shape of the non-uniform beam model are similar to the first mode shape of the cantilever beam. For the third mode shape, the magnet section of the non-uniform beam model performs rigid body motion due to the contribution of the spring elements, and the beam section of the non-uniform beam model, \( x = 0.3L \) to
$1L$, forms the second mode shape of the cantilever beam model. In the fourth mode shape, the contribution of the spring element is minimum. Therefore, the mode shape of the magnet section becomes close to zero, and the mode shape of the beam section becomes identical, particularly for $k = 500 \text{ N/m}$ and $k = 750 \text{ N/m}$. Furthermore, the spring elements contribute in the fifth mode shape by creating a rigid body rotation for the magnet section of the non-uniform beam model. Accordingly, there are three zero-crossing points in this mode.

![Image](image.png)

Figure 5.3. The second to fifth mode shapes of the beam with the stiffness variation of $k = 250 \text{ N/m}$, $500 \text{ N/m}$ and $750 \text{ N/m}$

Further increasing the spring stiffness around $1000 \text{ N/m}$ to $3000 \text{ N/m}$, the changes in the natural frequencies are presented with the gold cell colour in Table 5.1. A significant variation in the natural frequencies occurs in the fourth to the sixth resonant. The mode shapes of the non-uniform beam model due to the variation of the spring stiffness are displayed in Figure 5.4. In the third resonant, the mode shape of the magnet section remains zero, while the mode shape of the beam section resembles the second mode shape of the cantilever beam model. In the fourth mode shape, the spring element contributes to a rigid body movement for the magnet. Therefore, the mode shape of the non-uniform beam model is composed of a superposition of the translational motion of the magnet section and the second mode shape of the cantilever beam. In the fifth mode shape, the spring element facilitates a rotational body motion for the magnet. Accordingly, the phase
between the two tips alters from in-phase in the fourth resonant to 180-degree out-of-phase in the fifth resonant. The spring element takes a minor effect in the sixth mode shape, particularly for $k = 1000 \text{ N/m}$ and $k = 2000 \text{ N/m}$. Moreover, it is noticed that the magnet only performs translational and rotational motions in the selected frequency range. This is due to the geometry and the material properties of the beam that creates very high natural frequencies for the transverse vibration.

![Figure 5.4. The third to sixth mode shapes of the beam with the stiffness variation of $k = 1000 \text{ N/m}, 2000 \text{ N/m}$ and $3000 \text{ N/m}$](image)

The last investigation for the non-uniform beam model uses the stiffness values around 5000 $\text{ N/m}$ to 10000 $\text{ N/m}$. The changes in the natural frequencies due to these stiffness values are presented with the light orange cell colours in Table 5.1. The influence of the spring stiffness on the mode shape of the non-uniform beam model is displayed in Figure 5.5. Phenomena where the magnet section undergoes translational and rotational motion are found in the fifth and the sixth mode shapes. Finally, these demonstrations show that the spring element can be used to generate more natural frequencies for the non-uniform beam model in a certain frequency range. In addition, the presence of the spring element and permanent magnet do not alter the mode shape of the beam section significantly. This makes the mode shapes of the beam section for the non-uniform beam model still relevant to the characteristics of the cantilever beam model.
5.3. Investigation into a non-contact actuation

This section investigates the parameters that enhance mechanical actuation via electro-magnetic interactions: an electromagnetic stator is used to generate the electromagnetic field and permanent magnets connected to the beam are used to induce its oscillation.

5.3.1. Parametric study

The model presented in Figure 5.1 relies on magnetic forces created by the interaction of the electromagnet and permanent magnet. Note that the permanent magnet and coil are interchangeable in terms of magnetic flux. The permanent magnet can be designed such a way to generate the same magnetic properties as the coil. Therefore, for the purpose of investigating the mechanical forces, the permanent magnet that is attached to the beam is replaced by a coil so that many parameters such as the pole orientation, current and number of turns can be altered to study the magnetic fields and flux density around the structure. The dimension of the coil is illustrated in Figure 5.6. The notations $C_l$ and $C_w$ represent the total length and width of the coil, $B_l$ and $B_w$ denote the length and width of

![Figure 5.5. The fourth to seventh mode shapes of the beam with the stiffness variation of $k = 5000$ N/m, 7500 N/m and $10^4$ N/m](image)
the bobbin, whereas \( b \) and \( h \) are the width and height of the winding. The fill factor of the coil can be estimated by [a]

\[
FF = \frac{\pi \cdot d^2 \cdot n}{4 \cdot b \cdot h}
\]  

(5.1)

where \( d \) is the wire diameter, and \( n \) is the number of turns. The maximum fill factor of 90.69\% can be achieved by implementing orthocyclic winding methods.

![Figure 5.6. Coil dimension](image)

For this investigation, the variable \( C_w \) and \( h \) are set constant to 20 mm and 5 mm, respectively. By setting the maximum fill factor of 0.9069, it is theoretically possible to achieve the maximum cross section for the coil body of 40 mm\(^2\) by utilising the bobbin width of 2 mm. Figure 5.7 displays the number of windings estimated by varying the wire diameter and the cross section of the coil body using Eq. (5.1). It is seen that the maximum number of windings is 1800 turns achieved by using the wire diameter of 0.16 mm, or equivalent to 34 AWG. Although this wire can produce high number of turns, the maximum current capacity value is very low. Since the magnetic flux are proportional to the current and number of turns, this can limit the magnetic flux generated by this configuration. Moreover, the resistance per unit length for the AWG 34 is very high about 0.8 \( \Omega \) per metre which can dissipate more electric power. With increasing the wire diameter, the maximum current capacity also increases, while the number of turns and resistance per unit length decrease. Accordingly, the wire diameter needs to be chosen such a way to obtain proportional values between the number of turns and the maximum current capacity to generate maximum magnetic fields. In addition, the number of windings presented in Figure 5.7 will be used as the basis parameter for simulating an interaction of the electromagnet and permanent magnet.
The simulation of the magnetic forces induced by the attraction and repulsion of permanent magnet and electromagnet is performed in EMS – electromagnetic field simulation software provided by EMWorks. Figure 5.8 shows the magnetic circuit models used for investigation. The coil is mounted on a beam made of a non-ferromagnetic material. The type of the coil is the current driven coil. Using the right-hand rule, the surface of the coil opposite of the magnet will create the south pole for the magnetic field. The green arrows on the coil body displayed in Figure 5.8 indicate the current flow direction. An N5214 permanent magnet with the size of 30 x 20 x 12.5 mm is used for simulation. According to the SOLIDWORKS’s library, this type of magnet is the second strongest magnet with remanence magnetization and coercivity of 1.47 T and 819647 A/m, respectively. This magnet is positioned in-line to the coil surface. The blue arrow shown in Figure 5.8 indicates the coercivity direction which determines the north pole of the magnet. Therefore, the north pole of the magnet will interact with the south pole of the coil, creating attraction forces in the system. The magnet is fixed at a certain location, while the coil and beam are the movable parts which can be displaced to vary the gap between the coil and magnet. The mechanical force is estimated by applying the principle of the virtual work method on the coil body shown with the purple “T” symbol in Figure 5.8.
5.8. Neither the coil nor the beam is ferromagnetic materials. Therefore, the attraction force only occurs once the current is assigned to the coil.

To simulate the attractive forces, the fill factor is set constant to 90.69%. The size of the coil is 20 x 20 x 5 mm for variables $C_l$, $C_w$ and $h$, respectively. The width of the coil winding, $b$, is constrained to 9 mm. Table 5.2 presents forces generated by varying the wire diameter, input current, and gap between the magnet and coil. Note that the positive sign for the force represents an attractive force that pulls the coil upwards close to the magnet. One the contrary, the negative sign indicates a repulsive force that push the coil away from the magnet. As expected, the highest force is obtained at the highest number of windings of 1010 turns for the AWG 31. It is observed that the input current for the coil has a linear relationship to the mechanical force. In addition, the mechanical force also decreases linearly with increasing the gap between the magnet and coil.
Table 5.2. The forces obtained for various wire diameter, gap between the magnet and coil, and input current

<table>
<thead>
<tr>
<th>AWG</th>
<th>in mm</th>
<th>n</th>
<th>Gap 2 mm</th>
<th>Gap 5 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.25A 0.5A 0.75A</td>
<td>0.25A 0.5A 0.75A</td>
</tr>
<tr>
<td>18</td>
<td>1.024</td>
<td>49</td>
<td>-0.13201 -0.09604 -0.060071</td>
<td>-0.010825 0.014213 0.039252</td>
</tr>
<tr>
<td>21</td>
<td>0.723</td>
<td>99</td>
<td>-0.095306 -0.02263</td>
<td>0.050062</td>
</tr>
<tr>
<td>24</td>
<td>0.511</td>
<td>199</td>
<td>-0.021895 0.12424 0.27043</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>0.361</td>
<td>400</td>
<td>0.12497 0.41816 0.71159</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>0.227</td>
<td>1010</td>
<td>0.57404 1.3176 2.0628</td>
<td></td>
</tr>
</tbody>
</table>

It is noticed that there are negative force values occurred at the highest wire diameter with the lowest values for the input current and the gap between the magnet and coil. For the AWG 18, the negative force of \(-0.1320\) \(N\) is obtained at the gap of 2 \(mm\) and the input current of 0.25\(A\). The force decreases to \(-0.0601\) \(N\) once the input current is increased to 0.75\(A\). Following the same trend, the force of \(-0.0953\) \(N\) is obtained by using the AWG 21 and setting the gap and input current to 2 \(mm\) and 0.25 \(A\). The force decreases to \(-0.0226\) \(N\) with increasing the input current to 0.50\(A\), and eventually becomes positive at 0.75\(A\). A similar incident where a negative force becomes positive with increasing input current are also found for the AWG 24. These phenomena may be caused by the low number of turns and input current values in these configurations that may create non-uniform magnetic fields around the coil. Therefore, the north pole of the magnet tends to interact with the north pole of the coil, creating repulsive force for the system. The magnetic fields become more uniform with increasing the input current and the number of turns. Thus, the attraction between the two magnetic poles becomes inevitable.

To further study the influence of coil parameters on the mechanical forces, the total length of the coil, \(Cl\), is varied arbitrarily to 0.02 \(m\), 0.03 \(m\) and 0.04 \(m\). The coil width, \(Cw\), and the winding width, \(b\), are set constant to 20 \(mm\) and 2 \(mm\), respectively. Accordingly, the bobbin length, \(Bl\), is adjusted to keep the term \(b\) constant. The total wire length can be estimated by multiplying the average circumference of the coil with the number of turns which can be written as follows.
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\[ L_{\text{total}} = 2(L_{\text{avg}} + W_{\text{avg}}).n \]  

(5.2)

where \( L_{\text{avg}} \) and \( W_{\text{avg}} \) are the average length and average width of the coil and bobbin. Table 5.3 presents the force generated with 0.25A and the gap of 10 mm. As expected, increasing the length of the wire by maintaining the cross section of the coil body, \( b.h = 40 \text{ mm}^2 \), can proportionally increase the mechanical force. For the AWG 31, the total wire length of \( Cl = 20 \text{ mm} \) is 39.51 m. The wire length increases to 75.43 m when the variable \( Cl \) is extended to 40 mm. Since the resistance per unit length of the AWG 31 is 0.4269 \( \Omega/\text{m} \), the power dissipation with the input current of 0.25A is estimated to be 1.054 Watt. This dissipated power doubles to 2.013 Watt for \( Cl = 40 \text{ mm} \).

Table 5.3. Influence of the variation in the total coil length on the mechanical force

<table>
<thead>
<tr>
<th>AWG</th>
<th>in mm</th>
<th>n</th>
<th>Variation of the total coil length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>20 mm</td>
</tr>
<tr>
<td>18</td>
<td>1.024</td>
<td>49</td>
<td>0.0067392</td>
</tr>
<tr>
<td>21</td>
<td>0.723</td>
<td>99</td>
<td>0.019318</td>
</tr>
<tr>
<td>24</td>
<td>0.511</td>
<td>199</td>
<td>0.044475</td>
</tr>
<tr>
<td>27</td>
<td>0.361</td>
<td>400</td>
<td>0.094786</td>
</tr>
<tr>
<td>31</td>
<td>0.227</td>
<td>1010</td>
<td>0.24845</td>
</tr>
</tbody>
</table>

The influence of the attraction and repulsion of the magnet on the mechanical force is studied by altering the flow direction of the input current of the coil. The AWG 28 with 500 turns is selected to simulate the responses of the system. These configurations are chosen on the basis where the number of turns and the maximum current capacity can be maximised to reach 1.5A, whilst maintaining the dissipated power at the low level. The length and width of the coil, \( Cl \) and \( Cw \), are set constant to 20 x 20 mm. Table 5.4 presents the attractive and repulsive force for various gap and input current. Note that the negative current is used to represent the change in the current flow direction. It is noticed that the repulsive force is lower than the attractive force. This is due to the nature of the molecular magnet arrangement. The unequal poles of the magnet and coil that create attractive forces provide better alignment of the molecular magnetic fields. On the contrary, the repulsion process disrupts the alignment of the molecular magnetic fields which results in the reduction of the intensity of the mechanical force. However, the discrepancy between the attractive and repulsive forces tends to decrease with increasing the gap between the magnet and coil as observed in Table 5.4.
Table 5.4. Attractive and repulsive forces generated with the AWG 28

<table>
<thead>
<tr>
<th></th>
<th>Ampere</th>
<th>Gap 2 mm</th>
<th>Gap 5 mm</th>
<th>Gap 7 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Repulsion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>force</td>
<td>-1.50</td>
<td>-2.2898</td>
<td>-1.5007</td>
<td>-1.1359</td>
</tr>
<tr>
<td></td>
<td>-1.25</td>
<td>-1.8922</td>
<td>-1.2445</td>
<td>-0.94402</td>
</tr>
<tr>
<td></td>
<td>-1.00</td>
<td>-1.4952</td>
<td>-0.98849</td>
<td>-0.75212</td>
</tr>
<tr>
<td></td>
<td>-0.75</td>
<td>-1.0986</td>
<td>-0.73253</td>
<td>-0.56025</td>
</tr>
<tr>
<td></td>
<td>-0.50</td>
<td>-0.70265</td>
<td>-0.47665</td>
<td>-0.36839</td>
</tr>
<tr>
<td></td>
<td>-0.25</td>
<td>-0.30719</td>
<td>-0.22086</td>
<td>-0.17655</td>
</tr>
<tr>
<td><strong>Attraction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>force</td>
<td>0.25</td>
<td>0.47934</td>
<td>0.29085</td>
<td>0.20572</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.87044</td>
<td>0.54677</td>
<td>0.39614</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.261</td>
<td>0.8026</td>
<td>0.58656</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>1.651</td>
<td>1.0583</td>
<td>0.77695</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>2.0406</td>
<td>1.314</td>
<td>0.96732</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>2.4296</td>
<td>1.5696</td>
<td>1.1577</td>
</tr>
</tbody>
</table>

5.3.2. Application to the non-uniform beam model

The mechanical force data of the AWG 28 for various gap and current will be used to obtain the current needed to excite the non-uniform beam model to the desired displacement. The investigation begins with fitting data in Table 5.4 to get the polynomial function of the mechanical force with respect to the input current and gap between the magnet and coil. This is achieved by utilising the polynomial surface fits based on the linear least-square fitting method available in MATLAB. To fit with the simulation data, the total degree of the polynomial for the current and gap is set to 5 and 2, respectively, which results in an equation of the form

\[ F(x, y) = p_{00} + p_{10}x + p_{01}y + p_{20}x^2 + p_{11}xy + p_{02}y^2 + p_{30}x^3 + p_{21}x^2y \\
+ p_{12}xy^2 + p_{40}x^4 + p_{31}x^3y + p_{22}x^2y^2 + p_{50}x^5 + p_{41}x^4y + p_{32}x^3y^2 \]  

where the terms \( p \) are constants, the terms \( x \) and \( y \) are the current and gap, respectively; whereas \( F(x, y) \) is the mechanical force. This equation has the root-mean-square error (RMSE) of 1.637%. Figure 5.9 displays the surface plot of Eq. (5.3) superimposed with the raw simulation data from Table 5.4 represented with the black dot markers. By obtaining the relationship between the force and displacement of the magnet of the non-uniform beam model at a certain frequency, these can be used to evaluate the current value, or the term \( x \), from Eq. (5.3).
This investigation uses the non-uniform beam model described in Section 5.2 with $k = 250 \, N/m$. Note that the magnet that is attached on the beam is switched with a small coil to comply with the configuration in Figure 5.8. Accordingly, the electromagnet outside of the tank shown in Figure 5.1 is replaced with a pile of permanent magnets. It should be noted that the magnet and coil are interchangeable in terms of the magnetic fields. A mode-based steady-state dynamic analysis is performed in ABAQUS to obtain the relationship of the force and displacement over a range of frequencies. The frequency span is limited to 50 Hz and the number of frequency points is set to 200. The force of 0.25 N is applied to the vertical direction at the centre of the electromagnet shown in Figure 5.10. A structural-based damping ratio of 0.5% is assigned to the first tenth modes. The other parameters for performing numerical simulation in ABAQUS remain default values.

![Surface plot of mechanical forces generated with the AWG 28](image1)

**Figure 5.9.** Surface plot of mechanical forces generated with the AWG 28

![Schematic diagram of the non-uniform beam model](image2)

**Figure 5.10.** Schematic diagram of the non-uniform beam model for performing the steady-state dynamic analysis
Figure 5.11 shows the frequency series of the steady-state displacement responses at the centre of the electromagnet and tip of the beam. It is seen from the responses at the middle of the electromagnet that the magnitude changes to negative after it passes 14.5 Hz. Presented in Table 5.1, this frequency is the third resonant for the non-uniform beam model. According to the mode shape shown in Figure 5.3, the third resonant frequency is where the magnet section of the non-uniform beam model performs rigid body motion. Furthermore, the maximum displacement of the electromagnet at this frequency is obtained about 5 mm generated with the forcing amplitude of 0.25 N. This value is identical to the tip displacement of the beam with a 180-degree phase shift.

![Figure 5.11. Frequency series of the non-uniform beam model actuated with 0.25 N](image)

According to Figure 5.11, the displacement of 2.5 mm at the middle of the electromagnet can be achieved by actuating the beam with the forcing amplitude and frequency of 0.25 N and 13.034 Hz, respectively. The time series of the force and displacement at the middle of the electromagnet is presented with the solid red and blue lines in Figure 5.12, respectively. The distance of the electromagnet and permanent magnet at the steady condition is assumed to be 7.5 mm. Therefore, the gap between the two magnets oscillates in the range of 5 mm to 10 mm indicated with the dotted red line colour in Figure 5.12. By substituting the force, \( f(x, y) \), and the gap values, \( x \), to Eq. (5.3), this will create a quadratic function of the single variable \( y \). The root of the quadratic equation of the term \( e \) determines the responses of the input current for the coil to generate a continuous sinusoidal force along with a variation in the gap values. The time series of the input current used to maintain the sinusoidal force of 0.25 N is indicated with the dotted black line in Figure 5.12. It is observed that the magnitude of the input current varies between the attraction and repulsion. In the repulsion process, the gap
between the electromagnet and permanent magnet reaches the maximum value of 10 mm. This requires more induced current to generate the maximum repulsive force of -0.25 N.

![Figure 5.12. Time series of force, displacement of the electromagnet, the gap between the magnets and input current](image)

**5.4. Model realisation and fabrication**

The physical model for generating passive travelling waves is built and investigated in this section. This experimental-based study includes introducing the conceptual design for fabrication and investigating the individual components that promote travelling waves.

**5.4.1. Structural design**

The structural design of the experimental rig for developing a non-contact actuation beam model is presented in Figure 5.13. This model, which include the beam, permanent magnet, coils, spring elements and frame, is developed based on the schematic diagram of the non-uniform beam model illustrated in Figure 5.1. Two coils are used and positioned parallel to each other to generate uniform magnetic fields. These coils are used to create attractive forces for one pole of the magnet, and repulsive forces for the other
pole of the magnet at the same time. The permanent magnet, that is attached to the beam, is positioned between the coils utilising springs to maintain its position. This is achieved by using a sandwich arrangement where the magnet and beam are embedded between two plates that are hold together with four bolts in the corners. These bolts also act as the mounting point for the springs. The mechanism for holding the magnet and springs is illustrated in Figure 5.14. Hence the frame purpose is not only to hold the spools in place, but also to hold the springs and the swimmer in place.

The plates for holding the magnet will consist of two 3D printed sheets which will be designed such a way to sandwich the magnet and beam between them. The spool and frame will be made of 3D printed plastics materials. The final design sees the Helmholtz coils being mounted to the inside of the uprights of the frame. The bolts used to fasten the uprights to the frame also provide mounting points for the springs to attach to. To not interfere with the magnetic fields, all fasteners and the beam is made of a non-ferromagnetic material. Furthermore, the springs are made of stainless steel materials which are expected to have trivial effects on the magnetic fields.

Figure 5.13. Assembly model and presentation
Figure 5.14. Permanent magnet supported by spring elements

Since the coil is based on the air core, the distance between the two coils is paramount for determining the strength of the magnetic fields. The gap between two coils is determined by the thickness of the magnetic head, elongation of the springs and space for adjusting the parts. The thickness of the head of the beam, including the magnet and plates, is 20 \text{mm}. The minimum elongation of the springs is about 12 \text{mm}. These geometrical constraints dictate that the minimum distance between the coils is about 40 \text{mm}, but to allow for changes to the design this distance was made to be 60 \text{mm}. In order to generate a homogeneous field in the region of interests, it has been estimated that the coils required a minimum radius of 60 \text{mm}. The spool has been designed to hold approximately 1000 turns of wire. This design choice has determined the thickness and width of the spool as well as its outside diameter. Estimations of these design parameters have been made by assuming an even distribution of the wire around the spool. With 1000 windings the optimum distribution is roughly 30 windings across by 30 layers of winding. A 0.5 \text{mm} copper wire would require the spool to house a coil with a section of 15 \text{mm} x 15 \text{mm}. This assumes that the wire is wrapped in the most space-efficient way, which is unlikely to be achieved. Therefore, safety factors have been applied to determine the width and the height of the spool, which have been dimensioned to be 20 \text{mm} and 30 \text{mm} respectively.

5.4.2. Individual characteristics of the beam and electromagnet

The parts involving the spool and frame were made using a Makerbot Replicator + FDM 3D printer with a polylactic acid (PLA) filament specified by 10–20\% infill. Figure 5.15 shows the Helmholtz coils that are mounted on the frame. Note that heat resistant
and electric insulation tapes are used to isolate the wires. The coil was built by wrapping the wire approximately 800 turns around the spools. The wire diameter is 0.51 \text{ mm} which results in the total resistance of 32 \Omega and 25 \Omega for each coil. The discrepancy in the resistance values is due to the by inhomogeneity in the copper and wild winding process for wrapping the coil. To avoid phase shift between the two coils caused by different resistance values, these coils are connected in series, leading to the total resistance of 56.5 \Omega. The coils are powered by the 48-Watt LDS PA25E power amplifier. This amplifier is the same device used to investigate the vibration pattern of the beam using the vibration shaker described in Section 3.3.

![Characterising magnetic fields](image)

To characterise the magnetic fields, a small coil shown in Figure 5.15 is positioned between the two coils. This arrangement is comparable to a single-phase air core transformer in which the small and big coil represent the secondary and primary windings, respectively. The SignalCalc Ace signal generator in conjunction with the Quattro hardware platform is used to generate and manipulate input signals for the big coils. Since the output signal from Quattro is typically low, the power amplifier magnifies the voltage to the desired values. The characteristics of the magnetic fields induced by the coils are obtained by examining the voltage reading from the small coil and the output of the signal.
generator. The signal analyser estimates the transfer function of the two signals over a range of frequencies.

A random signal with the maximum amplitude of 0.707 V was assigned to the signal analyser. The gain for the power amplifier was set to 3. The first test used the receiver coil with the wire diameter of 0.2 mm wrapped about 1000 turns around the bobbin. This results in the total resistance of 45.2 Ω. To obtain a variation in the measurement results, the second test was performed with the receiver coil that has the wire diameter of 0.41 mm. With 600 turns, the total resistance for this coil is about 3 Ω. Note that the size of the bobbin for the second test is slightly bigger than the first test. Figure 5.16 presents the frequency responses of the first and the second tests indicated with the red and blue solid lines, respectively. The magnitude of the frequency response is a dimensionless value describing the voltage ratio of the receiver coil to the signal generator. As expected, the magnitude of the second test is higher than the first test. This agrees with the investigation in Section 5.3.1 where extending the surface of the coil can reduce leakage in the magnetic flux that leads to higher mechanical force generation. Furthermore, it is observed from the figure that the transfer function is frequency dependent particularly for the frequency up to 300 Hz.

![Figure 5.16. Frequency responses of the transfer function of the coil receiver to the signal generator](image)

The characteristics of the beam are examined before incorporating the beam into the system. The same procedures as in Section 3.3.1 were applied to obtain the beam FRF. To assess the natural frequencies, the beam was mounted on an LDS V406 shaker specifically for vibration and mechanical shock testing. This type of shaker uses an LDS PA500L power amplifier to amplify the input voltage signal. The beam was clamped at
one tip and free on the other tip. The PCB Piezotronics 352C22 ceramic shear accelerometer was mounted on the clamped section of the beam, while the Polytec PDV100 laser vibrometer was pointed to the free tip of the beam. Figure 5.17 displays the configuration for characterising the beam. Note that the characteristics of the accelerometer and laser vibrometer have been provided in Section 3.3.2. In addition, the reading voltage from the accelerometer is enhanced by the PCB Piezotronics 428C signal conditioner.

The output voltages from the sensors are connected to Quattro to estimate the FRF of the beam using the SignalCalc Ace signal analyser. Random input signals with the maximum amplitude of 0.707 V were applied to the shaker to uniformly excite the modes. The beam is made of a non-ferromagnetic material with the size of 149.65 × 15.2 × 0.4 mm for the length, width and thickness, respectively. Figure 5.18 presents the beam FRF for the frequency up to 300 Hz. The FRF magnitude has a dimensionless value describing the ratio of the acceleration of the beam tip to the base. Note that the velocity responses from the laser vibrometer is derived with respect to time by the signal analyser to get the
acceleration response. Therefore, the spike around zero in the beam FRF is due to the cut-off frequency of the sensors and the filtering process of the signal analyser. In addition, it is observed from the figure that there are two peaks for frequency up to 300 Hz indicated with the marker symbol “x”, “o” and “*”, representing the first three resonant frequencies, respectively.

Figure 5.19. Assembled system

5.4.3. Assembly and testing

The plates to sandwich the beam and magnet were printed using the same PLA filament as it satisfied the required stress resistance with 10% infill. An N52 neodymium magnet with the dimension of 40 x 20 x 5 mm was used. This type of permanent magnet is the most powerful magnet and readily available in the market with the pull strength of 15.1 kg. The spring has a spring rate of 210 N/m with an initial tension of 0.66 N. Figure 5.19 displays the assembled system for generating passive travelling waves with a non-contact actuation. The same procedures as in Section 5.4.2 were applied to estimate the
FRF of the experimental rig. The laser vibrometer was directed to measure the tip velocity of the beam. However, the accelerometer sensor was no longer used since the head of the magnet experiences strong magnetic fields that might affect the readings. Accordingly, the output voltage from the signal generator, before amplified by the power amplifier, was connected to Quattro. Since the two signals have different measurement units, the gains in the signal analyser were set to unity. This would allow for the analyser to estimate the voltage of the laser vibrometer compared to that of the output from the signal generator.

Figure 5.20 shows the beam FRF generated with the random input amplitude of 0.707 $mV$. It is seen that the FRF magnitude is more than unity. This is due to the output voltage from the laser vibrometer that is higher than that of the signal generator. However, the scale of the FRF magnitude should not affect to the location of the natural frequencies of the system. It is observed that there are five peaks indicated with the marker symbols appeared up to 150 $Hz$. The blue and green maker colours represent the resonant frequencies of the springs and the non-uniform beam model, respectively. As expected, the first resonant of the beam model shown in Figure 5.18 displaces from 13.28 $Hz$ to 19.53 $Hz$ due to the presence of the spring elements and the magnet. The second resonant of the springs, which represents the rotational motion of the magnet according to the mode shape analysis in Section 5.2, is located in between the first and second resonant of the beam. The presence of springs and the permanent magnet makes the second resonant frequencies of the beam displaces from the original location of 85.35 $Hz$ to 98.24 $Hz$. In addition, it is believed that the peak appeared between the first resonant of the beam and the second resonant of the spring shown with the black triangle marker in Figure 5.20 is the natural frequency for the torsional vibration of the non-uniform beam model.

Figure 5.20. Beam FRF describing responses of the beam tip to the input signal
To investigate the torsional vibration of the model, the laser vibrometer was directed to measure velocity responses in different locations along the beam width. Figure 5.21(a) shows the times series of velocity measured at the tip of the beam with the forcing frequency of 25.75 Hz. Note that a phase synchronisation method with respect to the input signal was applied to the velocity responses. This is due to the limitation of the laser vibrometer that can only measure one (point) location at one time. From the figure, the width = 7.6 mm refers to the measurement of the laser vibrometer at the middle of the beam. This location can be seen from the laser pointer shown in Figure 5.17. The width = 0 mm and 15.2 mm indicate that the laser beam is pointed to measure the surface close to the edges the beam.

![Figure 5.21. Time responses measured along the beam width for various frequencies](image)

It is observed from Figure 5.21(a) that there are discrepancies both in the phase and amplitude of the velocity responses. This agrees to the first presumption that the third peak is the torsional vibration of the non-uniform beam model. For comparison, the same procedures were applied to measure the velocity responses along the beam width with the forcing frequency equal to the fourth resonant value of 36.72 Hz. The results are presented in Figure 5.21(b). It is observed from the figure that the velocity responses are all in-phase over time. Nevertheless, there are small discrepancies in the velocity amplitudes at this frequency which can be caused by manufacturing imprecision of the head, bad positioning of the swimmer and non-uniformity of the magnetic fields. Furthermore, this discrepancy becomes obvious at the natural frequency for the torsional vibration.

According to the steady-state responses of the beam, it was observed that the amplitude of the signal generator needs to be carefully tuned particularly around the natural frequencies to avoid the springs reaching the maximum deflection. To illustrate
these phenomena, Figure 5.22(a) and (b) show the steady-state responses of the beam vibrating at 19.53 Hz generated by setting the amplitude of the signal generator to 300 mV and 400 mV, respectively. The responses from the laser vibrometer indicated with the blue lines are presented in the voltage unit so that those can be compared with the signal generator, indicated with the red lines in Figure 5.22. It is seen that there is a distortion around the peaks for the amplitude of 400 mV that leads to subharmonic phenomena in the beam responses due to the maximum compression of the springs.

At frequencies away from resonant, the beam responses become very small, requiring more power to increase the mechanical force. However, the interaction of the permanent magnet and electromagnet as the forcing mechanism can reach saturation points that make the beam responses are independent to the change in the input voltage. This phenomenon can be seen from the beam responses vibrating at 10 Hz in Figure 5.22(c), generated by assigning the amplitude of the signal generator to 1 V and setting the gain for the power amplifier to the maximum level. Note that the data used to plot the figure have not been scaled from the vertical scale of the digital oscilloscope. Accordingly, the limit of the Y-axis is in the range of -0.2 V to 0.2 V, rather than -1 V to 1 V. It is seen from the figure that applying the maximum voltage for the coils does not alter the responses of the beam. The same phenomena are also found when the beam is actuated at 80 Hz shown in Figure
Although the input voltage was set to the maximum value, the velocity responses are very small in this frequency with poor signal-to-noise ratio.

It is believed that the non-linear beam model with the springs can generate irregular movement once the model is submerged in liquid. This is due to the hanging position of the beam that can create many degree-of-freedom due to the fluid flow. Accordingly, an acrylic plate is used to support the head of the non-uniform beam model to avoid structural torsion and rigid body motion in the vertical direction (up and down). Figure 5.23 shows the assembled model of the head support integrated in the rig. This design will avoid rotation of the head around the axis of the beam. The bottom of the head is also covered with the same material to create smooth contact between the surfaces. The purpose of this support is also to limit the vertical movement of the swimmer, reducing the effects of imbalance of the centre of mass and/or improper positioning of spring.

Figure 5.23. The beam with a head support

To evaluate the beam FRF, random input signals with the amplitude of 10 V were applied to the signal generator. The gain for the power amplifier was set to the maximum
level to overcome the friction force due to the contact surface between the head and acrylic plate. Figure 5.24 presents the FRF of the non-uniform beam model with the head support. Note that FRF magnitude described the voltage ratio of the laser vibrometer to the output of the signal generator. It is seen that the first two natural frequency values obtained from this measurement are similar to those appeared in Figure 5.18. A slight discrepancy in the second resonant value is caused by the length of the clamped section of the beam. The non-uniform beam model requires 5 mm of the beam length to fully engage with the head’s slot. Therefore, the optimal length for the beam to perform vibration is 144.5 mm. Furthermore, the influence of the springs and torsional rotation on the beam FRF is no longer existed.

![Figure 5.24. Beam FRF with the head support](image)

To further investigate the absence of the spring on the beam FRF, the steady-state responses of the beam for various forcing frequencies are shown in Figure 5.25. Note that the red lines represent the output voltage from the signal generator, while the blue lines represent the velocity responses at the tip of the beam. The velocity response in Figure 5.25(a) is generated with the forcing frequency of 7.5 Hz. It is seen that the signal contains multiple frequencies. These multiple frequency phenomena disappear, and a clear sinusoidal signal is obtained when the beam is actuated at the first resonant frequency, $f = 13$ Hz, as shown in Figure 5.25(b). Further increasing the frequency to $f = 19.5$ Hz and 25.75 Hz shown in Figure 5.25(c) and (d), the velocity responses become more complex, and the frequency content is far richer than anticipated. Based on this occurrence, it is believed that there is not enough force generated by magnetic fields to counter the static friction force of the surface, leading to stick condition of the head of the non-uniform beam model. Therefore, the magnetic fields induce vibration through the whole frame rather than the head of the beam. This was clearly observed in the experimental test where
the stick state in the beam results in shaking a whole rig (including the holder and the
coils). Finally, this stick state condition can be correlated to the absence of the spring
element in the beam FRF presented in Figure 5.24.

![Figure 5.25. Time series at stick conditions for various forcing frequency](image)

To achieve the slip condition, an arbitrary initial force was given to the beam to
overcome the static friction force between two surfaces. Since the movement of the beam
was not visible around the natural frequency using random input signals, the input was
changed to sinusoidal waves. This, however, would give a strong peak in the forcing
frequency in the FRF of the signal analyser that can attenuate the influence of the modes.
Accordingly, a noise signal was superimposed to the sine wave to excite all the modes in
the frequency range of interest and therefore generate a frequency response function. This
method was first validated in the proper shaker that was used for evaluating the natural
frequency of the beam described in Section 5.4.2. From the measurement, both the
sinusoidal input with noise and random input, not shown here for brevity, give the same
resonant frequencies with good repeatability. Although there is a discrepancy in the FRF
magnitude compared to the other input signal, this should not affect the natural frequency
values of the system.

Figure 5.26 presents the FRF of the beam with the head support generated by using
sinusoidal input signals. It is seen that the beam FRF contains noisy signals with
inconsistent pattern for various forcing frequency. The measurements were also repeated
by adding lubricants as well as adjusting the percentage of the noise input levels with the
purpose to remove the noisy signal and unveil the modes, but the friction between two acrylic surfaces creating unwanted noise resulted in indeterminate FRF patterns.

Figure 5.26. FRF of the beam with head support at slip condition

Figure 5.27. Time series of the beam with head support at slip conditions

Further investigations were carried out by probing output signals from the laser vibrometer and signal generator with respect to time using a digital oscilloscope shown in Figure 5.27. The notches and sharp peaks in the time series from the figures demonstrate the presence of stick-slip condition in the swimmer dynamics. The stick state occurs when the swimmer changes the displacement direction, resulting in the sharp peaks and troughs in the velocity responses. These time series plots also reveal that the damping caused by the friction of two surfaces is high enough to make the response of
the beam not strongly correlated to the input signal. With increasing the forcing frequency, the beam exhibits very small displacements and the influence of the spring become negligible. Therefore the well identifiable peak close to 100 Hz at the frequency of 50 Hz and 60 Hz presented in Figure 5.26 become more similar to those observed in Figure 5.18 and Figure 5.23 where the beam can be considered clamped at one end.

5.5. Conclusion

A conceptual design of a non-uniform beam model capable of generating more natural frequencies in the frequency of interest has been presented. The permanent magnet that is mounted on the one tip of the beam has also been considered in the analysis. The influence of the springs has been examined by considering different stiffness values. Depending on the stiffness values, the presence of the spring not only increases the number of natural frequencies, but also displaces the resonant values of the beam. From the mode shape analysis, the magnet is stiff enough to not perform torsional and bending vibrations. Accordingly, the spring introduces two motions for the magnet: the translational (rigid body) motion and rotational motion.

Investigation into the mechanism of the non-contact actuation has been performed. The parametric study of the electromagnet and permanent magnet includes: varying the gap, input current, total length of the coil, and wire diameter. It is expected that the coil has the maximum number of turns within the allowable space to increase the mechanical force. In a confined space, this can be achieved by decreasing the wire diameter. However, this can lead to increase the dissipated electrical power. The other way to increase the mechanical force is to extend the total surface of the coil which results in the increasing the total length of the coil. The mechanical forces also tend to be higher in the attraction than the repulsion particularly when then gap between the electromagnet and permanent is close. Furthermore, a demonstration for determining parameters to generate appropriate force for actuating the beam at the desired amplitude and frequency has been performed. Since the gap between the beam and electromagnet varies depending on the displacement beam amplitude, the input current needs to be manipulated with a different magnitude for the positive and negative values to generate a constant forcing amplitude.

The experimental model for the non-uniform beam with springs actuated by the magnetic fields has been developed. As expected, the assembled model has five natural
frequencies appeared up to 150 Hz: two natural frequencies from the springs, the other two from the beam, and one frequency contributed by the torsional vibration. To restrict the motion of the beam, an acrylic plate is introduced to support the magnet. However, this introduces complex dynamic responses in the beam such as the stick and slip condition, multiple frequencies in the signal, and subharmonic phenomena in the time series.
Chapter 6. Conclusions and future work

This chapter summarises the key findings from this study which can be divided into three categories: (i) Dynamic behaviours of a cantilever beam submerged in liquid; (ii) Characteristics of fluid flow of a submerged beam; and (iii) Development of a non-uniform beam model with a non-contact actuation method. Recommendations for future work are then discussed to further the development of the beam submerged in liquid for transport devices.

6.1. Conclusions

As discussed in Chapter 1, the work presented aims to contribute to the development of controllable devices capable of self-propulsion. This is achieved by investigating the structural travelling waves induced through electromagnetic actuation and their coupling with the fluid surrounding them. The key aspect in which this has been achieved are summarised below.

6.1.1. Dynamic properties of the beam

The initial phase of this study was to derive analytical models for obtaining the dynamic responses of a cantilever beam submerged in liquid. In Chapter 2, the deflection of the beam was approximated by using the Euler-Bernoulli equation and the presence of the fluid was integrated into the beam equation using the Morison’s equation. The temporal solution based on the Galerkin approximation results in nonlinear coefficients and complex modal interactions for each resonant frequency. The discussion in this chapter highlights the limitation associated to these phenomena, using two lumped-mass systems to demonstrate the responses with numerical solutions. It has been shown that the cross-coupling modal terms introduce multiple-frequency in the steady-state responses of the submerged beam model. However, it has also been demonstrated that the
multiple frequency responses can be minimised without loss of generality by removing the cross-coupling modal terms for \( j \neq k \neq i \). In addition, this chapter has demonstrated that a key aspect in simplifying the methodology of this technique is to linearise the quadratic damping term that provide mathematical convenience for correlating the beam parameters and beam responses.

While the previous discussion focussed on the beam equation, Chapter 3 addressed the derivation of the beam equation into the mechanical wave equation that leads to standing, travelling and hybrid waves. The accuracy of the nonlinear beam equation was thoroughly examined by comparing the responses with the experimental model. It has been demonstrated that the analytical model provides good approximation for predicting the real phenomena particularly for the beam submerged in water. Although the limitation of the analytical approaches arises from the estimation of fluid forces and elastic properties of the beam, the correction factors for the damping and spatial term can effectively refine the accuracy of the analytical approaches. Furthermore, the correction factors also present the opportunity to flexibly model the beam submerged in different fluid media.

The findings related to the vibrational properties of the beam from experiments are outlined in Chapter 3. Particular attention was given to the characteristics of the damping ratio extracted using the nonlinear identification parameter from experiments which exhibited high gradient values in the damping curves. It is further concluded that the discrepancy in the responses of the analytical model arises because of the relative contributions to the damping due to the fluid. Furthermore, a series of experimental investigations demonstrating the formation of travelling waves in different beam configurations are also presented. These experimental observations highlight the importance of operating in proximity of the natural frequency in the properties of travelling waves that are associated to the phase delay between the two tips and the beam amplitude at the node(s). This investigation was expanded by using the linear approximation model to provide detailed explanation to such phenomena. The analytical approaches suggest that the phase delay along the beam length in proximity of the natural frequency is due to the superposition of two main variables in the beam equation: the base input motion and damping parts, having a 90-degree phase shift. The superposition also
results in increasing the beam amplitude at the nodes since the two variables have different zero-crossing points along the beam length.

6.1.2. Fluid flow characteristics

Chapter 4 focusses on the influence of travelling waves on the characteristics of fluid flow generated by a cantilever beam submerged in water. An experimental investigation using the cantilever beam model was performed to illustrate the dependence of fluid dynamics on the beam responses. Particular attention was given to the variation of the forcing amplitude and frequency of the beam around the first two resonant frequencies in which the mean fluid velocities are determined by the trend line of the FRF magnitude of the beam. This study was expanded by using numerical simulations to obtain the time series of fluid velocity around the structure. The results suggest that the free tip velocities of the beam dictate the mean fluid velocity values. The demonstration also shows that large displacements result in higher fluid velocity. However, this can induce fluctuations in the flow field which with a consequent reduction in the fluid mean velocity. The numerical simulation using a thinner beam is also presented to obtain mean fluid velocities up to the fourth resonant frequencies. Through these investigations the importance of the dynamic properties of the beam on the induced velocity was demonstrated: important dynamic characteristics include tip velocity, tip ratio and pattern induced in the fluid flow.

Following this discussion, a beam configuration capable of maintaining constant tip velocity and tip ratio is introduced. This is achieved by manipulating the boundary conditions for each tip of the beam which would also allow to generate maximum travelling waves over a wide range of frequencies. The key motivation for using this model is to limit the independent variables of the beam such as the tip velocity and tip ratio. This would allow for comparison between the two-excitation beam and cantilever beam model to be made for examining the influence of travelling waves on the fluid flow. To provide more fundamental insight into the abilities and shortcomings of this beam configuration, the effect of the modification in the boundary conditions on the linear approximation of the beam equation derived in Chapter 2 is presented. The dynamic behaviours of this model vibrating in vacuum are also considered which exhibited pure travelling waves on the beam responses when actuated away from resonant frequencies.
Initially, the investigation of the two-excitation beam model submerged in water focusses on the first two resonant frequencies. It has been demonstrated by comparing the two models that the fluid velocity is independent of the changes in the vibration patterns of the beam. The discussion in this observation highlights the dependency of the fluid velocity on the beam tip velocity in these frequency ranges. Further investigation using the thinner beam demonstrates that the fluid flow becomes responsive to the vibration patterns after the third resonant frequencies. Finally, these observations outline which beam properties influence the most to the fluid flow around the first four resonant frequencies.

6.1.3. Development of a non-uniform beam model

The work of Chapter 5 undertook a fundamental investigation into the non-uniform beam model, focussing on the analysis of spring elements and electromagnetic actuation. It was noted that the main motivation for their use is their ability to provide more natural frequencies within the frequency of interest. The conceptual design of the system was initially outlined. To provide more insight into the abilities of the system, Chapter 5 considers the modal analysis of the non-uniform beam model which includes the analysis of the natural frequencies and mode shapes for various stiffness value. The motivation for doing so is that it demonstrates the changes in the dynamic properties of the non-uniform beam model due to the spring elements.

The interaction of the electromagnet and permanent magnet was also observed. It has been demonstrated that the number of turns, input current and extending the coil’s surface can increase the performance of the actuation model. These variables are dictated by the wire diameter of the coil in which the size selection of the wire depends on the allowable maximum current, winding space and electrical power dissipation. It was further demonstrated that the attraction and repulsion process can result in different force magnitudes. Furthermore, the application of this technique to produce a sinusoidal force for actuating the non-uniform beam model to vibrate in the desired displacement value was also highlighted.

This investigation was expanded by developing an experimental rig based on the conceptual design of the non-uniform beam model. It has been demonstrated by experimental modal analyses that the torsional vibration also presents in the frequency of
interest. Effort to minimise this effect has been presented, though it consequently introduces other nonlinear phenomena that lead to increasing the electrical power consumption and reducing the efficiency of the system. Furthermore, the discussion in this experimental analysis outlines a number of benefits and limitations associated with the experimental rig of the non-uniform beam model.

6.2. Recommendations for future work

With respect to the current development, the areas proposed for future work are presented below.

- The analytical model derived in Chapter 2 was limited to the fully submerged beam model. The development of analytical models by considering the beam partially submerged in liquid is needed to facilitate a wide range of applications.
- The implementation of the analytical approaches is currently limited to approximate the dynamic responses of the beam in water. For the other fluid media such as silicone oil, it requires correction factors which are tuned subjectively to fit with the experiments. These correction factors can be used as the basis to further develop parameters that can elucidate the influence of the fluid forces on the beam properties.
- The nonlinear identification parameters described in Chapter 3 considers the identification method based on free vibration responses. The investigation becomes limited since the decay responses tend to deteriorate very quickly. Therefore, further investigation using forced vibration responses such as the CONCERTO and FORCEVIB method is necessary to examine the damping curves of the submerged beam. This would allow to expand the damping characteristics that leads to provide more accurate estimation for the analytical model.
- This study is limited to the forcing frequency up to the fifth resonant. Accordingly, the travelling waves at high frequencies needs to be examined in which some assumptions in the analytical models may break down. In addition, the investigation also needs to consider the miniaturisation of the system to develop micro-devices capable of self-propulsion.
- The fluid investigation in this study only considers a uniform beam model. The rotation at one tip of the beam was restricted. The investigation was limited to the fourth resonant frequency. In addition, no external flow was applied to the analysis. Further investigation needs to consider the non-uniform beam model which includes the beam and permanent magnet. The rotational motion of the magnet needs to be considered in the analysis. The characteristics of fluid flow at higher resonant frequencies are also necessary to be studied. In addition, the external fluid flow can be included on the fluid investigation of a vibrating beam to expand the analysis.

- The development of the experimental rig for the non-uniform beam model with spring mechanism using a non-contact actuation method presented in Chapter 5 was limited to the application of a system vibrating in air. Further investigation requires the system to be submerged in liquid. The experimental rig also requires another mechanism that capable of providing a support for the head of the magnet to avoid torsional vibration and vertical vibration, whilst maintaining the function of the springs as these components can induce more natural frequencies in the operating frequency.
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