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Abstract

Directed cell motility plays a crucial role at some stage for most forms of life. Single celled
organisms rely on finely controlled motion to hunt or migrate toward optimum environmen-
tal conditions. Multicellular organisms require a continual system of simultaneous - and
precise - cellular migration, from conception until death, simply in order to develop and sur-
vive. These migrations are most often modulated via diffusible extracellular signals, causing
the affected cell to move towards or - rarely - away from the source of the signal; this is
chemotaxis. The primary aim of this thesis is to come to a fundamental understanding of
the relationship between chemotactic signals and the elicited cellular response, from basic
singular signals to complex multi-signal systems, and use this knowledge to predict novel
migration behaviours. This is achieved using a feedback loop between an iterative process of
mathematical modelling, to predict chemotactic responses, and live cell imaging, to validate
and improve upon the model. Assays are performed using Insall chambers, a direct visualisa-
tion chemotaxis chamber, and the motile amoeba Dictyostelium discoideum. A diverse range
of extracellular signalling conditions are constructed via the varying chemotactic properties
of different derivatives of cAMP, a signalling molecule to which D. discoideum are highly
chemotactic. Using mathematics as an interface between chemical concentration and subse-
quent cell-surface receptor activation, many complex migration behaviours were predicted
and experimentally verified. Of particular interest are: a robust system by which chemore-
pulsion - the mechanics of which have been elusive - can be mediated, conditions that can
give rise to an inversion of chemotactic directionality in the same gradient, and proof that two

signals that cause chemoattraction in isolation can be combined to induce chemorepulsion.
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1 Introduction

1.1 Chemotaxis

The biased migration of motile cells in response to a gradient of a diffusible substance - or
chemotaxis - is arguably one of the most critical aspects of cell biology. The activation of cell
signalling systems, and subsequent migration, account for a multitude of vitally important
developmental, immunological and nourishing processes in both single cell and multicellular
organisms [1]. Chemotaxis relies on a sophisticated cocktail of detection, response and
feedback systems acting in unison to drive cells, in general, towards a source of chemical
stimulus [2]. This type of migration, in the direction of increasing chemical concentration,
is known as chemoattraction, with the corresponding chemical stimulus being referred to as
a chemoattractant. More rarely, cells may instead travel down the chemical gradient [3];
this is known as chemorepulsion. These behaviours are not be confused with chemokinesis,
characterised by a chemically induced increase in random motion [4]. Chemotaxis is of such
great import that many correspodingly detrimental conditions can arise if it is performed

incorrectly [5].

1.1.1 Immune System Responses

Perhaps one of the most immediately relevant applications of chemotaxis is that of leukocyte
migration. Without the ability to sense minute differences in chemoattractant concentra-
tion, immune cells would be incapable of detecting sites of infection and otherwise harmless
pathogens could run rampant in the body [6]. The neutrophil is the most abundant leukocyte
in the body, comprising around 60% of all immune cells, and resides in the bloodstream
until chemokines - secreted from a site of infection - are detected [7]. These chemokines,
naturally, act as a chemoattract and cause the neutrophils to migrate out of the vasculature
and towards the site of inflammation, at which point they digest the foreign body via phago-
cytosis [8]. Typically, neutrophils combat bacterial or fungal infections [9, 10]. The second
most abundant type of immune cell are the lymphocytes, comprising around 30% of leuko-
cytes in the form of B cells and T cells and constituting the adaptive aspect of the immune
system, allowing for effective response to practically any form of infection [7]. B cells, for
instance, produce pathogen specific antibodies in response to foreign antigens, which then
circulate around the body and bind to the corresponding pathogen that stimulated its produc-
tion, both blocking the target from binding to host cells and marking the target for phagocytic
destruction [11]. T cells are specialised to identify host cells which have been infected by a
pathogen, through antigens on the cell surface [12]. Once identified, T cells can elicit a mul-
titude of responses including killing the infected cell, recruiting phagocytes or stimulating
B cells to aid elimination of the pathogen [13, 14]. Regardless of the method the immune
system employs to protect the body from infection, it is clear that biased migration to sources
of stimulus, and so chemotaxis, is of vital importance [15]. In cases of extreme systematic

inflammation, or sepsis, correct neutrohpil chemotaxis becomes even more vital, with small



deviations from normal function being potentially fatal [16].

1.1.2 Embryonic Development

Aside from contributing hugely to the defence systems of the body, chemotaxis functions as
a critically important aspect for many more fundamental biological processes. Perhaps at the
forefront of these could be migration of neural crest cells during embryogenesis, ultimately
forming the basis of the central nervous system. Each neural crest cell undertakes a specific,
heavily regulated, journey to key positions in the embryo where they settle and differentiate
into a diverse range of cell types [17]. These include pigment cells, endocrine cells, muscle,
bone, tendons, glial cells and neurons [18]. Of particular interest is cellular migration in the
developing cerebral cortex, given that the brain is not only the most complex of bodily struc-
tures but also, arguably, the most important. Beginning from the neural tube, the progenitors
of both glial cells and neurons, neuroepithelial cells, migrate outwards and differentiate [19].
Glial cells form the structural framework of the cerebrum, with neurons migrating along the
radial glial cells to their appropriate niche within the developing cortex [20]. The neurons
settle in a layered fashion, with the oldest neurons located closest to the lumen and newer
ones crawling further out [21]. Chemotaxis becomes critically important during this pro-
cess, guiding neurons to their correct location and ensuring healthy cerebral development
[22]. Specific ligands aid this purpose; for instance neurotrophic factor, which binds to the
receptor TrkB and elicits typical migratory morphology in neurons [23]. Once nestled, neu-
rons will then extend out their axons and dendrites; this essentially allows neurons to talk to
each other as well as other aspects of the body, such as the muscles [7]. Chemotaxis, unsur-
prisingly, also plays a role in axonal migration, ensuring that the nervous system is correctly
connected [24]. In these kinds of cases, a chemotaxis failure could have catastrophic impli-
cations for both brain function and morphology. One resultant condition that can arise from
a neuron migration defect is schizencephaly, characterised by unusual clefts in either one or
both of the cerebral hemispheres [25]. Patients with a singular cleft are observed to have
weakness in one side of the body, or hemiparesis, and at least mild mental deficiencies, and
cases with bilateral clefts experience a weakness in all limbs, or tetraparesis, and suffer from
severe mental deficiencies [26]. Other key migratory processes in the developing embryo,
modulated via chemotaxis, include primordial germ cell migration to the gonadal precursors
- leading to the formation of the reproductive system - and myoblast migration to limb buds,
contributing to the development of the musculoskeletal system [27, 28]. The chemokine
CXCL12, with corresponding receptor CXCR4, has been identified as a key guidance factor
for both primordial germ cells and myoblasts [29, 30].

1.1.3 Further Significance

The functional diversity of chemotaxis is truly enormous, with many pathways and applica-
tions still waiting to be discovered. Encapsulating even a small fraction of the significance

of chemotaxis, across all walks of biology, could easily take up an inordinate portion of this



thesis. With this in mind, however, there are perhaps a few more key implementations of
chemotactic systems that are worth noting. Firstly is that of wound healing, wherein chemi-
cal stimuli - such as platelet derived growth factors (PDGFs), epidermal growth factor (EGF)
and other cytokines - are produced from the bleed controlling clot that forms [31]. As bleed-
ing comes under control, these stimuli act as a chemoattractant guide for inflammatory cells
- such as neutrophils, macrophages and lymphocytes - to then aid in clearing away invading
bacteria, apoptotic cells and recruiting further leukocytes [32]. Incredibly, as inflammation is
resolved, macrophages undergo a functional transition to instead promote regeneration of the
damaged tissue, such as by producing a collagen precursor to aid in the reconstruction of the
extracellular matrix [33]. Following this, platelets and macrophages produce stimulants for
both the chemotaxis and proliferation of endothelial cells, producing a barrier against further
infection and bodily fluid loss [34]. As well in this stage, many fibroblasts chemoattract into
the site of the wound from surrounding tissues - stimulated primarily by PDGFs and EGF
- and synthesise large amounts of collagen help remodel the damaged tissue [35]. If this
highly regulated process were to be compromised, for instance via some chemotaxis failure,
then wound healing defects can arise [36]. In such cases, wounds can become non-healing
and enter a dangerous cycle of self-sustaining inflammation, carrying with it a significant
risk of mortality [37].

Next, it is worth mentioning that chemotaxis does not always function to the benefit of the
organism in question, as is clearly demonstrated in the case of cancer metastasis, where cells
from a malignant cancer tumour invade the surrounding tissue, potentially entering the blood
or lymphatic system, and form a secondary cancer somewhere else in the body [38]. Most
often it is these metastases that kill a cancer patient [39]. For this case, increased chemotac-
tic prowess translates directly into an increased risk of fatality, due to more effective cancer
cell dissemination [40]. CXCL12 also becomes relevant once again as its primary receptor,
CXCR4, is expressed in several forms of cancer cell, suggesting that CXCL12 signalling
could play a role in cancer invasion and metastasis [41].

1.1.4 Chemorepulsion

A much rarer form of chemotaxis, chemorepulsion is characterised by biased migration away
from a source of stimulus. This type of behaviour has been observed in both neurons and
neutrophils, suggesting that chemorepulsion could play a role in both cerebral development
and the immune system [42, 43]. In the case of neutrophils, despite their intrinsic function
of helping the body fight infection, their accumulation at sites of inflammation can actu-
ally cause tissue damage, contributing to conditions such as chronic obstructive pulmonary
disease [44]. It is in cases such as this that reverse migration of neutrohpils, back into the
vasculature, becomes vitally important, with a chemorepulsion failure resulting in an exacer-
bation of neutrophilic inflammation [45]. Reverse migration is also relevant in other aspects
of the immune system, with T-cells being observed to chemorepel away from sources of
CXCLI12 [46]. It has been shown that tumours expressing high levels of CXCL12 can sub-



sequently repel T-cells, allowing some level of malignant tumour immunity from the natural
defence systems of the body [47]. Chemorepulsion is also observed outside of mammalian
cell biology, for instance in the soil dwelling amoeba D. discoideum [48]. These unicellu-
lar organisms have been observed to repel away from each other while in a vegetative state -
suggesting the presence of cell secreted chemorepellents [49] - as well as from 8-CPT-cAMP
[50], an analogue of the chemoattractant cAMP. Chemorepulsion in vegetative D. discoideum
is likely explained by autocrine proliferation repressor protein A (AprA), a secreted pro-
tein for which colonies of AprA~ cells remain much more closely packed while wild-type
colonies disperse radially much more readily [51]. Bacterial chemotaxis, explained in detail
further on, accommodates a unique mode of migration away from a source of stimulus that
involves temporal distruption of a flagella motor to periodically randomise motion [52]. The
direction of motion is randomised very frequently in regions of high repellent concentra-
tion and decreases as repellent concentration similarly decreases, leading to larger periods
of uninterrupted swimming as the bacteria moves away from the repellent [53]. Irrespective
of whether chemorepulsion is of benefit or detriment, it is clear that reverse migration is of

utmost importance in the field of chemotaxis.

1.2 Cell Signalling

So far, only the most basic picture of cell signalling has been drawn; some cell expresses
a receptor that binds a specific molecule, eliciting a directional response. For a cell in the
body this type of simplification is laughable. In reality a cell is immersed in a vast multitude
of signalling molecules and expresses an array of function specific receptors, binding only
those signalling molecules that are important for the regulation of the cell under question
[54]. The various types of receptors that a cell expresses essentially selects which ligands,
out of a maelstrom of extracellular stimuli, the cell can see and respond to [55]; they can
be viewed as the sensory apparatus of the cell, much like the eyes, nose and ears of a hu-
man. As such, the specific receptors expressed by different cells have huge implications for
their capabilities and function, of which biased motility is only a small part [56]. Signalling
molecules can elicit many other types of cellular response, including differentiation and divi-
sion, and in some cases the presence of specific ligands is necessary simply for cell survival
[57]. When one accounts for the fact that these signals may act in unison, it becomes clear
that a practically infinite arsenal of complex changes and decisions is possible. However

important chemotaxis may be, it is still just a single cog in much larger machine.

1.2.1 Methods of Signalling

Cell signalling varies hugely in terms of receptor and ligand type, as well as method of lig-
and delivery, with permutations of these factors meaning that cellular communications can
be brought about in a plethora of different ways [58]. A strong starting point, however,
is the different types of receptors that a cell can express. Receptors are cell proteins that

bind extracellular signal molecules, or ligands, and fall into two primary categories: intra-



cellular and cell-surface. Intracellular receptors, located in the cell cyoplasm, are the least
common of the two and bind small hydrophobic ligands that can diffuse through the plasma
membrane, such as steroids [59]. Once bound and active, these receptor-ligand pairs of-
ten act to mediate gene expression, promoting synthesis of specific proteins through mRNA
transcription [60]. Important examples of this class of receptor are the progesterone and
mineralocorticoid steroid receptors [61, 62]. Cell-surface receptors are the most prevalent
form of receptor, usually binding some sort of extracellular molecule that cannot enter the
cytoplasm, transducing this signal into an intracellular one and activing one or more intra-
cellular signalling pathways which ultimately mediates the change in cell behaviour [63].
They fall into three subclasses: ion-channel-coupled receptors, enzyme-coupled receptors
and G-protein-coupled receptors. lon-channel-coupled receptors are a machinery that es-
sentially operates a hydrophilic ion-channel, modulated via receptor-ligand binding, which
allows various ions to cross the plasma membrane [64]. Ligand binding can either open or
close the channel, depending on the signalling function, but always serves to change the tar-
get cell excitability; this then interferes with the activity of voltage sensitive molecules inside
the cell, inducing the cell response [65]. This type of receptor has been observed to be upreg-
ulated in immune cells during inflammation, binding ATP released from damaged cells and
releasing inflammatory cytokines to enhance the immune response [66]. Enzyme-coupled
receptors either function directly as enzymes or have an intracellular domain which interacts
with an enzyme; these enzymes are, for the most part, protein kinases, and instigate a cellular
response by phosphorylating specific proteins in the cell [67]. A particularly important class
of enzyme-coupled receptors are receptor tyrosine kinases (RTKs), which bind a large range
of growth factors and hormones and phosphorylate only the amino acid tyrosine [68]. They
influence a wide range of key biological processes including cell proliferation, differentia-
tion, and regulation of metabolic homeostasis [69]. This means that incorrect RTK activity
can have a correspondingly negative impact on the body, giving rise to some cancers [70].
G-protein-coupled receptors (GPCRs) are of particular interest to this work and, as such,

shall be covered in depth in a subsequent section.

Aside from functional differences between receptor types, it is also important to consider the
processes by which signalling molecules are delivered to target cells, which vary substan-
tially in range and method and fall into five primary signalling classes: contact-dependent,
paracrine, autocrine, synaptic and endocrine. Contact-dependent signalling occurs when the
signal molecule remains bound to the surface of the signalling cell, meaning that contact
between the signalling and target cell is required for receptor-ligand binding, and the de-
sired change in cell behaviour, to occur [71]. As contact-dependent signalling acts over
the shortest possible distance, between signal and target cell, it is especially important in
early stages of deveopment, when distances are relatively small [72]. This type of com-
munication can also occur over larger distances, however, as in the case of Eph RTKSs - an
important receptor in axon migration and growth - which have been observed to interact with

cell-surface Eph receptor ligands [73]. Paracrine signalling is a mid-range form of cellular



communication in which the signal and target cell are located in a local extracellular envi-
ronment [74]. Signalling molecules corresponding to this type of communication are known
as paracrine factors, and, intuitively, diffuse only over relatively short distances, affecting
only neighbouring cells [75]. Autocrine signalling is then essentially a sub-type of paracrine
signalling, wherein the target and signal cells are of the same type, stimulating their own
response [76]. This type of feedback mechanism has been observed in immune cells, both
secreting and responding to ATP [77], and in cancer cells, where this type of autocrine loop
acts in a detrimental fashion by promoting metastasis [78]. Synaptic signalling is a form of
cellular communication that utilises nerve cells, which, due to their length and connectivity,
allows delivery of signal molecules over a very large range [58]. Stimulated neurons will
send electrical impulses along the axon to the synapse located at the very end, stimulating
the secretion of neurotransmitters which act as ligands for ion-channel-coupled receptors
on the target cell [79]. The synapse and post synaptic target cell are usually very closely
packed, ensuring that secreted ligands bind only to the desired target cell [7]. As this type of
signalling involves a series of electrical impulses, it is only natural that ion-channel-coupled
receptors are the target receptors for secreted neurotransmitters, changing the excitability of
the post synaptic cell by varying the ion permeability of the plasma membrane [80]. The
density of ion-channel-coupled receptors of the post synaptic cell directly correlates with the
magnitude of excitation that can be achieved, and effectively specialises the communication
between any two neurons [81]. Synaptic plasticity, defined as the ability of neurons to alter
the strength of this communication - which must clearly relate to neurotransmitter recep-
tor density - has then been postulated to be of vital contribution to the memory capacity of
the brain [82]. The final method of ligand delivery, endocrine signalling, also acts across
large distances in the body, but by a very different method: the bloodstream [83]. In this
case the signalling cell is an endocrine cell, usually located in the brain, and their signalling
molecules are hormones, which, once in the bloodstream, can be carried to any part of the
body with ease [84]. Due to the nature of this form of transport, however, the delivery of hor-
mones is slow and concentrations are diluted to a large degree, meaning that target receptors
must be able to detect very small concentrations of ligand [85]. Examples of important hor-
mones delivered via endocrine signalling are thyroxine, which impacts metabolic rate [86],

and calcitonin, which contributes to calcium homeostasis [87].

1.2.2 G-Protein Coupled Receptors

GPCRs are the most diverse class of cell-surface receptors, mediating a huge range of re-
sponses to similarly large range of signalling molecules. To name but a few, GPCRs respond
to: light, neurotransmitters, chemokines, hormones and both taste and odour molecules
[88, 89]. This means that GPCRs allow for much of the human experience, contributing
hugely to sight, smell, taste, growth, mood and much more. Surprisingly, despite an enor-
mous range of function, GPCRs all share a very similar morphology; a single polypeptide
chain that weaves across the plasma membrane 7 times, with a receptor binding site usually

located at the center [90]. As such, GPCRs are also known as 7-transmembrane receptors.



The polypeptide chain is then coupled to a trimeric G-protein, comprising of an «, 3 and
~v subunit, which can bind either GTP or GDP, via the « subunit, putting the GPCR into an
active or inactive state, respectively [91]. When a signal molecule binds to the receptor, a
conformational change is induced in the intracellular loops of the transmembrane receptor,
altering the protein structure and causing the « subunit of the linked G-protein to exchange
GDP for GTP [92]. This then causes the « subunit to dissociate from the v dimer, both
of which then seek out target proteins, or second messengers, to relay to signal further,
instigating one or more intracellular signalling pathways which ultimately elicits the cellu-
lar response [93]. An important, subsequent, aspect of GPCR function is desensitisation,
limiting GPCR signalling to avoid unwanted affects such as cellular toxicity [94]. This is ac-
complished via a combination of GPCR kinases, which phosphorylate active receptors and
terminate signalling via G-proteins, and arrestins, which block the coupling of G-proteins to

their corresponding receptors [95].

A common second messenger in many GPCR signalling pathways is cAMP, of which varia-
tion in intracellular levels can mediate a large range of responses [96]. Extracellular signals
can function to either stimulate, activating adenylyl cyclase to synthesise cCAMP from ATP,
or inhibit, decreasing the catalytic activity of adenylyl cyclase and slowing cAMP synthe-
sis, cCAMP production [97]. In the case of the adrenal hormone epinephrine, GPCR bind-
ing stimulates cAMP production in heart cells, mediating an increase in heart rate, blood
pressure and blood sugar levels in preparation for a flight-or-fight response [98]. Thyroid-
stimulating hormone similarly increases levels of intracellular cAMP in the thyroid gland,
leading to thyroid cell proliferation and contributing to correct correct thyroid hormone regu-
lation [99]. CXCL12 signalling through the GPCR CXCR4 acts to inhibit adenylyl cyclase -
lowering levels of intracellular cAMP - as well as activate phosphoinositide 3-kinase (PI3K),

contributing to biased cell migration [100, 101].

1.2.3 Complexities in Receptor Activation

A very intuitive and comfortable assumption would be that each bound ligand causes the cor-
respondingly bound receptor to become active, initiating a specific cellular response. This is,
however, a rather simplistic and inflexible model that does not account for any intricacies or
inconsistencies in receptor activation that may be elicited by certain ligands [102]. A trivial,
but very important, first point to make is that GPCRs exist exclusively in either an active
or inactive state [103]. Inactive receptors, naturally, transmit absolutely no information to
the cell, whereas active receptors mediate a cascade of intracellular signalling pathways -
eliciting a cellular response[104]. A next important point of interest is that unbound recep-
tors can exist in both inactive and constitutively active states, which leads to three distinct
ligand classifications - corresponding to their proportional effect on receptor activity [105].
The first, and most common, is that of a positive agonist. This refers to any ligand which
causes a proportion of bound, previously inactive, receptors to become active. Second are

inverse agonists, which, upon binding to constitutively active receptors, cause a proportion



to become inactive. Lastly are antagonists, which compete for ligand binding sites but elicit
absolutely no change in receptor activity. When constitutively active receptors are taken out
of consideration inverse agonists and antagonists serve the same function. Ligands exhibit-
ing positive agonism can be further split into two classes: full agonists - any ligand which
activates all bound receptors - and partial agonists - any ligand which activates a proportion
of bound receptors, eliciting a sub maximal response [106]. This naturally leads one away
from the concept of simple and exclusive agonism, as there are clearly discrepancies in ac-
tivation profiles for different receptor-ligand pairs [107]. Much more sensible is to adopt a
concept of variable agonism, accounting for differences in ligand induced receptor activation

that can lead to variation in the cellular response.

1.3 Chemotactic Mechanisms

Of particular interest in this thesis are GPCRs specialised to mediate chemotaxis, allowing
cells to sense extracellular gradients and migrate towards their source [108, 109]. These
types of GPCRs bind signal molecules in the gradient, and, given the distribution of chemo-
tactic receptors is approximately even across the cell surface [110, 111] - meaning that more
receptors will be bound and active on the side of the cell closest to the signal source - induce
cellular motion in the direction of increasing levels of receptor activation, towards the source
of the stimulus. Note that if the concept of variable agonism is applied to this situation,
with various chemotactic ligands eliciting different receptor activation profiles, then surely
the direction of increasing receptor activation - and ultimately the chemoactic bias - can be
modulated in complex and novel ways. This is, however, jumping a little bit in the story.
Regardless of how discrepancies in receptor activation may relate to overall chemotactic re-
sponse, there are a number of chemotaxis specific intracellular signalling pathways that must

first be activated before the cell can even begin to move with any kind of bias [112].

1.3.1 Migration in D. discoideum

D. discoideum has long been used as a friendly tool to dissect the complex signalling path-
ways and internal machinery that underlie chemotaxis [113]. This is mainly due to the ease
by which they can be cultured and genetically altered, as well as their innate motility [114].
Biased motility begins with the detection of a chemotactic ligand and, after a series of intra-
cellular signalling pathways, follows with the dynamic polymerisation of actin filaments at
the edge of the cell receiving the signal [115]. This forces the plasma membrane outwards
in a protrusion, or a pseudopod in the case of D. discoideum, which instigates the physi-
cal motion of the cell in the response to the signal [116]. This protrusion, in the direction
of the chemical stimulus, is known as the leading edge. In order for the cell to move in
a directionally biased fashion, consecutive pseudopod extensions must be coupled with re-
tractions of the cell rear, the contracile force of which is mediated by myosin localised in
the cell uropod [117]. It is worth noting that D. discoideum will also create pseudopods in

the absence of chemical stimuli, constitutively moving in search of a signal [118], however



directionaly persisent migration will only occur in the presence of a stimulus. This retraction
and contraction is coupled with continual actin disassembly at the leading edge, resulting in
a treadmill effect and a retrograde flow force that acts towards the center of the cell, likely
aiding in cellular propulsion [119]. Effective chemotaxis also requires the cell to maintain
polarity, a clear morphological distinction between the front and back of the cell, as it is the
consistent coordination between the two functionally distinct ends of the cell that allows for
persistent locomotion [120]. A properly polarised cell becomes stretched in the direction of
the signal, essentially amplifying the sensitivity of the cell by furthering the difference in
receptor activation between the cell extrema [121]. This amplified signal at the leading edge
of a polarised cell encourages consecutive leading pseudopods to form very close to each
other, allowing for more efficient migration [122]. This implies a sort of feedback loop be-
tween polarisation, directionally consistent pseudopod formation and chemotactic efficacy,
which can be confirmed by the observation that polarisation becomes strengthened in bouts
of extended chemotaxis [123]. Additionally, myosin has been observed to accumulate at the
sides of the cell during chemotaxis [124], providing a means to suppress the emergence of

lateral pseudopodia and reinforce cellular polarity.

The exact biological pathways that mediate these behaviours are a matter of some debate,
but there are some key players of definite worth discussing. As mentioned previously, the
first stage in biased migration is the binding of chemotaxis specific signalling molecules.
For D. discoideum, perhaps the most crucial of these is cCAMP. There are four GPCRs that
bind cAMP, cAR1-4; cAR1 and cAR3 are expressed in early deveopment and have high
cAMP affinities, overlapping in function to mediate cAMP chemotaxis; cAR2 and cAR4 are
important in later developmental events, when cells have aggregated to form a multicellular
slug and further differentiate to become a fruiting body [125]. All of these receptors use
a single form of G37 subunit, which is essential in activating the downstream signalling
events necessary for chemotaxis [126]. Eleven G« subunits have been identified, of which
only Gas, linked to the cAR1 receptor, has any substantial impact on mediated migration,
suggesting that cARI is the most important D. discoideum receptor for cAMP chemotaxis
[127]. Of great importance in subsequent signalling pathways are Ras GTPases, activated
via free G5~ [128]. This is clear from the fact that elimination of rasG and rasC effectively
terminates any sort of directional motion [129], insinuating that some combination of Ras
target proteins is absolutely crucial for biased migration. One such family of target proteins
are PI3Ks, which convert PIP, to PIPs, a protein which is observed to be strongly enriched
at the leading edge of migrating cells [130]. As this localisation coincides with new actin
polymerisation, a popular hypothesis is that PIP3 must play a pivotal role in biased migration
[131]. This hypothesis is strongly reinforced by the link between PIP3; and Rac, a similarly
enriched protien at the leading edge, which has been proven beyond doubt to be crucial for
actin polymerisation and chemotaxis, with Rac null cells expressing crippling chemotac-
tic defects [132]. Rac is activated by guanine-nucleotide exchange factors (GEFs), target

proteins of PIP; [133], and further stimulates members of the Wiskott-Aldrich syndrome
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(WASP) family of proteins [134]. WASP proteins then mediate the formation of branched
actin networks by activating the Arp2/3 complex [135], which effectively binds to and struc-
turally organises actin filaments. Despite this strong argument for the importance of the PI3K
pathway, however, cells lacking all PI3K genes are still capable of effective chemotaxis, al-
beit with with a reduction in both orientation and movement speed [136]. It has further been
suggested that PIP3 localisation aids in confining new pseudopod generation in the direction
of a signal, implying that PIP3s primary function may instead be the induction and stability
of cell polarity, promoting quick responses and directionally consistent migration [137]. So,
while the PI3K pathway may be an important contributor to effective chemotaxis, there are
clearly alternative pathways that can either compensate in the absence of PI3K or are the pri-
mary mediators of chemotaxis. An example of one such potential pathway is Rac activation
via Elmo/Dock complexes, which are targeted by 3~ subunits upon receptor stimulation,
providing an alternative signalling pathway linking receptor-ligand binding to the actin cy-

toskeleton, and chemotaxis [138].

1.3.2 Variations in Chemotactic Method

The style of migration illustrated thus far is not limited to D. discoideum alone, with some
leukocytes adopting a very similar form of motion [139]. The characteristic mix of weak
cell-substrate interactions, strong polarisation, dynamic pseudopod protrusion and myosin
aided uropod retraction is typically very fast with neutrophils and D. discoideum being ob-
served to travel at speeds of around 20 pm/min and 10 gm/min, respectively [140, 141]. The
mechanisms that modulate migration between these two cell types are somewhat conserved,
with commonalities appearing in both Ras and PI3K signalling, as well as actin polymerisa-
tion utilising Arp2/3 via Rac-activated WASP proteins [142]. Prominent differences include
the range of chemotaxis specific signalling molecules and receptors available for each cell
type. Leukocytes must be versatile, adaptive and capable of communicating with many other
aspects of the body, which is reflected in the range of chemokine receptors they express
and corresponding chemokines they can bind [143]. In comparison, the independent D. dis-
coideum has relatively few functions, and, as such, only binds a small range of signalling
molecules to a similarly small selection of chemotaxis receptors [144]. This discrepancy has
a direct correlation with the structural variety that can be expected of GPCRs between these
two types of organism. For instance, D. discoideum receptors express only one G5y [145],
whereas leukocyte receptors utilise a multitude of G3 and Gy combinations [142], allowing

for a more diverse and refined range of responses.

Alternative modes of migration to that of D. discoideum are those of amoeboid or mes-
enchymal migration. Mesenchymal migration is most commonly observed in mammalian
cells - such as cancer cells - and is characterised by large actin rich protrusions, such as
lamellipodia or filopodia, coupled with strong extracellular matrix interactions and degra-
dation [146]. Proteolysis of the extracellular matrix allows the cell to mould its immediate

environment in a manner advantageous to migration [147]. Amoeboid migration - similarly
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observed in cancer cells - most notably utilises a heavily myosin enriched posterior to essen-
tially squeeze the back of the cell, inducing bleb formation and propelling the cell forewards
[148]. This style of motion does not require strong adhesion to the extracellular matrix and
so does not depend the formation of focal adhesions [149]. Tumour cells have been observed
to switch from mesenchymal to amoeboid style migration in situations where degradation
of the cellular environment becomes compromised through, for example, introduction of
protease inhibitors - compensating for the lack of matrix remodelling by adopting a form
of migration that instead allows the cell to squeeze through pre-existing gaps [150]. This
transition often results in an increase in cellular velocity [151]. It should be noted that, in
truly counter intuitive fashion, it is apparent that the form of motion most often adopted by
the amoeba D. discoideum is not actually a true representation of the definition of amoeboid
migration. In fact, common D. discoideum migration is actually closer to mesenchymal than
amoeboid, albeit without the extracellular matrix interactions and degradation. Amoeboid
migration is only adopted by D. discoideum in environments that that are non-planar, such
as when migrating under a stiff layer of agarose [152]. This makes sense as this type of
environment more closely recapitulates the tissues through which cancer cells - moving in

an amoeboid style fashion - would migrate.

The mechanisms of cellular migration presented thus far rely on a spatial resolution of extra-
cellular gradients across the cell length, driving the cell in the direction that binds the most
signalling molecules. Is it clear, however, that this method of detection will become de-
creasingly efficient as cell size decreases. It has been shown that D. discoideum can resolve
and respond to a chemical gradient as long as there is at least a 1% difference in receptor
occupancy across their length [153], but the smaller a cell is the the less likely it is that this
minimum difference in receptor binding across their extrema can be achieved. It has been
shown, from a mathematical perspective, that a cell the size of a bacterium could feasibly
navigate by comparing receptor occupancy between its front and back, however, a serious
issue arises in that the motion of the cell largely alters the flux of molecules onto the cell sur-
face - and subsequent receptor binding dynamics - in comparison to a stationary state [154].
This means that the gradient perceived by a moving cell - of size in the order of a bacterium -
differs substantially from the true external gradient, implying that sensible decision making
relative to that gradient will be similarly impaired. When one considers these smallest of
cells, a spatial sensing mechanism is simply no longer viable; instead, a temporal method for
sensing gradients is relied upon [155]. Fundamentally, this method is built upon a system
of continuous autophosphorylation, the outcome of which is to randomise the direction of
swimming [156]. When this occurs the cell is said to tumble. In favourable conditions, the
rate of autophosphorylation decreases - meaning that tumbling occurs less frequently - and in
unfavourable conditions the rate of autophosphorylation increases - increasing the frequency
of tumbling [157]. The overall implication is that bacteria will travel for longer in the same
direction when conditions are improving, and less when conditions are worsening, the net ef-

fect of which is that bacteria become biased in the directional of environmentally favourable
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conditions [158]. Favourable conditions can mean either more attractant or less repellent,
the definition of which varies among different bacterial species. These types of stimuli in-
clude: temperature, osmolarity, pH, oxygen levels and the intensity and wavelength of light
[159]. Focusing on the very thoroughly researched E. coli, swimming occurs when all flag-
ella are rotating anti-clockwise, and a tumble can occur when only one flagellum rotates
clockwise instead [160]. A new swimming direction is chosen when all flagella once again
rotate anticlockwise. Although the number and location of flagella can vary among different
bacterial species, biased motion always relies chemosensory regulation of the motor action
of the flagella [161]. The proteins which allow bacteria to sense their environment are trans-
membrane chemoreceptors called methyl-accpeting chemotaxis proteins (MCPs) and act in a
similar manner to previously discussed receptors, binding extracellular signalling molecules
and relaying the signal to modulate chemotaxis, albeit with a somewhat unique transduc-
tion pathway [162]. The number of MCPs encoded in the genomes of different bacterial
species ranges drastically, with Mezorhizobium loti expressing 1, E. coli expressing 5 and
Magnetospirillum magnetotacticum expressing 60 [163]. This essentially corresponds to the
different stimuli that each bacterium has evolved to respond to, and gives insight into both
the environmental niche that the bacterium occupies as well as individual functionality [164].
While MCPs have poorly conserved ligand binding domains - corresponding to the variation
in types of signal molecule that can bind - the cytoplasmic domains are highly conserved, es-
sentially consisting of an autophosphorylating kinase, chemotaxis protein A (CheA), which
is linked to the MPC with an adapter protein, CheW [165]. Binding of signal molecules
alters the rate of autophosphorylation - and activity - of CheA, which, in turn, acts to phos-
phorylate two further proteins, CheY and CheB [166]. Active CheY binds to the protein
Flim - located on the flagellum motor - and reverses the direction of motion, likely inducing
a tumble [167]. This means that high CheY activity translates directly into a high tumble
frequency for the bacterium, and vice versa. CheB, a methylesterase, acts to demethylate
MCPs, of which the methylation state affects the change in the rate of CheA autophospho-
rylation for a given stimulus concentration [168]. A lowering of MCP methylation states
reduces CheA autophosphorylation, meaning that the bacterium will be less likely to tum-
ble. Similarly, higher MCP methylation states increase CheA autophosphorylation, meaning
that the bacterium is more likely to tumble [169]. In the absence of any other proteins MCPs
would just become increasingly demethylated - and less likely to tumble - due to CheB activ-
ity, so a constitutively active methyltransferase, CheR, exists to balance this effect, causing a
continuous increase in the methylation state of MCPs [170]. So, combining all this informa-
tion, attractant binding to MCPs causes a decrease in CheA autophosphorylation, decreasing
the rate of phosphorylation of CheY and CheB. This both reduces the tumbling frequency
and decreases the rate of CheB demethylation - meaning CheR causes a bigger increase in
methylation than the decrease from CheB - causing a net increase in MCP methylation [171].
This means that the bacterium will adopt a directional bias towards the source of the attrac-
tant - due to less tumbling - but this effect will reduce as MCP methylation states increase,

and CheA autophosphorylation increases to pre-stimulus levels - at which point there will
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be no longer be a directional bias [172]. Similarly, repellent binding will cause an increase
in CheA autophosphorylation, increasing the rate of CheY and CheB phosphorylation. This
both increases tumbling frequency and increases the rate of CheB demethylation - meaning
CheR causes a smaller increase in methylation than the decrease from CheB - causing a net
decrease in MCP methylation [173]. The overall effect is that the bacterium travels away
from the repellent - due to more tumbling - but this effect reduces as MCP methylation states
decrease, and the rate of CheA autophosphorylation drops back to pre-stimulus levels [174].
Essentially, the CheY signalling pathway corresponds to the stimulation induced response
of the bacterium, and the CheB pathway represents the adaptation of the bacterium to new
environments - allowing for continuous re-evaluation of what constitutes attractive and re-
pellent signals, and overall more effective chemotaxis [175]. The phosphorylation of CheY
occurs much faster than methylation by CheR or demethylation by CheB, ensuring that the

bacterium has the chance to respond to a new stimulus before adapting [176].

1.4 Dictyostelium discoideum

Mentioned a few times already, D. discoideum are a useful tool for chemotaxis assays due to
their resilience, highly chemotactic nature and ease of culture and genetic modification [177].
On top on this, different derivatives of cAMP have been synthesised with a wide range of
properties, allowing for versatile chemotaxis assays [178]. As such, D. discoideum shall be
the organism utilised in this thesis for testing the chemotactic dynamics of novel, complex
environmental conditions. A common preconception is that any conclusions drawn from
studies on D. discoideum do not translate into the medically significant field of mammalian
cell biology. Relative to chemotaxis, however, the underlying biological machinery is highly
conserved among eukaryotes, meaning that deductions drawn from D. discoideum have a
high level of significance relative to other mammalian cell types of greater established import
[179].

1.4.1 Dictyostelium Life Cycle

The soil dwelling amoeba D. discoideum is a social eukaryote that relies on chemotaxis in
order to find nourishment and attract other D. discoideum [180]. Its life consists of three
distinct cycles: vegetative, social and sexual. While food is plentiful D. discoideum will
occupy the vegetative cycle and once they begin to starve they will enter either the social
or sexual cycle [181]. In the vegetative cycle D. discoideum will prey upon bacteria in the
soil, ingesting them and periodically dividing [182]. To be more specific, folic acid secreted
by bacteria is deteced by the fARI receptor - acting as a chemoattractant and guiding the
cell to the bacteria so it can be ingested by phagocytosis [183]. Once food becomes scarce
the most common behavioural shift is to that of the social cycle, where neighbouring cells
begin secreting cAMP - attracting each other and aggregating into a large, multicellular
slug [184]. This slug then undergoes several stages of differentiation, ultimately forming

a fruiting body [185]. This body then releases spores which lie dormant until food is once
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again present, at which point the spores germinate and young cells emerge to begin the
vegetative cycle anew [186]. A much rarer form of reproduction, the sexual cycle occurs
when two D. discoideum of different mating types - of which there are three - fuse and begin
cannibalising surrounding cells, upon aggregation via local cAMP secretion [187]. Some
of the outer prey cells form a cellulose wall before being consumed, resulting in a diploid
macrocyst [188]. The giant, enclosed cell then undergoes meiosis and further mitosis to
produce many recombinant, haploid amoeba which hatch to feed as in the vegetative cycle
[189]. As such, chemotaxis forms a basis for both nourishment and reproduction in D.
discoideum. This means that a chemotaxis defect, say through lack of glycogen synthase

kinase-3 [190], is catastrophic for both present and future generations of D. discoideum.

1.4.2 Investigating Chemotaxis

In order to perform a truly thorough study on chemotaxis, it will be necessary to utilise
a mixture of chemotactic factors with different properties. If a model of biased migration
can be used to comprehend increasingly complex environmental conditions, and predict the
outcome of further intricacies, then it can be said with certainty that the mechanisms of
the model are very good descriptors of chemotaxis. The main variations in chemoattractant
function that shall be considered in this thesis are the level of response elicited upon receptor
binding, the extremes being a full agonist or antagonist, and the level of cell induced ligand
breakdown that occurs [191, 192]. Additionally, it is important to gauge the approximate
level of receptor affinity for any considered chemicals, as this allows one to relate extracel-
lular signal to the proportion of receptor binding on the cell surface, and avoid undesirable
effects such as receptor saturation [193]. The primary cell-surface receptor that shall be fo-
cused on, as it has been shown to be the primary mediator of biased migration to cAMP, is
the cARI receptor [194]. For D. discoideum, extracellular cAMP is a very strong chemoat-
tractant that is broken down by secreted phosphodiesterases and has a dissociation constant -
the concentration at which the number of receptors bound is half maximal - in the order of a
few nM, relative to the cAR1 receptor [195, 196]. Two analogues of cAMP, Sp-cAMPS and
Rp-cAMPS, have been synthesised to be phosphodiesterase resistant and have dissociation
constants, relative again to the cAR1 receptor, approximately two orders greater than that of
cAMP [197, 196]. Whereas Sp-cAMPS provides an agonistic role for cAR1, Rp-cAMPS has
been shown to block the conformational change that relays external cAMP signals to vari-
ous intracellular pathways [198]. It has, however, also been shown to elicit a chemotactic
response at very high concentrations [197], perhaps instead suggesting a partially agonistic
nature. Many other artificial derivatives of cAMP also exist with a diverse range of proper-
ties [199].

When performing chemotaxis assays with D. discoideum it is necessary to starve them for
a few hours to forcibly induce the social cycle. The cells express more cARI receptors as
they starve, making them increasingly sensitive to extracellular cAMP, peaking at around

3-4 hours into starvation [200]. Simultaneously, they begin secreting cAMP every 6-8 min-
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utes, causing neighbouring D. discoideum to aggregate [201]. While the sensitivity to cAMP
makes for very motile cells, perfect for chemotaxis assays, the periodic cAMP secretion has
the potential to interfere hugely with any externally imposed gradients due to the very small
cARI1 dissociation constant for cAMP [202]. In order to proceed it is necessary to eliminate
the unwanted receptor binding and activation mediated by cAMP secretion; conveniently,
however, this can be achieved simply by using caffeine, which blocks cAMP dependent ac-
tivation of adenylyl cyclase [203]. The final element required in order to perform complex
chemotaxis experiments is selection of a suitable assay. The study of chemotaxis has evolved
over the years, and this is reflected in the wide assortment of experimental methods that have
been developed with time [204]. One popular technique is the under-agarose assay, which
involves cells crawling under a layer of agarose toward a source of chemoattractant [205].
As cells here are in contact with more than one surface, this particular method is useful for
simulating migration in more 3D environments, such as amoeba moving through soil [206].
Additionally, the rigidity of the agarose can be varied, allowing investigation of cell mi-
gration relative to a range of restrictive environments [207]. Another prominent method is
the micro-pipette assay, in which a small plate of cells is exposed to a chemical stimulus via
continual injection from a micro-pipette tip [208]. This particular situation is useful for simu-
lating a scenario where a distribution of cells responds to a continually secreting point source
of chemoattractant [209]. Microfluidic chambers are capable of generating complex, stable
and well defined gradients for a more precise study on chemotaxis [210]. This is achieved via
an intricate network of microchannels each containing a flow of chemoattractant at variable
concentration which, when oriented in parallel, create an easily modulated chemical gradi-
ent perpendicular to the flow of the microchannels [211]. Another type of device that allows
for easy control over gradient properties are bridge chambers, where two wells - of variable
attractant concentration - are separated by a bridge. As long as the concentration of one well
is higher than the other, molecules of attractant will diffuse from the well of high concen-
tration to low, tending to a controllable linear equilibrium across the bridge [212]. A cover
slip with cells is inverted over the bridge, where the cellular response to the gradient can be
imaged using a time-lapse microscope [213]. Various generations of bridge chamber have
been developed over time, the first being the Zigmond chamber in 1977 [214]. This chamber
provided great improvements for chemotactic investigation, with better optical properties al-
lowing for easier imaging and the production of a stable linear gradient permitting intuitive
correlation between chemical concentration, space and cell response. Unfortunately, how-
ever, the mechanism by which the cover slip was held in place was somewhat unpredictable,
leading to a variable gap between the cover slip and bridge, and unforeseen variations in
the chemical gradient [215]. Another design arose in 1991 with the Dunn chamber, which
replaced parallel wells with concentric annuli [216]. This chamber provided a stable gradi-
ent for a much longer period of time, allowing for easier investigation of much slower cell
types - like cancer cells - but lead to data that was much harder to quantify due to the curved
viewing platform [217]. An improvement on the Dunn chamber design, the current epit-

ome in bridge chemotaxis chambers, the Insall chamber, was published in 2010 [218]. This
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chamber provides the stable, long lasting, gradients elicited by the Dunn chamber but uses a
rectangular design instead. This not only permits much easier quantification but also allows
for the incorporation of different bridge widths, meaning that gradients of varying steepness

can be simultaneously imaged and analysed.

1.4.3 Self-Generated Gradients

A common assumption in studies on chemotaxis is that the chemical gradients to which
cells respond are linear. This is quite reasonable as diffusion - the natural process by which
molecules drift from areas of high concentration to low concentration - in 1D, such as in
a chemotaxis chamber, tends to a linear equilibrium (see equation 12). However, in cases
where a cell has the ability to enzymatically degrade a molecule, then this breakdown com-
petes against diffusion and gives rise to steeper, non linear, localised chemical gradients that
move with the cell [219]. Comparing this with a linear gradient, where receptor binding
is dependent only on the cellular location in the gradient, a cell that can self-generate its
own gradient has the potential to migrate faster and further [220]. This ability to essen-
tially mould extracellular signals allows cells to chemotax skillfully in complex situations,
such as a maze, that would prove impossible to navigate in the absence of enzymatic break-
down [221]. Self-generated gradients can allow cells to chemotax under other conditions that
would also prove impossible without degradation, for instance a large distance containing a
uniform concentration of chemoattractant [222]. Specifically, D. discoideum exposed to a
dmm uniform concentration of folate can self-generate localised gradients, allowing them
to resolve a difference in receptor occupancy across their length and migrate effectively, via
secreted and cell-surface folate deaminase which acts to degrade the folate [223]. The re-
sultant chemotaxis is so robust that the cells can traverse the entire 5mm distance, a feat
that would be impossible - even if the gradient were linear - without enzymatic degradation.
Self-generated gradient mechanics have also been observed relative to melanoma cells and
lysophosphatidic acid [224], an agonist present across malignant tumours. By degrading lev-
els of lysophosphatidic acid in the tumour, melanoma cells could self-generate a chemotactic
gradient that drives the cells into surrounding tissues, suggesting a mechanism by which can-
cer cells can spread and form metastases [225]. It is clear that enzymatic breakdown, and the
ability of cells to essentially modulate their own migration, is of profound significance in the

field of chemotaxis.

1.5 Mathematical Tools

Based on the information presented thus far, the crucial quantity to track if one wants to
understand chemotactic response is receptor activation, as this is the medium through which
a cell both senses and responds its environment. Understanding how a human interacts with
the world and moves through space would be nonsensical without first comprehending the
function of the eyes, nose and ears. As discussed previously, the cellular equivalent of this

sensory apparatus are GPCRs. These bind extracellular signalling molecules, inducing a
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conformational change and activating signalling pathways that dictate how the cell responds
[226]. The implication here is that comprehension of the intricacies of chemotaxis primar-
ily requires quantitative details on receptor activation, rather than chemical concentration.
Concentration, however, is still a vital quantity to track as receptor activation requires the
presence of signalling molecules, and it is the quantity that can be modulated directly in a
chemotaxis assay [227]. Tracking the changing relationship between concentration and sub-
sequent cellular receptor activation for multiple cells in a chemical gradient - in real time
using wet lab techniques - however, comes with a fair share of complications [228]. If math-
ematics could instead be employed to supply the interface between these quantities, then this
could provide a simpler and more intuitive system by which chemical concentration can be
related to cellular response - perhaps allowing for relatively easy analysis of more complex

chemical arrangements.

1.5.1 Relating Concentration to Receptor Activation

The first step to this interface is to be able to relate a number of chemical concentrations,
allowing for arbitrary chemical environments to be considered, to a corresponding level of
receptor binding [229]. To begin, consider unbound receptors, U, binding to specific ligands,

C;, to form bound receptors, GG;, where i € [1, n]. Mathematically this can be represented as
U+C =2y G (D

where k;, k_; represent the rates of association and dissociation for each ligand. Further
insight can be deduced via the law of mass action, which states that the rate of change of
a reaction is proportional to the product of the concentrations of the reactants [230]. This
means that

88_[7{ = —kUC; + k_,G}, 2)
where further equations can be similarly deduced for the rates of change of C; and GG;. An
equilibrium state shall now be assumed where receptors and ligands are binding as quickly
as the corresponding complexes are dissociating. This means that %—Itj = 0, or the number
of free receptors remains independent in time, as receptors are being bound as quickly as
they are being freed. This is a very common type of assumption that, while rarely justified,
tends to provide accurate models while simultaneously causing associated mathematics to
simplify, increasing practicality [231]. In a non-equilibrium system it can be said that the
rates of association and dissociation will cause a deviation from any steady state deductions
[232]. This assumption shall not, however, be regarded as completely acceptable for this
situation until such a time as the validity of the model can be experimentally verified. In the
meantime, substituting this into equation (2) and rearranging gives

uc; k.

- :Kia 3
o 3 d 3)




18

where K; is the dissociation constant for ligand ¢, the concentration at which half of the
receptors are bound by ligand :. This can be seen by setting C; = K;, such that the concen-
tration of free ligand is at the dissociation constant, which, upon substitution into equation
(3), gives U = G;. This means that the number of free receptors is equal to the number of

bound receptors, or half of all receptors are bound, as expected.

It is now important to lay down a convention for characterising the level of receptor acti-
vation of a given ligand. This is to account for ligands of different agonistic properties, and
the concept that some ligands vary in their probability of inducing a conformational change
upon receptor binding [233]. For any given ligand, the fraction of receptors which become
active upon binding is known as the intrinsic efficacy [234]. This quantity shall be repres-
nted as «, where o € [0,1]. A full agonist would have o« = 1, such that all - previously
inactive - receptors bound become active and induce intracellular signalling events. A com-
petitive antagonist would have o = 0, such that no conformational change ever occurs upon
receptor binding. The behavioural impact of a partial agonist can then be represented as any
a € (0,1), where, for example, an intrinsic efficacy of & = 0.5 would correspond to half
of all - previously inactive - receptors bound becoming active. Note that an inverse agonist,
upon binding to constitutively active receptors would instead occupy the range o € [—1,0),
defining the proportion of previously active receptors which become inactive. However, as
the re-association of the o and 3 subunits occurs as a result of ligand independent GTP
hydrolysis, it shall be assumed that ligand binding does not catalyse a backwards reaction
[235]. In other words, deactivation of receptors - induced by inverse agonists - shall be dis-
regarded for the purposes of this thesis. Furthermore, it is entirely unclear if it is realistic
to even consider constitutively active receptors relative to D. discoideum [236]. For now, as
it makes the mathematical framework simpler and more intuitive, it shall be assumed that
all unbound receptors are in an inactive state - either remaining inactive or becoming active
upon ligand binding. Constitutive receptor activity shall not, however, be entirely discounted

until proof to the contrary is obtained.

It is now possible to derive a quantity which represents the fractional amount of active recep-
tors, €2, occurring relative to n concentrations of different ligand. This can be done simply
by taking the number of bound receptors - including ligand intrinsic efficacy - as a fraction

of the total number of receptors, both free and bound. This gives

o= i )
U+ G
where by substituting GG; from equation (3) it can be seen that
n aiCi
Q(C) Lo )

1+3700, fgﬁ |
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So, if €2 = 0.7, then a combination of ligands - of any arbitrary concentration - are present

which result in 70% of receptors being active.

1.5.2 Gradient Shapes

Translating a combination of chemical concentrations into an approximate, proportional
number of active receptors essentially signifies understanding of receptor activation at a sin-
gle point in space. In a more realistic chemical system, a cell will usually be immersed in a
multitude of chemical gradients, for which chemical concentration will change with space.
So, naturally, in order to expand our understanding of receptor activation to include spa-
tial variation, it is crucial to derive functional forms expressing how chemical concentration
evolves with space. The two primary processes that dictate this evolution are molecular dif-
fusion and cellular enzymatic degradation [220]. In general, a chemical system will involve
some combination of these processes, depending on the nature and concentration profiles of
the ligands at play. The system will evolve in both space and time, but generally tend towards
an equilibrium state, at which point the system’s time dependency becomes immaterial, and
only spatial variation is significant. From a mathematical perspective, a full analytical solu-
tion incorporating both spatial and temporal evolution is rather impractical to use and will
likely hamper progress. Much more elegant and insightful is to consider only the steady state
solution, meaning that temporal dependency at small times will not be considered. This must
be taken into account when interfacing the math with the biology, such that measurements

must be ignored until such a time that an equilibrium state has become apparent.

The first equilibrium gradient topology to be considered is that relative to diffusion - the
natural shifting of molecules from a region of high concentration to that of low concentra-
tion - only. This process will occur in isolation for the case where the molecule in question
is not enzymatically degradable. The governing mathematical relation for a system such as

this is the diffusion - or heat - equation [237],

%—f = DV?C, (6)

where the rate of change in concentration, C', with respect to time, ¢, is equal to the product
of the Laplacian, V2, of the concentration and the diffusion coefficient, D. The Laplacian of
the concentration can be interpreted as the rate of change of the concentration gradient, the
steepness of which affects the rate at which molecules will pass a given area, according to
Fick’s Law [238]. The diffusion coefficient contains information about flow speed. It is thus
intuitive that the combination of these two variables is informative of how the distribution of
molecules, and so the concentration, changes with time. The Laplacian can be represented

as

0* 0*  0?

2—_ [ [
V= 8x2+8y2+822’

(7
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illustrating that it encompasses gradient flow in 3 dimensions. For many cases there is an
immediate and substantial simplification that can be made, due to the fact that molecules are
only flowing in one direction, from the source of highest concentration, in a straight line, to
the region of low. If this direction is called x, then it can be said that there is no flow in the
y and z directions. Hence the last two terms on the right hand side (RHS) of the Laplacian
can be set to zero. This simplification keeps the maths concise and elegant, while still being

very much biologically relevant, and gives the 1D diffusion equation,

oc  _oC

T DW' ()

As early temporal changes are being disregarded in favour of focusing solely on the equilib-

rium state, the left hand side (LHS) of equation (8) can be set to zero, giving

0*C

This can be solved simply by integrating twice with respect to x, giving
C(r)=Az+ B (10)

for some constants of integration A and B. In order to deduce these constants the equation
must be constrained to the problem at hand. This is achieved via the application of boundary
conditions (BCs), which correspond to the concentrations of the source and sink. To keep
things as general as possible, it shall be assumed that the concentration of the sink, Cj,
located at x = 0, is non-zero. The concentration of the source, (], is located at z = L.

These conditions can be summarised as

The inclusion of the ¢ represents the fact that these concentrations hold for all times, as it is
the steady state being being considered. Naturally, the chemical gradient encompasses the
area x € [0, L]. Applying the BCs gives a mathematical form for the equilibrium state,

Clz) = (@) z + Cy, (12)

which, as expected, is independent of time and allows concentration at any x to be calcu-

lated. This steady state form is, intuitively, linear.

Enzymatic breakdown, as has been discussed already, has huge implications for gradient
shape. Cellular degradation creates steep, localised gradients, that lead to an overall sharper
gradient profile. In the presence of cellular degradation, the diffusion equation is modified
by the inclusion of a degradation term that illustrates the deduction of molecules via cellular

enzymes. A commonly used mathematical model when considering enzymatic reactions is
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that of Michaelis-Menten kinetics [239], which gives changes in mass, M, of a substance

with concentration C, with time, such that

OMo  ViarC
ot  C+K,,’

(13)

where V., 1s the maximum rate of degradation, occurring at saturating concentrations, and
K, is the Michaelis-Menten constant, the concentration at which the rate of degradation
is half its maximal value. The maximum rate of degradation, V,,,.., can be relative to any
desired biological or mathematical feature - most intuitively that of an enzyme molecule or
a cell. The rate of degradation, %, will then be relative to the specified feature. In order to
combine the mathematics of diffusion and degradation, to attain how concentration changes

with space and time due to these mechanisms, it is then required to translate rate of change of

mass,% , into a rate of change of concentration. This can be easily found by multiplying
equation (13), which is in terms of the rate per feature (enzyme or cell), by the number of

features per unit volume. This will give the change in mass, per unit volume, with time, %.
In doing this, V,,,, will also become relative to a volume rather than a feature. It is worth
noting that all subsequent analysis will have V., in terms of a volume, and that this is an
unconventional representation. Similarly to the previous conversion, it is simple enough to
convert V., back into a feature specific quantity by dividing this by the number of features
per unit volume. Changes in concentration over the bridge will now be governed by both

diffusion and degradation in a reaction-diffusion equation of the form

2
0C _ [ 0*C Vi€

ot o2 C+ K, (19

where the simple case of a 1D flow, in the x direction, has once again been assumed. Note
that the Michaelis-Menten term is negative, illustrating that molecules of ligand are being
deducted due to degradation. It should be noted that the degradation term in equation (14)
acts upon each and every infinitesimally spaced element in the 1D chemical gradient. An
analogy to this could be that the cells are packed together as tightly as they could possibly
get, resulting in a continuum degradation effect. In reality cells act in a discrete fashion,
hence some kind of conversion between the continuum and discrete regimes must be found
to in order to gain useful insight, using analytical math, from experimental data. In contrast,
this would not be required for diffusion as it acts in a naturally continuous manner. Solving
equation (14) in full, relative to some appropriate boundary conditions, is taxing. Instead,
two limiting cases shall be considered. The first of these is a low concentration limit, C' <<

K,,, causing equation (14) to reduce to

oC 0*C
where "
r= (16)
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which implies that degradation will be proportional to concentration. It is clear that as
C — 0, degradation effects will similarly disappear. This prediction matches that of full
Michaelis-Menten kinetics as illustrated in equation (13). Conversely, as C' — oo, the rate
of degradation also increases infinitely, which contradicts the saturation effects of equation
(13). It is thus very important that concentration is kept in the stated limit, otherwise the sys-
tem will no longer obey the laws of Michaelis-Menten and become unrealistic. Once again,
only the equilibrium state is of interest, at which point %—? = 0 such that
0?C

It is worth noting that this steady state represents the point at which degradation effects
exactly balance diffusion, causing no further temporal change in the system. The general

solution to equation (17) is

C(z) = Ae % + Beft® (18)
for some constants A and B, where
r
R=,/—. 19
D (19)

Once again, these constants are specific to the spatial constraints of the problem at hand and
can be found by imposing boundary conditions. The boundary conditions will be fixed, as
in conditions (11), illustrating the assumption that the volumes of the source and sink are
large enough that degradation effects give negligible changes in concentration, or that cells
are not present in the source and sink. This is convenient from an analytical perspective, and
will simplify the math without sacrificing insight. For simplicity, it shall be assumed that the
sink, located at x = 0, is fixed at zero concentration, and the source, located at x = L, is

fixed at concentration C;. This gives the boundary conditions
C(0,t) =0 and C(L,t)=CY, (20)

which, when applied to equation (18), gives the steady state function

B Cl(eRJ: _ e—Rx)
~ eRL _ o—RL

C(z) 1)

Note that this equilibrium state is exponential. The second limiting case is a high concentra-
tion approximation, C' >> K, causing equation (14) to reduce to

oC 02C

55 = D5y — Vinar, (22)
which implies that cells are degrading at their maximal rate always. It is clear that as
C — o0, there is no subsequent impact on degradation effects as they are now constant.
This prediction matches the saturation effects of full Michaelis-Menten kinetics from equa-
tion (13). However, if C' — 0, the rate of degradation remains similarly invariant, which,

at low enough concentrations, could cause concentration to become negative. This is in
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clear violation of Michaelis-Menten kinetics and shows, once again, how important it is that
concentration is kept within the aforementioned limit. In the equilibrium state the LHS of
equation (22) will be set to zero, as usual, giving

0*C

DW - Vma;t - O, (23)

which can be solved by integrating twice with respect to x. This gives rise to the relation

C(z) = Q2* + Az + B, (24)
where () is defined as
Vmax
= 2
Q 5D (25)

and constants A and B can be found by applying the same boundary conditions (20). This

gives a final, steady state form of
Cx) = Qa” + 7(C1 - QL?), 26)

which is a quadratic.
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2 Methods

In general, the methodology of this thesis follows a simple and consistent pattern. Math-
ematics, both analytical and numerical, is implemented to deduce chemical conditions that
may lead to migration behaviours of interest. Bridge chamber assays are then used to test
these conditions, both verifying the mathematical model and giving insight into system pa-
rameters. Once the mathematics accurately recapitulates experimental outputs for a given
chemical configuration, further chemotactic complexities are then probed using mathematics
and verified via the same bridge chamber assay. All coding is done in Java and all graphing

in gnuplot.

2.1 Bridge Assays

The bridge chamber assays are always performed the same, using the 1mm bridge of an In-
sall chamber and wild-type NC4 D. discoideum. The same buffer is used for each aspect of
this assay and contains a mixture of two potassium phosphates - KH,PO, and K;HPO, - at
pH 6.2, with a working concentration of SmM. If the cells are to be left in suspension for an
elongated period of time, then a mixture of MgCl, and CaCl, is also added to the buffer, with
working concentrations of 2mM and 1mM respectively. The phosphate buffer shall now be
referred to as KK, and as KKsMC with the addition of magnesium and calcium chloride.
The bacteria used for the D. discoideum to feed upon and grow are Klebsiella aerogenes,
which are passaged weekly by streaking an agar plate with the bacteria and - after being al-
lowed to grow on an agar plate for two days at 22°C - are kept at 4°C. The D. discoideum are
also passaged weekly by placing an inoculation loop onto an agar plate that has been spread
with a mixture of KKy and K. aerogenes; they are then kept at 22°C to feed and proliferate.
When passaging D. discoideum or preparing clearing plates for an experiment, inoculation
loops are always taken from the feeding front - to guarantee that D. discoideum in the vege-

tative stage are harvested. The protocol for the experiment is now as follows:

1. Two days prior to the experiment, four 1.5ml tubes are prepared containing KK, mixed
with an inoculation loop of K. aerogenes. An inoculation loop of D. discoideum is then taken
and mixed into one tube, and a dilution series made with the three remaining tubes. Suspen-
sion is then pipetted from each tube onto four separate agar plates, spread, and left to dry

before being placed into an incubator at 22°C.

2. On the day of the experiment, D. discoideum are harvested from the plate which shows
the most clear patches - to guarantee many bacteria have been consumed, giving a high cell
count - but with minimal signs of a shift into the social cycle. This usually manifests in
distinct patterns on the agar plate as the D. discoideum begin to aggregate or, in cases of
more extreme starvation, the formation of multicellular slugs or even fruiting bodies. It is
important that as many harvested cells as possible are still in the vegetative stage so that they

develop in a simultaneous and controlled manner, meaning that they become optimally sen-
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sitive to cAMP - and perfect for chemotaxis assays - at the same time. Cells harvested from
regions clearly of the social cycle have at least already began the transition to becoming more
sensitive to cAMP, meaning that upon imaging the chamber these cells are at a later stage of
development and will likely behave differently. Cells are harvested by adding 5ml KK to

the appropriate agar plate, scraping the bacteria and cells and then pipetting into a 50ml tube.

3. KKj is then added so the suspension contains 20ml fluid. The cells are then washed
three times at 1300rpm for 3 minutes, re-suspending in 20ml KK. After the final wash the
cells are suspended in 20ml KK;MC. After well mixing the suspension, it is diluted by a
factor 10 into 30ml KKsMC and then well mixed once again (vortex and invert the tube a
few times). Now do repeated cell counts, either diluting or adding more cells until the sus-

pension has approximately 3x10° cells ml~.

4. Simultaneously with the previous step, mix KKy with 1% agar in a small beaker, keeping
in mind that each repeat of the experiment requires 4ml of this mixture. So, if 4 repeats are
desired, then 16ml KK2 with 1% agar is required, but, taking into account evaporation, 20ml
should be made just to be safe. Microwave this mixture for about 20s and then in bursts of
about 6s, until the agar has dissolved. While the mixture is hot and still liquid, add magne-
sium and calcium chloride to working concentration. Now distribute 4ml into however many

60mm diameter plates as constitutes the amount of repeats desired. Allow to set.

5. Once the agar has cooled and set, thoroughly mix the cell suspension and put the amount
of fluid corresponding to 1.2x107 cells onto each plate. Gently distribute the suspension
across the whole plate and allow to settle for about 30 minutes. Quickly tip each plate into
a sink and then place them on their sides for 2 minutes before mopping up any excess fluid

that has accumulated. Place the plates in an incubator at 22°C' for 2 hours.

6. Now place all plates apart from one into the fridge; the one plate left in the incubator
will develop quickest and so will be the first set of cells to be tested in an Insall chamber.
Take the plates of cells in the fridge out in increments so that the development of each plate
is staggered, meaning that there will be cells at optimum levels of sensitivity to cAMP at
different times - perfect for repeats. Taking the plates out in increments of 40 minutes ap-
proximately corresponds to development being staggered by about 20 minutes between each

plate.

7. After 4 hours from the plates initially being placed in the incubator, start looking for
signs of development in the very first plate. Also check the plate staggered next as some-
times development times can overlap. The cells are ready to be harvested when there are
clearly visible centres of cell aggregation across the plate, but before the cells have started to
stream. At this time the cells are harvested from a plate using 1ml KK, scraping and then

pipetting into a 1.5ml tube. Now spin the cells at 1700rpm for 3 mins, aspirate the excess
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fluid and re-suspend the cells in 1ml KK;MC. Now, mix this thoroughly and then dilute the
suspension by a factor 15 into another Iml KK;MC. Add caffeine to a working concentration
of 2mM - to suppress further cAMP secretion. After mixing thoroughly once more, pipette
20041 suspension onto four 22mm? cover slips and allow the cells to settle for at least 20

minutes.

8. Prepare mixtures containing KK;MC with caffeine at 2mM and the chemotactic fac-
tor(s) of interest at the highest and lowest desired concentrations in the gradient. Assuming
gradients are to increase from the center well of the Insall chamber to the outer channels,
first put the mixture containing the low concentration of chemotactic factor everywhere in
the Insall chamber (if the gradients are to start from zero concentration then just put a com-
bination of KK;MC with caffeine everywhere). Make sure to fill all the channels and leave
a little excess, such that you can see a little bump when viewing the chamber side on. Now
tip the excess liquid from a slide into the sink and place it cell side down on the chamber,
making sure to leave the tips of the outer channel exposed. Aspirate the fluid from the outer
channel via the exposed tips and pipette in the mixture containing the high concentration
of chemotactic factor(s). Briefly observe the bridge separating the inner well and the outer
channel under a microscope, checking that the cells are healthy and at a good density. If
the slide was shifted while assembling the chamber it is possible to kill the cells; if this has

occurred then reattempt assembly of an Insall chamber using one of the spare slides.

9. In general, the chamber was then left for about 10 minutes for the gradients to equilibrate
before filming the 1mm bridge using a Nikon timelapse microscope at 10 fold magnification;
for around 20 minutes. This is sufficient time to obtain data on the directional bias at differ-
ent point along the gradient at equilibrium. Frequently check the next plate to develop in the

incubator to prepare cells for testing subsequent conditions, or repeating previous conditions.

2.2 Simulations and Data Analysis

Simulations were agent-based, with each cell moving according to differences in local chem-
ical concentration. Chemical changes in space and time, due to diffusion, were calculated
according to the heat equation, via the Dufort-Frankel finite difference method. Deductions
in chemical concentration due to cellular enzymatic degradation, from grid points within
each cellular circumference, were calculated according to the Michaelis-Menten kinetics via
fourth order Runge-Kutta method. Receptor activation was calculated at each grid point as
a function of the chemical concentrations located there, according to standard bimolecular
equilibrium behaviour. A difference in receptor activation across each cell could then be
calculated via the grid points encompassed by the circumference of the cell. The chemotac-
tic bias for each cell was then determined as a circular average of the difference in receptor
activation across the cell extrema. Each cell also performed a persistent biased random walk,

with a consistent step distance between each iteration. As such, the overall bias of the cell
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- at each step - was determined as a combination of the chemotactic bias and a persistent

random step drawn from a wrapped normal distribution.

Data from live cell imaging was analysed using an ImageJ] plugin written by L. Tweedy
(illustrated in [222]), giving the positional data of cells at different time points. The plugin
located cells as pixels that were above a threshold intensity relative to surrounding pixels,
and mapped them between frames. This data was then processed and converted into an x-
direction velocity and average position for each tracked cell, such that an average velocity
and error on the velocity could be found for cells occupying a defined partition of the bridge.

This is the data that was then plotted for every experimental velocity output.
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3 The Active Receptor Gradient

Using the tools illustrated in section 1.5, it is now possible to derive a mathematical form
expressing how the proportional number of active receptors evolves with space. Given that
cellular directional bias follows the spatial increase of this proportion, this representation
allows for a very intuitive and elegant way to predict chemotaxis. This is especially useful
when dealing with a confusing array of chemical gradients with varying intrinsic efficacies,
as it is now a relatively simple process to simplify the system into a single gradient that
encapsulates the predicted cell response. This representation shall be referred to as the active
receptor gradient, and will be used very frequently in subsequent investigation. As such, a

full active receptor gradient analysis of a simple gradient will be provided as an example.

3.1 Active Receptor Analysis of a Linear Gradient

Consider first the most basic of 1D chemical gradients, with a linear profile (due to being
enzymatically non-degradable). In order to derive a general form for the active receptor
gradient it is necessary to insert the functional form of the chemical gradient into equation
(5). This essentially converts from expressing the proportional number of active receptors
in terms of concentration to in terms of space, which is exactly the definition of the active
receptor gradient. For the case of a non-degradable chemical this means inserting equation

(12) into equation (5), giving the general form

oy FA(EEN 7 C)

I {(eF) e+ G}

(27)

This expression can be simplified for ease of use by applying some scenario specific param-
eters. For this most simple of cases let the gradient start from concentration Cy = OuM and

have maximum intrinsic efficacy, such that o = 1, giving

C’lx

Now, by applying information on ', K, and L, the active receptor gradient can be plotted.
A comparison between a chemical gradient and its corresponding active receptor gradient

has been provided in Figure 1.

As the active receptor gradient increases in the direction of increasing chemical concen-
tration, the cell directional bias will be in this same direction. This is chemoattraction, as
expected. A further - and very significant - insight can be gained from the active recep-
tor gradient, which cannot from the standard chemical gradient. This insight is that of the
strength of the directional bias and how it is expected to vary across the spatial domain being
considered. The idea here is that the strength of the response is proportional to the absolute
difference in the proportional number of active receptors across the cell length. It has been

observed that a minimum of a 1% fractional difference is required to induce the weakest
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Figure 1: a) Linear concentration gradient and b) corresponding active receptor gradient for:
Cy =2uM, L =1000pum and Ky = 1uM

chemotaxis [7], with the strength of the response increasing as this difference does. This
behaviour will clearly saturate at some fractional difference for which the chemotactic re-
sponse is maximal. Referring to Figure 1.b, it is obvious that changes in 2 are larger at the
former part of the spatial domain than at the latter, meaning that directional cues should be

stronger at the start of the gradient.

This concept can be be extended even further by accounting for the fact that cells have a fi-
nite width, /. This means there is a minimum rate of change in the active receptor gradient
that must be required to induce chemotaxis, given that cells require a minimum difference in
the fractional number of active receptors, A€2,,;, = 0.01, across their length. This minimum
change per unit length, ¢,,;,, can be deduced trivially as

AQnin

5min = ) 29
W (29)

meaning, for cells which have a width W = 10um, 6,,;, = 0.001 pm~. This implies
there must be a change in the proportional number of active receptors of 0.1% per pum cell
length. Given that the rate of change of the active receptor gradient with space is simply the

derivative
o) B

57 =

it is possible to evaluate over what regions of the spatial domain a cell of width W would

o, (30)

be expected to chemotax. Specifically, taking the ratio of ¢ and d,,;, and plotting this for
each spatial coordinate will give a kind of chemotactic map. On this plot, all values above
one will imply that the cell is experiencing A2 > 0.01 across it’s length, and so chemotaxis
can be expected. Conversely, values below one will imply that A2 < 0.01 across the cell

length and so no biased motion should occur. So, taking the derivative with respect to space
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in equation (28) gives
K,LC,
= 1
0 (KdL + Cl$)2 (3 )

It is now possible to plot the derivative of the active receptor gradient for some specific C1,

K, and L. This quantity has been plotted for the same parameters given in Figure 1, along-
5

émin ’

side an evaluation of for a cell with specified W and A(),,,;,,, in Figure 2.
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Figure 2: a) Derivative of active receptor gradient and b) % with space when: C = 2uM,
L =1000pum, Kq = 1uM, W = 10pum and A€,,;, = 0.01.

The left hand graph in Figure 2 represents the rate of change of the active receptor frac-
tion changes with space, and how this itself varies with space. It can be seen that there are
larger changes in receptor binding - and activation - between the, relatively, smaller concen-
trations at the start of the gradient. If these same differences in concentration are considered
further up the gradient, where overall concentrations are larger, it can be seen that changes
in receptor binding are - relatively - reduced. This means that there will be larger differences
in the number of active receptors across a cell length at the beginning of the gradient, and
smaller differences at the end. This implies that directional cues will be stronger at the left
hand side and tail off to the right, which confirms the same statement made via inspection
of the active receptor gradient in Figure 1.b. Additionally, as all values of ¢ are positive, the
directional bias will always be to the right. To re-iterate, this is because the fractional number
of active receptors is increasing to the right. The green region in Figure 2.b represents areas
where chemotaxis is predicted to occur, so AS2 > AS),,;, across the cell, and the red region

is where no biased cell motion is expected, so A2 < A€),,;, across the cell. Furthermore,
5

min

the amount of deviation of =—— from one corresponds to exactly how much more or less than

AQ.in the cell is experiencing across it’s length. In other words, stronger cell directional

)
5min

cues can be expected as — 00.
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3.2 The Strongest Directional Cues

A common preconception is that the strongest directional cues occur at /; concentrations.
However, given that K; is located at x = % for the chemical gradient considered in Figures
1 and 2, it is clear that the strongest cell directional cues do not occur at the dissociation
constant. This is due to the fact that strongest directional cues will occur when g—g is at
a maximum, such that differences in the proportional number of active receptors across a
cell length are maximised. The largest value of % is clearly at x = 0, giving the strongest
directional cues, and steadily decreases as * — L. To further prove this, it is instructive to
consider the second derivative of the active receptor fraction with respect to space. This can
be obtained simply by taking the spatial derivative of equation (31), giving
9’0 —2K4LC,?

02 (KdL + Cll')g (3 )

o)
ox

K was reached, and then begin to decrease. Interpreting this from the perspective of the

If directional cues were strongest at K; concentrations then % would increase with z until

next derivative, for x below K, the rate of change of ‘3—2 would decrease, until K ;, at which
a9

oz’

located at the point in x for which ‘3272 = 0. Putting equation (32) to zero in this way gives

point it would begin to increase again. In other words there would be a turning point in

—2K,LC* =0, (33)

meaning that that there is no turning point in % and it will either monotonically increase or
decrease. Once again, this is obvious when one considers Figure 2.a, but is yet more proof
that cell directional cues are not strongest at /<; concentrations. So, what role does K; play?
Instead, try maximising % with respect to controllable parameters, in this case the only one
being the imposed end concentration of the attractant gradient, C';. So, taking the derivative

of equation (31) with respect to C; gives

96  K4L(K4L — Chz)

= 34
801 (KdL—i‘Cll’)Q ’ ( )
where a maximum in g—g, relative to (', will occur when equation (34) is equal to zero,
giving
100 Ky L
— =0 <= (0 =-— 35
ac 1 - (35)

Using relation (35), it is now possible to deduce what final gradient concentrations, C', will
give maximal directional cues for a given x-coordinate. It is important to realise that this is
simply maximising directional cues at a given point, and not stating where overall directional

cues are maximal. For example, if the dissociation constant is K; = 1M then directional
L L
2 2
Ky, it is clear that maximal directional cues for a given spatial coordinate are achieved when

cues at x = £ are maximised when C; = 2 M. Given that the concentration at x = 3 is

K concentration is located there, but, again, this does not means that the overall strongest
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response in the spatial domain is similarly located there. The reason why this maximisation
works is because final concentrations above and below the critical value value will give a

reduced ‘3—2 for the given x-coordinate, meaning that it is a true turning point.

An additional point of interest is that of the trade off in the strength of the cellular response
in different regions, relative to different chemical gradients. To illustrate this, Figure 3 shows
two chemical gradients portrayed in terms of concentration and the rate of change of the ac-
tive receptor fractions with space, giving, as usual, the strength of the directional bias. This
allows easy identification of which gradient gives the best directional cues at different points

in space.
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Figure 3: a) Comparison of two linear chemical gradients and b) the corresponding rates of
change of the active receptor gradient with space when: K; = 1uM, L = 1000um

By inspecting Figure 3.b, it can be seen that directional cues are actually stronger in the
latter part of the spatial domain for the shallow gradient (C; = 1uM), whereas they are
stronger in the former part of the domain for the steep gradient (C; = 5uM). This shows
that optimising chemotaxis over an entire gradient is not just a simple case of applying higher
concentrations. In many cases it’s likely true that a shallower gradient could actually provide
superior directional cues over a larger spatial range. It is also apparent from Figure 3.b that
there is a value of = for which % is the same for both gradients, and it is this coordinate that
separates the regions for which each gradient gives superior directional cues. This critical
coordinate, x., can be derived by equating the respective forms of equation (31) for each gra-
dient, and solving for x. To avoid confusion, the end point concentration of the first gradient
shall be named C'; and the second (5. Equating these expressions gives
Kq.LCyy Kq.LCqo

— 36
(Kq4L + Chix.)? (KL + Ciaz.)?’ (0
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such that solving for x. results in the expression

\ C'12 -V Cll )
\% 011012 Y C’126111 .

In the case of the gradients illustrated in Figure 3, this critical value 1s x, = 447.2um. So,

= KoL ( (37)

any x > x. has increased directional cues for the shallow gradient, and any x < x. has
increased directional cues for the steep gradient. Finally, it could be useful to understand
what conditions are required that force z. € [0, L], such that there is a guaranteed spatial
intersection between the strength of the responses. It can be shown trivially that x. > 0

always, but for z. < L it is required that

KL ( VG2 = VO > <L, (38)
V 011012 -V C(126111
which, rearranged, gives
Kd < V CHCIQ -V C'126’11 (39)

VCiz —VCu
In the case of the two linear gradients shown in Figure 3, it can be shown that K; < 2.24u M
is required. Given that K; = 1pM, this condition is satisfied and so there will be a value
of z. in the range x € [0, L], as expected. In order for one gradient to dominate in terms
of chemotactic bias, over the whole domain, it must be required that x. > L (intersection
is beyond the considered spatial domain). This means that conditions must be such that the

inequality (39) is reversed.
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4 Reverse Migration

Some critical information regarding concentration and active receptor gradients should be
made very clear at this point. All chemical concentration gradients considered in this thesis
shall be positive and increase with x - such that % > () - meaning gradients increase from the
beginning of the gradient at x = 0 (far LHS) to the end of the gradient at x = L (far RHS).
This means that any motion in this same direction implies chemoattraction. Furthermore,
if it can be shown that cells travel in the opposite direction, from the end of the gradient at
x = L to the beginning of the gradient at x = 0, then this explicitly implies chemorepulsion.
To understand what direction a cell will be expected to chemotax in, it will be necessary to
deduce the derivative of the active receptor gradient with respect to space. This is because
cells travel in the direction in which the number of active receptors increases, which is ex-
actly encapsulated in the rate of change of the active receptor gradient, or the derivative. In
other words, if the derivative is positive then the number of active receptors increases as the
gradient does - and cells chemoattract up the gradient. Conversely, if the derivative is neg-
ative then the number of active receptors decreases as the gradient increases - and cells will
chemorepulse down the gradient. So, % > ( implies chemoattraction, and % < 0 implies
chemorepulsion. Additionally, the magnitude of % dictates the strength of the cell response,
due to the fact that larger derivatives will give larger changes in the number of active recep-
tors across a cell length. Furthermore, setting % = () gives insight into conditions around
which the sign of the derivative changes, meaning that conditions leading to turning points
in cell directional cues can be probed. In the interest of simplicity, only linear gradients -

resulting from non degradable chemicals - shall be considered in this section.

So, the first question of interest is how exactly might the currently illustrated principles
be implemented to induce ‘3—2 < 0, giving rise to elusive chemorepulsion? From a qualitative
perspective, this will never be possible with a single gradient alone. If a single gradient of
full antagonist was present then it would not be possible for a gradient of receptor activation
to arise, meaning no biased cell motion could ever occur. If a single gradient consisted of
molecules of any intrinsic efficacy, then receptor activation would follow increasing chemi-
cal concentration - as in Figure 1 - and chemoattraction would occur. If, instead, the gradient
was flat, then receptor activation would be uniform, meaning no difference in receptor ac-
tivation could be resolved across a cell length. Now consider the case of a background of
attractant, giving uniform receptor activation, combined with a gradient of competitive in-
hibitor, which binds to the same receptors but blocks any conformational change. Now, at
low inhibitor concentrations, receptor activation from the background of attractant remains
largely unchanged. At high concentrations, however, receptor activation from the back-
ground of attractant will be significantly decreased. This is because receptors that would
would previously have been bound by agonist, and activated, are now being largely occupied
by antagonist, and kept in an inactive state. The overall effect of this should be for the active

receptor gradient to now decrease such that % < 0, giving chemorepulsive directional cues.
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The key point here is that a competitive inhibitor may theoretically be used to modify the
receptor activation induced by an attractant, essentially changing how the cell perceives its
environment and causing a cell directional bias different from what would be expected from

the attractant alone.

4.1 Chemorepulsion

For this case there is a flat background of attractant, which shall be assumed to be a non-
degradable full agonist (&« = 1), and a linear gradient of inhibitor, which shall be assumed
to be a non-degradable full antagonist (o« = 0). Denoting the attractant background with
subscript b and the inhibitor gradient with subscript ¢, and assuming the inhibitor gradient
starts from zero concentration (Cy; = OuM), the forms of the chemical profiles can be

deduced from equation (12) as

C’b(x) = Clb (40)
and o
Ci(z) = 1LI 41)

The functional form of the active receptor gradient can then be found, as before, by plugging

these gradients into equation (5), giving

%
Qr) = ——— 2
(@) 14 G Cu

7

(42)
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It should be noted that, in all subsequent representations of the dissociation constant, K, the
lower case d shall be replaced by a letter denoting the nature of the corresponding chemical
(b for background, ¢ for inhibitor or a for attractant). This is to avoid unnecessarily messy
and confusing equations when further complexities are incorporated into the model. Now, as
described previously, the direction of motion induced by this active receptor gradient can be

probed by taking the derivative with respect to space, giving

C1pC1;
0 o )

h .
ox 14+ S 4 Cus
K, T KL

As concentrations and dissociation constants can only physically occupy positive values -
and distances here are defined in such a way that only positive values exist - this expression
is guaranteed to be negative, such that ‘3—2 < 0 always. This means that this system shall
always result in a chemorepulsive directional bias, as long as the magnitude of % is large
enough for cells to be able to resolve a difference in the number of active receptors across

their length.



36

4.1.1 Heat Map Representation

Insightful heat maps can be attained from expressions like equation (43). This is because,
as explained previously, the magnitude of % gives the strength of the expected chemotaxis,
and its sign gives the direction of motion. So, if % is plotted on the z-axis of a heat map,
hot colors can correspond to positive values, and chemoattraction, and cold colors can cor-
respond to negative values, and chemorepulsion. Furthermore, larger magnitudes of g—g can
be illustrated by increasing levels of brightness, allowing for easy identification of regions
of strong and weak chemotaxis. Now, if the space over which chemotaxis is being observed,
x € [0, L], is plotted on the x-axis, then it is a simple process to evaluate the chemotactic
impact of changing a key parameter in equation (43). Say, for example, the concentration of
the attractant background, C}, is allocated to the y-axis, then each value of C}, in the consid-
ered range will correspond to a horizontal strip that will show how chemotaxis is expected
to vary over the spatial range for that specific value. This gives a chemotactic map that al-
lows the effect of key parameters on the system to be deduced. An example of this type of

representation is illustrated in Figure 4.
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Figure 4: Analytical heat map illustrating the rate of change in the proportion of receptors
activated per unit length on the z-axis. Positive values are rendered in warm colours and
correspond to a bias to the RHS, and chemoattraction. Negative values are rendered in cold
colours and corresponding to a bias to the LHS, and chemorepulsion. The magnitude of this
value gives the strength of the response, indicated by brightness. Plotted on the y-axis is
the concentration of the agonist background (K, = 1uM, a;, = 1) and the x-axis shows
variation with space. A 0 — 200uM linear gradient of antagonist (K; = 10uM, a; = 0)
has been assumed. The overall output indicates expected response strength and direction at
different points in space, as the agonist background is varied.

From Figure 4, it can be seen that only chemorepulsion, denoted with cold colors, shall
be observed in this system, as expected from equation (43). The strength of the response,
however, varies significantly with both space and the attractant background. The strongest
chemorepulsion, denoted in white, is always seen at the LHS. This makes sense as, accord-

ing to Figure 2.a, there are larger changes in receptor binding between the - relatively -
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smaller concentrations at the beginning of a gradient, and this tails off as concentration in-
creases. This same principle can be applied to the inhibitor gradient in this system, except
that inhibitor binding ultimately detracts from receptor activation. This means that larger
reductions in receptor activation will be seen between the smaller concentrations at the start
of the gradient, and that smaller reductions in receptor activation will occur over these same
differences in concentration located at the - relatively - larger concentrations at the end of the
gradient. There is clearly a sweet spot, relative to the attractant background, where chemore-
pulsion occurs optimally over the whole region. This point, upon observation, is around
15uM . For background concentrations below this value, there is an increasingly small range
of receptor activation that can be interfered with over the given space. This means that there
is less space for the large reductions in receptor activation that lead to strong chemorepul-

sion, meaning that stronger chemorepulsion occurs over an increasingly reduced domain.

Cui
C1p

that reductions in receptor activation due to the inhibitor become increasingly obsolete. This

For background concentrations above 15uM the ratio gets increasingly small, meaning
is simply because there is - relatively - much more attractant than inhibitor, so attractant starts
binding overwhelmingly more than the inhibitor. This effectively nullifies the reduction in
receptor activation seen from the inhibitor, leaving only the uniform receptor activation of

the attractant background.

4.1.2 Simulations

So far, all insight has been extracted from analytical math based on the equilibrium state.
This is because the maths of the time independent system is simple enough to be effectively
manipulated and interpreted, allowing for easy insight. This means, however, that behaviour
at early times, where the analytical maths is too complicated to be of easy use, has not been
investigated. Simulations can provide a quick way to investigate effects at early times and
avoid some of the assumptions made in the analytical math, like that the concentrations of
the source and sink are unchanging, or that the cells provide a continuum degradation effect
at all points in space. This generally makes simulations more versatile, however, calculations
must be made incrementally in space and time, and for only one parameter regime at a time,
meaning that it is a slower process to ascertain what is happening. Equations can be trouble-
some to derive, but can encompass all parameter permutations in space and time, allowing
for a quick and easy way to probe for information that could be otherwise computationally
heavy. For instance, equation (43) immediately informs one that only a repulsive regime is
ever possible, for all parameters. Coming to the same conclusion via simulation could take
much longer, as different parameter combinations must be tested for an appropriate length
of time that it is clear an approximately unchanging equilibrium has been reached. As men-
tioned previously though, simulations can account for many of the approximations made in
analytical mathematics, and provide insight into additional biological mechanisms that could
be too troublesome to incorporate into an analytical model. Ultimately, employing a blend of
analytical and computational mathematics, depending on the nature of the problem at hand,

can provide a very powerful approach that can allow for all bases to be covered in the most
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efficient and elegant way possible.

So, in the interest of probing dynamics at early times, and further confirming the results
of the analytical mathematics presented, simulations were run using parameters estimated to
be physically accurate. Changes in concentration, according to the diffusion equation, were
calculated using the Du Fort-Frankel Method, and translation from this to an active receptor
receptor representation was mediated using equation (5). Records of both concentration and
proportional numbers of active receptors are kept at regulated intervals in time, allowing for
evolutions in time to be easily plotted. The gradient profiles of one such simulation, until

approximate equilibrium, are shown in Figure 5.
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Figure 5: a) Simulated non-degradable inhibitor diffusing to linear equilibrium and b) cor-
responding temporal effect on the active receptor gradient when: Cy, = 2uM, K, = 1uM,
Chi = 200uM, K; = 10uM, D = 20000pm*min~" and L = 1000um

It should be noted that only the gradient of non-degradable inhibitor has been plotted in
Figure 5.a, as the background of attractant remains constant at 2. M. As expected, the gra-
dient of non-degradable inhibitor becomes increasingly less steep until linear equilibrium is
achieved, about 18 minutes into the simulation. This evolving inhibitor gradient interacts
differently with the background of attractant at each point in time, which results in a tem-
porally evolving active receptor gradient, until the steady state has been reached. It is clear
that all active receptor gradient configurations have % < 0, meaning repulsive directional
cues are expected at all points in time and space, just with varying spatial magnitudes. This
supports the analysis of equation (43). When equilibrium has been achieved it can be seen
that stronger directional cues will occur at the start of the gradient, as this is where the active
receptor gradient is steepest - and cells will see the largest difference in the number of active
receptors across their length. Put mathematically, this is where | g—fz | is largest. Conversely,
weaker responses will be expected at the end of the gradient distances due to a shallower

active receptor gradient.
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A further advantage of using a simulation, with discrete cell dynamics, is that the cellu-
lar response to the environment can be visualised, especially using a 2D render in terms
of receptor activation. Figure 4 introduced a very convenient receptor activation rendering
scheme, plotting the rate of change of the proportion of receptors activated per unit length
(%), which shall be implemented in all subsequent simulations to allow easy correlation
between analytical and numerical analysis. This scheme is powerful as positive values, ren-
dered in warm colors, correspond to positive migration, and negative values, rendered in
cold colors, correspond to negative migration, allowing for easy identification of regions of
attraction and repulsion. On top of this, the magnitude of this value, indicated by brightness,
directly relates to the strength of the expected chemotaxis. On this note it is easy to translate
any considered magnitude of % into an approximate difference in the proportion of active
receptors across a cell (A2), of length T/, that is located at that point in the gradient. This is

achieved trivially via the relation
0N
AQ = H—HW, (44)
Ox

meaning that a cell of length 10um, immersed at a point in the gradient for which | ‘3—2 |=
0.001, is experiencing AQ = 1% across its length. As | 22 |= 0.001 is the largest value con-
sidered in the scheme, it is thus assumed, for a cell of length 10um, that any AQ > 1% will
not give any increase in the expected chemotactic response. A snapshot of the simulation

illustrated in Figure 5, at equilibrium and rendered as above, has been provided in Figure 6.
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Figure 6: Simulation snapshot after 18 minutes, when the steady state has approximately
been reached, for: Cy, = 2uM, K, = 1uM, Cy;; = 200uM, K; = 10uM, D =
20000pm2min~! and L = 1000m

It is clear that this snapshot further confirms the repulsive nature of the system under con-
sideration. Reverse migration is strongest at the left, where the active receptor gradient is
steepest, and tails off to the right, as expected from Figure 5.b. This snapshot also correlates
very easily with the analytical heat map shown in Figure 4. Specifically, the simulation snap-

shot corresponds to the horizontal strip of data when the attractant background is at 2uM,
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when the parameters of both mathematical systems match. A final advantage of using a dis-
crete simulation is that the individual cells can be tracked, allowing for average cell velocities
to be evaluated over a range of time and space. This means that the velocity of the cells in
the simulation can be tracked explicitly in the steady state. This is illustrated in Figure 7,
where it can be seen that cell velocities are negative - implying repulsion - and strongest at
the left, as expected.
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Figure 7: Average simulated velocity output for times after 18 minutes, when the steady state
has approximately been reached, for: C, = 2uM, K, = 1uM, Cy; = 200uM, K; = 10uM,
D = 20000pum?*min~" and L = 1000um.

4.1.3 Experiments

The next natural step is to test the validity of the model, so far developed purely using math-
ematics, via wet lab work. The cells that shall be used in all further experimental work in
this thesis are wild-type NC4 D. discoideum. While the commonly used axenic strains are
very easy to genetically manipulate - and so are of great use when it is desirable to compare
the effects of various gene mutations - they have defects in motility dynamics when com-
pared to wild-type D. discoideum [240]. As it is only cellular motility that is of interest to
the experiments in this thesis, it makes sense to use the wild-type strain. Additionally, and
as discussed previously, there are many analogues of cCAMP - a very strong chemoattractant
for D. discoideum - available, with variations in resistance to enzymatic degradation as well
as potential intrinsic efficacy. This will be key in testing out the effects of combinations of

chemotactic factors of different properties, as illustrated in the mathematics.

All parameters, up to this point, have been chosen with the intention of testing the given
conditions on D. discoideum, in an Insall chamber. As such, all dissociation constants have
been selected in an attempt to match D. discoideum mechanics as closely as possible. Ad-
ditionally, the 1mm distance illustrated in all previous figures corresponds to the length of
the bridge, on which both gradients are imposed and cells are imaged, in an Insall chamber.

Deducing the validity of the model is now simply a case of imposing the same conditions
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demonstrated in the mathematics sections, and testing if the cells replicate the predicted be-
haviour. The only issue that remains is selecting an attractant and an inhibitor that have the

same properties as those used in the maths.

A reported non-degradable attractant for D. discoideum, with a dissociation constant of about
1puM - for the cARI receptor - is the non-degradable analogue of cAMP, Sp-cAMPS [196].
To test if this chemical has the desired properties one can compare predicted behaviour, us-
ing maths, to experimental output. The most insightful mathematics that can be implemented
here would be a heat map, similar to Figure 4, that illustrates how directional cues are ex-
pected to change with space as the steepness of a perfect, non-degradable, agonist gradient
is varied. Denoting the attractant gradient with subscript a, it is once again required to have
a functional form for the non-degradable attractant gradient, which can be deduced from

equation (12) as
. Clal’

L

assuming the gradient starts from zero concentration. Plugging this into equation (5) to attain

Ca() ; (45)
the form of the active receptor gradient gives
Claz
Qz) = —LFal (46)

- Cigz’
1+ KoL

meaning that the all important derivative can be deduced as

w_ o,
o gLt G|

(47)

It can be seen that this expression is positive always, meaning that only positive migration
is possible, as expected. Figure 8 shows how % changes with both space and final gradient

concentration, C',.

It is clear from Figure 8 that the strongest positive migration, from a linear gradient of non-
degradable attractant, always occurs at the start of the gradient. As mentioned previously,
this makes sense due to the fact that there are larger changes in receptor binding - and ac-
tivation - between the smaller concentrations in a gradient. This means that the difference
in the proportion of active receptors across a cell length will be larger, resulting in stronger
chemotaxis. As with Figure 4, there is a critical final concentration (about 2p:M) at which
chemoattraction will occur optimally across the entire space. As final gradient concentrations
tend from this value to zero, the active receptor gradient will become similarly less steep -
resulting in increasingly small values of g—g and reduced migration. For concentrations above
this critical value, the smaller concentrations - between which there are larger changes in re-
ceptor binding, and activation - occur over an increasingly reduced spatial range. This means
that there will be increasingly good positive migration over an increasingly small range right

at the start of the gradient. This also means that the larger concentrations - between which



42

0.001
3 266 0.0008
= 0.0006
3 a4 0.0004
I 0.0002
3 16 0

O 4 -0.0002
% 1 -0.0004
g -0.0006
< 025 -0.0008

-0.001

0 200 400 600 800 1000

Distance (pm)

Figure 8: An analytical, chemotactic heat map. Plotted on the y-axis is the final gradient
concentration of a non-degradable attractant starting from zero concentration (K, = 1uM,
o, = 1) and the x-axis shows variation with space. The overall output indicates expected
response strength and direction at different points in space, as the final gradient concentration
is varied. For additional details on heat map interpretation refer to Figure 4.

there are smaller changes in receptor binding - come about increasing quick in the gradient,
meaning reduced chemotaxis occurs over more of the spatial domain. From a qualitative
perspective, if a cell were to be immersed in a flat background of non-degradable attractant,

then receptor activation would be at a constant value over the entire space. This would imply

00
ox

sultant directional bias of any kind. Figure 9 gives the experimental output of both a gradient

= 0 always, meaning there are no changes in receptor activation at any point and no re-

and background of Sp-cAMPS, to be compared with this insight.
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Figure 9: Measured average D. discoideum velocities, at equilibrium, for a) 0—2u M gradient
and b) 2 M background of Sp-cAMPS.

It is clear from Figure 9.a that a 2uM gradient of Sp-cAMPS gives a peak in response at
the start of the gradient, with the strength of the response tailing off with distance, and a flat
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background gives no directional bias, as expected. It should be noted that although Figure 8
implies that the velocity at z = 0 should be in fact the greatest velocity over the area, in the
wet lab experiments this is actually the boundary between the bridge and central well of the
Insall chamber. This means that this the point at which cells go from no directional bias, in
the central well where there is no Sp-cAMPS, to the large directional bias predicted at the
start of the gradient of SP-cAMPS. This accounts for the sudden jump in behaviour, seen
in the experiment, that was not predicted using the presented mathematical framework. It
can further be seen that the response is still strong quite far up the gradient, insinuating that
2 M 1s in fact close to the sweet spot concentration seen in Figure 8, further implying that
the parameter configuration used in Figure 8 is close to reality. It shall thus be assumed that

Sp-cAMPS is indeed a non-degradable agonist of intrinsic efficacy « = 1 and Ky = 1uM.

It is hard to judge whether a chemical is a competitive inhibitor or not, as an inhibitors
effect is to keep receptors in a state of inactivation. This means that a gradient of inhibitor in
isolation would result in no receptor activation, and no chemotaxis, despite abundant recep-
tor binding. Its nature can only truly be deduced when competed against something which
activates, such that behaviour apparent from a reduction in receptor activation can be made
clear. It is therefore quite hard to suggest a candidate for a non-degradable competitive in-
hibitor for cAR1 receptors in D. discoideum. A starting point, however, could potentially
be the “chemorepellent” 8-CPT-cAMP [50]. Upon inspection of this paper, it is apparent
that D. discoideum cAMP secretion has not been accounted for - and therefore has not been
suppressed - meaning that an unintended background of cAMP, an agonist, could be present
during the subsequent experiments. If this is the case - and the theories presented thus far in
this thesis are to be believed - then the reverse migration observed could, in fact, be a result
of 8-CPT-cAMP occupying an antagonistic role and reducing levels of receptor activation,
from the cAMP background, close to the micro-pipette tip. This would give an active recep-
tor gradient that increases outwards from the pipette tip and would cause the cells to act in
the manner observed. If this theory is to be believed, it is necessary to show that a gradient
of 8-CPT-cAMP - with caffeine present to block cAMP secretion - gives no resultant direc-
tional cues. As 8-CPT-cAMP is not actually going to be used in this section, this experiment
is presented later on in section 4.1 and is illustrated in Figure 35 - where it is clear that there
is no biased response. This means that 8-CPT-cAMP potentially serves the function of an
antagonist, but it is unclear whether or not it is phosphodiesterase resistant. However, an-
other cAMP analogue - Sp-8-CPT-cAMPS - also exists and is, structurally, a combination
of 8-CPT-cAMP and Sp-cAMPS [241]. As Sp-cAMPS has already been shown to be non-
degradable, this means that Sp-8-CPT-cAMPS could be exactly what is required. A final test
that is necessary before testing Sp-8-CPT-cAMPS in combination with other ligands is the
behavioural output of a simple gradient, as presented in Figure 10.

Due to lack of motion of any kind in a 200pM gradient of Sp-8-CPT-cAMPS, it shall be
assumed currently that this chemical a non-degradable inhibitor of unknown K. For the
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Figure 10: Measured average D. discoideum velocities, at equilibrium, for 0 — 200 M gra-
dient Sp-8-CPT-cAMPS.

purposes of further simulations and analytical work it shall be assumed that the dissociation
constant of Sp-8-CPT-cAMPS is K; = 10uM. Although this may be entirely inaccurate,
these predictions allow insight into what the dynamics of a K; = 10u/M non-degradable
perfect inhibitor would look like. Upon comparison with experimental output, an educated
guess as to the true /; of Sp-8-CPT-cAMPS can be made. Now that candidates for a non-
degradable agonist and antagonist have been intelligently selected, it is possible to test the
validity of the model - and the assumptions made on the selected chemicals - by imposing the
same conditions illustrated in the above simulations and comparing the behavioural output
to that of the mathematics. Figures 11 and 12 show an experiment snapshot and a velocity

output, once chemical equilibrium is estimated to have been reached.

Figure 11: Experiment snapshot, at equilibrium, of NC4 strain of D. discoideum subject
to a 2uM background Sp-cAMPS and a 0 — 200 M gradient of Sp-8-CPT-cAMPS. Cyan
circles correspond to motion to the LHS (chemorepulsion) and magenta circles correspond
to motion to the RHS (chemoattraction), with the size of the circle giving the magnitude of
the x direction velocity.

Figure 11 displays cells velocities at different points in space as calculated via a cell tracker

developed by L. Tweedy (paper in preparation). Circles rendered in cyan correspond to mo-
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Figure 12: Measured average cell velocities, at equilibrium, of NC4 strain of D. discoideum
subject to a 2uM background Sp-cAMPS and a 0 — 200 M gradient Sp-8-CPT-cAMPS.

tion to the left, indicating reverse migration, and circles rendered in magenta correspond to
motion to the right, indicating positive migration. The size of the circle illustrates the mag-
nitude of the relative x-direction velocity. This same rendering system shall be implemented
in all subsequent experimental analysis. The output clearly shows that negative migration is
occurring over the spatial domain, with stronger responses being observed at the LHS. This
is further reinforced by the equilibrium velocity profile in Figure 12, which shows the ex-
pected tailing off in the strength of the repulsion, as predicted from both simulations and heat
maps. The only difference in the experimental output once again derives from the fact that
the maths does not account for the boundary separating the region of strongest repulsion, at
the very start of the gradient, and the well of cells with no directional bias, just beyond this.
This means that whereas simulated cells - in Figure 7 - have increasing repulsive velocity
as they tend toward x = 0, real life cells - in Figure 12 - experience the same increase in
repulsive velocity as they approach z = 0 but eventually encounter the boundary to the well,
forcing their x-direction velocities from high values down to zero. The overall conclusion
is that the cell behaviour matches the output predicted from the mathematics, down to ex-
pected response strengths in different regions. This implies that the model is in fact valid,
and that the assumptions made on the cAMP analogues are close to reality. It shall thus be
assumed in subsequent mathematical analysis that Sp-8-CPT-cAMPS is a non-degradable
competitive antagonist (v = 0) with a dissociation constant, relative to the cAR1 receptor,
of K4y = 10uM. Furthermore, the strong experimental recapitulation verifies that the equi-
librium state assumption made in section 1.5.1 - that receptors become bound as quickly as

the corresponding complexes dissociate - was valid.

A corollary also becomes apparent at this point; constitutively active cAR1 receptors either
do not exist in this system or are present in such small amounts that they can be considered
negligible. This can be deduced due to the fact that any proportion of unbound receptors

being active essentially equates to an attractant background. So, if constitutively active re-
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ceptors were present in quantities that could interfere with the currently presented model,
then an externally imposed gradient of competitive antagonist would - in the absence of any
other signals - induce reverse migration to some degree, similar to the behaviour observed
in Figure 12. It can be seen clearly that one such gradient - illustrated in Figure 10 - gives
a negligible response, hence there is either an insignificant amount of constitutive receptor

activity or none at all.

It should be further noted that although the terms repulsion and reverse migration have been
used in this section quite abundantly, they refer simply to the fact that cells have been mi-
grating to the left, or from x = L to x = 0, which, due to the fact that almost exclusively all
gradients will increase with x in this thesis, was specified at the start of Section 3 to be the
direction of chemorepulsion. For this first and most simple of cases, however, the attractant
gradient was chosen not to increase with x, but to remain a constant. This technically means
that travel in the direction of decreasing x does not imply reverse migration in the sense that
cells are migrating away from a high concentration of agonist, but it does imply migration
in contrast to that expected from the background of attractant alone, which was the whole
point. As all gradients from this point onwards truly will truly obey aa—g > (), and increase
with z, it made sense to set up the standard that migration with increasing x explicitly implies

chemoattraction, and migration with decreasing x explicitly implies chemorepulsion.

4.1.4 Imperfect Attractant and Inhibitor

One of the advantages of a mathematical model is that it allows one to easily explore the
impact of certain ideas and parameter variations. Obviously a model is only as good as the
mechanics incorporated into it, and biology is too big to be encapsulated fully into a math
model, but as long as the primary influencing factors are accounted for then an approximation
as to behavioural outputs under certain parameter configurations - or certain combinations
of biological mechanisms - can be made. A particularly intriguing variation in the model
to consider is the possibility of partial agonism. This could mean that molecules of the
attractant background do not activate every receptor bound (o < 1), or that molecules of
inhibitor activate a small fraction of bound receptors (o« > 0). Analytical mathematics can
now be implemented in a very similar manner as previously to probe the possibilities of this
variation in the model. If the background of attractant and gradient of inhibitor have intrinsic
efficacies oy, and «;, respectively, where o, > «;, then the active receptor gradient can again
be found, according to equation (5), as
aCy | aiCix

Oe) = Ko Kl (48)
MEETRNT
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giving the derivative with respect to space as

iC1; C1pCri(ai—ow)
@: Kl[l/ + 1bI(1bKiL " (49)
8:6 1 % Ciix 2
+ Ky + K;L

Once again, a heat map representation of equation (49) is a most insightful way to ascertain
expected cell responses in different regions, as specific parameters are varied. All parame-
ters shall be kept consistent with Figure 4, allowing for a comparison of expected behaviour

between the two models. Figure 13 gives one such heat map.
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Figure 13: An analytical, chemotactic heat map. Plotted on the y-axis is the concentration
of the imperfect agonist background (K, = 1M, a;, = 0.75) and the x-axis shows variation
with space. A 0 — 200pM linear gradient of imperfect antagonist (/; = 10pM, a; = 0.25)
has been assumed. The overall output indicates expected response strength and direction at
different points in space, as the imperfect agonist background is varied. For additional details
on heat map interpretation refer to Figure 4.

Some very interesting distinctions arise when partial agonism is accounted for. The first
is that the resultant repulsion becomes less effective than the perfect attractant and inhibitor
case, as is apparent from the decrease in light colors, representing smaller differences in re-
ceptor activation across the cell length - and reduced directional cues. The second is that the
repulsion only occurs over a certain range of attractant background concentrations, specif-
ically at higher concentrations, below which a chemoattractive regime becomes possible.
Mathematically this is very intriguing as the region separating these two regimes is tech-

nically a turning point in the direction of the cell response. As repulsion implies 22 < 0,

ox
and motion to the left, and attraction implies %2~ (), and motion to the right, the critical

ox
background concentration that separates these two behaviours is where %

that one should be able to set the LHS of equation (49) to zero and solve this for the critical

= (). This means

attractant background, C',*, as well as deduce further key information regarding the nature
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of this turning point. Put mathematically,

of K,
— =0 & Clb* = u
ox ap — Q;

(50)

As long as the RHS of this relation is positive then a real value of attractant background, that
separates the cell response direction, exists. Due to the fact that o, > «;, giving a positive
denominator, and K, > 0 always, the only requirement that the direction of motion can be
modulated via the attractant background is that o; > 0, meaning the inhibitor must activate

receptors to some degree.

Intriguingly, the dissociation constant of the inhibitor, /;, has no influence on the turning
point. Figure 14 shows how the value of C,* varies with «;, for some different values of «;
and K.
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Figure 14: Some curves showing how values of C*, the attractant background concentra-
tion separating positive and reverse migration regimes, vary with «;, the intrinsic efficacy of
the inhibitor, for some values of «; and K.

From this Figure it can be seen, from a graphical perspective, that both of the conditions
ap > oy and «; > 0 are required to give a physical critical attractant background concentra-
tion that separates directional regimes. It is also clear that the value of C';,* increases with
K}, and that the value of C,* increases as {a, — «;} — 0, or as the levels of bound receptor
activation of the attractant and inhibitor become increasingly similar - as can also be seen

trivially from equation (50).

4.2 Competing Linear Gradients

Now that predicted novel migration behaviours, via competitive inhibitor induced interfer-
ence with levels of receptor activation, have been validated using real cells, the mathematical
model can be extended to predict further complexities in migration. If these, in turn, can be

similarly validated via wet lab work then the strength of the model can be reinforced even
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further. The more unexpected the prediction, the stronger the argument becomes upon ex-
perimental verification. The next logical step would be to compete a linear gradient of com-
petitive inhibitor against a linear gradient of attractant, rather than a background. Reverse
migration seen in this case could be perceived as true chemorepulsion, in the sense that cells
would be migrating away a high concentration of attractant, rather than simply migrating in
a fashion contrary to that expected from a background of attractant. Initially, this situation
shall be probed with arbitrary, perfect attractant and inhibitor gradients - denoted with sub-
scripts a and ¢ respectively - such that o, = 1, a; = 0 and the chemical gradients have forms
as illustrated in equation (12). The active receptor gradient can then be found, as usual, by

plugging these expressions into equation (5), giving

A {(Gm) 0 4 )
TF % {(B5%) 2 1 O} + & {(35%) 2+ G}

Q(x) = (51)

The derivative with respect to space, dictating both the response strength and direction, can
then be deduced as

C14=Coq C0iC1a—C04C154
o0 Kal T KoK L

5__ 1a—Co Li—0i .
T [ A (@) ok G+ {(B59) 2+ G}

(52)

Repulsion can be achieved if the RHS of equation (52) is negative. As the denominator will
always be positive when one considers physically relevant parameters, reverse migration
will be seen for any parameter regime that results in the numerator being negative. Put
mathematically,

o9 Cla - C1Oa COiCIa - O()aoli

e 53
oz~ 1 T rxrxr U (53)

which can be rearranged in the form

Cyi > L {Ki(Cra — Coa) + CoiCha} - (54)
Coa

This expression allows for insight into the requirements for repulsion in a competing gradient
system. First of all, it can be seen that Cj,, = OuM means that it is necessary for C'y; > oo
to induce reverse migration. This is, of course, impossible, which proves that the attractant
gradient must start from a non-zero value in order for repulsion to be possible. This also
makes sense from an intuitive perspective because if ‘3—8 < 0 then the active receptor gradient
is increasing as © — 0. This means that Q(x = 0) # 0 in order for repulsion to occur, and
as receptor activation can only occur as a result of attractant binding, this implies that the
attractant gradient must start from a non-zero value, such that Cy, # OuM. If the inhibitor

gradient is chosen to start from zero concentration, such that Ciy; = O M, it can be seen that
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repulsion can still be induced as long as the condition

Ki (Cla - C(]a)
C(]a

Cyi > (55)
is satisfied. So, as Cy; # OuM is not a requirement for reverse migration, the system shall
be permanently simplified by assuming that the linear inhibitor gradient starts from zero
concentration. It can be further deduced that there is a critical final inhibitor concentration,
C'1;*, that separates the positive and reverse migration regimes. This is the point at which
0N K;(C1a — Coa)

o < = C Con

: (56)

So, if there are two competing gradients of attractant and inhibitor, with Cy, # OuM and
Coi = OulM, then the directional response of the system can be modulated via the final in-
hibitor concentration, C'y;, where any C'; > C';* will result in repulsion away from the high
concentration of attractant, and any C; < Cp;* will result in positive migration towards the

high concentration of attractant.

This can be interpreted qualitatively by considering that a gradient of attractant supplies
a rate of increase in receptor activation across the given spatial domain. A superimposed
gradient of inhibitor will then supply a dampening effect on this rate of receptor activation.
In cases where C'1; < C'y;%*, this dampening effect is sufficient only to reduce to effective-
ness of the chemoattraction, but not change the direction of motion. When C; > Cf;* the
dampening effect is intense enough to cause the the rate of increase in receptor activation -
from the attractant - to become a rate of decrease in receptor activation, with z, resulting in
chemorepulsion. The point at which C';; = C;* defines the moment when the dampening
effect from the inhibitor exactly balances the positive rate of receptor activation from the

attractant - effectively resulting in uniform receptor activation, and no directional bias.

4.2.1 Heat Map Representation

As before, an insightful way to illustrate these concepts is with a heat map. Similar to be-

fore, equation (52) will be plotted in 3D, with g—g on the z-axis, distance on the x-axis, and

a parameter of interest on the y-axis. To reiterate, hot colors correspond to % > (, and

a9
oz
ness corresponds to the magnitude of g—g, and the strength of the chemotaxis - due to larger

chemoattraction, and cold colors correspond to < 0, and chemorepulsion. The bright-
changes in receptor activation across a cell length. It makes sense to vary the final inhibitor
concentration, C';, on the y-axis, as the turning point in cell directional cues - located at

C1; = C;* - should be apparent. Figure 15 gives one such heat map.

Given the parameters used in Figure 15, the value of C};* can be calculated explicitly -
using equation (56) - as Cy;* = 40u M. Upon inspection of the heat map, this final inhibitor

concentration is clearly the point at which the direction of motion changes, as expected.
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Figure 15: An analytical, chemotactic heat map. Plotted on the y-axis is the final concen-
tration of the antagonist gradient (/; = 10uM, o; = 0), which starts from zero concen-
tration, and the x-axis shows variation with space. A 2 — 10uM linear gradient of agonist
(K, = 1uM, o, = 1) has been assumed. The overall output indicates expected response
strength and direction at different points in space, as the antagonist gradient steepness is
varied. For additional details on heat map interpretation refer to Figure 4.

Furthermore, for concentrations C; < CY;*, the dampening effect of the inhibitor on the
strength of the positive migration - due to the gradient of attractant - can be seen, with an
increase in intensity as C';; — C';*. For concentrations C'; > C';*, the rate of decrease
in receptor activation, from the inhibitor, outweighs the rate of increase from the attractant,
resulting in the expected repulsion. As Cy; — oo the small concentrations in the inhibitor
gradient - between which there are larger decreases in receptor activation - occur over an
increasingly reduced spatial range, meaning that the window of strongest chemorepulsion
gets closer and closer to the beginning of the gradient. This also implies that the, relatively,
larger concentrations in the inhibitor gradient - between which there are increasingly small
reductions in receptor activation - occur sooner in the chemical gradient, meaning that the

repulsion tails off at increasingly reduced distances.

4.2.2 Simulations

Once again, it is comforting to employ a discrete cell simulation that accounts for the system
elements that have been skipped or approximated in the analytical maths, to further validate
the predictions that have made. For this particular case this only includes the diffusion of
the attractant and inhibitor to their equilibrium states, at early times. As this section is in-
vestigating the effect of a superimposed inhibitor gradient, on top of an attractant gradient,
in modifying the chemotactic dynamics that would be observed from a gradient of attrac-
tant alone, it is informative to simulate both the gradient of attractant in isolation as well as
the combined attractant and inhibitor case, to see how the behaviour changes. According to
Figure 15 - by inspecting the base of the heat map - a linear gradient of perfect attractant
that starts at Cyy, = 2uM and increases to ', = 10uM over length L = 1000um, with
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K, = 1uM, should give relatively good positive migration in isolation. An additionally
imposed linear gradient of perfect inhibitor that starts from zero concentration and increases
to C; = 1000uM over the same distance, with K; = 10uM, should also give relatively
strong reverse migration. As such this shall be the parameter configuration utilised in the
subsequent simulations. Figure 16 gives the temporal evolution of the concentration profiles
of both the non-degradable attractant and inhibitor, and Figure 17 gives the temporal evolu-

tion of the active receptor gradient for the attractant both alone and with the inhibitor.
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Figure 16: Simulated non-degradable a) attractant and b) inhibitor diffusing to linear equi-
librium in a simulation where: K, = 1uM, K; = 10uM, D = 20000pm?*min~" and
L = 1000pm.
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Figure 17: Simulated active receptor gradients for a) gradient of attractant alone and b)
gradients of attractant and inhibitor combined, where: K, = 1uM, K, = 10uM, D =
20000pm*min~' and L = 1000um.

As expected, the non-degradable chemicals in Figure 16 diffuse to linear equilibria, about 18
minutes into the simulations, with the gradients becoming less steep at each time point. This

makes sense as molecules diffuse proportionally with the steepness of the gradient, so the
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most drastic changes in concentration will occur at early times. Furthermore, the active re-
ceptor gradients illustrated in Figure 17 show the expected chemoattraction from the gradient
of agonist alone, and the predicted repulsion when the gradient of inhibitor is superimposed.
These directional regimes remain constant, although the gradient profiles change - along with
expected response strength at different positions - as binding dynamics change according to
evolutions in concentration, until chemical equilibrium is reached. Once chemical equilib-
rium is reached, the peaks in response strength are, as usual, located at the beginning of the
gradient. Simulation snapshots - rendered in terms of the rate of change of the fractional
proportion of active receptors with space - can be taken to compare the simulation response
profile to that of the analytical maths (in Figure 15). This is demonstrated in Figure 18. On
top of this, individual cells can be tracked to give an educated guess as to an expected equi-
librium velocity distribution, assuming a maximum cell speed of 10um min~!, as shown in

Figure 19.
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Figure 18: Simulation snapshots after 18 minutes, when the steady state has approximately
been reached for a) the attractant alone and b) the attractant in combination with the inhibitor,
where: Cy, = 2uM, Cy, = 10uM, K, = 1uM, Cy; = 0uM, Cy; = 1000uM, K; = 10uM,
D = 20000pum?>min~" and L = 1000um.

It can be seen from Figure 18 that in the steady state, once diffusion dynamics have be-
come time independent, simulation snapshots with active receptor rendering recapitulate the
response profiles predicted from Figure 15 perfectly. The y-axis values in Figure 15 that cor-
respond to the attractant alone and the attractant and inhibitor combined are Cy; = OuM and
C1; = 1000 M, respectively. The velocity distributions demonstrated in Figure 19 show the
expected positive and reverse migration. Furthermore, the strongest responses occur at the
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Figure 19: Average simulated cell velocities for times after 18 minutes, when the steady
state has approximately been reached, for a) the attractant alone and b) the attractant in
combination with the inhibitor, where: Cy, = 2uM, Ci, = 10uM, K, = 1uM, Cy =
OpM, Cy; = 1000pM, K; = 10uM, D = 20000um>min~" and L = 1000um.

LHS, with the strength of the bias tailing off to the RHS, as expected from the steady state
active receptor gradients illustrated in Figure 17. The simulations have further proven that
repulsion relative to an increasing gradient of attractant is possible from a mathematical per-
spective. The numerical maths has given additional insight into the concentration dynamics
at early times, the relative evolution in the active receptor gradient until the steady state is
reached, an estimated equilibrium velocity profile and the time frame over which equilibrium

might occur for the given diffusion constant.

4.2.3 Experiments

At this point it is once again vital to validate the model by comparing the mathematical pre-
dictions of this slightly more complex argument to experimental output. It has been shown
in section 3.1 that the chemicals Sp-cAMPS and Sp-8-CPT-cAMPS approximately serve the
purposes of a perfect, non-degradable, attractant and inhibitor with dissociation constants of
Ky = 1uM and K; = 10puM for the cAR1 receptor of D. discoideum, respectively. This
means that, theoretically, the behaviour predicted in the simulations section should be closely
emulated if the same concentration conditions are imposed over the 1mm bridge in an Insall

chamber, once the steady state has been reached.

It should be noted that choosing an optimal attractant gradient, that gives strong positive
migration in isolation, and optimal inhibitor gradient, that gives strong negative migration
upon being superimposed, is actually quite challenging. This is because stronger repulsion
will be seen at shallower attractant gradients, where inhibitor binding will cause larger drops
in receptor activation across a cell length. This implies that the best repulsion will be seen
when the attractant is uniform, but at this point no positive migration can ever be observed.

So, the better you make the attraction, the worse the repulsion will become upon imposing
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the same inhibitor gradient. Its also true that a steeper inhibitor gradient can be imple-
mented to counter a steeper attractant gradient, but it must also be taken into consideration
that Q2 € [0, 1] only. This means that an inhibitor gradient which is being imposed to cause
repulsion relative to a very steep attractant gradient, which gives, for example, A2 = 0.8
(Q € [0.2,1]) across the spatial domain by itself, can only ever result in a maximum of
AS) = —0.2 across the same length, causing discrepancies in the quality of the chemotaxis.
There will always be a trade off. A theoretically perfect situation could be for the attractant
gradient to be such that € [0.5, 1], and for the additionally imposed inhibitor gradient to
cause receptor activation to drop such that 2 € [0.5, 0], across « € [0, L]. In this situation,
however, very steep gradients would have to be used to reach the {2 = 1,0 extrema, such
that the larger changes in receptor activation, seen between smaller concentrations, occur
only at the beginning of the gradient, giving strong chemotaxis only at the far LHS and little
to no chemotaxis over most spatial domain. The “sweet spot” concentration configuration
which gives substantial chemotaxis over a good length of the gradient would be missed en-
tirely. In summation there is a large amount of information to consider when selecting these
gradients. Simulations, however, imply that the current parameter regime should give a sat-
isfactory balance of chemotactic strength and range, if the tested dissociation constants are at
least correct to within about an order of magnitude, so this is what shall be tested experimen-

tally. Figures 20 and 21 show experiment snapshots and velocity outputs, in the steady state.

Figure 20: Experiment snapshots, at equilibrium, of NC4 strain of D. discoideum subject to
a) 2—10uM gradient Sp-cAMPS alone and b) 2— 10 M gradient Sp-cAMPS in combination
with 0—1000pM gradient Sp-8-CPT-cAMPS, where L. = 1000um. Cyan circles correspond
to motion to the LHS (chemorepulsion) and magenta circles correspond to motion to the RHS
(chemoattraction), with the size of the circle giving the magnitude of the x direction velocity.

Figure 20 clearly shows positive migration being prevalent for the gradient of Sp-cAMPS



56

10 T 10 T
. a b
=
E 5+ = 5+ —
£
=
=
8 0 0
[}
s |l
o
o
©
L 5 = -5+ —
5
=

-10 | | | | -10 | | | |

0 200 400 600 800 1000 0 200 400 600 800 1000
Distance (um) Distance (um)

Figure 21: Average experimental cell velocities for times after 18 minutes, when the steady
state has approximately been reached, for a) 2 — 10uM gradient Sp-cAMPS alone and b)
2—10pM gradient Sp-cAMPS in combination with 0—1000x M/ gradient Sp-8-CPT-cAMPS,
where L = 1000um.

in isolation, indicated via magenta circles, with reverse migration behaviour emerging when
the gradient of Sp-8-CPT-cAMPS is additionally imposed, indicated with cyan circles. The
peaks in response, where the largest number of bigger circles reside, undiluted by circles of
the opposite response color, clearly occur at the LHS in both cases. This is consistent with
the active receptor gradients and steady state simulation renderings demonstrated in Figures
17 and 18. The velocity outputs in Figure 21 are also consistent with the simulated outputs
illustrated in Figure 19. Once again, the only difference arises in the repulsion scenario,
where in Figure 21.b - and reality - cell velocity drops when they meet the well of cells
with no directional bias, containing the far left concentration conditions. When simulating,
in Figure 19.b, there is no such boundary as the concentration conditions are provided by
fixing the concentration of the edge of the simulated area. This means that cells only see the
increase in % as x — 0, so no drop in velocity is seen. The accurate recapitulation of the
mathematical predictions provides further evidence that the model, up to this point, is a valid

explanation of some of the subtleties of cellular migration dynamics.

4.3 Competing Linear Gradients with Partial Agonism

In the process of searching for a chemical that satisfied the properties of a perfectly an-
tagonistsic, non-degradable, competitive inhibitor, the non-degradable analogue of cAMP,
Rp-cAMPS, was tested [197]. Rp-cAMPS binds to the cAR1 receptor in D. discoideum and
is reported to have a K; approximately two orders of magnitude greater than that of cAMP
[196], same as SP-cAMPS. If it were to serve the purpose of a perfect inhibitor, a gradi-
ent should be capable of inducing repulsion - relative to a gradient of Sp-cAMPS - while
giving no biased directional in isolation. As such, a very important check in order to test
that Rp-cAMPS has the desired inhibitor properties is to evaluate the effects of a gradient of
Rp-cAMPS by itself. Figure 22 shows the results of one such experiment.
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Figure 22: Average experimental cell velocities for times after 18 minutes, when the steady
state has approximately been reached, for a 0 — 100 M gradient Rp-cAMPS, where L =
1000pm.

In an unexpected twist, it is clear that biased directional cues are present - strongest at start
of the gradient and tailing off further up. This is the same kind of velocity profile one would
observe from a gradient on non-degradable agonist - as seen in Figure 9.a - albeit with a
general reduction in response strength and range. The reduced range of chemotaxis could
be explained by a very sharp gradient - meaning that the smaller concentrations, between
which the largest changes in €2 occur, are present at the far LHS. The only problem with
this argument is that the chemotaxis seen at the beginning of the gradient would be strong,
and this is clearly not the case, so there must be an other explanation. Another possibility
is that Rp-cAMPS is a partial agonist, such that a small proportion of bound receptors are
activated, resulting in diminished chemotaxis. Then, even if if it mostly serves the purposes
of an inhibitor, keeping bound receptors in a mostly inactive state, the increasing amounts of
activation with concentration, however small, would result in an active receptor gradient of
nature % > (), giving positive migration. Maths can once again be utilised to give an idea
of what kind of behaviour to expect from this system. As it is expected that Rp-cAMPS is
mostly an inhibitor all relevant parameters will have a subscript 7. The dissociation constant
shall be taken to be same as that estimated for Sp-cAMPS, so K; = 1 M. While this may be
inaccurate it will serve the purpose of ascertaining general key deductions within the system.
Upon experimental comparison this parameter can be adjusted as necessary until a satisfac-
tory match in dynamics is found. The active receptor gradient for a gradient of Rp-cAMPS
can be found, as usual, using equation (5), giving

Qz) = —HL (57)
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resulting in a derivative of the form

a;C1;
0f KL
e 0L 58
o [ (58)
Now, fixing C'; = 100 M so as to emulate the gradient used in Figure 22, a heat map can be
plotted with space on the x-axis and % on the z-axis. The parameter «; can then be varied
on the y-axis, allowing the strength and direction of the response at different points in the

gradient to be predicted for different levels of receptor activation, as shown in Figure 23.
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Figure 23: An analytical, chemotactic heat map. Plotted on the y-axis is the intrinsic efficacy
of the gradient of imperfect inhibitor (K; = 1uM, Cy; = 0uM, Cy; = 100puM) and the x-
axis shows variation with space. The overall output indicates expected response strength and
direction at different points in space, as the imperfect inhibitor intrinsic efficacy is varied.
For additional details on heat map interpretation refer to Figure 4.

It should be noted that although the full range «; € [0, 1] has been included, an imper-
fect inhibitor would be expected to have values very much in the former part of this range.
Also note that as o; = 1 implies that Rp-cAMPS would be a full agonist, and a final gradient
concentration of C'; = 100 M has been used, this horizontal strip of data matches with the
C1, = 100uM strip of data in Figure 8. No directional cues can be seen when «; = 0, the
point at which Rp-cAMPS would serve the purpose of a full inhibitor, as expected. Upon
inspection of Figure 23, it seems to be that the velocity output presented in Figure 22 could
be recapitulated for values of «; € (0,0.2), where a minute peak in chemotaxis occurs at
very small distances before quickly dying out. It shall thus be assumed that RP-cAMPS is
a non-degradable partial agonist, or imperfect inhibitor, with very small levels of receptor
activation. Of course, it will be impossible to tell if Rp-cAMPS truly has inhibitor properties
until is it competed against an agonist, and behaviours indicative of a reduction in receptor

activation become apparent.

From section 3.2 there is strong proof that a gradient of agonist with Cy, # 0, inducing
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positive migration is isolation, can be combined with an inhibitor gradient, starting from
zero concentration, to induce reverse migration. If the inhibitor was imperfect, however,
such as has been theorised with Rp-cAMPS, could reverse migration still be induced? If
so, this would mean that two gradients giving attractive responses in isolation could, in very
unintuitive fashion, be amalgamated to give a repulsive response. As usual this scenario
shall first be probed from a mathematical perspective, so, labelling the imperfect inhibitor
(Co; = 0uM, o; # 0) with subscript ¢, and perfect attractant (Cy, # 0, a; = 1) with
subscript a, the active receptor gradient can be found, from equation (5), as

1 {(Cla Coa)x_i_coa}_'_alch

Q(x ) (59)
( ) 1_’_7{(0111 Coa)x—i_OOa}—i_Chx
giving the derivative with respect to space as
aQ B 01}1{ goa + «; Ch + ChIC(()aI((Oci—l)
or 2 (60)
e (Bt o 5

f ‘3—8, and the direction

As usual, the denominator being always positive means that the sign o
of motion, depends entirely on the sign of the numerator. This means that repulsion will

occur for any configuration which results in the numerator being negative, or

@ <0 Cia — Coa 4 a; Ch; 4 CuCOa(Oéz‘ - 1)

O “ KL K.L L 61)

Inequality (61) can now be rearranged to give insight into conditions that will induce chemore-
pulsion. For this scenario, it is the effect of partial activation of the inhibitor gradient on the
induction of reverse migration that is being investigated, so the most sensible parameter to
focus on would be the intrinsic efficacy of the inhibitor, «;. Rearranging (61) in this fashion

attains the expression

KZL { CliCO(z (Cla - C10(1) }
a; < — = q; *. (62)
Cri (1+ %) LEGL KoL

The conclusion that can be made from this is that for a gradient of perfect non-degradable
agonist with Cy, # 0, giving chemoattraction in isolation, and a gradient of imperfect in-
hibitor with Cyp; = OuM, also giving chemoattraction in isolation, the combination of these
gradients can result in chemorepulsive behaviour as long as the level of activation of the
inhibitor satisfies a; < «;*. Put succinctly, two gradients that attract by themselves can,
quite surprisingly, be amalgamated to repulse, at least from a mathematical perspective. Any
a; > a;x will cause the system to shift into the reg1me 2 > 0, giving exclusively positive
migration. When «; = «;*, the magnitude of the reductlon in receptor activation from the
antagonistic aspect of the imperfect inhibitor exactly balances the increase in receptor activa-
tion seen from both the agonistic aspect of the imperfect inhibitor and the gradient of perfect

attractant, giving no net increase or decrease in receptor activation across the gradient and
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thus no biased directional cues.

These ideas can be further explored via another heat map which plots g—g from equation
(60) on the z-axis. It has been shown that a 2 — 10u M gradient of perfect attractant, with
K, = 1uM, gives good attraction in isolation, and can be approximated using Sp-cAMPS,
so this shall be the assumed attractant properties. A 0 — 100 M gradient of imperfect antag-
onist, with /; = 1M - illustrated in Figure 23 to also give attraction in isolation - shall be
additionally imposed, with its intrinsic efficacy being varied on the y-axis to investigate po-
tential repulsion dynamics. Space, as usual, shall be plotted on the x-axis. Figure 24 shows

the corresponding heat map.
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Figure 24: An analytical, chemotactic heat map. Plotted on the y-axis is the intrinsic efficacy
of the gradient of imperfect inhibitor (K; = 1uM, Cy; = 0uM, Cy; = 100pM) and the x-
axis shows variation with space. A 2 — 10uM gradient of perfect attractant with K, = 1uM
has been assumed. The overall output indicates expected response strength and direction at
different points in space, as the imperfect inhibitor intrinsic efficacy is varied. For additional
details on heat map interpretation refer to Figure 4.

If the parameters implemented in Figure 24 are used to calculate a;* explicitly, using equa-
tion (62), then it can found that a;* = 0.64. Upon inspection of Figure 24 it can be seen
that this is the point at which directional cues disappear entirely, confirming the validity
of equation (62). It can be further seen that values a; > «;* give chemoattraction, and
values o; < a;* give chemorepulsion, as predicted. Intuitively, as the imperfect inhibitor
becomes increasing agonistic, from «;*, the resultant chemoattraction becomes stronger and
functions over more of the spatial range, with the strongest attraction occurring when the
imperfect inhibitor has become a perfect attractant, at o; = 1. Similarly, as the imperfect in-
hibitor becomes decreasingly agonistic, from «*, the resultant chemorepulsion increases in
intensity, with the most effective repulsion occurring when the imperfect inhibitor becomes

a perfect inhibitor, at a,;x = 0.

A simulations section shall not be included for this particular scenario. The reason for
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this is that it would be, for the very much most part, an almost perfect copy of previous
simulation sections, and next to no new insight would be gained. Chemical gradients will
diffuse in exactly the same way, to linear equilibria, with active receptor gradients being of
an exclusively chemoattractive or chemorepulsive nature for the attractant in isolation or in
combination with the inhibitor, respectively. The behavioural profile will change with the
evolution in the concentration gradients, and the subsequent impact on receptor binding, un-
til the chemical steady state has been reached. At this point, the peaks in behaviour will be
located at the start of the gradient, where the smaller concentrations - between which the
largest changes in receptor activation occur - are located. The only difference is that the in-
hibitor - in isolation - will also give an evolving attractive profile, until chemical equilibrium,
at which point the predictions expressed above will hold true. Perhaps the only instructive
thing to do is to plot the expected active receptor gradients, in the steady state, for the chem-
ical concentrations that are to be tested experimentally. As all gradients will be linear at
equilibrium, this is a simple case of plotting the specific form of equation (12) for each sce-
nario, using equation (5). The concentration configuration illustrated in Figure 24 is what
shall be used here, as it implies that satisfactory repulsion should be seen for a large range of
a; - if Rp-cAMPS is indeed a partial agonist - and experiments have shown that individual
gradients of Sp-cAMPS and Rp-cAMPS satisfying these concentration conditions give am-
ple chemoattraction. Active receptor gradients shall be presented for the perfect attractant
and imperfect inhibitor both alone and together. The same dissociation constants shall also
be used and the level of activation of the imperfect inhibitor shall be assumed to be a;; = 0.2.
Again, while these assumptions may be inaccurate, this maths will be indicative of the type
of behaviour one would expect from chemotactic factors with these properties. Upon ex-
perimental comparison the accuracy of these parameter assumptions can be evaluated, and
an approximation to the true values of these quantities can be made. The closer the maths
matches the wet lab work, the closer the parameter regime is to reality. Figure 25 shows the
expected active receptor gradients for the concentration configuration which is to be tested

via wet lab work.

4.3.1 Experiments

Validating the model is now a simple case of putting D. discoideum in an Insall chamber with
all three chemical gradient permutations expressed in Figure 25, waiting for the steady state,
and testing to see if the cells behave as predicted from each corresponding active receptor
gradient. First, however, it should be noted that, as explained in section 3.2.3, there is always
a trade off in behaviour when choosing gradients. In summary this means that a very good
attractive gradient will detract from the intensity of any repulsion upon superimposing a gra-
dient of competitive inhibitor, and, similarly, the best repulsion is seen when the attractant
is a background, which gives no biased cell motion by itself. The chemical configuration
that achieves a good balance between positive and reverse migration will see neither at their
most intense. On top this, an additional layer of complexity has also been added here in that

the gradient of inhibitor, Rp-cAMPS, must also provide some noticeable chemoattraction in
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Figure 25: Analytical active receptor gradients, at equilibrium, for a non-degradable at-
tractant (Co, = 2uM, Cy, = 10uM, K, = 1uM, o, = 1), non-degradable inhibitor
(Co; = 0ubM, Cy; = 100puM, K; = 1uM, o; = 0.2) and for both together.

isolation, with this small level of activation also detracting from any repulsion that may be
seen upon interference with the attractant, Sp-cAMPS. This means that the perfect balance
will detract even further from the positive migration of Rp-cAMPS and Sp-cAMPS alone,
and the reverse migration when they are combined. In other words, overwhelming positive
or reverse migration is not expected in any case, and a success would be achieved simply
by showing equally weak chemotaxis - in the predicted directions - for all three cases. As
a result of this, experiment snapshots shall not be included for this scenario, as overall be-
havioural output may be unclear from this representation. Only the velocity outputs of each

case shall be included, shown in Figure 26.
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Figure 26: Average experimental cell velocities for times after 18 minutes, when the steady
state has approximately been reached, for a) 2 — 10 M gradient Sp-cAMPS, b) 0 — 100pM
gradient Rp-cAMPS and c) both gradients in combination, where L = 1000um.
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The predicted behaviour can indeed be seen in all three cases, with the peaks in velocity
located the LHS, as expected. The chemotaxis is minimal but consistent, which, considering
the complexity of the system, is a success. In conclusion, two gradients that give positive

migration alone can combine to induce reverse migration.
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S Exponential Gradient Mechanics

Much insight into cell migration dynamics relative to simple linear gradients has been de-
rived in section 3. The next logical step, from a mathematical point of view, is to consider
the effect of non-linear gradients. Without biological context this mathematical evaluation
would be nonsensical, but cells are in fact capable of modifying their environment through
enzymatic molecular degradation - giving rise to non-linear gradient types. This occurs via
localised breakdown, and can be represented mathematically using Michaelis-Menten kinet-
ics. The specifics of the effect of enzymatic degradation on a chemical gradient, using a con-
tinuum approximation that assumes cells are packed densely and evenly across the gradient,
are detailed in section 2.2. This shows that cellular breakdown in a high concentration limit
can give an approximately quadratic type gradient shape, and an exponential type gradient
shape can be achieved via cellular breakdown in a low concentration limit. Although these
deductions were made analytically and using potentially unrealistic assumptions, they serve
the purpose of effectively probing the kinds of non-linearity that may arise via enzymatic
degradation. Simulations will be employed when higher levels of accuracy are required.
Since biologically relevant non-linear gradient types have been identified, further analytical

maths can now be utilised to probe for novel migration mechanics.

5.1 Chemorepulsion with Inhibitor Degradation

In exploring the impact of enzymatic degradation, it is instructive to compare the simple
chemorepulsion case, detailed in section 3.1, with a mirror system that replaces the inhibitor
with a degradable analogue. The attractant background shall remain unchanged, thus ensur-
ing a consistent, uniform, receptor activating background. Upon changing the breakdown
properties of the gradient of inhibitor, a direct comparison can be made between the effects
of linear and non-linear gradient types on reverse migration. Once again, denoting the back-
ground properties with subscript b and the inhibitor properties with subscript i, it shall be
assumed that the non-degradable attractant background is a perfect agonist, oy, = 1, and the
degradable inhibitor is a perfect antagonist, a;; = 0. The form of the attractant background is
trivial, Cy(z) = C1p, but choosing the chemical gradient form of the degradable inhibitor is
more complicated. This is because one of equations (21) or (26) must be chosen, depending
on the type on concentration limit one wants to explore. For small concentrations C' << K,,,,
equation (21) is appropriate, and, conversely, for large concentrations C' >> K,,, equation
(26) is appropriate. If, in reality, C' =~ K, then the gradient shapes predicted from the ana-
lytical mathematics will diverge from their true form, the extent of which is proportional to
size of the deviation from the concentration assumption. It is difficult to guess at the value
of the key inhibitor parameter [,,, the concentration at which degradation rate is half its
maximum value (V,,,,.), but, assuming it is around the same magnitude of the dissociation
constants that have been seen previously, ~ 1uM, then the regime that gives a much larger
range of concentrations to work with is C' >> K,,. As such, it is the high concentration

approximation - illustrated in equation (26) - that shall be used. This means that, given a
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starting inhibitor concentration of Cp; = OuM, subsequent analytical maths for this section

shall assume an inhibitor gradient of the form

Ci(z) = Qz* + = (OM QL?), (63)
where
Q— 5D (64)

Now, the active receptor gradient can be found, once again, by plugging Cy(z) and C;(x)
into equation (5), giving

Cup

Q o .
O G o (G- Q) )

The derivative with respect to space can then be found as

i f9 (Cy; — QL?
a_Q:_ K'Kb{ Qx+ 1 Q )} 5, (66)
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where, just to reiterate, this is a somewhat extraordinary quantity that illustrates both the
expected direction and magnitude of the response at different points in space. Now, as the
denominator of this relationship is always positive, the sign of % is controlled by the sign
of the numerator. If the numerator is positive then then the overall expression will be neg-
ative, resulting in chemorepulsive directional cues. Conversely, a negative numerator will
give chemoattractive directional cues. Before analysing this any further, it is important to
bound the value of () such that the quadratic inhibitor gradient never sees any negative, and
impossible, concentration values. This could happen because the high concentration approx-
imation assumes that all concentrations are large enough that it can be assumed that maximal
degradation, V,,,., occurs everywhere. If, in fact, some concentrations are small and do not
satisfy this requirement, then the high levels of degradation imposed could cause concentra-
tion levels to dip into negative values. A simple solution to avoid this problem is to constrain
the value of (), which contains the degradation term V/,,,, such that all C;(z) > 0 Va > 0.

Put mathematically, this requires
Qr* + = (Ch QL) >0, (67)

which, rearranged for (), attains the condition

Chi
< —. 68
Q) < g (68)
Now this expression gives a bound on the value of ), for every z, that guarantees C;(x) > 0.

As this value is at its smallest at x = 0, using this value will also guarantee C;(z) > 0 Vx >
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0. This critical value of () shall be called )*, where

Oy

Q=7

(69)

The most informative thing to do now is to insert ()* into the numerator of equation (66)
and see what conditions arise out of forcing this expression to be positive, and for cells to

chemorepulse. This gives the expression

Cli 1 Oli
Q{LQ}x+z(C’1i—{L2}L2>>O = x>0 (70)

This means that all ) < QQ* guarantee that equation (66) is negative, cells reverse migrate,

and C;(x) > 0 Vo > 0. Itis also worth plotting the ratio of equations (66) and (43) for some
different values of () < Q* to probe the expected difference in cell response between the
linear and non-linear systems. Denoting the non-linear derivative from equation (66) 0444
and the linear derivative from equation (43) d;;,,, for any 6,44/, > 1 the non-linear system
is providing a larger g—g, and superior directional cues. Conversely, for any dyuaa/01in < 1
the linear system is providing the better response. Figure 27 shows 44/ din () for some
different ) < @Q*. Note that the final inhibitor concentration C; = 200uM gives Q* =
0.0002 pM pm=2.
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Figure 27: Ratio between % for the breakdown and non-breakdown systems, at different
values of breakdown parameter (), when: Cy, = 2uM, K, = 1uM, Cy; = 200uM, K; =
10pM and L = 1000pM .

It is clear that the breakdown system provides superior directional cues over a large portion
of the space for all considered values of () < Q*. There is also consistently a small region
at the former part of the bridge where the linear system provides a better response, meaning
that the degradation element, over this small range, actually flattens out the chemical gra-
dient in the breakdown system, before causing a steeper gradient than would be seen in the

non-breakdown system. The point at which the response profiles of both regimes intersect
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is defined by the line % = 1. Intuitively, larger values of breakdown parameter () lead to
increasingly steep gradients, and better responses. This has the additional effect of flattening
out the gradient slightly more, at small distances, such that the linear system is more effective
over a slightly increased range. A further development that emerges from Figure 27 is the
fact that the effectiveness of the degradation system, relative to the non-degradation system,
has a peak. This can be seen most clearly in the curve defined by Q = 0.0002 pM pum =2,
where the non-linear system provides the largest difference in directional cues, compared to
the linear system, at  ~ 500um, before decreasing in effectiveness as x — L. It should
be noted, however, that at no point beyond this peak does the linear system become more
effective than the non-linear system, as is seen at small distances. As () — 0, and the effects
of cellular breakdown disappear, the breakdown system tends towards the non-breakdown
system, as expected. Now, selecting an appropriate value of (), equation (66) can be plotted
in the familiar heat map representation, and compared to the linear system heat map illus-

trated in Figure 4.
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Figure 28: An analytical, chemotactic heat map. Plotted on the y-axis is the concentra-
tion of the agonist background (K, = 1uM, o, = 1) and the x-axis shows variation with
space. A 0 — 200puM quadratic gradient of degradable antagonist (/(; = 10uM, a; = 0,
Q = 0.0002 M pm~2) has been assumed. The overall output indicates expected response
strength and direction at different points in space, as the agonist background is varied. For
additional details on heat map interpretation refer to Figure 4.

Upon comparing Figures 4 and 28, it can be seen that a similar behavioural profile can be
expected from the degradation case, with areas of most intense chemorepulsion generally oc-
curring at smaller distances. Cellular breakdown, however, also leads to higher values of %
at bigger distances, allowing for more effective chemotaxis over a larger range. In contrast
to this, it can also be seen that behaviour at small distances actually seem less reliable than
the non-breakdown case, as was hinted at in Figure 27. The better directional cues, rendered
in white, occur over a smaller range of the agonist background concentration. It can also
be seen that values of g—iz do not monotonically decrease as x — L, as was seen every time

in the linear system. This behaviour likely arises as a result of the gradient flattening that
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occurs at small distances when breakdown is present. In the non-breakdown system, where
concentration changed linearly with space, it was guaranteed that largest changes in receptor
binding would occur at the smallest concentrations and tail off as concentration increased,
as demonstrated in Figure 2.a. This meant that there was no spatially resolved maximum in
directional cues. Cells would chemotax most strongly at x+ = 0 and this behaviour would
decrease in intensity as x — L. In the breakdown system, however, concentration changes
quadratically with space, perhaps meaning that, in a non-linear system, the largest values of

@ do not simply occur at the smallest chemical concentrations. If there is some kind of

o0
Oz’

by maximising equation (66). This can be done by finding the next derivative with respect to

maximum in with space, that arises as a result of cellular breakdown, then it an be found

space, giving

201, ) 3Q3z2 3Qx 2 1 2\2 Cip
9°Q K_Kb{ 7~ xr(Ci — QL)+ g (G — QL) _Q(1+ Kb)} (71)
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and setting this to zero. This defines the point which separates regions where @ is increasing

on
B

for the x-coordinate of the maximum, utilising the quadratic equation, attains

and decreasing, meaning that this is where % is at its maximum. Setting to zero and solving

N

— 22 (0 - QLY + [{f?fi(c:u —Q)) - 2R L0y - - Q 1+ ) }}

60Q2
K;

(72)

For any ) < Q* the lower root is guaranteed to be negative, and unrealistic, so it can be

o0
dx

may or may not exist. For the case where () = )*, the x-coordinate of the maximum can be

ignored. The upper root, however, may or may not be positive, such that a maximum in

found via the relationship

1
K;L* [12C3, C\1°
_ (422 73
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by plugging equation (69) into equation (72). This means that, when () = @)*, a maximum in
directional cues should be located at © = 223um, for a system with parameters: C'y, = 2uM,

K, = 1uM, Cy; = 200pM, K; = 10uM and L = 1000um (Q* = 0.0002 uM zm~2). The

o0
k)

parameters just mentioned, when = Q*, and identify where the peak is. Figure 29 shall

easiest way to test the validity of this statement would be to plot the curve 5= vs z, for the

illustrate this alongside curves for some other () < Q*, for completeness.

As expected, the peak i 1n , when Q = Q* = 0.0002 M pum™2, is located at x = 223um.
Additionally, it can be seen that a further peak in directional cues can only seen for () =

0.00015 uM pm=2. For all ) below this value there is no peak, only monotonic decrease

in ‘3—9 as was seen in the linear system. This means that there is some lower bound on @),

below which the gradient flattening is not pronounced enough to give a peak in directional
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Figure 29: % with z at different values of breakdown parameter (), when: Cy, = 2uM,
Ky =1uM, Cy; = 200puM, K; = 10pM and L = 1000uM.

cues. This specific value of () could be found by setting equation (72) to zero and solving
for (), however, this would involve more algebraically heavy maths for relatively little gain.
A much simpler way would be to plot the upper root in equation (72) with (), such that the

x-axis intercept gives the desired value of (). Figure 30 demonstrates such a plot.
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Figure 30: X-coordinate of maximum in g—g when: Cyy, = 2uM, K, = 1uM, Cy; = 200uM,
K; =10puM and L = 1000pM .

Upon inspecting Figure 30 it can be seen that the maximum at x = 223um has been re-
covered when () = 0.0002 pM jum =2, as expected, and that a peak in directional cues ceases
to exist for @ < 0.00014 uM pum=2. The peak when @ = 0.00015 is located at z ~ 50um,

which can be confirmed via Figure 29 and equation (72).

Clearly, there are still larger changes in receptor binding between smaller concentrations,
but the rate of concentration increase with space also plays an important role. In the case

of linear increase, the largest change will always occur at smallest concentration, but in
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the case of non-linear increase, where much smaller values of % can be expected at small

distances, increasing with space, the maximum in % can shift to the point where the rate of

concentration increase is optimum relative to the size of the concentration at that point. Most
interestingly, the statement that the strongest directional cues occur at C' ~ K, concentra-
tions, which was disproved in section 2.3.1, actually becomes somewhat relevant here. With
K; = 10puM and Cy; = 200pMM, it can be expected that K; is located somewhere around

x = 50um, which, when Q = 0.00015 pMpm=2, is in a similar region to the maximum

00
ox*

maximum in directional cues to coincide with the C' ~ K, concentrations. This would be

in This means that, when cellular degradation is accounted for, it is possible for the
a coincidence, however, as any peak in directional cues is dependent upon gradient shape,
and, ultimately, enzymatic degradation. If cellular degradation were not accounted for, it is
understandable how such a misconception surrounding response strengths and dissociation

constant could arise.

5.1.1 Simulations

The next logical step, as before, is to test the dynamics of the degrading system using numer-
ical mathematics. In section 3 the main advantage in using numerics was probing behaviour
at early times, as the analytical maths utilised here always assumes a time independent steady
state that, in general, is representative of moderate amounts of time elapsing. This is still true
here, however, there is an additional benefit in that the approximations that degradation is
occurring across all spatial points and concentrations are strictly in the regime C' >> K,
can be avoided. The continuum degradation approximation naturally disappears as the simu-
lation models each cell in a discrete fashion, detracting from the concentration of grid points
in their area of influence. There is also no need to make a concentration assumption as cells
can degrade according to full Michaelis-Menten kinetics by utilising the fourth order Runge-
Kutta technique. The goal here is employ precise simulations, using the general analysis in
the previous section as a guide, to both build upon and verify the deductions made using the
analytical maths. In doing so there is the potential to identify any regions where the analyti-
cal assumptions break down. Upon running one such simulation, the first point of interest is
the evolution in time of both the degradable inhibitor gradient profile and overall active re-
ceptor gradient, as illustrated in Figure 31. The background of non-degradable agonist shall

be omitted as it remains constant throughout the simulation.

As expected, the degradable inhibitor tends towards a non-linear steady state, with the cor-
responding active receptor gradients giving purely reverse migratory directional cues. Upon
comparison with Figure 5, the same system but without inhibitor degradation mechanics, it
can be seen that the active receptor gradient is, in general, steeper over a larger range, giving
more robust chemotaxis. The strongest directional cues, where the active receptor gradient
i1s most sharp, clearly does not occur purely at the lowest concentration, in contrast to the
linear case. This discrepancy in behaviour was predicted from the analytical mathematics

sections, and adds further validity to the theory that the largest changes in receptor binding,
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Figure 31: a) Simulated degradable inhibitor diffusing to non-linear equilibrium and b) cor-
responding temporal effect on the active receptor gradient when: Cy, = 2uM, K, = 1uM,
Ci = 200uM, K; = 10uM, D = 20000pm*min~", K,, = 2uM, Vypee = 1000uMmin~?
and L = 1000pum

and most intense chemotaxis, occurs when the lowest concentrations are optimum relative to
%, the rate of change of concentration with space. A hugely insightful comparison that can
be made here is with the analytically predicted inhibitor gradient shapes, and resultant active

receptor gradients, for different values of (), shown in Figure 32.
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Figure 32: a) Analytical inhibitor equilibrium, in C' >> K, limit, for different values of
degradation parameter () and b) corresponding active receptor gradients when: C', = 2uM,
Ky =1uM, Cy; = 200uM, K; = 10puM and L = 1000pm.

The blue curves, corresponding to @ = 0.0002 M pum ™2, match very well with the simu-
lated equilibrium gradients, shown in red. This suggests not only that the high concentration
approximation was an accurate assumption for this case, but also that the continuum analyt-
ical degradation parameter Q = 0.0002 uM pm™—?2 is approximately equivalent to a discrete
numerical system where V., = 1000uMmin™?t, D = 2000Omn27m'n_1 and K, = 2uM,
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when C1; = 200uM. This equivalence means that the location of the maximum in di-
rectional cues derived in equation (73), when Q = Q* = 0.0002 puM pum=2, should be
applicable to this simulation. One thing that should be made clear here is the discrepancy
between the analytical Q value (Q = 0.0002 pM pm~2) and the () value for this simulation
(Q = 0.025 M pm=2), as similar effects seem to have been achieved with degradation pa-
rameters that are different by about two orders of magnitude. The reasoning behind this is
that the analytical maths assumes that cells are essentially densely packed over the whole
space and do not move, resulting in a continuum degradation effect that consistently affects
each point in space, whereas in the simulation the cells are distributed in a much sparser
fashion and change location according to chemical cues. This means that identical () values
would result in a much more pronounced effect in the analytical scenario as more cells would
be influencing the gradient shape, thus warping the chemical gradient to a greater degree than
would be seen from a simulation in which, comparatively, sparsely populated cells employ
the same degradation rates. In order for similar effects to be seen between a discrete simula-
tion and an analytic continuum, the simulation must use greater degradation parameters. A
final thing to be clarified in Figure 31 is that records of concentration and receptor activation
are averaged over the y-axis in the 2D simulation, giving a 1D representation purely in the
x-axis; this means that the sharp gradient micro environments that surround each cell due to
localised degradation are similarly averaged out. Although this eliminates any representation
of the discrete cellular mechanics at play, it gives an insightful overview of the system that
allows easy comparison with both the analytical elements of thesis, which generally employ
continuum mechanics, and simulations that include enzymatic degradation. A snapshot of
the simulation, however, rendered in terms of g—g, allows one to gauge the local impact of

individual cells on the chemical environment. One such snapshot is demonstrated in Figure
33.
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Figure 33: Simulation snapshot after 18 minutes, when the steady state has approxi-
mately been reached, for: Cy, = 2uM, K, = 1uM, Cy;; = 200uM, K; = 10uM,
D = 20000pm?*min~?, K,, = 2uM, Vi = 1000uMmin~! and L = 1000um.

Perturbations in receptor activation, due to localised cellular breakdown, can be seen clearly
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in this Figure. It is worth comparing this with Figure 6, the non degradation system, where
concentration, and receptor activation, vary only in the x direction, according to the 1D diffu-
sion equation. One particularly fascinating feature in the breakdown system is that the cells
gain not just the ability to influence the environment, but also each other. In the absence of
breakdown, the chemical environment changes purely according to diffusion, such that this
is also the primary factor dictating cell migration, however, when enzymatic breakdown is
accounted for, cells also gain a certain measure of exertion on the chemical environment.
This means that chemical concentration, and cell migration, is affected by both diffusion and
the cells themselves. The obvious implication here is that cells gain the ability to modulate
their own chemotaxis, but upon further consideration it is also apparent that the cells must
be modulating each others’ chemotaxis as well. For the system being considered here this
dynamic has a additional special effect. As inhibitor generally causes an overall reduction
in receptor activation, the fact that each cell is degrading it will result in a slight, localised,
increase in receptor activation. This essentially means that each cell becomes a tiny peak in
receptor activation, which can attract further cells. If multiple cells were to be drawn together
then the effects of breakdown would stack, resulting in an even larger peak in receptor activa-
tion with a greater capacity to draw in cells. Obviously this effect is dominated by the overall
repulsive bias resulting from the imposed inhibitor gradient, such that a huge clump of cells
does not arise, however, it does mean that the cells are communicating and being drawn to
each other as they migrate. Visually, this effect can be seen at the far left of Figure 33, where
a dark blue patch represents the peak in receptor activation resulting from multiple cells
breaking down the inhibitor, drawing in more cells. Also note that the peak in directional
cues can be approximately read off of Figure 33, at about x = 200m, and matches closely
with the maximum calculated from equation (73), as predicted from the similarities between
the analytical and simulated inhibitor equilibrium state, when ) = Q* = 0.0002 M pum=2.
Finally, it is worth extracting a velocity output of cells in the simulation, for times after
the the equilibrium state has approximately been reached. This will allow for an effective
comparison with experimental work and ultimately give insight into the accuracy of both the

parameters used and the model itself. Figure 34 shows this plot.

5.1.2 Experiments

Once again, it is vital to validate the model that has been built thus far via wet lab work,
allowing greater levels of complexity to be investigated mathematically without worry of
biological irrelevance. As usual, the NC4 strain of D. discoideum shall be used in an Insall
chamber. If chemicals can be found that mirror the properties explored in the maths, and
the behavioural output matches the predictions presented in previous sections, then it can
be said with reasonable confidence that the model, up to this point, is sound. As usual, the
background of non-degradable agonist can be supplied by using Sp-cAMPS. The gradient of
degradable inhibitor is a bit trickier, but 8-CPT-cAMP was speculated to be a candidate in
section 3.1.3 due to its “chemorepellent” effects [50]. It was suggested that D. discoideum

cAMP secretion was not accounted for in this paper, potentially giving rise to an unexpected
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Figure 34: Average simulated velocity output for times after 18 minutes, when the steady
state has approximately been reached, for: Cy, = 2uM, K, = 1uM, Cy; = 200uM, K; =
10puM, D = 20000pum>min=", K,, = 2uM, Vypee = 1000puMmin~"' and L = 1000um.

background of agonist - of which a gradient of 8-CPT-cAMP, if it served the function of an
antagonist, would provide the observed repulsion. A quick and imperative control is that of a
gradient of 8-CPT-cAMP with cAMP secretion blocked via caffeine, illustrated in Figure 35.
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Figure 35: Measured cell velocities, at equilibrium, for 0 — 200 M gradient 8-CPT-cAMP.

It is clear that in the absence of an agonist there is no biased response, so it makes sense
that 8-CPT-cAMP serves the function of an antagonist. It is difficult to make the key deduc-
tion of whether or not 8-CPT-cAMP is degradable, but as long as the response is substantially
more effective - over a larger range - as predicted from the maths, than the Sp-8-CPT-cAMPS
scenario, then it can be said with reasonable surety that degradation mechanics are at play
for 8-CPT-cAMP. This would also further reinforce the hypothesis that Sp-8-CPT-cAMPS
is phosphodiesterase resistant, giving rise to linear gradients and reduced chemotaxis. The
best thing to do now is to recapitulate the chemical conditions illustrated in the simulations

section, using Sp-cAMPS as the non-degradable agonist background and 8-CPT-cAMP as
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the degradable antagonist gradient, and measure the cell response. A snapshot and average

velocity output, in the steady state, are presented in Figures 36 and 37, respectively.

Figure 36: Experiment snapshot, at equilibrium, of NC4 strain of D. discoideum subject to
a 2uM background Sp-cAMPS and a 0 — 200 M gradient of 8-CPT-cAMP. Cyan circles
correspond to motion to the LHS (chemorepulsion) and magenta circles correspond to mo-
tion to the RHS (chemoattraction), with the size of the circle giving the magnitude of the x
direction velocity.
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Figure 37: Measured average cell velocities, at equilibrium, of NC4 strain of D. discoideum
discoideum subject to a 2 M background Sp-cAMPS and a 0 — 200 M gradient 8-CPT-
cAMP.

Figure 36 shows a very strong reverse migratory bias, illustrated with cyan circles, that is
strongest around the start of the gradient and tails off with distance. This is further reinforced
with the velocity output in Figure 37. In comparison with the snapshot and velocity output
of the Sp-8-CPT-cAMPS scenario, demonstrated in Figures 11 and 12, it is clear that the
reverse migration is both more intense and acts over an increased range. This suggests that
8-CPT-cAMP is not only a competitive inhibitor, but also induces the increased chemotac-
tic prowess associated with enzymatic degradation. This assumption is further strengthened
by the profound similarity between the mathematical predictions surrounding a degradable

inhibitor and the experimental output presented, particularly the comparison between the
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simulated velocity output shown in Figure 34 and the output given in Figure 37. The only
differences that really arise here are that, in real life, the response seems to be stronger, in-
sinuating that slightly stronger degradation parameters may be closer to reality, and there
is a sharper decrease in directional cues close to = (. This, however, can once again be
accounted for by the solid boundary encountered at z = 0 in an Insall chamber, which does
not exist in simulation space. This means that “cells” in the simulation experience only the
strong directional cues seen at low concentrations, whereas the cells in the Insall chamber hit
a wall in this same area. Overall it can be concluded that the model is sound, 8-CPT-cAMP
is likely a degradable antagonist, and the parameters utilised in the mathematics are probably

of the same order of magnitude as reality.

5.2 Complex Degradable Inhibitor Dynamics

If cellular degradation mechanics can lead to a peak in directional cues, which strictly cannot
exist if degradation is not accounted for, then perhaps breakdown can give rise to even more
intriguing and complex behaviours. In section 3.2 it was shown, mathematically, that there
was a critical final inhibitor concentration, C;*, when a gradient of agonist is competed
against a gradient of competitive inhibitor, that ultimately dictates the global directional
regime. For concentrations above this value the rate of decrease in receptor activation from
the antagonist is larger than the rate of increase seen from the attractant, resulting in reverse
migration. Conversely, for concentrations below this value, the rate of receptor activation
decrease from the inhibitor is less than the rate of increase from the attractant, resulting in
reduced positive migration. This concept is summarised in equation (55), where this critical
final inhibitor concentration - above which reverse migration occurs - is expressed. Note,
once again, that it has been assumed that the inhibitor gradient starts from zero concentration,
and that the attractant gradient start from a non-zero value, guaranteeing non-zero receptor
activation at the beginning of the gradient. Now, as it is discrepancies between gradient
types that are the point of interest here, it is insightful to rearrange equation (55) in terms
of chemical gradient steepness, instead of final gradient concentration. In the case of these

linear gradients, the steepness, M, can be found trivially as
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M
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; (74)

where, as usual, attractant properties will be labelled with subscript a, and inhibitor proper-
ties will be labelled with subscript 7. Equation (55) can now be rearranged in the form
o0 M; K,
>

— <0 & .
8$ Ma COa

(75)

This expression is very informative, as it states that the ratio between the steepness of the

inhibitor and attractant gradients must be above i in order to induce reverse migration.

C()a
The key point here is that, for a linear regime, the values of M; and M,, and so the ratio 1]\\44,1’

K;
G then

are constant at all points in space. This means that if this ratio is above or below
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the system will always be in a chemorepulsive or chemoattractive regime, respectively. Now
consider this same system with inhibitor degradation, in the limit C' >> K, resulting in a
non-linear gradient shape. Referring to equation (26), the steepness of the inhibitor gradient

can be found similarly as

A4_.g§._2Qx+- (CLi — QL?). (76)

It can be seen clearly here that the gradient steepness now varies with space, meaning that
M;
M,
partway along the gradient, resulting in conflicting directional regimes above and below this

the ratio will now also vary with space. This means that the critical ratio could exist
point. In other words, enzymatic degradation could be the key to achieving a spatially re-

solved turning point in cell directional cues.

From a qualitative perspective, if a gradient of non-degradable agonist is competed against

a gradient of degradable antagonist, very low rates of change of inhibitor concentration at

M; and positive migration, whereas the
a

small distances should give rise to a small value of
larger rates of change in inhibitor concentration at larger distances should give a high value
of 57 M, by plugging

gradient forms for a linear gradient of a attractant and non—hnear gradient of inhibitor into

equation (5), allowing analysis of the corresponding active receptor gradient for this system.
Due to the complexity of the system, the immediate simplification of Cy, = Cy; = OuM
shall be applied, giving both an attractant and inhibitor gradient that start from zero concen-
tration. Additionally it shall also be assumed that the attractant and inhibitor are a perfect
agonist and antagonist, respectively, such that o, = 1 and «; = 0. For the same reasons
stated in section 4.1, the limit C' >> K, shall be assumed for the inhibitor gradient, mean-
ing it shall have the same form stated in equation (63). The linear attractant form can be

deduced trivially from equation (12). Plugging all of this information into equation (5) gives

1 Clax }
Qx) = Ko , (77)
)= S T 4 Qe+ 7 o 01}
meaning the derivative with respect to space can be found as
Cla QI2
B19) . {1—' z}
KoL K, (78)
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As described in section 4.1, it shall always be assumed that ) < Q* = %;, such that
Ci(xz) > 0 always. For relevant values of Q, the point at which @ = 0 separates the
chemoattractive and chemorepulsive regimes, Where 2>0 and 2 <0, respectively. This
means that setting equation (78) to zero will attain 1nf0rmat10n about the theorised turning

point in cell directional bias. Doing so and solving for the critical spatial coordinate, z*,
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gives
Tt == (79)

as the location of the turning point. For any z < x* there will be % > (), giving positive

migration, and for any x > z* there will be ‘3—2 < 0, giving reverse migration. Further
information can be derived by considering the special case when () = Q*, and plugging

equation (69) into equation (79), giving

. K, L?
at =/ o (80)

This implies that high vales of the final inhibitor concentration, C;, will push the turning

point to smaller distances, causing chemorepulsion to become more prevalent. Conversely,
smaller inhibitor concentrations will give rise to more widespread chemoattraction. A fur-
ther, and very important, deduction that can be made from equation (80) is that properties of

the attractant gradient play absolutely no role in the location of the turning point.

A heap map plotting equation (78) in 3D will, once again, be an informative visualisation
of these concepts by showing, graphically, both the direction and magnitude of the expected
cell motion relative to space and one other chosen variable. The obvious variable to plot
would be the final inhibitor concentration, Cy;, where a changing region separating hot and
cold colors, representing the turning point in directional cues, would be fantastic validation.
An issue arises here, however, in that only one value of the degradation parameter, (), can
be chosen. This means that if C; is varied on the y-axis, it is likely that the rule () < @,
which guarantees non-negative values of inhibitor concentration across the gradient, will be
violated at some point, as (Q* is dependent on C';. This means that values of C';; and @),
satisfying @) < @*, must allocated first, and some other parameter must be varied on the
y-axis of the heat map. If it is assumed that () = @Q* then equation (80) gives, for the
standard final inhibitor concentration of C'y; = 200uM seen in previous sections, a turning
point at x = 223pm. If a more central turning point is desired, then a smaller value of of
C1; must be chosen, thus forcing the turning point to larger distances. The concentration
C1; = 80uM will be selected as a compromise between trying to force the turning point
as far up the gradient as possible while still maintaining the limit C' >> K,,. The corre-
sponding maximum possible degradation parameter, Q = 0.00008 pM pm ™2, shall also be
chosen. It is important to note here that the value () = 0.0002 ;M pum =2, corresponding to
Vinaz = SuMmin~! when D = 20000pum?min =1, was the analytical degradation parameter
that gave closet correlation to the discrete numerical analysis in the previous section, and, by
extension, because the simulations and experiments matched so closely, reality. This smaller
value of () corresponds to a smaller value of V,,,., and will likely cause the equivalence
observed between the analytical, numerical and physical systems to disappear. This means

that the goal here is not to find an analytical regime that recapitulates reality, and can be used
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to accurately predict behavioural profiles in different parameter regimes, but to simply give
insight into overall behaviours and trends. Now, the only other parameter that influences the
turning point and the direction of motion, according to equation (80), is the inhibitor dissoci-
ation constant, K;. As such this is what shall be plotted on the y-axis of the heat map, which

is demonstrated in Figure 38.
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Figure 38: An analytical, chemotactic heat map. Plotted on the y-axis is the inhibitor dis-
sociation constant (Q = 0.00008 puMum=2, Cy; = 80uM, o; = 0) and the x-axis shows
variation with space. A linear gradient of agonist (K, = 1uM, Ci, = 2uM, a, = 1)
has been assumed. The overall output indicates expected response strength and direction at
different points in space, as the agonist background is varied. For additional details on heat
map interpretation refer to Figure 4.

Illustrated beautifully here is a spatially resolved turning point in cell directional cues, the
location of which is modulated via properties of a degradable competitive inhibitor. Note

that the nature of this system will cause the cells to converge at the turning point.

5.2.1 Simulations

As before, numerical maths shall now be employed to investigate the kinds of behaviour that
may arise at early times, and when the analytical approximations of continuum degradation
and high concentration are bypassed. In doing so, further insight into the system can be
gained as well as a gauge as to the validity of the analytical model, and the impact of the
analytical assumptions on predictions of cell dynamics. Figure 39 provides chemical con-
centrations at approximate equilibrium and the evolution of the active receptor gradient, for
a simulation utilising the same chemical configuration as Figure 38, with K; = 10pM, and
the same degradation parameters used in the simulations of section 4.1, which recapitulated

reality to a suitably accurate degree.

It is clear that the non-degradable agonist and degradable antagonist have linear and non-

linear profiles at equilibrium, respectively, and that this type of chemical regime results gives
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Figure 39: a) Simulated steady state concentrations (times after 30 mins) and b) temporal
effect on the active receptor gradient when: C, = 2uM, K, = 1uM, Cy; = 80uM, K; =
10pM, D = 20000pum>min=", K,, = 2uM, Vipee = 1000puMmin~" and L = 1000um.

rise to an active receptor gradient that provides conflicting directional cues, either side of a
turning point, at each temporal coordinate. The turning point seems to drift towards smaller
distances, with time, before stabilising at around x = 400um. The analytical maths pre-
sented in Figure 38, where the turning point can be read off of the heat map on the horizontal
strip corresponding to K; = 10, has a turning point location at around z = 300um.
As mentioned just previously, this discrepancy is likely due to the difference in inhibitor
gradient shape caused by the lack of equivalence between the continuum analytical degra-
dation parameter () = 0.00008 pM pm~2 and discrete numerical degradation parameters
K,, = 2uM and V,,,, = 1000 pMmin~!. Additionally, as smaller concentrations are be-
ing utilised in this section, it is possible that the discrepancy is also representative of the
assumption C' >> K, beginning to fail, causing further differences between the inhibitor
gradient shape in the analytical limit and when full Michaelis-Menten is accounted for. This
can be further investigated by plotting the expected analytical inhibitor gradient shape, and
subsequent active receptor gradient, for different values of degradation parameter (). This is

demonstrated in Figure 40.

It is clear that the sharpest possible analytical gradient, the blue curve with ) = Q* =
0.00008 M pem =2, still falls considerably short of the simulated inhibitor gradient seen in
Figure 39. While the desired turning point in cell response direction is still achieved, the
analytical gradient of inhibitor is clearly less flat at small distances and less sharp at larger
distances, resulting in an active receptor gradient that has both a shifted turning point and is
less steep, in general. This is proof that the C' >> K, limit is just barely appropriate when
Cy; = 80uM and K,,, = 2uM, although it still replicates global migration trends. Perhaps if
a system was orchestrated where larger inhibitor concentrations were implemented, then the
analytical maths would match more closely with full Michaelis-Menten dynamics, however,

this would undoubtedly have ramifications on the location of the turning point. Returning
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Figure 40: a) Analytical inhibitor equilibrium, in C' >> K, limit, for different values of
degradation parameter () and b) corresponding active receptor gradients when: C, = 2uM,
Ky =1uM, Cy; = 80uM, K; = 10puM and L = 1000um.

to the simulation at hand, a snapshot and average velocity output, at equilibrium, has been
provided in Figures 41 and 42.
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Figure 41: Simulation snapshot after 30 minutes, when the steady state has approxi-
mately been reached, for: Cy, = 2uM, K, = 1uM, C;; = 80uM, K; = 10uM,
D = 20000pum?*min~?, K,, = 2uM, Vi = 1000uMmin~' and L = 1000um.

The expected trends are seen from both the simulation rendering and the inverting of the
sign of the cell velocities at z = 400uM . Furthermore, it can be seen that cells are accumu-
lating at the turning point in the simulation snapshot. An additional simulation mechanism,
which, until this point, has been discounted due to a lack of significant impact on the system
and unnecessary over complication when fundamental mechanics were being investigated,
becomes much more relevant in this case. This mechanism is that of cellular degradation in
the source, due to cells located there. It was shown, from equation (80) that the turning point
in cell directional cues varies with the final inhibitor concentration, which, if breakdown is

accounted for in the source, will change with time. Specifically, as lower values of C'; re-
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Figure 42: Average simulated velocity output for times after 30 minutes, when the steady
state has approximately been reached, for: Cy, = 2uM, K, = 1uM, Cy; = 80uM, K; =
10pM, D = 20000pum>min=", K,, = 2uM, Vipee = 1000puMmin~" and L = 1000um.

sult in increasingly prevalent positive migration, the turning point should drift towards larger
distances, with time. This mechanism does essentially mean that chemical equilibrium will
not exist until the final inhibitor concentration reaches zero, which may take a rather long
time, however, comparisons can still be drawn over the time frames considered in the pre-
vious simulation. In order to investigate this dynamic, a mirror simulation will be run with
the source volume, V', and number of cells in the source, NV, being specified, allowing for a
variable rate of inhibitor degradation. Figure 43 gives the chemical concentrations and the
temporal progression of the active receptor gradient over the same time frames as the previ-

ous simulation.
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Figure 43: a) Simulated steady state concentrations (times after 30 mins) and b) temporal
effect on the active receptor gradient when inhibitor breakdown in the source is accounted
for, where: Cy, = 2uM, K, = 1uM, Cy; = 80uM, K; = 10uM, D = 20000um>*min =1,
K =2uM, Vo = 1000uMmin=t, L = 1000pm, V = 1000L? and N = 40.
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It can be seen that cellular degradation of the source of inhibitor is capable of reducing
inhibitor concentrations by a significant amount over relatively short time frames. For the
parameters considered here the inhibitor has decreased almost twofold from its original con-
centration; this should cause a marked deviation from the behaviour of the first simulation,
for which the final inhibitor concentration remains constant. The corresponding effect of
this breakdown on the active receptor gradient, and ultimately the cell directional bias, is to
shift the turning point towards the latter end of the gradient, as predicted, such that after 30
minutes or so the turning point is more or less central at z = 500um. Additionally, it can be
seen that overall receptor activation at the far end of the gradient steadily increases with time.
This is to be expected, however, as decreasing amounts of inhibitor - which in turn decreases
receptor activation - will naturally increase ). A simulation snapshot and average velocity
plot for this scenario has been provided in Figures 44 and 45, where the shifted turning point

is presented clearly alongside the expected directional trends.
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Figure 44: Simulation snapshot after 30 minutes, when the steady state has approximately
been reached and inhibitor breakdown in the source is accounted for, where: C', = 2uM,
K, = 1uM, Cy; = 80uM, K; = 10uM, D = 20000um?*min~?, K,, = 2uM, Vyper =
1000puMmin=t, L = 1000um, V = 1000L? and N = 40.

5.2.2 [Experiments

It’s now an appropriate time to return, once again, to the experimental evaluation stage by
testing NC4 D. discoideum in an Insall chemotaxis chamber. As always, the non-degradable
agonist shall be provided for by Sp-cAMPS, which, until this point has supplied such ac-
curate recapitulation of mathematical predictions that its properties are close to unquestion-
able. The candidate for a degradable antagonist is, once again, 8-CPT-cAMP, which gave
compellingly similar behaviour to that expected of a degradable inhibitor competed against
a background of attractant, in section 4.1. This particular experiment will, however, show
indisputably whether or not 8-CPT-cAMP is a degradable antagonist. This is due to the fact
that the conflicting directional biases presented in the maths thus far is only possible when
the inhibitor gradient is exclusively non-linear, which can only come about from cellular

degradation. The only thing to do now is recreate the chemical conditions utilised in the
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Figure 45: Average simulated velocity output for times after 30 minutes, when the steady
state has approximately been reached and inhibitor breakdown in the source is accounted
for, where: Cy, = 2uM, K, = 1uM, Cy; = 80uM, K; = 10puM, D = 20000pm>min~",
K,, = 2uM, Vi = 1000pMmin=t, L = 1000um, V = 1000L? and N = 40.

simulations section and measure the cell response. An snapshot and velocity plot of the cor-

responding experiment are demonstrated in Figures 46 and 47, respectively.

Figure 46: Experiment snapshot, at approximate equilibrium, of NC4 strain of D. discoideum
subject to a 0—2u M gradient of Sp-cAMPS and a 0—80u M gradient of 8-CPT-cAMP. Cyan
circles correspond to motion to the LHS (chemorepulsion) and magenta circles correspond
to motion to the RHS (chemoattraction), with the size of the circle giving the magnitude of
the x direction velocity.

Both the experiment snapshot and velocity output show, without doubt, positive migration
occurring at small distances and reverse migration occurring at large distances. The snap-
shot shows the resultant accumulation of cells at point separating the conflicting directional
regimes, located approximately centrally, in what looks like a wall of cells. Although the
response seems a bit stronger in the experiment, the location of the turning point matches
very well, so the parameters used in the maths are likely similar to reality. Its hard to say if
inhibitor degradation in the source is a strong factor in causing the turning point to be located

where it is, from a simulations perspective, as different degradation parameters could be im-
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Figure 47: Measured cell velocities, at equilibrium, of NC4 strain of D. discoideum subject
toa 0 — 2uM gradient of Sp-cAMPS and a 0 — 80 M gradient 8-CPT-cAMP.

plemented to force the turning point further up the gradient, thus achieving the same effect
without accounting for inhibitor breakdown in the source. In the experiment, however, it
did seem that the band of cells, indicating the turning point, drifted to the right slightly with
time. This can be seen by inspecting a snapshot of a much earlier time, before approximate
equilibrium, when the band of cells was just forming, shown in Figure 48. It is clear from
the distribution of magenta and cyan, representing attractant and repulsion, respectively, that
the turning point, at this earlier time, is located further to the left, and consequently shifts
to the more central location seen in Figure 46, with time. This matches with the prediction
that the turning point would drift up the gradient if the inhibitor was being broken down
by cells in the source, suggesting that inhibitor breakdown in the source is playing a role
in the system dynamics. It can thus be concluded that 8-CPT-cAMP is indeed a degradable
competitive inhibitor, that a mixture of linear and non-linear gradient types can give rise to
opposing directional responses over the gradient length, and that chemical degradation in a

source should be paid attention to as a potential influencing factor over cellular responses.

A final point that should be made clear here is that this section also validates the non-
degradable nature of the inhibitor Sp-8-CPT-cAMPS. This is due to the fact that, as SP-
cAMPS is most definitely non-degradable, shown in Figures 8 and 9, if Sp-8-CPT-cAMPS
were degradable, then the same types of conflicting directional cues seen in this section
would have also become apparent in section 3.2. To recap, exclusive repulsion was seen
over the space with the strongest repulsion occurring at the start of the gradient, tailing off
with distance. The closest possible behaviour that could be achieved, if Sp-8-CPT-cAMPS
were degradable, would be if overwhelming antagonist concentrations were used, such that
the positive migration seen when the degradable inhibitor gradient is most flat, at small dis-
tances, is nullified. Even in this case there would at least be a dip in the response at this
point, as the inhibitor gradient would be less steep and provides a less pronounced reduc-

tion in receptor activation. The fact that this does not occur, combined with the average
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Figure 48: Experiment snapshot, at early times, of NC4 strain of D. discoideum subject
toa 0 — 2uM gradient of Sp-cAMPS and a 0 — 80uM gradient of 8-CPT-cAMP. Cyan
circles correspond to motion to the LHS (chemorepulsion) and magenta circles correspond
to motion to the RHS (chemoattraction), with the size of the circle giving the magnitude of
the x direction velocity.

concentrations used, is further indication that this system is linear, and Sp-8-CPT-cAMPS is

non-degradable.

5.3 Complex Degradable Attractant Dynamics

So, it has been shown beyond doubt that a turning point in cell directional bias, causing a
convergence of cells, can be induced using a degradable inhibitor. What conditions, then,
could be used to give rise to a turning point from which cells diverge? The effect would be
akin to that of Moses parting the red sea, if the sea comprised of D. discoideum. The most
intuitive path to achieving this would be to invert the chemical conditions, such that a linear
gradient of inhibitor was competed against a non-linear gradient of attractant. This should
be easy to replicate experimentally as well, due to the fact that it has been proved in this the-
sis that Sp-8-CPT-cAMPS is a non-degradable inhibitor, and there is already clear evidence
that the attractant cAMP is degradable. An immediate problem arises, however, in that if all
gradients start from zero concentration, meaning no receptor activation at x = 0, then the
reductions in receptor activation which lead to reverse migration cannot physically occur.
An obvious solution to this issue is to simply start the gradient of cAMP from a non-zero
concentration, guaranteeing non-zero receptor activation, but degradation could easily cause
the gradient to dip - such that % < 0 for a time - before increasing to its final concentra-
tion. This type of converse gradient direction has been strictly avoided with the intention

of making regions of positive or reverse migration very easy to identify. Specifically, only

gradients strictly of the form % > (0 have been considered. This means that any regions
where % > 0 - and cells travel to the right - correspond purely to attraction, and regions

where g—g < 0 - and cells travel to the left - unequivocally imply repulsion. As the only way
to guarantee g—g > 0, for an enzymatically degradable chemical, is to start the gradient from
zero concentration, another solution must be found to give the necessary non-zero starting

receptor activation.
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There is a rather simple fix to this problem in that a background of Sp-cAMPS, provid-
ing a uniform background of receptor activation, can be superimposed. This gives non-zero
receptor activation at the start of the gradient while still allowing all other gradients to in-
crease monotonically with z. It is now possible for a decrease in receptor activation, due to
inhibitor interference with the background of attractant, to occur at small distances. This is
feasible as the gradient of cAMP will be very shallow here, and the correspondingly small
rate of increase in receptor activation will not outweigh the rate of decrease seen from the
linear inhibitor gradient, resulting in a net decrease, and chemorepulsion. At larger dis-
tances, however, the sharpness of the cAMP gradient will increase dramatically, causing the
corresponding rate of receptor activation increase to overpower the rate of decrease from the
inhibitor, resulting in a net increase, and chemoattraction. The overall effect will be a parting
of cells, away from another turning point in cell directional cues. This three part system is
the most complex that has been considered yet, but, as always, equation (5) can be used to
find an expression that illustrates how proportional numbers of active receptors can be ex-
pected to vary with space, relative to any number of chemical gradients, allowing insight into
expected response directions and strengths for this rather intricate set up. Characteristics of
the non-linear gradient of attractant, linear gradient of inhibitor and background of attractant
shall be denoted with subscripts a, ¢ and b, respectively. Additionally, all attractants and
inhibitors shall assumed to be perfect agonists and antagonists, such that o, = 1, o; = 0 and

Oébzl.

The final aspect to be considered is the form of the gradient of degradable attractant, as
equations (21) and (26) demonstrate gradient forms in the limit C' << K,,, and C' >> K,,,.
In sections 4.1 and 4.2, it was reasonably safe to assume the high concentration limit as large
concentrations were consistently used. This was due to a theoretically and experimentally
derived dissociation constant, for 8-CPT-cAMP, in about the same order of magnitude as
Kg = 10puM. As the dissociation constant is the concentration at which binding is half
maximal, it essentially dictates the amount of receptor binding that will occur for any given
concentration. As such, this is the key parameter to consider when selecting gradient con-
centrations for any given system. The lower the dissociation constant, the larger the effect
on receptor binding for any given concentration. The issue here is that cAMP has a reported
dissociation constant of K; = bn M, which is about three orders of magnitude less than those
of the chemical utilised thus far. This means that far smaller concentrations have to be used
in order to elicit the same sorts of effects. Now, the elusive quantity K,,, the concentration
at which degradation effects are half maximal and the key parameter in deducing which con-
centration limit to use, is problematic to quantify. The only clue as to its value is the harmony
that has thus far been observed between simulations, for which the value K,, = 2uM has
been used, and corresponding experimental work. As simulations have matched substantially
well, it can be speculated that the parameters are at least within an order of magnitude of real-
ity. So, assuming that K, ~ 1M, and that this hold true for both cAMP and 8-CPT-cAMP,
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it was reasonable to take the limit C >> K, when final 8-CPT-cAMP concentrations of
Ch; = 100uM were being used. Unfortunately, however, returning to the cAMP case, with
the very low dissociation constant of K; = 5n M, these same concentrations will completely
overwhelm all other signals and any directional complexities will likely be lost. Much better
would be to use concentrations of the order C', ~ 1uM, but this is very close to K, and
bodes the question of the concentration approximations failing. From the perspective of the
high concentration limit, the degradation parameter () = 0.0002 pM pm =2, corresponding

to an analytical V., = 8uMmin~! when D = 20000 pm?min=?

- according to equa-
tion (25) - correlated very well with simulations running the discrete degradation parameters
K., = 2uM and V,,,, = 1000uM min~", in section 4.1. This simulation, in turn, matched
very well with the behavioural output of the corresponding assay that was performed. This
means that an analytical V,,,, = 8uMmin~!, acting as a continuum, correlated well with re-
ality. Unfortunately, in the limit C' >> K,,, the law ) < Q* must be obeyed or the gradient
will dip into negative concentrations and be completely irrelevant. This means that, accord-
ing to equation (69), the value V},,,, = SuMmin~", and Q = 0.0002 ;M pm =2, can only be
applied to scenarios where C, > 200 M. Note that Cy; has been replaced by (', here as
it is the attractant that is degradable here, not the inhibitor. In order to use the C' >> K,
limit for concentrations C', ~ 1M it would be required to reduce @), and V,,,.,., by about
two order of magnitude, which guarantees this analytical maths being next to irrelevant as
- with degradation parameters this low - the gradient would essentially be linear. In short,
the limit C' >> K, is totally unsuitable for this case, so, the only other option, from an
analytical point of view, is to try the limit C' << K,,. This limit may also be inappropriate,
as concentrations close to K, will likely have to be used, but there is also a possibility that
this analysis could be useful. At least with this approximation the rate of degradation scales
with concentration, meaning that negative concentrations are impossible. So, taking a lin-
ear form for the non-degradable inhibitor, a constant value for the non-degradable attractant
background, and assuming the C' << K, gradient form for the degradable attractant - from
equation (21) - the active receptor gradient in the low concentration limit can be found, from
equation (5), as

Cip 1 [ Cigsinh Rz }
(l’) Kb K, sinh RL

e (T A ()

a

(81)

Note that the trigonometric identity 2sinh x = e® — e~” has been utilised here. Also, if re-
quired, information on the low concentration degradation parameter, 1, can found in section
1.5.2, specifically equations (16) and (19). Now, the derivative of equation (81) with respect
to space, giving information on both the expected direction and strength of any response in

this concentration regime, can then be found as
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If there is any spatially resolved turning point then it exists at the point where this equation is
equal to zero, as this is the point that separates the regimes % < 0 and % > (), correspond-
ing to negative and positive migration, respectively. Upon setting equation (82) to zero,
the subsequent relationship can be rearranged easily in terms of the attractant background

concentration, giving

o0 C1.K;RL cosh Rz {1 N C’lix} B C1,sinh Rz

— =0 & (=K,
1o b K;L K, sinh RL

ox Cl’iKa sinh RL 1 ' (83)

This means that the regime C' << K, has the capability to give rise to a turning point in cell
directional that can be modulated via the attractant background. Equation (83) essentially
allows one find the critical level of attractant background, given a specific configuration of
system parameters, that will force the turning point to a desired location, . Now, more infor-
mation about this location could be derived by rearranging in terms of x, but, unfortunately,
this is not feasible here as extracting x from both hyperbolic sine and cosine simultaneously
is rather problematic. An iterative method, such as Newton-Raphson, could be employed to
find x, but much of the system insight would be lost in this process. Instead, as always, it
is worth plotting equation (83) in the form of a heat map, where the turning point should be
clearly represented as a black boundary separating cold and hot colors. Figure 49 illustrates
this, relative to a sensible parameter regime, with the attractant background being varied on

the y-axis.
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Figure 49: An analytical, chemotactic heat map. Plotted on the y-axis is the attractant back-
ground concentration (K, = 1uM, o, = 1) and the x-axis shows variation with space. A
linear gradient of non-degradable antagonist (K; = 10uM, Cy; = 100uM, «; = 0) and
exponential gradient of degradable agonist (R = 0.014um =}, K, = 0.005uM, Cy, = 5uM,
a, = 1), in a low concentration limit, has been assumed. The overall output indicates ex-
pected response strength and direction at different points in space, as the agonist background
is varied. For additional details on heat map interpretation refer to Figure 4.

It should first be noted that the value of R used in Figure 49 was selected according to

the continuum value of V,,,,, which was utilised in section 4.1, because, as mentioned pre-
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viously, this value this gave very good correlation between the analytical, numerical and
experimental sections. This value was V,,,, = 8uMmin~!, which, using the usual diffusion
coefficient of D = 20000 gum?min~! and K,, = 2uM - the Michaelis-Menten constant
which so far has recapitulated reality to a very satisfactory degree - gives a corresponding

low concentration degradation parameter of R = 0.014m~*

, according to equations (19)
and (16). It can be seen that the system, according to a low concentration approximation, is
capable of providing a very effective turning point in cell directional cues that varies nicely
with the attractant background . As the background gets smaller the region of chemorepul-
sion decreases in size, which makes sense as the background is required to see the decrease
in receptor activation, from inhibitor binding, which induces reverse migration. The larger
the background, the more there is to interfere with and the more effective the repulsion. That
is, up until the point at which the background overwhelms the system and the reductions
in receptor activation seen from inhibitor binding become obsolete, alongside the increases
seen from the gradient of degradable attractant. The point at which the background ceases
to exist is point at which reductions in receptor activation become impossible, resulting in
a purely chemoattractive regime. Now, as far as choosing an attractant background concen-
tration for simulations and experiments is concerned, it has been proved multiple times over
how effective an Sp-cAMPS concentration of 2p,M is as both a background and a gradient;
as such, it seems wise to keep this unchanged. Additionally, and although it is expected that
the gradient shape ascertained via the low concentration approximation will differ consider-
ably from simulations - and reality - it can read from Figure 49 that a background of 2 M
provides a more or less central turning point in cell directional cues, at x ~ 400um. Even
if there are discrepancies between the analytically and numerically attained gradients, the

parameter configuration illustrated in Figure 49 is as good as any to begin further analysis.

5.3.1 Simulations

Simulations shall now be implemented to deduce the behavioural profile that can be expected
when full Michaelis-Menten kinetics is accounted for, using the parameters described above.
As always, this type of discrete numerical analysis will allow insight into non-equilibrium
time frames and the effectiveness of the approximations made during the analytical maths
sections. Figure 50 gives the approximate steady state concentration profiles of all chemicals
present in the system and an evolution in time of the active receptor gradient, in the absence

of degradation in the source.

It is clear that the desired effect of inducing a regime which causes cells to diverge from
a directional turning point has been achieved, and that the degradable attractant has a non-
linear profile. In comparison with Figure 39, however, it seems that the “equilibrium” is far
less stable. This is obvious as, even though, after 30 minutes of simulation time, the turning
point exists at approximately x = 400um, the location orchestrated in the analytical maths
section, the coordinate of the turning point seems to be changing quite rapidly with time. It
can be safely assumed that this coordinate will drift to even smaller distances as more time
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Figure 50: a) Simulated steady state concentrations (times after 30 mins) and b) temporal
effect on the active receptor gradient when: C4, = 5uM, K, = 0.005uM, Cy; = 100puM,
K; = 10uM, Cy, = 2uM, K, = 1uM, D = 20000um?*min~t, K,, = 2uM, Vi =
1000puMmin~t and L = 1000um.

elapses. Conversely, Figure 39 illustrates a turning point that, 30 minutes into the simulation,
has become very stable. The only difference, other than chemical parameters, between these
two systems is the nature of the turning point: converging for Figure 39 and diverging for
Figure 50. In a discrete system this likely becomes very important as the nature of the turning
point dictates how the spatial distribution of cells changes with time. This is obviously go-
ing to affect the magnitude of degradation that occurs at each point in space, which directly
impacts gradient shape and ultimately directional cues. In the converging system, the cells
become increasingly tightly packed, to the point where chemical cues do not allow them to
move away and their distribution essentially becomes temporally constant. This causes the
degradation mechanics, and gradient shapes, to become similarly constant, leading to the
steady state type behaviour seen in Figure 39. In the diverging system, however, cells are
being pushed to the ends of the gradient, constantly changing the distribution of degradation,
the shape of the degradable gradient and the directional cues of the cells. Perhaps the only
steady state that can be achieved in this case is when cells migrate fully out of the space.
The discrete nature of the simulations, where cells move and regions of degradation change
with time, clearly gives rise to a feedback loop where cells are continually modulating their
own chemical environment and chemotaxis. This means that a true equilibrium is essen-
tially unattainable, however, it is clear that certain systems can encourage behaviour that will
more closely resemble a steady state than others. This kind of insight could never arise from
the analytical maths alone, as degradation is assumed to act as a continuum, mirroring a case
where cells are evenly packed and don’t move, which always leads to a solid and unchanging
steady state. At this point it is also worth comparing degradable attractant gradient shapes
at different values of the low concentration degradation parameter, 17, and the corresponding

active receptor gradients, with those of the current simulation, as demonstrated in Figure 51.
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Figure 51: a) Analytical degradable attractant steady state concentration profiles in low con-
centration limit, for different values of R, and from simulation and b) subsequent active
receptor gradients when: C, = 5uM, K, = 0.006uM, Cy; = 100uM, K; = 10uM,
Ciyp = 2uM, Ky = 1uM, D = 20000um?min™", K,, = 2uM, Vy..(Simulation) =
1000 Mmin~t and L = 1000um.

In truly surprising fashion, it turns out that the low concentration approximation, C' <<
K,,, is actually capable of replicating the full Michaelis-Menten system considerably well.
Specifically, 30 minutes into the simulation, the analytical curve described by R = 0.014m
actually fits the numerically deduced attractant curve close to perfect. As was described pre-
viously this point is not an equilibrium, as can be seen from the rapid change in the form of
the active receptor gradient in Figure 50.b, so it is likely that this high level of correlation
will change with time, however the similarity is still remarkable. So much so, in fact, that
it can be said with confidence that the low degradation parameter 2 = 0.014um ™" can be
used as an accurate analytical approximation to simulations utilising the same system pa-
rameters as Figure 50, at least for time frames surrounding the 30 minute mark. This means
that Figure 49 can likely be used to accurately predict the effect of changing the attractant
background, over these same time frames. Returning to Figure 51, it can be seen that higher
values of R increasingly flatten the gradient at small distances and sharpen the gradient at
larger distances. This makes sense as, according to equations (16) and (19), higher values
of R correspond to higher values of V.., and more chemical breakdown. These very sharp
gradients will allow chemorepulsion over a larger range, due to the very small rates of in-
crease in receptor activation at smaller distances, but will cause very intense chemoattraction
- the rate of increase in receptor activation completely overpowering the rate of decrease from
the inhibitor - once the steep part of the gradient is reached. Conversely, as R, and V.,
decrease, the gradient will become increasingly linear. It can be seen from Figure 51.b that
at some critically low value of R, clearly in the range R € [0.005, 0.014], the rate of increase
in receptor activation seen from the attractant gradient outweighs the rate of reduction from
the inhibitor at all points in in the gradient. Beyond this point it will be impossible to induce
reverse migration, and a purely chemoattractive regime will emerge. This is what is observed

for the orange curve, corresponding to R = 0.005um ™!, in Figure 51. It would be expected
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that the exponential, analytically deduced gradient - from the C' << K, approximation -
would be sharper than the simulated gradient at concentrations C' =~ K,,. This is because
the low concentration approximation gives steep, exponential gradients that begin to diverge
from the true gradient shape as C' — K, concentrations; instead, however, this overly steep
gradient matches with the gradient shape attained when numerics were employed to avoid
the approximations made in the analytical maths. The unexpected correlation, at least at spe-
cific times, could potentially be because the overall directional bias for this type of system
causes cells to migrate towards the gradient extrema. This means that higher than expected
degradation, in simulation space, will occur at small and large distances, effectively flatten-
ing the gradient before making it sharper than it would be if the cells were evenly distributed.
This could make the simulated gradient, ascertained via full Michaelis-Menten kinetics, at
concentrations C' ~ K,,, unexpectedly match the exponential gradient derived analytically
using the approximation C' << K,,. Returning to the simulation, Figure 52 supplies a snap-
shot at 30 minutes and Figure 53 illustrates average cell velocities for times surrounding 30
minutes. For velocity plots previous to this one, cell data for all times, after an approximate
steady state was reached, was included. This made sense as the system could be seen to be
essentially time independent for these times, so including all the data meant a more thorough
analysis of the steady state. For this case, however, a steady state does not really seem to
exist, so including a large range of times basically equates to averaging data which corre-
sponds to a range of behavioural profiles. The output would be somewhat nonsensical. The
only way to attain sensible velocity data is to focus on a small window of time, in this case
times surrounding the 30 minute mark, thus guaranteeing that all measurements correspond
to suitably similar response profiles. Although this only allows representation of a relatively

small region in time, at least the data can be interpreted with ease.
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Figure 52: Simulation snapshot after 30 minutes for: ', = 5uM, K, = 0.005uM, Cy; =
100uM, K; = 10uM, Cyy = 2uM, Ky = 1uM, D = 20000um’min~', K,, = 2uM,
Vinaz = 1000uMmin~' and L = 1000um.

Both the simulation rendering and velocity data further reinforce the existence of a diverging

turning point in cell directional cues. Although the location of this turning point is rather
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Figure 53: Average simulated velocity output for times surrounding 30 minutes when: C', =
S5uM, K, = 0.005uM, Cy; = 100uM, K; = 10uM, Cy = 2uM, Ky = 1luM, D =
20000pm?*min~", K,, = 2uM, Vypee = 1000pMmin~' and L = 1000um.

temporally inconsistent, it can be read from Figure 53 to exist at around x = 350um, 30
minutes into the simulation. A further point of interest that arises from Figure 52 is the
discrepancy in the level of influence each cell exerts on its environment. As described previ-
ously, environmental modifications can, naturally, only occur when a chemical is degradable,
thus allowing cells to directly influence the number of molecules in the local area. Regions
where this exertion plays a noticeable role in global levels of receptor activation, and conse-
quently impacts cell directional cues, can be identified when the immediate area surrounding
a cell has inconsistent receptor activation rendering. This inconsistency corresponds to the
steeper degradable gradient which surrounds each cell, and the subsequent perturbation in
receptor binding and activation. With this in mind, it can be seen from Figure 52 that cells
at the beginning of the gradient have little to no influence on global directional cues. This
makes sense upon inspecting the simulated degradable attractant gradient form in Figure
51.a, where it is clear that only very small amounts of degradable attractant are present in
the initial parts of the gradient. If there is no attractant present then there is nothing for the
cells to degrade, and no way for the cell to influence its environment. In this region the cells
are completely under the influence of the non-degradable aspects of the system, specifically
the background of non-degradable attractant and linear gradient of non-degradable inhibitor,
resulting in a chemorepulsive regime over which the cells have no sway. About halfway up
the gradient, it can be seen that cells are surrounded by a small micro environment of recep-
tor activation, suggesting that levels of cellular breakdown are significant enough for cells
to begin to change the amounts of receptor activation in their immediate area. As it is the
attractant which is degradable, the effect of breakdown is to lower levels of receptor activa-
tion. This means that each cell becomes a small receptor activation sink which effectively
repels other cells, which always travel in the directional of receptor activation increase. The
inverse to this situation was seen in Figure 33, where it was inhibitor which was degradable

and the result of the degradation was to increase local levels of receptor activation. This



95

turned each cell into a local peak in receptor activation, capable of attracting other cells and
further compounding the effect. Now, further up the gradient in Figure 52, the cell micro en-
vironments seems to steadily disappear as the gradient comes to an end. This seems counter
intuitive as larger concentrations correspond to larger levels of enzymatic breakdown, upto
the the maximum rate of degradation, V,,,.,, which surely must correspond to a larger im-
pact on the chemotactic environment. The key to understanding what is happening here is
to, once again, think in terms of receptor binding. Returning to Figure 2.a, it was clear that
larger changes in receptor binding, the factor that translates directly into receptor activation
and chemotaxis, occur at lower concentrations. This means that the overall difference in
concentration has a different impact on receptor binding depending on where this difference
lies in concentration space. As a result, a smaller amount of degradation, at lower concen-
trations, can have a larger impact on the chemotactic environment than a larger difference at
higher concentrations, which is exactly what is seen in the latter part of the gradient in Fig-
ure 52. A final numerical exercise worth running is this same situation but also accounting
for enzymatic degradation of the attractant in the source. In section 4.2 it became clear that
this dynamic, relative to inhibitor degradation, played an important role in the migration me-
chanics. This was due to the mathematically predicted, and experimentally verified, drifting
of the directional turning point to larger distances, which would only occur if source levels
of inhibitor were decreasing with time. For this simulation both the volume of the source,
V', and number of cells in the source, NV, shall once again be specified in order to probe the
effect of a specific rate of degradation. Figure 54 illustrates the new chemical profiles and

subsequent temporal effect on active receptor gradient with this additional dynamic.
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Figure 54: a) Simulated steady state concentrations (after 30 mins) and b) temporal effect on
the active receptor gradient when attractant breakdown in the source is accounted for, for:
Ciqa = buM, K, = 0.005uM, Cy; = 100uM, K; = 10uM, Cyy = 2uM, K, = 1uM,
D = 20000pm*min~', K,, = 2uM, Vypee = 1000uMmin~t, L = 1000um, V = 1000L>
and N = 75.

For this case, by the time 30 minutes of simulation time has elapsed, the concentration of

attractant in the source has reduced to less than half its initial value. In comparison with Fig-
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ure 50, it seems that the effect of this source degradation is to slow the drifting of the turning
point to smaller distances, as can be seen from the much more tightly packed active receptor
curves. This makes sense as less attractant in the source is going to reduce the chemoat-
tractive aspect of the system, causing the chemorepulsive window, which arises from the
unchanging non-degradable chemicals, to become increasingly prevalent, pushing the turn-
ing point to larger distances. However, as the nature of the non source degradation system
causes the directional turning point to drift rapidly to smaller distances, the effect essentially
balances this drift and stabilises the turning point, resulting in something resembling a steady
state. As a result, after 30 minutes, the turning point is located much more centrally than in
the non source degradation case. Figures 55 and 56 give a simulation snapshot and velocity

plot for times surrounding the 30 minute mark, further illustrating the shifted tuning point.
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Figure 55: Simulation snapshot after 30 minutes, when attractant breakdown in the source
is accounted for, where: Cy, = buM, K, = 0.005uM, Cy; = 100uM, K; = 10uM,
Ciy = 2uM, Ky = 1uM, D = 20000um?*min~", K,, = 2uM, Viyee = 1000puMmin~!,
L = 1000pum, V = 1000L? and N = 75.

5.3.2 Experiments

Finally, it is time to test out this most complicated of models on NC4 D. discoideum in
an Insall chemotaxis chamber. The non-degradable attractant background shall be provided
for using Sp-cAMPs, the non-degradable inhibitor gradient using Sp-8-CPT-cAMPS, and
the degradable attractant gradient using cAMP. Through repeated accurate recapitulation of
mathematically predicted behaviour, the chemicals Sp-cAMPS and Sp-8-CPT-cAMPS have
been proven to express the qualities inherent of a non-degradable agonist and antagonist,
with dissociation constants close to those demonstrated in the mathematical analysis. If this
model can also be recreated experimentally then this is but further proof of these properties.
The nature and dissociation constant of cCAMP has already been investigated and inserted
into the mathematical model, with the only unknown quantities residing in the degradation
mechanics in the form of the maximum rate of degradation, V,,,., and the concentration at
which half maximal degradation occurs, K ,,. These have been guessed at from previous cor-

relations between predictions and experiments, but their validity will only become apparent
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Figure 56: Average simulated velocity output for times surrounding 30 minutes, when at-
tractant breakdown in the source is accounted for, where: C, = buM, K, = 0.005uM,
Cy = 100uM, K; = 10puM, Cyy = 2uM, K, = 1uM, D = 20000pum*min~",
K,, = 2uM,V = 1000L? and N = 75.

upon comparison between the experimental output and the mathematical analysis presented.
The cell behaviour upon applying the same concentration regime utilised in the simulations
section can be summarised in the temporally distinct experiment snapshots of Figures 57 and
58.

Figure 57: Experiment snapshot, at early times, of NC4 strain of D. discoideum subject to a
0 — 100uM gradient of Sp-8-CPT-cAMPS, a 2uM background Sp-cAMPS and a 0 — 5uM
gradient of cAMP. Cyan circles correspond to motion to the LHS (chemorepulsion) and
magenta circles correspond to motion to the RHS (chemoattraction), with the size of the
circle giving the magnitude of the x direction velocity.

It can be immediately observed that desired migratory pattern has been achieved, with strong
positive and reverse migration occurring at large and small distances, respectively. Cells
clearly diverge away from the boundary between these directional regimes, which is located
approximately centrally. Furthermore, upon inspecting for any discrepancies in the location
of this turning point between the two figures, it can be seen that the turning point is very
temporally stable. This matches perfectly with the prediction that degradation of cAMP in
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Figure 58: Experiment snapshot, at later times, of NC4 strain of D. discoideum subject to a
0 — 100pM gradient of Sp-8-CPT-cAMPS, a 2p:M background Sp-cAMPS and a 0 — 5uM
gradient of cAMP. Cyan circles correspond to motion to the LHS (chemorepulsion) and
magenta circles correspond to motion to the RHS (chemoattraction), with the size of the
circle giving the magnitude of the x direction velocity.

the source stabilises the turning point, leading to a pseudo steady state. Of course, once
all the cAMP has been degraded, only the unchanging quantities of non-degradable SP-8-
CPT-cAMPS and Sp-cAMPS will remain, resulting in a purely chemorepulsive regime. This
means that the ultimate steady state of this system will be purely reverse migratory, how-
ever, for a substantial amount of time, the balance between spatially and temporally varying
degradation mechanics, due to biased cell motion, and changing amounts of cAMP in the
source, due to breakdown, could trick one into believing that the equilibrium state is actually
of diverging chemotactic nature. Regardless, the stability of the diverging system over large
time frames means that velocity measurements can be extracted over similarly large time
frames for an accurate quantification of the variation in cell velocities over the bridge length,

illustrated in Figure 59.
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Figure 59: Measured average cell velocities, for times over which the system is temporally
stable, of NC4 strain of D. discoideum subject to a 0—100u M gradient of Sp-8-CPT-cAMPS,
a 2puM background Sp-cAMPS and a 0 — 5uM gradient of cAMP.
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In comparison with Figure 56, it seems that the simulated response is somewhat stronger
than reality and the turning point is shifted slightly further up the gradient. This suggests
that there are some minor discrepancies between the two systems, perhaps the estimated dis-
sociation constants or degradation parameters, however, considering the complexity of the
model, this can still be regarded as a fantastic mathematical recapitulation. As an additional
point, if it was at all uncertain that cAMP was degradable then this is concrete proof that it
must be. A diverging turning point in cell directional cues simply could not occur unless the
chemicals at play had the hypothesised properties. Finally, it is worth noting the strength of
the model that has been presented thus far. Starting from the simple idea that a competitive
inhibitor could be used to interfere with the receptor activation that arises from a gradient
of chemoattractant, and ultimately alter expected chemotactic biases, mathematics has been
used to probe increasingly complex permutations of this concept, culminating in some truly
novel predictions on cell migrations dynamics. By itself this could never evolve beyond a
simply intriguing concept, but upon repeated experimental verification it becomes clear that

this model cannot be anything other than true.
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6 Discussion

Most key observations have been noted alongside the corresponding result in the previous
section. By placing these key deductions directly in their context it is hoped that the greatest
possible understanding and intuition can be achieved. There are, however, a few points of

particular import that should be discussed.

Firstly is the robust mechanism by chemorepulsion can be mediated. It has been shown
beyond doubt - via modelling and experimental verification in sections 3.1 and 3.2 - that
chemorepulsion can be effectively induced relative to a gradient of chemoattractant if an
appropriate gradient of antagonist is superimposed. Repulsion is achieved if the rate of re-
ceptor blocking, due to the antagonist, outweighs the rate of receptor activation, due to the
agonist, with space. This causes an inversion of the direction in which the fractional number
of active receptors increases across the cell length, and chemorepulsion. To put this another
way, cells travel in the direction in which there is most active receptors, which, in a gradient
of attractant, is up the gradient. A superimposed gradient of antagonist acts to interfere with
this dynamic of receptor activation by keeping receptors in an inactive state, increasingly so
at higher concentrations. If this interference is such that the number of active receptors can
be made to increase away from the source of attractant, then chemorepulsion is achieved.
It has been postulated previously that “chemorepellents,” primarily 8-CPT-cAMP, cause an
inversion of intracellular dynamics, leading to reverse migration [50, 242]. The results of
this thesis would conclude that this inversion actually occurs as a result of an inversion of
spatial receptor activation dynamics, which arises due to an interplay between an agonist -
which activates receptors - and an inhibitor - which blocks receptors. Furthermore, it has
been shown, in Figures 35 and 37 respectively, that 8-CPT-cAMP elicits no chemotactic re-
sponse in environments treated with caffeine - suppressing cAMP, and agonist, secretion -
and elicits reverse migration in environments supplied with a background of agonist. This
suggests that cAMP secretion has not been accounted for in previous works, leading to the
false assumption that 8-CPT-cAMP is a “chemorepellent,” when in fact it is an antagonist
interfering with the receptor activation dynamics of unaccounted sources of agonist, leading

to the observed chemorepulsion.

Secondly is the dogma that cells are most chemotactically sensitive at K; concentrations
[116]. This is a fundamental, and very widely accepted, principle upon which much science
is founded - and its wrong. Considering the most basic chemical configuration from a math-
ematical perspective, a linear gradient of attractant, it was shown in Figure 8 that the biggest
changes in receptor binding with space - leading to the biggest differences in receptor activa-
tion across cell extrema and the best chemotaxis - always occur at the smallest concentrations
in the gradient. This remained consistent, in a linear regime, regardless of the combination
of agonist or antagonist gradients that were considered; the best chemotaxis occurs at low

concentrations, not K4, and these finding were repeatedly recapitulated upon experimental
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verification. Interestingly, upon attempting to prove that the best directional cues occur at
K4 concentrations - in section 2.2 - an alternative interpretation of the significance of Ky
relative to chemotaxis was found. Having K, located at a certain point in a chemical gradi-
ent maximises directional cues at that point, but doesn’t optimise chemotaxis relative to the
whole gradient. For example, if K is located halfway along the gradient, then a cell will
chemotax as effectively as is possible halfway along the gradient - but will still chemotax
better at the start of the gradient. This interpretation much more accurately matches with

observed cellular behaviours throughout this thesis.

Lastly is the dogma that cells requires a minimum of a 1% difference in receptor activa-
tion across their length in order to induce chemotaxis [214]; this is also plainly untrue. This
can be seen by taking the steepness of active receptors, with space, required to cause a 1%
difference in active receptors across a cell length (6,,;,) and comparing this to the expected
steepness of active receptors at each point in space across a chemical gradient (§(z)). If cells
do indeed require this 1% difference, then for any points in space that §(x) < &,,, cells will
be unable to chemotax, thus allowing one to map out which regions in a given gradient cells
should be capable of chemotaxis. This analysis was performed in section 2 and - as illustrated
in Figure 2.b - found that a D. discoideum of length 10m should be incapable of chemotax-
ing over most of a 0 — 2uM linear gradient of Sp-cAMPS. Upon inspection of Figure 9.a, it
is clear that cells can actually chemotax well over the entire bridge for this chemical config-
uration. Working backwards, this would imply that D. discoideum are chemotactic down to

at least a 0.2% difference in receptor activation across their extrema, perhaps less.

Relative to the above points, it seems that future work should focus on dissecting true K,
mechanics. This is because the role that /; occupies has clearly been misunderstood, and, as
K4 concentrations are crucial for comprehending how external concentrations translate into
receptor occupancy - and ultimately cell directional cues - its possible that many chemo-
taxis investigations have been misinterpreted. It could also be possible that measurements
on K, are also incorrect, leading to further complication and increased margins for misin-
terpretation. Based on the results of this thesis, it is apparent that there is a sound method
for deducing the true K, for a given agonist. As chemotaxis is maximised at a given point
when K is located there, it is possible to identify K by testing a series of linear gradi-
ents. By plotting the resultant cellular velocities for each gradient at a specific point, say
halfway along the gradient, there should be a defined maximum in velocity for one of the
gradients. The concentration at this point, for this gradient, is where /; is located. Note
that a true maximum must be observed, in other words the gradients above and below the
critical gradient must see a reduction in velocity. The only real issue here is mediating a
true linear gradient, as many processes - such as receptor recycling and enzymatic degrada-
tion - actively work against establishing the required linearity. This becomes easier when
one considers D. discoideum, however, as many enzyme resistant analogues of cAMP have

been manufactured. If the ligand in question is an antagonist then K; can still be extracted
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in the same way, however, there must be a background of agonist with known K; present,
and a more complicated relationship allowing correlation between the point of maximum
velocity and the antagonist /; must be derived. To take this a step further, once the /; of
an agonist - that elicits a linear gradient - has been deduced, it would be a relatively simple
process to deduce the true minimum difference in receptor activation across a cell length that
is required to induce chemotaxis. All that would be required is to test a particularly shallow,
or steep, gradient for which chemotaxis very clearly stops at some point along the gradient.
This would be the point for which average x direction velocity drops to 0 xm min~!. Upon
plotting the derivative of the active receptor gradient, with space, for this scenario, this point
can be easily related to an absolute minimum rate of change of active receptors with space
that induces chemotaxis (9,,;,). The desired minimum can then be found trivially by mul-
tiplying 0,,;, by the width of a cell. Note that a very good estimate as to the ligand K is
required so that the point at which chemotaxis stops can be accurately correlated with active

receptor dynamics.

The mechanics underlying many chemotactic behaviours in complex systems, such as the
immune system, have remained very much elusive. One such behaviour is that of chemore-
pulsion of neutrophils back into the vasculature, after chemoattracting to a source of stimulus
to engulf and destroy foreign material via phagocytosis. The results of this thesis, however,
provide - perhaps for the first time - a strong theory as to what might be occurring here, as
well for other complex migration behaviours. Simply put, all that needs to be introduced
into a chemotactic system in order to alter migration in unexpected ways is a competing
ligand. Specifically, for the case of reverse migration of neutrophils, all that is required is a
competitive inhibitor for the same receptor that drove the initial chemoattraction - released at
the correct moment and in the correct quantity. This could easily cause the profile of active
receptors to invert, driving the cells back into the vasculature via the same molecular mecha-
nisms that mediated the initial chemoattraction. That is what makes this model so elegant: it
provides a mechanism by which the biology of complex migration remains exactly the same
as the biology of simple migration. There are no secret signalling pathways that have some-
how remained undiscovered. Additionally, chemotactic systems in the body tend to involve
a large pool of chemokines competing for smaller pool of receptors, so it makes sense that
ligand competition can accommodate complex migration behaviours. The main issue seems
to be that ligands are studied individually, meaning that any competition based effects are
completely missed. For instance, as has been illustrated in this thesis, competitive inhibitors
will not elicit any measurable effect on chemotaxis unless competed against an agonist. It is
vital to investigate both individual and combined effects of ligands if complex chemotactic

behaviours are to be understood.

Some final points should be made discussing chemotaxis models that have come before,
in particular the Keller-Segel model [243]. This model provides an explanation of bulk
chemotactic trends and pattern formation based on an interplay between cellular density and
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a chemical gradient. While this model clearly recapitulates some bulk cellular behaviours
there is a vital mechanism missing: binding of ligand molecules to cellular receptors. As has
been mentioned previously, cells do not see chemical concentration; what they both see and
respond to is information relayed through activated receptors on the cell surface. Therefore,
the relationship between cell motion and chemical concentration is indirect, and the rela-
tionship between chemical concentration and receptor activation - the missing link as it were
- is highly non linear, especially when multiple signals of different intrinsic efficacies are
present. This means that there is quite a lot of information missing, and conclusions drawn
may be skewed. Furthermore, Keller-Segel models cannot accommodate more than one sig-
nal affecting resultant chemotaxis - which is usually the case in any realistic chemotactic
system - without causing the model to become arduously complex. As such, the amount of
insight that can be obtained is both limited and painful to extract. In comparison, if receptor
binding is accounted for then any number of external signals can be included into the model
almost trivially, as they reduce to the single quantity of receptor activation. In order to bridge
the gap of receptor binding dynamics, and accurately relate changes in chemical concentra-
tion to a cellular response, the constants of proportionality present in a Keller-Segel model
must be skilfully adapted. While this may work, however, physical relevance and intuitive

understanding of these compensatory parameters becomes lost.
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7 Conclusion

To conclude, chemotaxis can only be truly understood through comprehension of spatial
variations in receptor activation across the cell length. This is because the chemotactic re-
sponse is proportional to the difference in receptor activation across the cell extrema, with
the cell travelling in the direction for which the fractional proportion of active receptors
increases. This means that the rate at which the fractional proportion of active receptors
changes with space is the key to comprehending chemotaxis. If this quantity is large then
there is a correspondingly large difference in receptor activation across the cell length, and
strong chemotaxis. If this quantity is negative then the fractional proportion of active recep-
tors is decreasing as the gradient increases, so the cell will travel down the chemical gradient,
chemorepelling. Mathematics has proved very effective in bridging the gap between chem-
ical concentration and this crucial quantity of receptor activation, providing an elegant and
potent tool for analysing the intricacies of chemotaxis. By considering chemotaxis in this
way, any chemical gradient or system of gradients can be mapped to an expected - spatially
resolved - chemotactic response, with live cells accurately recapitulating these predictions.
As aresult of this insight, chemorepulsion - a migration style of which the mechanics have so
far proven elusive - has been comprehended with relative ease, with further and unforeseen
complexities - such as inversions of chemotactic directionality over the same gradient, or two
chemotactic factors that attract in isolation combining to give repulsion - being predicted and

successfully verified.
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