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Abstract

Solar prominences have been observed for years, with observations dating back to the
12th century. Only in recent history however, have we had the spectroscopic tools required
to probe and understand their structure and dynamics. Even then, with ground bases
observations we have been unable to observe the hottest parts of solar prominences
due to the atmosphere which cruelly hides this ultraviolet radiation from us. Several
observational satellites have been launched over the years so that we may observe these
high temperatures. With the launch of the Interface Region and Imaging Telescope (IRIS),
we were able to observe the Mg II h&k lines. Which gives us a unique view into the
atmosphere surrounding solar prominences.

In Chap 1, we give a brief overview of the solar atmosphere and what we know about
the life and evolution of solar prominences. We cover their morphology, typical ther-
modynamic parameters, velocity distributions, and surrounding magnetic field strength.
This is followed by a brief aside into radiative transfer where the basic equations are
outlined with the LTE solution for radiative transfer through some emitting material. The
principle ion in this work, Mg II h&k, is also presented with mention of its key features.
The instrumentation used in the study are then introduced; IRIS, the X-Ray Telescope
(XRT) onboard Hinode, Atmospheric Imaging Assembly (AIA) and the Helioseismic Mag-
netic Imager (HMI) onboard the Solar Dynamics Observatory (SDO), and the Sun-Earth
Connection Coronal and Heliospheric Imager (SECCHI) onboard the Solar Terrestrial
Relations Observatory Ahead (STEREO-A).

In Chap 2, we cover the coordinated observation of a solar prominence on the 19 April 2018
by IRIS, AIA, and XRT.We show the distribution of the following statistical measures of the
prominence, the integrated line intensity, Doppler velocity, line widths, and asymmetries
using the quantile method. We also present the distribution of line profile types, whether
they be singe, double, or complexly peaked. A method for filtering out coronal pixels
using the line widths, peak intensities, and pixel connectivity is presented and shown to
work to effectively isolate the prominence. We draw conclusions surrounding its observed
dynamics and the relationships between its statistical measures.
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Abstract

Chap 3 sees the introduction of a new method used to ascertain the properties of solar
prominences observed in Mg II h&k. This is achieved by the point-for-point comparison
of 1007 line profiles generated by the 1D non-local thermodynamic equilibrium (NLTE)
radiative transfer code, PROM, with that of the observations. PROM treats its resonance
lines in PRD and allows us to generate the Mg II h&k line profiles, with the three Mg II
triplet lines and the principle Hydrogen lines, which are not used in this method. This
matching method is named rRMS. Not only do we find the best fitting profiles in our bank,
but we also find some measure of the ‘goodness’ of these fits. Therefore we can set a
cut-off for what is considered a good or a bad fit. This is the first time a prominence has
been inverted in this way. An updated version of rRMS called xRMS is then presented. It
demonstrates a significant computational improvement over rRMS, allowing us to use a
larger grid of 23940 line profiles. We present both of these results and compare what is
found for the smaller and bigger grids. While both achieve similar levels of successful fits,
the parameters which they recover are not exactly the same.

Chap 4 introduces the radiative transfer code RTCY. It is a 2D cylindrical radiative transfer
code. With which we are able to simulate an array of geometric configurations and
velocity fields. As such, we explore the effect that these velocities have on line formation
through the use of plots similar to that of Figs 4 through 7 of (Carlsson & Stein 1997).
The most interesting result is that of the expanding velocity field where the prominence
moves radially away from the axis of rotational symmetry of the cylinder. Following this,
we explore multithread simulations where we stack these cylinders behind each other.
We see how this affects the observed line profiles and how adding random line-of-sight
velocities produces interesting asymmetries. In addition to the latter, the spectral and
spatial point spread function (PSF) of the IRIS spectrograph is convolved with our final
profiles demonstrating what IRIS would see if presented with these profiles. Finally to
close the chapter, we perform a manual multithread forward fit.

In Chap 5, we explore the formation of a coronal bright point (CBP) due to flux emergence
and the associated filament channel of this emergence. Using Fourier Local Correlation
tracking onHMI intensity images, we are able to recover the overall global velocity vectors
of magnetic patches predict their global movement. The flows of these patches are seen
to influence the stability of a minifilaments which form in the filament channel. These
minifilaments are both seen to erupt when certain magnetic phenomena, such as flux
cancellation occur.

Chap 6 offers our conclusions where we outline the main results found and present our
plans for future work.
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1
Introduction

The Sun. Without it, we would all be dead. Since the beginning of recorded history, the
study of the heavens had been undertaken with an air of caution. Any change in the
heavens has often been seen as a frightening omen from a deity or higher power – the
heavens were though to be unchanging and pure. In 1066 the appearance of Halley’s comet
was seen to be a sign of oncoming misfortune or disaster. The comet is even included on
the Bayeux Tapestry, which chronicles the Norman conquest of England. The monks of
Canterbury Cathedral witnessed an asteroid impact the Moon in 1178, which was seen
as a ominous vision which they were hesitant to disclose. This impact in fact created
the Giordano Bruno crater on the northeastern limb of the Moon (Sagan 2003). In 1185,
Lavrentievsky described the appearance of ‘horns of which a glow similar to that of red-hot
charcoals’ during a total solar eclipse (Vyssotsky 1949). At the time, this was seen to be a
‘terrifying sign of the Lord’.

The Sun has been known since the dawn of humankind, yet it remains somewhat of an
enigma to this day. This does not mean that the Sun is a complete mystery, however. The
Sun has been extensively studied, one of the chief areas of study are of its atmosphere. The
Solar atmosphere is said to consist of four layers. The photosphere, the chromosphere,
the transition region, and the corona. The photosphere is defined to begin 100 km below
the layer of the atmosphere where the plasma becomes opaque to radiation of 5000 Å
(τ500 = 1)1. This is defined as such because 5000 Å is approximately the peak wavelength
of the blackbody curve of the Sun. We can show this using Wien’s Displacement law (see
Eq. 1.1) and an effective Solar surface temperature of 5770 K (Woan 2000),

λ =
2.9× 10−3 mK

T
. (1.1)

1While it is convention to use Angstroms in Solar Physics, the 500 in τ500 is in nanometres.
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Chapter 1 Introduction

Figure 1.1: The temperature and pressure structure of the solar atmosphere from the model
of Fontenla et al. (1993).

This evaluates to a wavelength of approximately 5026 Å. The temperature and density
structures of the atmosphere appear to be anticorrelated as you journey ever higher in
the atmosphere (see Fig. 1.1). Starting off in the photosphere, temperatures are typically
around 5800 K with high pressures of the order of 105 dyn cm−2 (Aschwanden 2004).
This gives way to the chromosphere around 525 km above the τ500 = 1 line, and extends
to approximately 2100 km. This gives way to the transition region. This is where the
temperature and pressure dramatically rise and fall, respectively. This is only 100 km
thick and gives way to the high temperature and low density solar corona (Carroll & Ostlie
2007). The temperature increase starts at around 5000 K (at the base of the chromosphere
(Bray & Loughhead 1974)), to over 1 MK in the corona (Zirin 1966). The mechanism behind
this heating is not well understood and is known as the coronal heating problem. There
have been many proposed mechanisms to drive this heating of which there are two main
categories. Alternating current (AC) models and direct current (DC) models. These are
described as such due to the electromechanical response to the driver of the heating by
the corona. The main separation between these categories is to do with the time scale in
which the driver changes the boundary condition. If this is faster than the Alfvén transit
time, then it is AC. On the other hand, if it is slower, it is DC. Examples of AC includes
MHD turbulence and cyclotron resonance, and DC includes reconnection, and turbulence
(Aschwanden 2004).

The temperature and pressure structure of the solar atmosphere up to the base of the

2



1.1 Solar Prominences and Filaments

Figure 1.2: A simplified schematic of the Solar atmosphere. Adapted from Carroll & Ostlie
(2007).

transition region can be seen in Fig. 1.1. Meanwhile the layers of the atmosphere can be
seen in Fig. 1.2. Suspended in the corona are the structures on which this thesis is focused:
solar filaments and prominences.

1.1 Solar Prominences and Filaments

Solar prominences and filaments are different sides of the same coin. When viewed on
disc, they are seen as dark filamentary absorption features and are called filaments. When
viewed off-limb, they are seen in emission and called prominences. This distinction
is due historical reasons; it was unclear that these structures were one and the same.
Fig. 1.3 shows a prominence eruption observation by the Sun-Earth Connection Coronal
and Heliospheric Imager (SECCHI; Howard et al. 2008) onboard the Solar Terrestrial
Relations Observatory Ahead (Driesman et al. 2008) where it appears both in emission
and absorption. The oldest reference to the observation of solar prominences comes from
astronomical records in the Russian Chronicles (Tandberg-Hanssen 1974). This is the
previously mentioned observation made by Lavrentievsky in 1185. These ‘hot charcoals’ to
which he refers were very likely solar prominences. Later in 1239, Muratori observed the
corona during a solar eclipse and described the corona as having a ‘burning hole’ in it (see

3



1.1 Solar Prominences and Filaments

Figure 1.3: Prominence observed by the 304 Å filter of STEREO-A/SECCHI. It appears both in
emission and absorption. This highlights the similarity and differences between a filament
and a prominence.

Secchi 1875). This is also believed to have been a solar prominence (Tandberg-Hanssen
1974). It was not until the mid-ninteenth century that serious scientific endeavour was
directed towards their study.

1.1.1 Classification

There are a number of schemes inwhich to classify solar prominences. These are based on
their morphology, dynamic properties, and general location. Early astronomers realised
that prominences in close proximity to active regions were seen to change very rapidly
compared to those located in regions of the quiet Sun (Vial & Engvold 2015). Secchi (1875)
divided solar prominences into three classes; the first two of which we now describe as
quiescent and active prominences (Tandberg-Hanssen 1995). The third class seems to
be a description of what we now know as coronal rain, and the author retracts this third
definition later in the text. Secchi (1875) describes quiescent prominences as peaceful and
tranquil. This is a very apt definition. Quiescent prominences tend to form in regions
of the quiet Sun away from active regions. They show few motions and only show small
changes over hours and/or days. These are very stable and persists from days to weeks.
Additionally they are unlikely to erupt unless there is some trigger nearby, such as a flare

4



1.1 Solar Prominences and Filaments

or CME. This, however, does not mean that they are not dynamic, they are just less so
than their counterparts. Active prominences tend to form in active regions and are less
stable and far more dynamic than their calmer siblings. Due to the greater magnetic field
in the active regions where they form, they tend to be much smaller and shorter lived.
They are much more prone to spontaneous eruption than their siblings.Secchi goes on
to further subdivide these main classes into subclasses comprising of clouds, filaments,
stems, plumes, horns, cyclones, flames, jets, sheafs, and spikes. Presently the distinction
between these subclasses is not clear and themain two categories are instead usedwithout
these subclasses.

1.1.2 Formation

There are two leading ideas about how prominences form. On one hand, many believe
that some prominences form due to condensation of hot material from the corona. This
approach is applied to both active and quiescent prominences. On the other hand, some
prominences are believed to have photospheric or chromospheric origins, with active
prominences being lifted up and out of these layers (Tandberg-Hanssen 1995). However,
all prominences form in filament channels which form around polarity inversion lines
(PILs; Vial & Engvold 2015) – regions where the photospheric magnetic field flips polarity.
A filament channel forms when chromospheric fibrils align themselves with the PIL.
Additionally, prominences can only form in these regions where no fibrils cross the
PIL (Martin 1998). The mechanism which causes these fibrils to align themselves with
the polarity inversion line is not well understood and many processes to describe this
phenomena have been suggested. One such suggestion is that of the submergence and
cancellation of the transversemagnetic field component, leaving the axial field component
behind (Martin 1998; Wang & Muglach 2007). Alternatively, it has been suggested that
strong shearing motions in the photospheric plasma localised to the PIL are responsible
(DeVore & Antiochos 2000). The former may be supported by Wang & Muglach (2013),
where they observed transient brightenings along a filament channel, which they suggest
are associated with flux cancellation. The latter was explored by Hindman et al. (2006)
where sheared flows of the order of 30 km s−1 were observed to either side of a PIL.
Filament channels often form with magnetic arcades, closed field lines which pass high
and over the channel, anchored in regions of opposing polarity on either side of the
channel. When a prominence forms in the channel, this arcade is seen to exist above
both. Between the prominence and the arcade one can observe a dark coronal cavity
(Tandberg-Hanssen 1995).
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1.1.3 Main Components

Prominence are seen to have two main observable features, their horizontal spine which
is suspended above the solar surface, and barbs which anchor the spine to the solar
surface. Barbs are very easily seen in coronal filters, such as 171 Å from the Atmospheric
Imaging Assembly (AIA; Lemen et al. 2012) onboard the Solar Dynamics Observatory
(SDO; Pesnell et al. 2012, see Fig. 2.4). These features are more readily identifiable as
filaments on the disc as their orientation lends well to being observed. Another important
feature of a prominence is the prominence to corona transition region (PCTR; Vial &
Engvold 2015). This is analogous to the transition region (TR) of the classic view of the solar
atmosphere. Here the prominence transitions from cool photospheric and chromospheric
temperatures (∼ 6000 K) to that of coronal temperatures (> 500 000 K). Additionally the
PCTR also includes a pressure gradient (like the TR) to smoothly transition from a high
pressure prominence to the more tenuous corona. As such prominences are seen to
emit spectral lines of a wide range of elements. Prominences are known to be primarily
composed of hydrogen and are routinely observed in Hα, with many stations around the
world observing the Sun in this wavelength daily2. However, we can also observe line
profiles which form at much higher temperatures, such as Mg II h&k, which is the main
focus of this work. This temperature and pressure gradient makes solar prominences
appear more extended in ultraviolet compared to Hα (Heinzel et al. 2001). When the PCTR
is taken into account when modelling solar prominences, we find that we achieve a better
match between observed and synthetic spectra (see Sec. 3) which highlights the impact
that it has on line formation in the prominence.

1.1.4 Thermodynamics and General Properties

Prominences are comprised of cool dense plasma suspended in the hot and tenuous
solar corona (Labrosse et al. 2010). Due to their structure, as discussed in the previous
section, it is easy to see that prominences comprise of a wide range of temperatures and
pressures. The core of a prominence tends to be the coolest part of the prominence, with
temperatures of the order of 104 K. However, the PCTR reachesmuch higher temperatures,
of the order of 104−106 K. The densities observed show the inverse of this, as one familiar
with the TR would expect. The core of a prominence has electron densities between
109 − 1011 cm−3, but this drops to 106 − 108 cm−3 in the PCTR. Pressures show a similar
story with the core exhibiting pressures of the order of 0.02− 1 dyn cm−2 and the PCTR

2such as https://bass2000.obspm.fr or https://gong2.nso.edu
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with 0.2 dyn cm−2. It is possible for the PCTR to experience higher pressures than some
internal pressures. Along with their thermodynamic properties, they also exhibit a range
of motions. Fine motions within the prominence itself can be of the order of 3−20 km s−1

in the core of the prominence, up to 30 km s−1. These ‘microturbulent’ velocities are
responsible for widening the line profiles we observe from prominences. However, these
are not bulk flows that can be observed directly andmust be inferred from the line profiles.
Bulk flows tend to be much smaller, reaching 5 km s−1 in the core of the prominence and
10 km s−1 in the PCTR (Labrosse et al. 2010). When these flows move away from the solar
surface, the radiation is subject to Doppler dimming. Any incident radiation from the
solar disc arriving at the prominence is seen to be Doppler shifted by the prominence.
This causes less radiation to be absorbed and scattered as the radiation arriving at the
prominence is shifted relative to the absorption profile. Line profiles will be seen to be
less intense than their static counterparts.

1.1.5 Magnetic Field Strength

The magnetic field strength of a solar prominence is difficult to determine and requires
some measurement of the Stokes parameters. The Stokes parameters consist of four
vectors, I, Q, U, and V. I is the intensity of the observed radiation, this does not measure
polarisation. Q and U measure the linear polarisation of the light. Q and U are separated
by 45◦ such that a better measure of the polarisation can bemade. Vmeasures the circular
polarisation of the light, giving 1 and −1 for fully right hand polarised and left hand
polarised light, respectively (Toro Iniesta 2007). The magnetic field in a prominence is
typically quoted as being on the order of 1s to 10s of Gauss (Tandberg-Hanssen 1995).
Quiescent prominences have been measured to have magnetic fields of 3− 15 G, while
active prominences have been observed with magnetic fields of 30− 45 G (Mackay et al.
2010).

1.1.6 Eruptions and Demise

Prominences boast a range of lifetimes. This depends onwhether it is a quiescent or active
prominence. It is generally accepted that instabilities lead to the demise of prominences.
The source of these instabilities, however, is debated. There are two main equilibria
responsible for the stability of solar prominences; thermal equilibrium and magneto-
hydrostatic equilibrium (Tandberg-Hanssen 1995). The breakdown of either of these will
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lead to the death of a prominence. One of the more dramatic of these, is a prominence
eruption. This is the expulsion of a prominence from the Sun. Themost energetic of these
are called flare sprays (Tandberg-Hanssen 1974) and are closely related to coronal mass
ejections (CMEs). Prominence cores are frequently viewed as the central core of a CME
in white light coronagraphs (Vial & Engvold 2015). One model which attempts to explain
the eruption of solar prominences is that of mass draining by Jenkins et al. (2019). The
authors argued that mass draining causes an instability which leads to a rise in height
of the prominence. This height increase then continues until the prominence erupts or
becomes completely devoid of material through draining. Which of these two fates the
prominence meets depend on the conditions it is under before the draining commences.
Wang &Muglach (2013) observed brightenings at the end points of erupting filament chan-
nels in the 195 Å filter of the Extreme-Ultraviolet Imaging Telescope (EIT; Delaboudinière
et al. 1995) onboard the Solar and Heliospheric Observatory (SOHO; Domingo et al. 1995).
These were interpreted to be sites of magnetic reconnection catalysed by the rise of the
host magnetic field lines host to the prominence. This rise is then said to have crossed
into the overlying coronal loops and reconnected with them, further accelerating the
eruption via the breakdown of magnetohydrostatic equilibrium. When a quiescent prom-
inence erupts, the source filament channel remains. This can then go on to have another
prominence form in the vacant channel, starting the whole process again (Vial & Engvold
2015). If the thermal equilibrium breaks down, the prominence can quickly heat up to
coronal temperatures and effectively evaporate. Prominences lose energy by radiation,
since radiative losses are proportional to the square of the density, this shows that it is an
effective way to quickly dissipate radiation. If the thermal losses are too small, however,
the prominence will quickly heat up. This breakdown and heating of the prominences
happens on the order of seconds to minutes (Tandberg-Hanssen 1995).

1.2 Magnesium

Magnesium is one of the most abundant elements in the solar atmosphere. Therefore its
singly ionised state, Mg II, has great diagnostic potential (Leenaarts et al. 2013a). It is clear
that once ionised magnesium, Mg II, is a very important ion. Its principle transitions,
Mg II h&k, form in the upper chromosphere and lower transition region (De Pontieu
et al. 2014). This formation region will capture the hotter parts of the prominence, and
gives us insight into the nature of the PCTR. The rest wavelengths of the Mg II h&k lines
are 2803.53 Å and 2796.35 Å, respectively (Levens & Labrosse 2019). The features of the
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Figure 1.4: The spectral features of the Mg II h&k lines. This spectrum was taken from the
edge of the solar disc on 2018-04-19.

Mg II h&k lines are usually separated into five distinct features per line. The violet features
1v and 2v are the points at which the wings of the emission start to increase, and when its
peak violet intensity is reached, respectively. The red features, 1r and 2r, are described
similarly. However, the feature labelled 3 in Fig. 1.4 is the central reversal and line core. In
general, the optical thickness of Mg II h&k is such that many of its observed line profiles
exhibit a central reversal. This is encapsulated by Eq. 1.8; τλ is a function of wavelength,
and in the case of Mg II h&k τλ is largest towards the line core, and it is lowest towards the
wings. This means that the line core tells us more about the surface of the plasma, but the
wings allow us to see deeper into the structure. This is also the reason for the appearance
of this double peak. However, there needs to be a sufficient amount of material to absorb
enough of the line core for the line to manifest with a self reversal. This is because τλ
is also a function of distance through the material. In solar prominences, in general
we do not see this double peaked behaviour. When a line presents itself in this single
peaked fashion, the 2v and 2r features are not present. It was shown by Heinzel et al.
(2014) that the Mg II h&k line cores are very sensitive to the temperature structure in the
PCTR, highlighting their diagnostic potential to explore this region.
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1.3 A Brief Foray into Radiative Transfer

Radiative Transfer is the study of how electromagnetic radiation moves through and inter-
acts with a medium. As put by Hubený & Mihalas (2015), ‘The radiation we receive from a
star contains an enormous wealth of information about the structure and composition
of its atmosphere.’ This should be motivation enough on its own to study this extremely
interesting field. Disregardingmagnetic complexities, there are fivemain processes which
govern the solar spectra that we observe; bound-free (bf) interactions, where atoms are
ionised and recombine liberating a photon in the process; free-free (ff) interactions, where
electrons collide with ionised nuclei causing a photon to be emitted due to the energy lost
by the electron; bound-bound (bb) interactions, where electrons move from one energy
level to another within the same atom; and Rayleigh and Thomson scattering, where
the former concerns photons scattering from neutral hydrogen, and the latter, photons
scattering from free electrons (Rutten 1993). The radiation received from an emitting
medium can be represented by the specific intensity,

dIλ
ds

= jλ − χλIλ, (1.2)

where jλ is the monochromatic emissivity, χλ is the linear extinction coefficient, and s is
the path length of the beam. Kirchoff’s Law which defines the source function Sλ is also
important (Woan 2000),

Sλ ≡ jλ
χλ
. (1.3)

This describes the energy of new photons entering the beam, and is normalised by the
linear extinction coefficient which describes the extinction of the radiation as it travels
through the medium. χλ is related to the optical path length by,

dτλ(s) = χλ(s)ds. (1.4)

This allows us to define the optical thickness as,

τλ(D) =

∫ D

0
χλ(s)ds, (1.5)

whereD is the path length through the material. Combining Eqs. 1.2 and 1.4 allows us to
change variables from s to τλ such that,

dIλ
dτλ

= Sλ − Iλ. (1.6)
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Then multiplying through by exp(τλ(D)) and integrating between 0 and τλ(D) we get,

Iλ(τλ) = Iλ(0) exp(−τλ) +
∫ τλ

0
Sλ(tλ) exp(−(τλ − tλ))dtλ. (1.7)

τλ is implicitly a function of distance here. tλ describes the path length in terms of optical
depth. If we assume that the source function is constant across tλ, we can evaluate this
integral and change variables such that,

Iλ(D) = Iλ(0) exp(−τλ) + Sλ (1− exp (−τλ)) , (1.8)

and what we have is the formal solution to the radiative transfer equation. Iλ(0) is the
radiation entering the material, and Sλ (1− exp (−τλ)) describes the radiation created by
thematerial that can reachD, and Iλ(D) is the total radiation atD given that τλ = τλ(D). In
local thermodynamic equilibrium (LTE) the source function becomes the Planck function,
Bλ, such that (Rutten 1993; Hubený & Mihalas 2015),

Iλ(D) = Iλ(0) exp(−τλ) +Bλ (1− exp (−τλ)) . (1.9)

If there is a coherent and isotropic scattering term, the source function is modified to
become (Hubený & Mihalas 2015),

Sλ = ϵλBλ + (1− ϵλ)Jλ, (1.10)

where ϵ is the thermal coupling parameter or destruction probability, and Jλ is the mean
intensity of radiation, ie the mean of the specific intensity over all solid angles. If the
reader wishes, λmay be substituted for ν in any of these equations. This powerful set of
equations can help us to model the radiation that comes from the solar atmosphere to
better understand how the radiation we see from the Sun is formed.

For a simple 2-level atom, the source function takes the form of,(Hubený & Mihalas 2015;
Levens 2018)

Slu =
nuAul

nlBlu − nuBul

ψul(λ)

ϕlu(λ)
(1.11)

Where A and B are the Einstein coefficients. Aul denotes spontaneous emission, Bul

denotes stimulated emission, and Blu denotes absorption. nu is the population of the
upper level, nl is the population of the lower level. ψul(λ) is the emission profile and
ϕlu(λ) is the absorption profile. In complete redistribution (CRD), it assumed that there
are enough collisions in the plasma such that when a photon is absorbed by an atom,

11



1.4 Radiative Transfer Code

the atom relaxes such that the photon is re-emitted anywhere in the line. That is to say,
that ψul(λ)=ϕlu(λ). On the opposite end of this is scattering, where an absorbed photon
is re-emitted at its original wavelength and its not redistributed along the line. Partial
redistribution (PRD) is a combination of these two regimes. The photon is more likely to
be re-emitted at a small range of frequencies around its original frequency. In the CRD
approximation, the source function becomes,

Slu ≈ nuAul

nlBlu − nuBul
(1.12)

However, as shown by Milkey & Mihalas (1974), this does not hold in the optically thick
regime. This includes ions such as Mg II. Under non-LTE conditions, the source function
varies from the Planck function. This cannot be solved analytically and must be solved
numerically. This is because the source function is strongly dependent on the radiation
field (Labrosse et al. 2010). Careful consideration of the level populations and radiation
field is required to find the source function. The equations of statistical equilibrium are
used to achieve this (Labrosse et al. 2010),

dni
dt

=
∑
j ̸=i

nj (Rji + Cji)− ni
∑
j ̸=i

(Rij + Cij) (1.13)

dni
dt

=
∂ni
∂t

+
∂niV

∂x
(1.14)

Like before, ni is the population of the ith level, and nj is the population of the jth level.
V is the flow velocity. Cij and Cji are the collisional rates which are proportional to the
electron density (ne). Rij and Rji are the radiative rates for absorption and stimulated
emission. These depend on the radiation field of the line and continuum. For a simple
two level atom like before, the equations of statistical equilibrium can be simply written
as (ignoring the time and velocity terms, Labrosse et al. 2010),

nlBluJ lu + nlClu = nuAul + nuBulJ lu + nuCul (1.15)

1.4 Radiative Transfer Code

Recently, there has been 3Dprominencemodelling efforts by (Gunár&Mackay 2015). They
employ, what they name, 3D whole-prominence fine structure (WPFS) modelling. Where
they model a 3D magnetic field using the 3D non-linear force-free (NLFF) simulations of
Mackay & van Ballegooijen (2009), in which they identify dips or hammocks which they
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Figure 1.5: Construction of the simulation in PROM. The curvature of the Sun is exaggerated
in this cartoon. Based on Gouttebroze et al. (1997) and Labrosse et al. (2007).

then allow to fill with plasma. This geometry is then used as the configuration for radiative
transfer simulations. The study shows the importance of the projection effect andnaturally
reproduces fine structure emission. While this method is very powerful, the authors
have little control over the geometry of the simulation like we do in more conventional
approaches. Both methods have their pros and cons, but this WPFS modelling is still quite
new with a lot of potential. While it is possible to use it to simulate a prominence if we
know the underlying magnetic field, it may also be possible to infer the magnetic field
structure if we start with an observation of a prominence and work backwards.

In this thesis, we use two radiative transfer codes to solve them numerically. We first
introduce the 1D non-local thermodynamic equilibrium (NLTE) RT code, PROM. Later
introducing the 2D NLTE RT code, RTCY.

1.4.1 PROM

Gouttebroze et al. (1993) and Heinzel et al. (1994) introduced the 1D radiative transfer code,
PROM. PROMsolves the set of radiative transfer equations to produce symmetrical (around
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1.4 Radiative Transfer Code

the line core) line profiles. In its initial implementation, it only produced hydrogen spectra.
The lines exhibited in Gouttebroze et al. (1993) were Lyα, Lyβ, Hα, Lyγ, Hβ, and Pα –
the first six bound-bound neutral hydrogen transitions. In theory, any bound-bound line
produced by a twenty level hydrogen atom could be output from PROM. Additionally, the
bound-free transition of the Lyman continuum is included. This aimed to improve on
the work by Heasley et al. (1974) where the authors adapted NLTE code to the problem of
an illuminated slab/prominence. Throughout the years, many modifications have been
made to PROM; Gouttebroze et al. (1997) and Gouttebroze & Heinzel (2002) introduced
the Ca II lines. Here, a five level Ca II ion is implemented, with an additional level for
unionised (Ca I) and twice ionised (Ca III), respectively. This allowed for the modelling of
the Ca IIH&K lines. Labrosse & Gouttebroze (2001) introduced the He I and He II lines,
with a 33 level (plus continuum) atom for both He I and He II. Labrosse & Gouttebroze
(2004) introduced the prominence-to-corona transition region (PCTR) as formulated in
Anzer & Heinzel (1999). The PCTR takes the form of a pressure (p) and temperature (T )
gradient as a function of column mass,m.

T (m) = Tcen + (Ttr − Tcen)
(
1− 4

m

M

(
1− m

M

))γ
(1.16)

p(m) = 4pc
m

M

(
1− m

M

)
+ ptr, (1.17)

where,

pc =
Bz0

2

8π
= pcen − ptr, (1.18)

whereM is the total columnmass, M2 is the centre of the prominence,Bz0 ismagnetic field
perpendicular to the solar surface, Tcen and pcen are the central temperature and pressure
respectively, and Ttr and ptr are the temperature and pressure at the outer edge of the PCTR
respectively. These equations (Anzer & Heinzel 1998, 1999; Labrosse & Gouttebroze 2004)
allow the core of the prominence to gently transition to the corona without discontinuity.
The value of γ is strictly more than 0. If γ = 0, the prominence becomes isothermal
with a temperature of that of the corona, while the pressure still gradually changes. A
prominence of such conditions is not possible in nature. Levens & Labrosse (2019) builds
on the Ca II formulation from Gouttebroze et al. (1997) to introduce a five level (plus
continuum) Mg II ion to produce the Mg II h&k lines (2803.53 Å and 2796.35 Å) and the
Mg II triplet lines (2791.60 Å, 2798.75 Å, and 2798.82 Å). When modelling these lines, it
must be considered whether CRD or PRD is used. It was shown by Milkey & Mihalas
(1974) that PRD is important when modelling the Mg II resonance lines, and so partial
redistribution (PRD) is used here. The incident Mg II radiation is taken from near disc

14



1.4 Radiative Transfer Code

Figure 1.6: An example of the magnesium output from PROM. The top panels are Mg II h&k,
respectively, while the bottom panels are the Mg II triplet lines. The parameters of this
model are; Tcen = 8000 K, Ttr = 100000 K, pc = 0.5 dyn cm−2, ptr = 0.01 dyn cm−2, γ = 5,
vT = 5 km s−1,H = 10Mm, and vrad = 0 km s−1.

centre spectroscopic Mg II observations from the Interface Region Imaging Spectrograph
(IRIS; De Pontieu et al. 2014).

Within PROM, prominences are represented by a semi-infinite plane parallel slab perpen-
dicular to the solar surface. This slab is illuminated on both sides by the angle-averaged
incident intensity. A schematic diagram can be seen in Fig. 1.5. PROM (with a PCTR)
has several input parameters. surface temperature, the temperature at the edge of the
PCTR (Ttr in Eq. 1.16); central temperature, the temperature in the core of the promin-
ence (Tcen in Eq. 1.16); surface pressure, the pressure at the edge of the PCTR (ptr in Eq.
1.17); central gas pressure, the central gas temperature of the prominence (pc in eqs. 1.17
and 1.18); thickness, the geometric width of the prominence along the line of sight (L in
Fig. 1.5); columnmass, the mass as a function of distance through the prominence; γ, a
dimensionless number which dictates the extent of the PCTR; microturbulent velocity,
the unresolved stochastic motions within the prominence; altitude, the height above the
solar surface (H in Fig. 1.5); and radial velocity, bulk velocity away (when positive) or

15



1.4 Radiative Transfer Code

Figure 1.7: The prominence model employed by RTCY. The observer is looking from the right
to the left and the Solar surface is parallel to the bottom of the page. Left: The geometric
properties of the prominence model. Right: The velocity settings of the model. The vE
arrows should be placed all around the circumference of the cylinder, but are omitted for
clarity. Please note that x is out of the page.

towards (when negative) from the Solar surface (vrad in Fig. 1.5). The outputs are the
intensities of the considered line profiles, the number density of the considered species,
their level populations, and the optical thickness of the line core. An example of the Mg II
line profiles output from a run of PROM from Levens & Labrosse (2019) can be seen in Fig.
1.6. The spectral resolution of these simulated line profiles is 3 mÅ, much greater than
any current instrument.

1.4.2 RTCY

Radiatif Transfert Cylindrique (Cylindrical Radiative Transfer; RTCY) was developed over
a series of seven papers (Gouttebroze 2004, 2005, 2006, 2007, 2008; Gouttebroze & Labrosse
2009; Labrosse & Rodger 2016). The prominence is modelled as a cylinder suspended
above the solar surface with a set of thermodynamic, geometric, and dynamic properties.
Currently, this model is isobaric. However, it is possible to include a PCTR for the tem-
perature gradient. The implementation of the geometric and dynamic properties can be
seen in Fig. 1.7. For the geometric properties, r0 is the radius for which the cylinder is
isothermal in km; r1 is the radius of the PCTR in km; and α is the rotation of the cylinder,
where α ∈ [0, π2 ] due to symmetry. Not included on this diagram isH, the height above
the solar surface in km. The thermodynamic properties include the gas pressure (P )
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Figure 1.8: Example of the output of RTCY for the principal neutral hydrogen trans-
itions and the h&k lines of once-ionised magnesium. The units of the colourbars are
erg s−1 cm−2 Å−1 sr−1. The parameters of this example run are; P = 0.1 dyn cm−2,
r0 = 500 km, r1 = 1000 km, T0 = 6000 K, T1 = 100 000 K, vT = 5 km s−1, α = π

2 rad and
H = 10000 km with no velocity setting active.

17



1.5 Instrumentation

in dyn cm−2; temperature in the core of the prominence (T0) in K; temperature of the
PCTR (T1) in K; and the microturbulent velocity within the prominence (vT ) in km s−1.
RTCY also has an isothermal and isobaric mode, where T0 and T1 are replaced by a single
temperature, T , and r0 and r1 are replaced by a single diameter,D. There are three main
velocity settings; vx, vy, and vz whichmake up the translation velocity setting in km s−1; vE
is the expansion velocity setting in km s−1 where the whole prominence expands radially
outward from the axis of rotational symmetry; and vr is the rotational velocity setting
in rad s−1. These settings can only be run independently of one another due to the way
velocities are currently implemented. If more than one of these is specified in the run
parameters, the expansion velocity setting takes precedence, followed by the rotational
velocity setting, and finally the translational velocity setting has the lowest precedence.
The code simulates the emission that would be seen by a single slit of a hypothetical spec-
trometer aligned along z. The version of the code employed here simulates hydrogen and
magnesium emission. By default, it produces the Lyα, Lyβ, Hα, Lyγ, Hβ, Pα; and Mg II h
and Mg II k lines. This code uses Complete Redistribution (CRD) for these resonance lines.
See Fig. 4.1 for an example of the output of the code. The parameters of this example
run were; P = 0.1 dyn cm−2, r0 = 500 km, r1 = 1000 km, T0 = 6000 K, T1 = 100 000 K,
vT = 5 km s−1, α = π

2 rad and H = 10000 km with no velocity setting active. Although
RTCY produces hydrogen spectra, here we focus on the Mg II h&k spectra. To visualise
the output of RTCY a secondary code, named cbaem, is used to generate encapsulated
postscript (eps) and portable document format (pdf) figures identical to that seen in Fig.
1.8. However, cbaemwas rewritten in Python3 in order to pull out extra information about
the plasma conditions, such as the optical depth, such that plots similar to Figs 4 through 7
of Carlsson & Stein (1997) could be produced for these prominence simulations (see Chap.
4)

1.5 Instrumentation

Themain instrument used is the space based Interface Region Imaging Spectrograph (IRIS;
De Pontieu et al. 2014) satellite. Observations also include data from the Atmospheric
ImagingAssembly (AIA; Lemen et al. 2012) onboard the Solar DynamicsObservatory (SDO;
Pesnell et al. 2012); the X-Ray Telescope (XRT; Golub et al. 2007) instrument onboard the
Hinode (Kosugi et al. 2007) satellite; the Sun-Earth Connection Coronal and Heliospheric
Imager (SECCHI; Howard et al. 2008) on board the Solar Terrestrial Relations Observatory
Ahead (STEREO-A; Driesman et al. 2008) and Hα observations from the Observatoire
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Filter Principle Ion Passband
FUV 1 C II 1331.7 Å – 1358.4 Å
FUV 2 Si IV 1389.0 Å – 1407.0 Å
NUV Mg II 2782.7 Å – 2834.1 Å

Table 1.1: The passbands of the IRIS Spectrograph.

de Meudon in Paris, France. The following sections outline the capabilities of these
instruments. Data from these instruments are reduced and analysed through the use
of both Python and the Interactive Data Language (IDL) and the SolarSoft (SSW) library
written for and in IDL (Freeland & Handy 1998).

1.5.1 The Interface Region Imaging Telescope

The Interface Region Imaging Telescope (IRIS; De Pontieu et al. 2014) is a NASA small
explorer mission developed and operated by the Lockheed Martin Solar and Astrophys-
ics Laboratory (LMSAL). The satellite was launched on the 27th June 2013 into a sun-
synchronous orbit taking roughly 98 minutes to complete a full orbit. IRIS is a 19 cm
Cassegrain Telescope with two instruments – a slit spectrograph and its ‘slit jaw’ imager
(SJI). The latter takes images that give context for the spectrograph. IRIS is designed to
study the chromosphere, transition region, and corona. While many chromospheric and
transition region lines are in emission from prominences, in practice, the Mg II h&k spec-
trograph is the most useful. The nominal resolution along the slit of the IRIS spectrograph
is 1/6 ′′; this can be binned to a coarser resolution to improve the signal-to-noise ratio. The
slit is of length 175 ′′, which at 1 AU is approximately 127 Mm, and has a width of 1/6 ′′. The
slit spectrograph has two operating modes; sit-and-stare, where the telescope is pointed at
some region and observes; and rasterised mode, where the telescope takes equally-spaced
slit spectra to make up an image similar to how a rolling shutter camera operates. The
rasterised mode has three different options for the spacing between rasters; dense, sparse
and coarse with spacings of 1/3 ′′, 1 ′′, and 2 ′′, respectively. Table 12 in De Pontieu et al.
(2014) lists all 49 of the different observing modes possible with IRIS.

The orbit of IRIS causes it to pass through the South Atlantic Anomaly (SAA) where there
is a dip in the magnetic field of the Earth which causes the inner Van Allen Belt to sit
lower than usual. These belts contain high energy particles which strike the detector and
interfere with the electronics of the satellite. Any data taken during a pass of the SAAmust
be carefully analysed or discarded altogether.
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Filter Wavelength Passband
Glass 5000Å broadband
C II 1349Å 55Å

Mg II h&k 2796Å 4Å
Si IV 1390Å 55Å

Mg IIWing 2830Å 4Å
Broad 1370Å 90Å

Table 1.2: The passband of the IRIS SJI.

The IRIS spectroscope has three spectral windows, the two far ultraviolet (FUV) windows,
and one near ultraviolet (NUV) window. The passbands of which can be seen in Table 1.1.
The SJI has six different passbands, three of which work in tandem with the FUV1, FUV2,
and NUV filters. The other three are the glass, Mg IIWing and broad filters. These can
take different kinds of images to support particular observations. The passbands of these
filters can be seen in Table 1.2. IRIS frequently coordinates observations with Hinode,
which brings us to the next instrument.

1.5.2 Hinode

The Hinode observatory (formerly known as Solar-B; Kosugi et al. 2007) was launched
in September 2006. It is the spiritual successor to Yohkoh (formerly known as Solar-A;
Ogawara et al. 1991) andwill be succeeded by the yet unnamed Solar-C (Shimizu et al. 2019).
Hinode is equipped with a suite of instruments. These are the Solar Optical Telescope
(SOT; Suematsu et al. 2008), the EUV Imaging Spectrometer (EIS; Culhane et al. 2007),
and the X-Ray Telescope (XRT; Golub et al. 2007).

SOT is a 50 cm Gregorian telescope equipped with two filtergraphs and a spectropolari-
meter. It observes in the visible wavelength range of 3880-6880 Å with a spatial resolution
of 0.2 to 0.3 ′′. In the past this has produced beautiful images of prominences, but SOT is not
used in this work. EIS is designed to observe the upper transition region and solar corona.
This makes EIS a good complimentary instrument to observe with IRIS. EIS uses a 0.5 m
diffraction limited telescope with two wavelength windows of 170-210 Å and 250-290 Å. The
field of view of this instrument is 6.0 ′×8.5 ′. Even though it is a good counterpart to IRIS,
we do not use this instrument either. XRT is designed to probe the higher energy emission
from the solar atmosphere with a temperature range of 6.1 < log T < 7.5. XRT uses a
grazing optics focusing system. XRT has a range of aperture filter combinations, but the
Al Poly/Open configuration allows us to image the coronal cavities in which prominences
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can exist. When combined with IRIS, this gives us good context for the configuration of
the corona surrounding the prominence.

1.5.3 The Solar Dynamics Observatory

The Solar Dynamics Observatory (SDO; Pesnell et al. 2012) is a NASA satellite launched
on the 11th February 2010 into a Sun-synchronous orbit as part of NASA’s Living With Star
Program and operated by the Goddard Spaceflight Center (GSFC) with goals of monitoring
space weather and deepening our understanding of the Sun. SDO houses three science in-
struments, the Atmospheric Imaging Assembly (AIA; Lemen et al. 2012), the Helioseismic
and Magnetic Imager (HMI; Scherrer et al. 2012), and the Extreme Ultraviolet Variability
Experiment (EVE; Woods et al. 2012).

AIA captures high resolution high cadence full disc ultraviolet (UV) images, with an image
size of 4096×4096 pixels, with a spatial pixel size of 0.6 ′′ and a cadence of 12, 24 or 36000
seconds depending on the filter. AIA has four 20 cm dual-channel normal incidence
telescopes. The dual-channels for each of the telescopes are as follows, 131 Å/335 Å,
193 Å/211 Å, 171 Å/UV, and 94 Å/304 Å, for telescopes one, two, three, and four, respectively
(Lemen et al. 2012). All the telescopes other than telescope two rely on filter wheels to
switch between filters. Telescope two uses an ‘aperture blade’ to select its wavelength.
Additionally the UV half of telescope three has a MgF2 window coating centred at 1600 Å.
All of the UV filter which share the same half of one of the telescopes is why the 1600 Å,
1700 Å, and 4500 Å filters have a slower cadence than their EUV partners. The 24 second
cadence of 1600 Å and 1700 Å comes from having their images taken every other cycle with
respect to one another. Additionally, on the hour, one of the 1700 Å images is replaced
by a 4500 Å image. Depending on the filter, different ions and layers of the atmosphere
may be imaged. Table 1.3 shows the windows and the elements which they target. Most of
the EUV windows are sensitive to coronal emission. However, the main contributing ion
of the 304 Å filter is He II. This is formed at chromospheric temperatures and strongly
seen in prominences (Labrosse & Gouttebroze 2004). This demonstrates that this is a good
context imager for our observations. Certain components of prominences are also visible
in the coronal channels. These channels include the 171 Å and 193 Å filters where the
prominence barb, which grounds the structure to the disc can be seen in absorption. It is
also possible to see the PCTR in these filters as a shroud surrounding the barb.

HMI is a joint project of the Stanford University Hansen Experimental Physics Laboratory,
the Lockheed Martin Solar and Astrophysics Laboratory, the high Altitude Observatory,
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Wavelength
Channel (AA) Main Ion Temporal Resolution (s)

94 FeXVIII 12
131 FeXVIII,XII 12
171 Fe IX 12
193 FeXII,XXIV 12
211 FeXIV 12
304 He II 12
335 FeXVI 12
1600 C IV and Continuum 24
1700 Continuum 24a
4500 Continuum 3600

Table 1.3:Wavelength Channels of AIA (Lemen et al. 2012). a 48 on the hour once every hour.

and other institutions. The project is designed to study the dynamics of the convection
zone, evolution of sunspots, active regions, and other magnetic phenomena. Like AIA, it
has a 4096×4096 pixel camera with a spatial pixel size of 0.5 ′′, however, the cadence of
its images is lower. HMI captures full-disc Doppler velocity, line-of-sight photospheric
magnetic flux, and photospheric continuum proxy images every 45 seconds. Additionally,
it takes vector magnetic field maps every 90 or 135 seconds. The cadence depends on the
image frame sequence. These magnetic flux maps can allow us to look at the magnetic
footing of solar prominences, and study how the evolving magnetic field affects their
stability.

1.5.4 The Solar Terrestrial Relations Observatory

The Solar Terrestrial Relations Observatory (STEREO; Driesman et al. 2008) is a pair of
twin satellites, operated by NASA, launched on 26th of October 2006, which after several
flybys of theMoon escaped Earth’s gravity and entered into two different heliocentric orbits
with orbital radii of approximately 1 AU. The twins satellites are named STEREO-A (Ahead)
and STEREO-B (Behind) referring to the direction in which they orbit relative to the Earth.
This gives us two separate viewpoints from two identical spacecraft, which allows us to
construct stereoscopic observations from their instruments. The experiments included on
the STEREO spacecraft are; the Sun-Earth Connection Coronal and Heliospheric Imager
(SECCHI; Howard et al. 2008); In situ Measurements of Particles and CME Transients
(IMPACT; Luhmann et al. 2008); Plasma and Suprathermal Ion Composition (PLASTIC;
Galvin et al. 2008); and STEREO/WAVES (S/WAVES; Bougeret et al. 2008). Unfortunately,
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communications with STEREO-B were lost on 1st October 2014 due to hardware anomalies.
On the 21st August 2016 when communications were briefly reestablished, NASA was
unable to fully recover the spacecraft and STEREO-B has been out of contact since then.
Even so, we can now use the extreme ultraviolet imager (EUVI) of SECCHI on STEREO-A
in combination with AIA on SDO to produce similar stereoscopic observations that were
possible with the full STEREO observatory. EUVI captures high-resolution images of the
whole sun, half the resolution of AIA (2048×2048 pixels), at four different wavelengths.
These wavelengths and their main contributing ions are listed in Table 1.4. As with AIA,

Wavelength Channel (Å) Main Contributing
Ion

171 FeIX
195 FeXII
284 FeXV
304 HeII

Table 1.4:Wavelength Channels of SECCHI (Howard et al. 2008)

three of these are very useful for prominence observations. Depending on its position,
STEREO-A can see parts of the far side of the Sun relative to the Earth. This is useful if you
wish to track a feature, such as a prominence, to the reverse side of the Sun. STEREO-A
can be used to track prominences which have rotated out of the view of AIA to see if they
persist or not.

1.6 Concluding Remarks

This concludes our brief overview of the instrumentation and radiative transfer which
will be employed in this work to further our understanding of the structure and evolution
of solar prominences. As previously stated, the main observatory that will be used is IRIS
with support and context images from AIA and STEREO. The focus is on NLTE Mg II h&k
radiative transfer modelling which will be used to invert and deduce the properties of
solar prominences.
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2
Prominence Observations

The content of this chapter is based on work presented in sections 1, 2, and 3 of Peat et al. (2021).

The prominence of 19 April 2018 observedwith the Interface Region Imaging Spectrograph
(IRIS; De Pontieu et al. 2014) is the focus of this chapter. This observation has an IRIS
OBSID of 3680113152.

2.1 Configuration of the Observation

A filament appeared on the south western solar disc on 17 April 2018 in Hα observations
from the Meudon Spectroheliograph1 of the Observatoire de Paris (see Fig. 2.1). This later
manifested as a prominence on the 19 April 2018 off the south western solar limb. This
prominence was observed with IRIS, and Hinode (Kosugi et al. 2007) as part of a coordin-
ated observation with the Multichannel Subtractive Double Pass spectrograph (MSDP;
Mein 1991) in the Meudon Solar Tower, and the Atacama Large Millimeter/submillimeter
Array (ALMA; Wootten & Thompson 2009). The IRIS and Hinode observations start at
14:14 and end at 19:15 UTC. The IRIS observations are made up of a set of 18 very large
coarse 32-step rasters using the C II (1331.7 Å-1358.3 Å), Si IV (1388 Å-1406.7 Å), and Mg II
(2783.2 Å-2835.0 Å) filters along with their complementary slit-jaw imager (SJI) observa-
tions, centred on 1330 Å, 1400 Å, and 2796 Å, respectively, with bandpasses of 55 Å in
the far-ultraviolet (FUV; C II and Si IV), and 4 Å in the near-ultraviolet (NUV; Mg II) SJI
filters. The rasters had a field-of-view (FOV) of 63.9′′×182.3′′ centred on helioprojective
coordinates 632.5′′,−753.2′′ with a clockwise satellite rotation of 51◦, so that the solar limb
was approximately parallel to the y-axis of the instruments. The Hinode observations
consisted of X-Ray Telescope (XRT; Golub et al. 2007) observations with the Al poly/Open,
1http://bass2000.obspm.fr
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Figure 2.1: The prominence (circled; appearing as a filament) on the days leading up to the
IRIS observations. This plot is from Peat et al. (2021)

Open/Gband, and Open/Ti filter combinations with a FOV of 263.3′′×263.3′′, centred on
helioprojective coordinates of 607.2′′,−749.7′′. The MSDP observations start at 12:05 and
end at 16:35 UTC, with a reconstructed FOV of 270′′×370′′ (Barczynski et al. 2021). The
ALMA observations were undertaken in Band 3 (2.6-3.6 mm/84-116 GHz) from 15:20 to
17:45 UTC. The FOV of the ALMA observations are of an irregular shape, but are bounded
by a box centred on 613.98′′, -771.95′′ with sides of length 105.00′′×121.80′′. This was the
first high resolution interferometric observation of a solar prominence by ALMA (see
Labrosse et al. 2022). Whole disc images from the Atmospheric Imaging Assembly (AIA;
Lemen et al. 2012) onboard the Solar Dynamics Observatory (SDO; Pesnell et al. 2012)
were also used. See Fig. 2.2 for a schematic of this configuration.

The Open/Gband and Open/Ti XRT observations do not show anything of interest over the
course of the observation. Al poly/Open also does not show any appreciable change or
brightenings over the observation. However, the coronal cavity in which the prominence
sits can be seen very clearly seen with this filter (see Fig. 2.3).

Themain focus here is on the IRIS spectra and the information that can be gleaned from it.
The IRIS FITS files were retrieved from the LockheedMartin Solar and Astrophysics Labor-
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2.1 Configuration of the Observation

Figure 2.2: Configuration of instruments observing the prominence. Please note, as the
pointing of MSDP is not trivial to determine (Barczynski et al. 2021), it is not included in
this plot. This plot is from Peat et al. (2021)

Figure 2.3:Hinode/XRT Al poly/Open observation of the prominence. The coronal cavity can
be clearly seen around (650′′,−750′′). This plot is from Peat et al. (2021)

26



2.1 Configuration of the Observation

atory (LMSAL) website2 as level 2 fits. Radiometric calibration was performed in Python
using the method described in Pereira et al. (2018), with the appropriate response func-
tion retrieved from https://hesperia.gsfc.nasa.gov/ssw/iris/response/ as described in
iris_get_response.pro from SolarSoft (SSW; Freeland & Handy 1998). It should be noted
that IRIS is calibrated using data from the International Ultraviolet Explorer (IUE; Boggess
et al. 1978), and the spectral radiances recorded by this instrument are given an uncertainty
of 10-15%. As such, this introduces a similar uncertainty to the calibrated IRIS data (Tian
et al. 2014). The data was also deconvolved through Python following similar operations to
that of iris_sg_deconvolve.pro from SSW3. The AIA files were retrieved from the Virtual
Solar Observatory (VSO) as level 1 FITS. These were then prepared to level 1.5 through
aia_prep.pro from SSW in IDL. The 304 Å filter shows similar behaviour to that seen in
the Mg II k SJI from IRIS. This is expected as both channels have high chromospheric to
low transition region origins (Lemen et al. 2012; De Pontieu et al. 2014).

The Mg II k/2796 Å SJI images show a very dynamic prominence with many flows, the
bulk of which propagates towards the south-western limb (see Fig. 2.4). The observations
culminate with a large flow extending down from the top of the prominence towards the
southern solar limb.

The 171 Å filter shows a small barb seen in absorption; this is where the prominence is
anchored to the solar surface. This corresponds to the densest and most central part of
the prominence. We expect to see strong central reversals in the area of the prominence
due to the higher density in this location. In 171 Å, we also see a faint shroud surrounding
the barb, with its shape very similar to what is seen in 304 Å. and Mg II k. This can be
interpreted as the prominence-to-corona transition region (PCTR) as the 171 Å filter is
senstive to spectral lines formed at transition region (TR) and coronal temperatures.

After the end of the IRIS, Hinode, MSDP, and ALMA observations, the prominence persists
in 171 Å and 304 Å. In 304 Å, the prominence continues to exhibit dynamic behaviour
and appears to fall towards the limb over the next 24 hours. This is a consequence of
the projection effect, as it rotates out of view. This behaviour is not mirrored in 171 Å.
The barb and shroud instead appear to fade away as they become occulted by brighter
coronal emission. On 22 April, the structure appears again in the 171 Å and 304 Å filters of
EUVI, part of the Sun Earth Connection Coronal and Heliospheric Investigation (SECCHI;
Howard et al. 2008) on board the Solar Terrestrial Relations Observatory (Ahead) (See

2https://iris.lmsal.com/
3A full Python implementation of these procedures can be found at https://github.com/OfAaron3/irispreppy,
or by simply running pip install irispreppy.
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2.1 Configuration of the Observation

Figure 2.4: Observations of the prominence during the key three stages of its development.
The top, middle, and bottom rows show the IRIS SJI Mg II k, SDO/AIA 304Å, and SDO/AIA
171Å filters, respectively. Left shows small flows towards the limb. Middle shows the
beginning of the large flow, where plasma extends out of the top of the prominence. Bottom
Shows the large flow towards the limb. These plots are from Peat et al. (2021).
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Figure 2.5: The prominence as it appears on the 20 April 2018 in EUVI on SECCHI. Left: The
prominence barb reappearing in 171 Å. Right: The prominence structure in 304 Å.

Fig 2.5; STEREO-A; Driesman et al. 2008). The prominence is observed to continue to
transit across the disc and no filament eruption is observed. At this time, STEREO-A was
approximately 117◦ west of the Earth.

The Mg II h&k spectra from the core of the prominence display many complex structures.
This carries the implication that there are many structures along the line of sight. One
notable example of this can be seen in the top panel of Fig. 2.6 at approximately 110′′ in
slit position 7. Here there are clearly two different peaks, one near the rest wavelength,
and a second highly redshifted. This can be seen more clearly in Fig. 2.7. The structure
producing these highly redshifted peaks is very easily seen through the wings of the at-rest
Mg II in front of it. This structure is likely behind the prominence as it disappears in
the subsequent rasters. This occurrence is not unique to this case, and is quite common
throughout the prominence. This is, however, the most extreme example. As one may
expect, the prominence spectra are composed of many different types of line profiles.
This distribution can be seen in Fig. 2.8. To find the distribution of line profile types, the
numerator of the difference quotient was solved for each pixel in a 3 Å window centred
on Mg II h&k, respectively,

df(λ)

dλ
=
f(λ+∆λ)− f(λ)

∆λ
. (2.19)

If the numerator changed polarity between two successive pixels, this was counted as a
turning point. If one turning point was found, that pixel would be classed as having a
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Figure 2.6:Mg II h&k at select slit positions and rasters. See Fig. 2.14 and Fig. 2.15 for these
slit position in context. There is a wide range of profile shapes present, and a few where
several structures are clearly present. These plots are from Peat et al. (2021).
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Figure 2.7:Mg II h&k (top and bottom respectively) maps at different points along the
wavelength window. In the rightmost/redshifted panel, an isolated structure is observed.

Figure 2.8: Distribution of line types seen in Mg II h&k in raster 14. A complex line profile is
any line profile found to have two or more than three turning points. The left plot is from
Peat et al. (2021)
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Figure 2.9: Examples of the three different classifications of peaks. Top: Complex. Centre:
Double peaked. Bottom: Single peaked.
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Figure 2.10: Asymmetry in Mg II k where it could be argued that there are two peaks due to
there likely being two threads along the line of sight. However, this profile was classified
as having a single peak.

single peak; if three were found, it would be classed as a reversed profile; if any other
number was found, it would be classed as complex. The classification of any line profile
with two peaks is ambiguous, and so is classed as complex (see Fig. 2.9 for an example
of these). To avoid counting turning points in the noise, an intensity threshold was set,
where any turning point below that intensity threshold was discarded.While single peak
profiles dominate the distribution, double peaked and complex profiles are not negligible,
with roughly 10% to 20% of the profiles appearing complex in both h and k. The large
branch observed to be extending towards the limb near the end of the observation appears
to exhibit mostly single peaked profiles along with some double peaks. Additionally, it
appears to have some profiles classed as single peaks that are in fact double peaks suffering
from an effect further discussed in Sect. 2.3, where the emission of h2r and k2r is lower
than that of h3 and k3, therefore no turning point is produced here. This results in only
the h2v and k2v peaks being pronounced enough such that dI/dλ = 0 at these peaks. This
effect is also present in the reverse scenario. This can be interpreted in one of two ways -
the line profile is double peaked, but is so Doppler shifted that one of the peaks ends up
in the rest line core and is absorbed; or there exists more than one thread of plasma at
different line-of-sight velocities leading to a false double peak. In the former case, the
plasmawould require high density, temperature or large geometrical thickness to produce
a double peak, and then it would require a large line-of-sight velocity to produce this effect.
The latter, however, has less extreme prerequisites. Additionally, prominences are known
to be comprised of many threads moving at a plethora of line-of-sight velocities (Engvold
et al. 1978), and so we interpret this as such (see Fig. 2.10).

Here, we focus mainly on the NUV filter of IRIS. The prominence appears only very faintly
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Figure 2.11: Cumulative Distribution Function of a synthetic line profile as an example; with
its associated 12%, 50%, and 88% quantiles.

in the FUV bands, making analysis difficult. Additionally, increasing the contrast in the
FUV bands enough to see the prominence leads to the appearance of a ghost image of the
aperture of the telescope on the image. This is due to parasitic light and only affects FUV
off-limb observations, the NUV channels are unaffected by this (Wülser et al. 2018).

2.2 The Quantile Method

We use the quantile method (Kerr et al. 2015; Ruan et al. 2018) to determine the FWHM,
line core shift, and asymmetry of the line profiles to explore the dynamics and structure
of the prominence. The quantile method involves calculating the cumulative distribution
function (CDF) over the intensity of the line profiles over some wavelength range. We
use two 3 Å windows centred on the rest wavelengths of Mg II h&k. We then linearly
interpolate over these CDFs to find the wavelengths corresponding to the 12%, 50%, and
88% levels of the CDFs (λ12, λ50, λ88). λ50 is defined as the line core and is used to find the
line core shift in km s−1. To obtain a value for λrest, we applied the quantile method on
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the first slit of the raster. This first slit is on the solar disc, and we employ a 3Å window
centred on the rest vaccuum wavelengths of Mg II h&k, respectively, to obtain a value for
the rest wavelengths of both h and k. The mean of these rest wavelengths, in h and k, was
then taken and used as λrest in Eq. 2.20. Assuming that the lines are Gaussian in nature,
the FWHM can be determined by finding the difference between λ88 and λ12. However,
not all of our profiles are Gaussian, and we instead use this as a measurement of line
width. All three of these values are used to determine the asymmetry. As equations, they
are as follows,

vdop =

(
λ50
λrest

− 1

)
c, (2.20)

Line Width = λ88 − λ12, (2.21)

Asymmetry =
(λ88 − λ50)− (λ50 − λ12)

λ88 − λ12
, (2.22)

where λrest is the rest wavelength of the line, and c is the speed of light. A graphical
representation of these quantiles can be seen in Fig. 2.11. The maps resulting from these
equations can be seen in Figs. 2.14 and 2.15 for h&k, respectively.

Coronal pixels were removed from the Mg II h&k rasters using the quantile method. From
line width maps, chromospheric-like structures, such as the prominence and spicules,
are very clearly separated from the solar disc and coronal pixels (see Sec. 2.4). Therefore,
by calculating the line width of every pixel for every raster via the quantile method
coronal pixels could be removed. Coronal pixels will be found to exhibit large line widths
compared to data and will be clearly separated in a histogram. This is not a true measure
of line width, as in coronal pixels there is no Mg II h&k emission to measure here, but
the method still returns a value. This produces a double peaked distribution in the line
width histogram. The minimum turning point of this distribution is selected as the cut off
value, where values higher than this are considered to be coronal pixels (see Fig. 2.12).
However, some non-coronal pixels truly do have a large line width. To combat these false
positives, the pixels are then subject to a simple intensity filter. Any of these would-be
discarded pixels that are above the threshold are relabelled as not coronal. This limit was
set as twice the mean intensity of every pixel of every raster in two 3 Å wide windows
centred on the rest wavelengths of Mg II h&k, respectively. The result of this filtering
can be seen in Fig. 2.13. Since the publication of Peat et al. (2021), the work on which
this section is based, this filter now includes an extra step to remove any rogue coronal
pixels that slip through the filter. Inspired by the death by underpopulation rule from John
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Figure 2.12:Histogram of the line widths of Mg II h&k in raster 15. The purple vertical line
indicates the local minimum and cut off point and the orange lines represent the range
over which the minimum turning point is searched for.

Conway’s Game of Life (Martin 1970), any unremoved pixel that has 2 or fewer unremoved
2-connected neighbours (the surrounding pixels) is also removed.

In order to estimate the error associated with the Doppler velocity, line width and asym-
metry, a synthetic double peaked line profile was used from PROM (see Sec. 1.4.1). This
profile was downscaled to the same resolution as the IRIS spectrograph and padded with
zeros such that it was 3 Å wide. Then, using the filtered rasters, the every pixel’s mean
value between 2797.85 Å and 2802.03 Å was taken. The standard deviation and mean of
these values were taken in order to estimate Gaussian noise. This noise was randomly
added to the synthetic line profile and the Doppler velocity, line width, and asymmetry
were calculated using the quantile method for Mg II h&k, respectively. This was repeated
one million times to acquire a large sample size. A Gaussian was then fitted to the his-
tograms of these distributions in order to recover a standard deviation which we will
quote as the error of these measurements. For Mg II h, the standard deviations were
found to be 0.369 km s−1, 3.94 × 10−3 Å, and 2.00 × 10−2 Å for Doppler velocity, line
width, and asymmetry, respectively. For Mg II k, the standard deviations were found to
be 0.225 km s−1, 2.03 × 10−3 Å, and 1.58 × 10−2 Å for Doppler velocity, line width, and
asymmetry, respectively.

2.3 Line Core Shift and Asymmetry

The prominence displays a wide range of line core shift ranging from −74 to 78 km s−1

and −72 to 85 km s−1 in Mg II h&k, respectively. Both display Gaussian-like distributions
centred on a mean redshift of 8.20 km s−1 and 5.2 km s−1 with standard deviations of

36



2.3 Line Core Shift and Asymmetry

Figure 2.13: Example of a resultingMg II hmapwith the filtering applied. Left: Mg II hwithout
the filter and Right: Mg II h with the filter. This plot is from Peat et al. (2021)

5.98 km s−1 and 6.61 km s−1, respectively. The extreme velocities found here are very
rare, and this is reflected in Fig. 2.16 where most material is found to be moving in the
range -20 km s−1 to 30 km s−1. These velocities are consistent with those seen in past
observations. Liggett & Zirin (1984) observed velocities ranging from 12 to 75 km s−1;
Schmieder et al. (2017) found maximum velocities of around 60 km s−1; and Table 6
from the review by Labrosse et al. (2010) shows a range of velocities exhibited by EUV
prominences with an extreme of 70 km s−1, centred around 20 km s−1. The Gaussian
fits used to model the distributions of line core shifts does not seem to match well at the
wings. This may be due to “asymmetry bias”, where line profiles with large asymmetry
are mistakenly measured to have a large Doppler velocity via the quantile method. This is
due to the increased influence of h2v/k2v for those of high blueshift, or h2r/k2r for those
with high redshift, as these peaks move into the more optically thin regime in the wings,
increasing their peak intensity. This effect is further exaggerated by the opposite effect,
where the h2r/k2r for high blueshift, or the h2v/k2v for high redshift, move into the more
optically thick regime in the core, decreasing their peak intensity. This is not something
that can be simply corrected for if we wish to continue using the quantile method. This
effect is illustrated in Fig. 2.17. It is then therefore suggested that the line core shift found
by the quantile method in areas of high asymmetry are not to be trusted. Line core shifts

37



2.3 Line Core Shift and Asymmetry

Figure 2.14:Mg II h statistics maps of the three main stages of the prominence observation
calculated via equations 2.20, 2.21, and 2.22. The times associated with these plots are the
time at the beginning of the associated raster scan. The four dotted lines correspond to the
spectra presented in Fig. 2.6. These plots are from Peat et al. (2021).
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Figure 2.15: Same as Fig. 2.14 for Mg IIk. This plot is from Peat et al. (2021).
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2.3 Line Core Shift and Asymmetry

Figure 2.16: Distribution of line core shifts found in the prominence. Left: Mg II h. Right:
Mg II k. These plots are from Peat et al. (2021).

of pixels are therefore more reliable the closer to zero their respective asymmetry. Line
core shift and asymmetry are very strongly linked. Line profile asymmetry is strongest
in the branch extending down from the main body near to the end of the rasters. The
asymmetries of these line profiles are in the range [0, -1), suggesting, as discussed in
Sect. 2.3, that many of these may be highly redshifted. This is true, but the branch is
mainly comprised of single profiles which are not so sensitive to this effect. Instead we
observe a mix of asymmetrical line profiles, and low intensity and low width lines (see
Fig. 2.18). Our wide 3 Å window causes the quantile method to measure overestimate the
asymmetry of the latter. This could be another explanation for the relationship seen in
Fig. 2.17. Asymmetry and line core shift appear to be anticorrelated as shown in Fig. 2.17,
however, the structure around 110 ′′in raster 1 appears to break this trend. Therefore, the
asymmetry and line width, calculated via the quantile method, together would perhaps be
a better proxy for whether a pixel contains more than one profile, rather than line width
alone. This may be the reason that we observe an overall redshift from even though we
have corrected for solar rotation.

It is difficult to quantify the uncertainty that the asymmetry causes on the measurement
of line core shift. This is because you are required to know the ‘true’ line core shift. This
is not easily determined due to the multithreaded nature we see in line profiles from solar
prominences. By that rationale, one could argue that the measurements of line core shift
themselves are not entirely reliable either. This brings us back to the same conclusion
from earlier where we suggest that line core shifts of pixels are more reliable the closer to
zero their respective asymmetry.
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Figure 2.17: Asymmetry against line core shift for all prominence pixels in every raster. This
demonstrates the effect of “asymmetry bias” when measuring line core shift with the
quantile method. This plot is from Peat et al. (2021)

2.4 Line Widths

As mentioned in Sect. 2.2, line width is measured by Eq. 2.21. The line width maps clearly
separate the chromospheric-like structures, such as the prominence and spicules, from
the solar disc, with the disc displaying line widths of greater than approximately 0.8 Å
and the spicules and the prominence displaying much less. As discussed in Sect. 2.1, it
also clearly distinguishes the coronal pixels from the prominence. This of course, is not
shown on the Fig. 2.14 and Fig. 2.15 as it is filtered out. The large measured line width is
just a consequence of using the quantile method to measure the line widths. There are no
Mg II h&k line profiles in the corona to measure the width of, but a CDF is still created and
analysed as if there were Mg II h&k emission. In non-filtered diagnostic maps, line width
is a good way to view the bulk motion of low intensity features difficult to distinguish in
intensity maps (see Fig. 2.19).

In the first raster (14:13:51 UTC), we see a structure of large line width around 110′′ in y.
This is due to the presence of at least two structures along the line of sight, with one highly
redshifted profile. This can be seen in Fig. 2.7, where this structure is most easily seen.
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2.4 Line Widths

Figure 2.18: Two examples of the types of Mg II h&k line profiles seen in the branch. Top:
Asymmetric line profiles. Bottom: Low intensity and line width lines.

This structure is only visible in the first raster.

The location of this appears to correlate with the location of the barb seen in the 171 Å AIA
filter (see Fig. 2.4). However, the barb does not disappear after the first raster, as this is
where the prominence is anchored to the solar surface. However, this does correlate with
the highest density area of the prominence and so this behaviour, while extreme, is to
be expected. This demonstrates one of the drawbacks of the quantile method, it cannot
distinguish between line profiles. It simply includes both profiles in the calculation and
produces a number for line width, albeit a large one. This could perhaps be used as a
proxy for a pixel containing more than one line profile, but this is outside the scope of
this study. Alternatively, an attempt to fit several Gaussian profiles to this location could
be attempted. However, this is a highly degenerate problem, and even if it were not, it
would be slow. One of the main advantages of the quantile method is its expediency.
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Figure 2.19:Mg II h Line Width map of raster 15 without the filter applied. The structure of
the prominence is clearly distinguishable from the corona.

2.5 Concluding Remarks

Theprominence of 2018-04-19 is very dynamicwithmanyflows andmorphological changes
through the IRIS observations. The line core shift from the quantile method demonstrates
that the prominence is mainly dominated by redshifted flows relative to the solar disc. The
large values of recovered asymmetry appear to be a by-product of spectral profiles with
large line core shift interacting with the optical depth of the occulting plasma resulting in
the absorption of parts of the line profile, exaggerating the asymmetry. This also affects
the line core shift measurements, as the quantile method now overestimates the line core
shift. The distribution of line core shifts found is different for Mg II h&k, respectively. This
could be a result of Mg II h generally having a smaller line width compared to Mg II k or
opacity effects. The prominence displayed a diverse range of line profile shapes, but was
dominated by single peaked profiles due to the low columnmass of the upper structure.
Asymmetry is usually caused by the existence of multiple threads of different doppler
velocity along the line of sight. If they are close enough in velocity, they will form what
appears to a be a single asymmetric profile. This is another reason to only trust velocities
where lower asymmetry is found.

From these measurements that we can deduce directly from observations, very few con-
clusions can be drawn about the plasma conditions. This is where modelling is required
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to further our understanding of how these lines are formed, and what we can then further
infer about our observations.
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3
Novel Mg II Line Profile Comparisons from 1D

NLTEModelling

Simulation and modelling are some of the most powerful tools that we have when facing
solar atmospheric problems. We cannot directly deduce the conditions of the solar at-
mosphere with only observations: we need to do some degree of forward modelling. In
this chapter we will explore the use of a novel method to find the internal properties of
solar prominences. We match line profiles from 1D radiative transfer modelling with that
of observed line profiles and use a measure of root mean squared difference (RMS) to
evaluate the goodness of fit. From this, we are able to say how confident we are with our
matched line profiles and produce maps of the properties of the considered prominence.
In this chapter, we will use the 1D non-local thermodynamic equilibrium (NLTE) radiative
transfer (RT) code PROM (see Sec. 1.4.1) to generate models which we wish to match with
observation.

3.1 Rolling Root Mean Squared (rRMS)

The content of this section is based on work presented in section 4 of Peat et al. (2021).

With these models, we can attempt to invert the solar atmosphere with a grid search.
In a grid search, a large group of models of differing parameters is run and then the
outputs from the models are subject to some statistical test to determine the model which
most closely resembles the observation. In past studies using Mg II h&k, such as Ruan
et al. (2019) and Zhang et al. (2019), the statistical test employed only concerned the
integrated intensities of the lines. In Ruan et al. (2019), the models and the data were
only qualitatively compared by plotting the observed and modelled integrated intensities
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3.1 Rolling Root Mean Squared (rRMS)

of Mg II k against Hα, and Mg II h against Hα. It was concluded that these relationships
behaved in a consistently similar manner. In Zhang et al. (2019), the statistical test used
was a rootmean squared difference (RMS)minimisation between the integrated intensities
of the modelled and observed Mg II h&k line profiles.

However, these methods discard the most important result of the simulation: the line
profiles themselves. It is easy to envision a scenario in which a double peaked profile has
the same integrated intensity as a single peaked profile, or vice versa. Directly comparing
themodelled line profiles to the observed line profiles allows us to gain amore quantitative
result; moreover, we can set a limit on our statistical measure to say whether the fit is
acceptable or otherwise. Heinzel et al. (2015) fitted a computed Mg II line profile to the
mean of six observed line profiles, but did not extend this idea to every line profile in the
observation. Work to fit computed line profiles to every pixel of an observation (on the
order of hundreds of thousands of line profiles) by the line shapes seems to have not been
undertaken. One of the reasons for this could be that the problem is quite computationally
taxing.

For this problem I developed Rolling RMS (rRMS), which later became Cross RMS (xRMS)
where the roll was replaced with a cross-correlation. Currently this works with IRIS data,
but could be generalised to work with any spectrograph. Before modelled line profiles
can be matched, they first had to be interpolated down to the spectral resolution of the
IRIS spectrograph. The spectral pixel resolution of the NUV observations used here is
51 mÅ, while our models have a resolution of 3 mÅ. Initially, this was done through the
use of fourth-order weighted essentially non-oscillatory interpolation (WENO4; Janett
et al. 2019)1, however, it was later found that linear interpolation offered similar results at
a greater computational speed. The interpolation was performed such that the models
remained symmetrical about their line core. After the models were interpolated down
to 51 mÅ, both the models and the data were interpolated up to a resolution of 25.5 mÅ.
This was done such that if the line core lay between two spectral pixels in the data, the
model profile could be better centred on the data. Tests where the models and data were
interpolated up to resolutions of 17 mÅ and 12.75 mÅ showed that these offered little to no
increase in number of matches, whereas the run time increased. The data was trimmed to
two separate 3 Å windows centred on the rest wavelengths of Mg II h&k, respectively. This
spectral window is considerably larger than the wavelength range of the models, and so
they are paddedwith zeros tomatch the wavelength range of the data. Then, to account for
the background level in the observations, the mean of the intensity between 2797.85 Å and
1The Python implementation used can be found at https://github.com/Goobley/Weno4Interpolation or
installed via pip
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3.1 Rolling Root Mean Squared (rRMS)

2802.03 Å of the observation is added to the model before matching. These two values are
at the edges of the aforementioned 3Å windows. The model line profiles were then rolled
through these 3Å wavelength windows measuring the RMS at every position (defined by
Eq. 3.23). See Fig. 3.1 for a visual representation of the algorithm.

RMS(∆λ) =
√

1

n

∑
n

(data−model)2, (3.23)

where n is the number of data points in wavelength space. The pixel shift required to
produce the lowest RMS is assumed to be the best matching position for that model. The
RMS and its associated pixel shift are saved, then the next model is compared. This is done
independently for bothMg II h&k, then their RMS values are added together and themodel
that produces the lowest total RMS for that pixel is selected as the model most indicative
of the plasma parameters in that pixel. This is done in vectorised fashion through the
use of the Numpy Python library (Harris et al. 2020), greatly increasing the speed of the
computation. Additionally, this was run in parallel over the 18 rasters of the observation
on a machine with a dual socket motherboard with two Intel Xeon E5-2697 v4s giving a
wall time2 of approximately 1 hour and 30 minutes, and a CPU time3 of 27 hours.

3.1.1 Prominence of 2018 04 19

As discussed in section 2.1, a prominence appeared off of the south-western solar limb
on the 19 April 2018. The observations carried out by IRIS allowed us to develop the
aforementioned tool, rRMS. Using the iteration of PROM presented in Levens & Labrosse
(2019), we generated 1007 model prominences; 252 isothermal and isobaric models, and
755 models with a PCTR. The parameters of these can be seen in table 3.1. The parameters
here have 1008 unique combinations, however, one of themodels did not converge, leaving
us with 1007. Here we have one value for both the microturbulent velocity and height
parameters. The value used for themicroturbulent velocity is the generally accepted value
expected to be found in the main bulk of a prominence (Labrosse et al. 2010), however,
the latter has a more nuanced argument. Since height is something that can be measured
directly from observation, it appears to be something that we can simply feed into our
calculations, where every pixel has a height associated with it. In theory, this is a good
idea, but in practice, every new value added to for H will increase the size of the grid

2The time taken for the program to execute in real time (i.e., measured by a clock on a wall).
3The sum of the run time on every CPU core/thread.
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3.1 Rolling Root Mean Squared (rRMS)

Figure 3.1: Example of rRMS working. These panels are in sets of two; with the upper of each
set (orange) rolling over the data (blue) and the bottom of each set the current RMS at that
position (dotted orange), the future RMS measurements (transparent blue), and the RMS
measured up to that point (solid orange). This demonstrates the method employed by the
algorithm to find the best fitting location of the currently considered model profile. The
model profile is rolled one spectral pixel at a time across the entire wavelength window
measuring the RMS at each pixel location.
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3.1 Rolling Root Mean Squared (rRMS)

Parameter Unit Value

Tcen K
6000, 8000, 10 000, 15 000,
20 000, 25 000, 30 000,

35 000, 40 000
Ttr K 100000
pc dyne cm−2 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1
ptr dyne cm−2 0.01

Slab Width km 200 – 124100
M g cm−2 3.7× 10−8–5.1× 10−4

vT km s−1 5
H km 10 000
γ 0, 2, 5, 10

Table 3.1: Parameters of the models. There are 1008 unique combinations here, however, one
of the models did not converge, so there are only 1007.

by a further 1007 (or 1008 if that one model now converges with a different height). If
we assume every pixel in a raster is of the same altitude, we would have to create 32 224
models in total. This is even greater than the extended grid of 23 940 discussed in Sec. 3.2.
This may have an effect on the solutions recovered as all of the pixels are not at a height
of 10 000 km. At different altitudes, models of similar parameters exhibit lower intensities
at higher altitudes. This may mean that higher features may be hotter and/or more dense,
and lower features may be cooler and/or less dense. Slab width may also be affected in
similar ways.

After rRMS was run, twelve line profiles were observed by eye and classified as a satisfact-
ory match or unsatisfactory match, and their RMS was noted. These profiles were taken
from the three main stages of the prominence described in Chap. 2 from both the body
and the extending arm. An example of four of these can be seen in Fig. 3.2. A χ2 statistic
(see Eq. 3.24) was also considered for this, but the values of χ2 were exceedingly high for
the number of degrees of freedom of this problem (approximately 233 – the number of
wavelength points).

χ2 =
∑
n

(data−model)2

model
(3.24)

This is likely due to the way in which the models are padded to be 3Å wide. There are
significantly more padded points than points in the model itself, this is clearly seen in
Fig. 3.1. The model is essentially padded by the mean of the signal between 2797.85 Å
and 2802.03 Å of the observation. This means that we are comparing the background
to the mean of itself. This causes the χ2 to be very large. This would cause us to revert
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back to having to check our matches by eye to find a good χ2 value. Additionally, if we
instead limit the range of our χ2 calculation to only the region where the model is valid,
we recover strange results. Matches that by eye are bad are sometimes found to be good
via the χ2 statistic. This is because some observed line profiles are wider than the range
in which the model is valid. By limiting the calculation to this range, the wings of these
observations are ignored, leading to an erroneous χ2 which reports the fit to be good.

From this, we can decide on a threshold RMS value where those below the threshold
are considered satisfactory matches and those above the threshold are considered un-
satisfactory. This gives us a statistical test to determine the goodness of the found fits. It
should be stressed that this method can only perform as well as how well the model grid
represents the data. This RMS limit was found to be 15 000, leading to 49% (35617/72536) of
the matches being considered as satisfactory. 62% of the satisfactory models contained a
PCTR showing the importance of its inclusion when simulating Mg II h&k. There appears
to be a weak correlation between satisfactory fits and higher k/h ratio (see Fig. 3.3). In the
optically thin regime, the ratio of the integrated intensities of two lines from the same ion
tends towards the ratio of their respective oscillator strengths. The oscillator strengths of
Mg II h&k are 0.300 and 0.601, respectively (Theodosiou & Federman 1999), leading to the
ratio of the oscillator strengths of Mg II k to Mg II h to be approximately 2. Therefore, Fig.
3.3 suggests that we are more likely to find good matches in areas of lower optical depth.

For the results, we will discuss mean pressure and temperature as opposed to the central
pressures and temperatures. This gives us a better view of the conditions inside the
plasma. Mean pressure is defined as,

p =
1

M

∫ M

0
4pc

m

M

(
1− m

M

)
+ ptr dm, (3.25)

which evaluates to,
p =

2pcen + ptr
3

. (3.26)

Mean temperature is defined as,

T =
2

M

∫ M
2

0
Tcen + (Ttr − Tcen)

(
1− 4

m

M

(
1− m

M

))γ
dm, (3.27)

which evaluates to
T =

2γTcen + Ttr
2γ + 1

. (3.28)

The integral in Eq. 3.25 is between 0 andM but Eq. 3.27 is between 0 andM/2. The prom-
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Figure 3.2: Four of the twelve matches investigated to set a threshold for the RMS of models
found by the algorithm. The top two are unsatisfactory matches and the bottom two are
satisfactory matches. These plots are from Peat et al. (2021)

Figure 3.3: Left: k/h ratio of raster 15. Right: Satisfactory fits of raster 15. This demonstrates
the weak correlation between high k/h ratio and satisfactory fits. Raster 15 was taken
between 18:08 and 18:25 UTC. These plots are from Peat et al. (2021)
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inence is symmetrical aroundM/2, so finding the mean between 0 andM is analogous
to the mean between 0 andM/2. These bounds are chosen such that they simplify the
algebra in the result of the integral.

Figs 3.4 and 3.5 show the diagnostic results from rRMS. Raster 15 is chosen as the example
raster in Fig 3.5 solely due to the field of view being mostly covered by the prominence in
this raster.

The mean pressure appears to remain stable over the entire observation, showing small
fluctuations between 0.18 and 0.26 dyn cm−2. Towards the centre of the prominence, we
find pressures of 1 dyn cm−2. A pressure of 1 dyn cm−2 is at the upper limit of pressures
expected to be seen in prominences (Labrosse et al. 2010). However, these high pressures
also correlate with areas of unsatisfactory fits. As noted in Chap. 2, these are where
the most complicated line profiles seem to appear. High pressures can lead to broader
line profiles, and this is why rRMS has selected these profiles as a best fit. 1D models
are unable to create complicated line profiles like this because the geometry in reality
cannot be represented in 1D. The outside and edges of the prominence generally exhibit
lower pressures as we move through the PCTR from the core to the low pressure corona
(Aschwanden 2004).

As with the mean pressure, the mean temperature also appears stable. On average, the
temperature remains between 7800 and 11 500 K. This is consistent with results one would
expect. Mg II h&k is said to probe the upper photosphere to the upper chromosphere
(De Pontieu et al. 2014) and a prominence is expected to exhibit a range of chromospheric
to transition region temperatures. As we approach the edge of the prominence, higher
temperatures are observed. This is consistent with where we would expect to observe
the PCTR, and therefore higher temperatures, in the plane-of-sky. It could also be that
we are intercepting more PCTR material along the line of sight nearer to the edges of the
prominence. This would explain why so many fits towards the outside of the prominence
have a non-zero gamma value. The arm seen to extend from the prominence near the
end of the observations in raster 15 appears to be a hot and tenuous structure reaching
temperatures of 4 to 5×104 K.

Many of the good fits require a non-zero value of γ, especially those near the outside of
the prominence where higher temperatures are reached. This demonstrates the value
of including a PCTR in prominence models. The mean temperatures we find are greater
than those found in past Mg II studies, such as the study by (Zhang et al. 2019). However,
the authors of these past studies did not include a PCTR, they only considered isothermal
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and isobaric models. In future, we suggest implementing a finer γ grid to gain better
resolution of the structure of the PCTR surrounding the prominence.

The column mass found suggests that the extensions of the prominence are of relatively
low mass. Where we find unsatisfactory matches, the mass density is seen to be much
higher. We also see Hα emission in this area, and Hα is known to require denser areas
to be seen. The unsatisfactory fits here are mainly due to the single slab nature of the
1D modelling. As discussed, we see several threads along the line of sight in this area.
A single slab model can only apply, when there are several threads, if the threads are
co-moving, resulting in a single line profile. The arm seen to extend near the end of the
observations is seen to be of relatively low mass. This explains the single peaked profiles
seen in the arm. The intensity of the line core of Mg II h&k is anticorrelated with optical
depth, which further explains the correlation between single peaked profiles and low
mass density (Leenaarts et al. 2013b).

On thewhole, the prominence appears to have an electron density less than 0.6×1011 cm−3,
with few areas exceeding 1× 1011 cm−3 (Fig. 3.5). The arm is seen to be of comparatively
low electron density, although it is high temperature. However, it is also of low pressure,
which can explain this disparity.

Ionisation degree is defined by themean number density of H II (nHII) to themean number
density of H I (nHI) (Tandberg-Hanssen 1995). Past works have assumed that the mean
number of electrons (ne) is equal to the mean number of protons (np), which is equal to
themean number density of H II. Themean number of H I is also thought to be dominated
by the mean number density of ground state Hydrogen (nH0), such that,

nHII
nHI

≈
np

nH0
≈ ne
nH0

. (3.29)

However, the assumption that ne ≈ np = nHII does not hold in PROM as not all of the
electrons are liberated from H I. There is a fixed percentage contribution from other
species, mainly helium. These ‘non-hydrogen’ electrons contribute greatly to ne at high
temperatures. The right panels of Fig. 3.6 shows how this assumption breaks down at
higher temperatures. Above 30 000 K, nHII is overestimated by 20% by this metric. So
here, we focus on the definition from Tandberg-Hanssen (1995). Parts of the prominence
show a very high ionisation degree when compared to past studies. Vial (1998) stated that
the ionisation degree in a prominence does not dramatically change with temperature,
given that the density is low. This statement was grounded in studies by Gouttebroze et al.
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Figure 3.4: Evolution of mean temperature, pressure, and gamma in the prominence through
the main three stages of its evolution, identified in section 2.1. The left and mid columns,
and bottom right plot are from Peat et al. (2021)
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Figure 3.5:Mean electron density, ionisation degree, and column mass of the prominence at
the culmination of the three stages defined in section 2.1. These plots are from Peat et al.
(2021)

(1993) and Heinzel et al. (1994). However, these studies did not consider temperatures
above 15 000 K and did not include a PCTR. The left of Fig. 3.6 shows that above this
temperature, ionisation degree increases exponentially. Additionally, at this temperature,
the overestimation of nHII when it is assumed to be equal to ne, is only approximately 7%.
This could very easily go unnoticed. In past studies using isothermal and isobaric models,
ionisation degree was not thought to rise above 10. However, areas of high ionisation
degree (see Fig. 3.5), strongly correlate with areas of non-zero γ. This demonstrates that
the inclusion of a PCTR can dramatically influence the value of the ionisation degree.

As an added consequence of rRMS, we also obtain line of sight Doppler velocities as we
recover the pixel location in wavelength where the lowest RMS is found. This allows us
to create Doppler maps which can be compared to the Doppler maps recovered from
the quantile method shown in Sec. 2.3 to demonstrate that the algorithm is functioning
correctly. The resolution of these line core shifts is approximately 2.7 km s−1. This number
is from the minimummeasurable line core shift by the procedure. This is equal to the
wavelength resolution of the observations divided by the number of sub-pixels plus one.

Fig. 3.7 shows the line core shift found via the quantile method and that recovered by
rRMS. The Doppler maps of the top of this figure appear to qualitatively agree. With
the other diagnostics, there is uncertainty in the recovered value where unsatisfactory
fits are found. While these models do not represent the conditions of the prominence
plasma, the fit found by the procedure should still find a good measure of the line core

55



3.1 Rolling Root Mean Squared (rRMS)

Figure 3.6: Left: Exponential rise in ionisation degree above 30 000 K. Right: How the assump-
tion that ne ≈ nHII breaks down at high temperatures. These plots are from Peat et al.
(2021).

shift; regardless of how bad the fit is. This is because the lowest RMS is mostly found
when the model profile is centred on the data profile. Due to this, we can reasonably
trust the line core shifts recovered by rRMS, even where unsatisfactory fits are found.
The histograms for the recovered line core shift from rRMS in Fig. 3.7 have fewer bins
than that of the line core shift measured by the quantile method. This is because the
velocity resolution of the results of the quantile method is essentially infinite, but the
resolution of the recovered line core shifts is only 2.7 km s−1, as previously discussed. Both
of these distributions approximate well to Gaussians. The fit to the histograms obtained
via the quantile method are centred on a line core shift of 8.20 km s±5.98 km s−1and
5.20±6.61 km s−1for Mg II h&k, respectively. Those recovered via rRMS are centred on
a line core shift of 5.3 km s−1 and 5.6 km s−1 with standard deviations of 9.8 km s−1 and
10.2 km s−1 for Mg II h&k, respectively. Due to the limited resolution of the line core shift
recovered by rRMS, a value of±1.35 km s−1 is given as an estimate of the uncertainty of
these values. This value is half of the minimum recoverable line core shift by rRMS. The
central line core shift of Mg II kmeasured by the quantilemethod is within the uncertainty
of the line core shift recovered from rRMS. However, this is not true with the line core
shift of Mg II h. This is believed to be due to the asymmetry bias discussed in Sec. 2.3
but it is not clear why only Mg II h is affected by this. This could be a result of Mg II h
generally having a smaller line width compared to Mg II k or opacity effects.
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Figure 3.7: Left: Doppler velocities found using the quantile method. Right: Doppler velocities
recovered from rRMS. The dashed line represents a line core shift of 0 km s−1 and the
orange line is a Gaussian fit. These plots are from Peat et al. (2021)
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3.2 Cross Root Mean Squared (xRMS)

The content of this section is based on work presented in Peat et al. (in prep.).

Since the publication of Peat et al. (2021), rRMS has been modified and renamed. It is
now called Cross(-correlation) Root Mean Square Difference (xRMS). The main difference
between rRMS and xRMS is that the ‘roll’ is predetermined by a cross-correlation, hence
the name change. A cross-correlation is naturally produced when attempting to minimise
(or maximise) a mean square (Elliott 1987), and therefore also when minimising a root
mean square. Additionally, Brown et al. (2016) demonstrated that a cross correlation
could be employed to find the line core shift of the Lyman lines in solar flares. As the
rolling aspect of rRMS was essentially measuring the line core shift, it was decided that
computation time could be greatly improved by the introduction of a cross-correlation
to predetermine the line core shift. After the cross-correlation is computed, the line
profiles are then rolled to their respective line core shift, and the RMS was measured. This
improved the run time by a factor of approximately 10. This final roll was then determined
to be the new bottleneck to the algorithm, and so this was also improved upon. As a
model profile is being matched, a reference padded profile (rpp) is created. This rpp is
the considered model profile padded on both sides by zeroes the length of the difference
between the length of the data array and the model array. This allows us to take slices of
the rpp identical to the result of a would-be roll. Taking slices of an array does not create
a new array, and only a new pointer (or reference in Python) which is considerably faster.
This removed the need for rolled model arrays to be created, improving the run time by a
further factor of approximately 2. xRMS and rRMS give the same results, but due to the
optimisations introduced, xRMS is much faster. Running the same 1007 model grid on
the same data as presented in Peat et al. (2021), but using xRMS, on the same dual socket
motherboard machine with two Intel Xeon E5-2697 v4s, gives a wall time of approximately
6 minutes and 30 seconds, and a CPU time of 1 hour and 57 minutes. Due to this great
improvement in computation time, this allows us to use a much larger grid of models.

In addition to the faster computation time, xRMS supplies us with an estimate of the
errors on our inversion. It does this by saving the 20 next best fitting models alongside
the best fitting model. Then, of these secondary models, it removes those whose RMS
is lower than the threshold value as defined previously. This is followed by finding the
maximum difference between the ‘best fit’ diagnostics and the remaining good secondary
fit diagnostics. These values are then divided by the ‘best fit’ value to recover fractional
errors. This is done to give a better indication of the range of values of good, but not best,
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3.2 Cross Root Mean Squared (xRMS)

Parameter Unit Value

Tcen K 6000, 8000, 10 000, 12 000, 15 000,
20 000, 25 000, 30 000, 35 000, 40 000

Ttr K 100 000
pcen dyne cm−2 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1
ptr dyne cm−2 0.01

Slab width km 45-124 100
M g cm−2 3.7× 10−8 − 5.1× 10−4

vT km s−1 5, 8, 13

vrad km s−1 0, 2, 4, 6, 8, 10, 20, 40,
60, 80, 100, 150, 200

H km 10 000, 30 000, 50 000
γ 0, 2, 4, 5, 10

Table 3.2: The considered model parameters to be used in xRMS. Not all of these parameters
are uniquely combined; there are 23940 total model profiles. Amongst these models are
the original 1007 from Sec. 3.1.1.

fits that can be found. These fractional errors are how the uncertainty will be presented
in plots later in this section. This maximum difference which makes up the error need not
be from the same model. To be conservative, the error is the greatest difference produced
by any of the secondary models. For example, a pixel may not necessarily use the same
model for its pressure uncertainty and temperature uncertainty.

3.2.1 Prominence of 2018 04 19: Revisited

To exhibit the efficacy of the new algorithm, we will use the prominence used to demon-
strate rRMS in Sec. 3.1.1 to illustrate how our matches improve with a greater set of
models.

As mentioned above, here can we employ a much larger grid of models than used previ-
ously due to the increase in computation offered by xRMS. Additionally, we introduce the
parameter vrad. This is the radial (outward) velocity. This allows us to introduces Doppler
dimming into our models. In total, there are 23 940 models in our new grid, this includes
the previous 1007 models used in Sec. 3.1.1. See Table 3.2 for the range of parameters
present in the models. Please note that these values are not all uniquely combined. The
results from xRMS can be seen in Fig. 3.10. As the grid of models was increased, even
though the previous 1007 models were coarsely separated, the cut off value did not change.
After investigating the same 12 profiles, the cut off value was once again decided to be
15000. We now achieve 55.14% (39450/71548) satisfactory matches. The total number of
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3.2 Cross Root Mean Squared (xRMS)

Figure 3.8: The Mg II h&k spectra from the raster taken from 18:25:09 UTC. The orange cross
indicates the location this spectra is taken from. The model found to match by xRMS
here has the following parameters, T = 8000 K, p = 0.02 dyn cm−2, Slab Width= 200 km,
vT = 8 km s−1, H = 10000 km, vrad = 80 km s−1, and γ = 0, with associated Doppler
velocities of vdh = −27.0 km s−1 and vdk = −27.0 km s−1.

pixels is different with xRMS than rRMS as the updated version of the filter discussed in
Sec. 2.1 is used in xRMS but not in rRMS.

As noted in Sec. 2.1, the prominence displays an array of interesting line profiles. With
these new diagnostics, we can explore some of them in more detail. In Fig. 3.8, shows
one of the unsatisfactory matches. However, it could be argued that this is satisfactory
as this is not a double peaked profile, but two structures. The main drawback of this
method is that it assumes single structures along the line of sight. In the future, it could be
possible to allow for multi-structure solutions, but this would almost double the required
computation time, so thismethodmay be reaching its limit. From thematchingmodel, we
can see that the optical depth of the fit structure is 0.97 and 1.90 forMg II h&k, respectively,
and the k/h ratio is approximately 1.71. Therefore, it is safe to say that this structure is
mostly optically thin. In this case, we would be justified in trying to fit a second peak as if
the first was not there. From just looking at the line profiles and the model line profiles, I
would expect a similar, if not the same, model to fit this secondary peak. There are many
other line profiles like this in the prominence, but this is the most apparent example. In
Sec. 4.3 we attempt to invert this spectrum using stacked 2D models.

Fig. 3.9 shows two spectra of similar parameters. The difference inmicroturbulent velocity
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3.2 Cross Root Mean Squared (xRMS)

is apparent due to their difference in line width. These two spectra come from different
parts of the prominence. The top panel is from the middle of the main extension, and
the bottom panel from one of the smaller extensions from the main body. Although they
are in very different locations, they both have the same central temperature, and mean
temperature (32000K). Their pressures, however, are different. The pressure of the main
extension is four times higher than that of the smaller extension. This is not surprising,
as the main extension is comprised of a larger volume than that of the smaller extension.
Their measure of radial velocity can also tell us more about the velocity perpendicular to
the solar limb. The main moving faster than the small extension. This is consistent with
observation, as the smaller extensions are seen to move slower than the main extension
in SJI movies.

As a whole, in comparison to our results with a smaller set of models, we see a muchmore
striking temperature structure. Compared to the mean temperatures seen in the previous
result, they are much higher here. The temperature structure seems more homogeneous,
but the highest temperatures are still found in the arm. The fractional errors, however,
are mostly between 0 and 3. The distribution of recovered pressures is also different.
The higher microturbulent velocities have allowed a better match at the centre of the
prominence than those of high pressure. However, we still do not find satisfactorymatches
in this area due to the multiple structures seen in many pixel locations. The areas we find
good matches in correlate with areas of lower pressure. Before, we had many regions in
the prominence where γ = 10, but now there are none, with γ = 4 and γ = 2 appearing
in these high temperature areas. However, the uncertainty shows that gamma could be
up to two times higher in the majority of the regions where it was previously found to be
10. The blank spaces in the gamma uncertainty map are where an isothermal and isobaric
model was found to be the best fit. Calculating the fractional difference in these locations
is meaningless, and so they are discarded. Like before, our satisfactory matches correlate
weakly with high k/h ratio. Our lowest errors (bottom of Fig. 3.10) correlate with both of
these graphs.

However, presenting these as a traditional plus/minus uncertainty is perhaps not best, as
1D inversions like this can be shown to have degenerate solutions. In test 1DMarkov Chain
Monte Carlo (MCMC) inversions of a set of simulated (and known-parameter) Mg II h&k
line profiles show that posterior likelihoods tend to display multimodal distributions
(Osborne 2022)4. The introduction of more spectral lines from different species may solve
this issue of degeneracy, but has not yet been explored.

4This was explored using profiles from Promweaver: https://github.com/Goobley/Promweaver
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3.2 Cross Root Mean Squared (xRMS)

Figure 3.9: The Mg II h&k spectra from two raster taken at different times, 17:34:54 UTC and
18:58:40 UTC for the top and bottom panel respectively. The orange cross indicates the
location this spectra is taken from. The model found to match by xRMS here has the
following parameters, I will omit the PCTR variables as they can only be one number (see
Table 3.2),
Top: Tcen = 15000 K, pcen = 0.20 dyn cm−2, Slab Width= 1148 km, vT = 13 km s−1,
H = 10000 km, vrad = 80 km s−1, and γ = 2. With associated Doppler velocities of
vdh = 5.22 km s−1 and vdk = 5.23 km s−1.
Bottom: Tcen = 15000 K, pcen = 0.05 dyn cm−2, Slab Width= 2640 km, vT = 5 km s−1,
H = 50000 km, vrad = 60 km s−1, and γ = 2. With associated Doppler velocities of
vdh = 13.84 km s−1 and vdk = 13.88 km s−1.
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3.2 Cross Root Mean Squared (xRMS)

Figure 3.10:Mean Temperature, Pressure, and Gamma results for the middle of the three
stages identified in the prominence. Left: Mean temperature.Mid: Mean pressure. Right:
Gamma. Top: The main result. Bottom: Their fractional uncertainties.
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3.3 Concluding Remarks

Even though we increased our model set by a factor of 24, we only increased our matches
by approximately 6%. Although this increase is small, some parts of the prominence now
have better matches than before. This increase in satisfactory matches is owed to the
increase in the number of models in the grid. However, the main problem with a grid
search method is that your algorithm can only perform as well as your grid represents
the plasma conditions, the grid can be continually increased, but that does not mean that
your matches will improve. There is only so much 1D models can do on their own. Even
though we cannot satisfactorily probe the centre of the prominence with these models,
we are able to diagnose the area surrounding the prominence. This gives us insight into
the enigmatic PCTR. It is the reason that we find larger than expected ionisation degrees,
and high temperature. The continued study of transition region lines, such as Mg II h&k,
can lead to a better understanding of how the PCTR is structured.

3.3 Concluding Remarks

1D modelling can be a very useful tool to understand how the internal plasma parameters
of a solar prominence affect the shape of its observed line profiles. However, they are
limited in their use to diagnose the internal plasma parameters fromobservation. Their 1D
naturemeans that they cannot easilymodel themulithreadednature ofmanyprominences.
Additionally, they can be shown to have degeneracies in their solutions when fitting to one
species. The introduction of multiple species may solve this issue, but this topic remains
unexplored. Despite these limitations, they can (and have) shown us that the PCTR is very
important when it comes to Mg II h&k modelling. This is likely due to their high optical
thickness which only allows us to probe the surface of the prominence and not penetrate
too deeply into the body. The seemingly degenerate nature of this problem of inverting
prominence atmospheres using 1D modelling motivates us to explore the applications
and interpretation to be gleaned from 2D modelling. However, in future, coordinated
observations of different line profiles, such as Mg II h&k and Hα, could be used to further
constrain the atmosphere and may solve this degeneracy problem.
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4
Complex Prominence Emission Through

2D Cylindrical Radiative Transfer Modelling

Prominences are inherently 3D structures and must be treated as such. Here we explore
the use of cylindrical geometry with radiative transfer calculated along a ‘single slit’
focused on the centre of this geometry. We can also stack several different cylinders of
varying thermodynamic parameters to produce complex line profiles akin to the line
profiles that 1D modelling struggles, or even fails, to model. Here we make use of the 2D
NLTE RT code, RTCY described in Sec. 1.4.2.

4.1 Effects of Velocity on Line Formation

As RTCY includes a variety of velocity settings, and we can investigate how these affect
the line formation. Initially we investigate the formation of the lines in the static case,
as presented in Fig. 4.1. We can investigate the line formation here by consulting the
corresponding Carlsson and Stein plots.

Fig. 4.2 shows us this plot for Mg II h. Mg II k is similar to Mg II h, and will be omitted.
These plots are taken from the centre of thehypothetical slit spectrograph (z = 0). Distance
through the prominence is measured along the line of sight withD = 0 being the front
of the prominence andD = 1 being the back, as opposed to through the atmosphere as
these plots are conventionally presented.
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4.1 Effects of Velocity on Line Formation

Figure 4.1: Output of RTCY for the h&k lines of once-ionised magnesium. The units of the
colourbars are erg s−1 cm−2 Å−1 sr−1. The parameters of this example run are; P =
0.1 dyn cm−2, r0 = 500 km, r1 = 1000 km, T0 = 6000 K, T1 = 100 000 K, vT = 5 km s−1,
α = π

2 rad andH = 10000 km with no velocity setting active.

Figure 4.2: The various plots that break down the contribution function for the line at z = 0
for the run in Fig. 4.1. The τ = 1 line is drawn on each of these plots in light grey, and the
line profile is drawn in red. The left y axis is the distance through the prominence and is
defined from the POV of the LOS. So 0 is the front of the prominence and 1 is the back. The
right y axis is for the line profile.
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4.1 Effects of Velocity on Line Formation

Figure 4.3: The Mg II h&k lines formed when vy = 20 km s−1. We see a simple blueshift. The
remaining parameters are the same as Fig. 4.1.

Figure 4.4: Same as Fig. 4.2 but for Fig. 4.3.
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4.1 Effects of Velocity on Line Formation

χλ and τλ are related by the following equation,

τλ(D) =

∫ D

0
χλ(s)ds, (4.30)

where s is the path length through the plasma. The source function is defined as (Gout-
tebroze 2004),

Sλ = S = ϵB + (1− ϵ)J, (4.31)

where ϵ is the thermal coupling parameter; B is the Planck function (considered constant
here); and J is the (frequency) average mean intensity of a line (Hubený & Mihalas 2015).
Due to the lines being treated in CRD, the source function is uniform in wavelength. This
is because the absorption and emission profiles are the same. Finally the contribution
function is then defined as (Carlsson & Stein 1997),

Cλ = S exp (−τλ)χλ. (4.32)

Here χλ is the wavelength-specific local opacity of the plasma, and τλ is the wavelength-
specific optical depth, Sλ is the wavelength-specific source function, and CI is the contri-
bution function. This is equal to the product of the three other panels in the Carlsson and
Stein plots. It is very clear to see that the majority of the Mg II h&k comes from the centre
of the prominence (see Fig. 4.2), as the PCTR extends from 0 to 0.25 and 0.75 to 1. In Chap.
3 we said that the PCTRwas important for the simulation of Mg II h&k, however, Mg II h&k
in not seen in emission in the PCTR in RTCY. This discrepancy could be explained by the
sharp decrease in density in the PCTR in this model. We recover double peaked profiles
from the centre to the top of the cylinder, but that closest to the solar disc appears to
produce single peaked profiles. This is consistent with the findings of Paletou et al. (1993)
where in both partial redistribution (PRD) and CRD the part structure closest to the solar
disc does not display a self reversal. This is likely a result of the geometry. It shows how
effectively the radiation can penetrate the structure. This simple static case is a good
grounding to compare our future results against where we include velocities. We will
now look at the simple translational velocity case where vy = 20 km s−1. All the other
parameters are kept the same as in Figs. 4.1 and 4.2. We expect to see the same behaviour
as in the static case, but with everything blueshifted. Fig. 4.3 shows the spectra produced
by this configuration. The results are as expected, except for the discrepancies between
the energy between the two cases and the shape of the line profile at z = 0. In comparison
to Fig. 4.1, we do not recover a double peak at z = 0, but higher, we do. The non-inverted
peak likely accounts for the discrepancy in energy between the static case and this vy ̸= 0
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4.1 Effects of Velocity on Line Formation

Figure 4.5: The Mg II h&k lines formed when vr = 0.02 rad s−1. The remaining parameters
are the same as Fig. 4.1

Figure 4.6: Same as Fig. 4.2 but for Fig. 4.5.
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4.1 Effects of Velocity on Line Formation

Figure 4.7: The velocity distribution for vE ̸= 0 in the xy plane of the simulation. Left: The
total magnitude of the radial velocity at a given position. Right: The value of vy at a given
position. The observer is to the right of these plots.

case. Fig. 4.4 appears very similar to Fig. 4.2 with only a Doppler shift applied.

Next we can investigate the effect of rotation on the formation of the spectra. The rotation
is around the axis of rotational symmetry (see Fig. 1.7). Here the rotational velocity is set
to vr = 0.02 rad s−1. This is the maximum rotation allowed by RTCY.

We choose this in order to see the greatest effect. The spectra produced by this can be
seen in Fig. 4.5. This result may be unsurprising as it is very similar to the vy ̸= 0 case. As
it is rotating, the bottom of the cylinder shows the maximum blueshift, z = 0 experiences
no Doppler shift, and the top experiences the largest redshift. Fig. 4.6 seems very similar
to Fig. 4.1, except we also do not see a double peak here. The line profile in Fig. 4.6 is
formed at rest as the vy component of the velocity vector is 0 at z = 0. If we took slices of
z ̸= 0, we would recover very similar plots to that seen in Fig. 4.4, with blueshift for z < 0

and redshift for z > 0.

Finally, we come to the expanding case. Here, the prominence moves radially away from
the axis of rotational symmetry of the cylinder, with a smooth velocity gradient such that
atD = 0.5, vE = 0 (see Fig. 4.7). As different parts of the cylinder are moving at different
velocities relative to the observer, we should see interesting structure in both the spectra
and the Carlsson and Stein plots. As before, all the model parameters are the same as
the static case, except vE = 20 km s−1. This produces some very interesting spectra (see
Fig. 4.8). At z = 0, all the motion is parallel to the line of sight, and as we move towards
the outside edges of the cylinder, the component of velocity parallel to the line of sight
changes with the cosine of the angle between the velocity vector and the line of sight.
This results in a lower Doppler velocity towards the edges of the cylinder as can be seen
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4.1 Effects of Velocity on Line Formation

Figure 4.8: The Mg II h&k lines formed when vE = 20 km s−1. The remaining parameters are
the same as Fig. 4.1

Figure 4.9: Same as Fig. 4.2 but for Fig. 4.8.
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4.2 Multithread Simulations

Figure 4.10: The scenario to be considered for our first multithread test. This plot is based on
Fig. 3 from Labrosse & Rodger (2016) but here we count from the back.

in Fig. 4.7. This is very easily seen in the spectra as the line is broadest at z = 0 and
reduces towards the edges of the cylinder. At z = 0, you would expect to see components
of both the velocity from the front of the cylinder (antiparallel) and the back (parallel).
The main effect seen here at z = 0 is similar to Doppler dimming. The radiation from the
back is not absorbed as much as in the stationary or bulk motion cases as the wavelength
of the photons emitted from the back are seen to be Doppler shifted by the rest of the
prominence (see Fig. 4.7). Therefore, radiation from the back of the prominences (D = 1)
is less absorbed as it travels through the medium towards the observer. This can be seen
in Fig. 4.9, where the contribution function has a small redshifted component from the
back of the cylinder. Velocity plays an important role in the spectra that we see coming
from single thread prominences with the velocity distribution throughout dictating the
radiation that can escape. Going forwards, we will see that it is also very important in
multithread simulations.

4.2 Multithread Simulations

RTCY allows us to simulate multithread models, albeit, not directly. We can do this by
stacking the cylinders behind each other and having their radiation travel through the
threads in front of them. If the cylinders are aligned, we can model this by this simple
one dimensional radiative transfer equation for two cylinders,

Iλ = Iλ,1 + Iλ,0 exp (−τλ,1(D1)) . (4.33)
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4.2 Multithread Simulations

Figure 4.11: The effects of several offset structures. Left: Mg II h. Right: Mg II k. The first
panel is one thread. In every subsequent panel, a new thread is added at the back. The blue
line is the emergent integrated intensity, and the orange line is the integrated intensity
of the newly added thread before extinction and addition. The units of the y axis are
erg s−1 cm−2 sr−1.

Here we count the cylinders of the prominence from the back to the front. Iλ is the
outgoing specific intensity, Iλ,1 is the specific intensity out of the front cylinder, Iλ,0 is the
specific intensity out of the back cylinder, and τλ,1(D1) is the total specific optical depth
through the front cylinder. From here on, λ will be omitted and all radiative transfer will
be assumed to be wavelength-specific. Allowing the cylinders to have various alignments,
and assuming the threads do not change the internal properties of one another through
irradiation, we can rewrite this equation generalised for N threads,

I = IN +
N−1∑
i=1

Ii exp
 N∑

j=i+1

−τj(s)

 , (4.34)

where the first summation is over the number of threads, the second is over the number of
threads proceeding i, s is the distance travelled through cylinder j, and IN is the radiation
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4.2 Multithread Simulations

Figure 4.12: The emission of the stacked threads. Top: Mg II h. Bottom: Mg II k. Left panels:
The spectroscopic view of the stacked structures. Right panels: Slices of the spectra from
the spectroscopic view. The coloured dotted lines in the left panels correspond to the same
coloured line in the right panels. This plot shows the full field of view of the spectroscopic
observations. Fig. 4.11 restricts the field of view here from 9000km to 11000km.
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4.2 Multithread Simulations

Figure 4.13: The scenario to be considered for our multithread test with velocities. The red-
shifted threads are the negative velocities, and the blueshifted threads are the the positive
velocities. This plot is based on Fig. 9 from Labrosse & Rodger (2016) but here we count
from the back, as is convention.

from the front cylinder. Following the work done by Labrosse & Rodger (2016), we first
wish to investigate the effect of multiple threads on the resultant integrated Mg II h&k
intensities along the slit. Unlike Labrosse & Rodger (2016), instead of starting with 10
aligned threads we begin with 10 offset threads. This set up can be seen in Fig. 4.10. For
these 10 threads, we used the same model parameters as the p4 model from Labrosse &
Rodger (2016); the parameters of which are P = 0.01 dyn cm−2, α = π

2 , H = 10000 km,
r0 = 500 km, r1 = 1000 km, T0 = 6000 K, T1 = 100000 K, vT = 5 km s−1. These were then
artificially offset to relative (to the front thread) displacements perpendicular to the line
of sight of 0, -1190, -400, 1200, 90, -450, 550, -860, 370, and 30 km.

Fig. 4.11 shows the integrated intensity along the slit of 10 threads emitting Mg II h&k.
Unsurprisingly, these two lines produce quite similar shaped integrated intensities along
the slit. Fig. 4.12 shows the output of the spectrograph and twenty five example lines from
the spectra. In this static case, it is not immediately apparent if there is more than one
structure along the line of sight looking at the line profiles, however, it is more apparent
looking at the integrated intensity along the slit. The number of threads remains unclear,
but it is more noticeable looking at the integrated intensity along the slit.

The integrated intensity along the slit can perhaps be used as a proxy to determine if one
or more structures are present in the observation. Of course, it is not clear how many
there are, but it gives us more context than just the spectra. While there are a range of
line profiles produced, it is not entirely obvious that several structures have created these
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4.2 Multithread Simulations

shapes, and one would assume this emission could be from only one or two structures.
This was also noted in the results of Labrosse &Rodger (2016) with optically thick hydrogen
lines, where they also conclude that the front-most structure is most represented in the
spectra produced. However, nature is rarely this organised, and it may be more pertinent
to model these cylinders with random Doppler velocities. Gunár et al. (2008) proposed
that the asymmetries seen in the Lyman lines are due to small line-of-sight velocities.
To explore this effect on the Mg II h&k lines, we will use the same velocities as used in
Labrosse & Rodger (2016), these velocities are 7, -7, 9, -2, -7, -9, 4, -3, 4, and -7 km s−1. The set
up for this test is the same as in Fig. 4.10 but with the above velocities applied along the line
of sight (see Fig. 4.13). Please note that the velocities are relative antiparallel to the LOS.
Additionally, instead of running onemodel with the same height parameter and artificially
displacing several copies to the desired height as before, here we run separate simulations
for each height. We will present our plots in the same manner as Fig. 4 of Gunár et al.
(2008), as we feel this is the best way to show how these lines are constructed. In order
to make the threads all overlap, we changed their heights to relative (to the front thread)
displacements of 0 km, -119 km, -40 km, 120 km, 9 km, -45 km, 55 km, -86 km, 37 km, and
3 km, respectively. Additionally, similarly to how Gunár et al. (2008) convolved their final
line profile with the point-spread-function (PSF) of the Solar Ultraviolet Measurements
of Emitted Radiation (SUMER; Wilhelm et al. 1995) instrument onboard the Solar and
Heliospheric Observatory (SOHO; Domingo et al. 1995), we convolve our resultant line
profiles with the IRIS spatial1 and spectral PSFs. The spectral PSF takes the form of a
Gaussian with a full width half maximum (FWHM) of 2 pixels (De Pontieu et al. 2014). This
translates to a FWHM of approximately 0.1 Å for the NUV filter. This may seem negligible,
but it has a striking effect when combined with the spatial PSF. In order to formulate this
Gaussian, we must convert from FWHM to the standard deviation. To do this we use the
following relationship (Weisstein 2022),

σ =
f

2
√
2 ln(2)

, (4.35)

where f is the FWHM, and σ is the standard deviation of the Gaussian. Substituting 0.1 Å
in for f , we get a standard deviation of approximately 0.042 Å.

The spatial PSF assumes a resolution of 0.166′′ along the spatial axis of the spectrograph.
At 1 AU this is 120.88 km. The resolution of our simulations is 10 km, or 0.0134′′ at 1AU.
Therefore the spatial PSF is resampled and normalised to fit the resolution of our simula-
tions. In practice, this should also be done when deconvolving IRIS observations, but is
1IRIS spatial PSFs supplied by Dr Graham S. Kerr.
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4.2 Multithread Simulations

Figure 4.14: These spectra are from the centre of the spatial window. This figure shows the
step by step process of Eq. 4.34. The number to the left of each set of three plots is n. Each
set of the three plots are elements of the values in Eq. 4.33 and are as follows: Left: Iλ,n−1

in blue and exp (−τλ,n(Dn)) in dotted orange; Centre: Iλ,n−1 exp (−τλ,n(Dn)) in blue; Right:
Iλ,n. The centre and right plots are added together to create the next Iλ,n−1. The values of
intensity are in 105 erg s−1 cm−2 Å−1 sr−1. The last three panels are different, and are as
follows, Left: Iλ,10 leaving the 10 threads. Centre: Dotted blue: The IRIS spatial PSF where
the x axis is its value normalised such that its peak is 1 and the y axis is parallel to the slit.
Dotted orange: The IRIS spectral PSF where x is the normalised wavelength and y is its
value normalised such that its peak is 1. Right: The resulting line profile when convolved
with the spatial and spectral PSFs of IRIS, and sampled to IRIS resolution.
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4.2 Multithread Simulations

Figure 4.15: Same as Fig. 4.14 but for Mg II k.

currently ignored by the official deconvolution routine. Fig. 4.14 and Fig. 4.15 show the
results of these 10 stacked threads convolved with the IRIS spatial and spectral PSFs. These
plots show the spectra from the centre of the spatial window and the step by step process
of Eq. 4.34. The number to the left of each set of three plots is n. These sets of three plots
correspond to elements of the values in Eq. 4.33. The last three panels are different; they
show the resulting line profile when it is convolved with the spatial and spectral PSFs
of IRIS, and sampled to the resolution of IRIS. The final line profiles are only slightly
asymmetrical. If these were seen in an IRIS observation, they would be assumed to be a
single profile from a single thread. However, they are not. The only clue towards their true
nature is the large FWHM created by the relatively lower optical thickness in the wings of
Mg II h&k. This may lead to an incorrect assignment of a large microturbulent velocity.
This is not entirely unreasonable however, as this can account for the now unresolved fine
motions present. Usually, microturbulent velocities are unresolved stochastic motions
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4.2 Multithread Simulations

Figure 4.16: Same as Fig. 4.14 but for fast moving Mg II h.

in the plasma, but they can used as a proxy for unresolved fine motions like this as they
widens the line profile in a similar way.

AlthoughMg IIh&kare optically thick like Lyβ, we donot recover as striking an asymmetry
as Gunár et al. (2008) with Ly β. However, the standard shape of a Ly β line profile lends
itself to be heavily affected as its double peaks are separated by almost 0.5 Å. The double
peaks of Mg II h&k are not as far apart, and the majority of line profiles from these
threads are single peaked. To produce more pronounced asymmetries in Mg II h&k, faster
moving threads would required. This simulation was repeated with all of the velocities
were by three, resulting in 21 km s−1, -21 km s−1, 27 km s−1, -6 km s−1, -21 km s−1, -
27 km s−1, 12 km s−1, -9 km s−1, 12 km s−1, and -21 km s−1. These higher velocities are
still of reasonable magnitude, as in Sec. 2.3 and Sec. 3.1 we showed that the range of
velocities observed in our prominence were mainly in the range -25 km s−1 to 25 km s−1.
This is consistent with that reported in the review by Labrosse et al. (2010). Fig. 4.16
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4.2 Multithread Simulations

Figure 4.17: Same as Fig. 4.16 but for Mg II k.

and Fig. 4.17 show the results from these faster moving threads. The final line profile
(before convolution) in Fig. 4.16 is very interesting, it is unfortunate that the PSF of IRIS
destroys these features. However, we do recover asymmetry. It manifests itself as standard
asymmetric double peaked profile. The same can be said about the final profile in Fig. 4.17,
but there is still some complex structure present in the profile. The difference between
Mg II h&k is due to the larger line width of Mg II k. Much more of the 1 Å window can be
filled by Mg II k. This is very apparent in the last set of three panels of Fig. 4.17, where the
line profile just fits within the window. As IRIS observations, these could be interpreted
as three to four structures, and not ten. Following the comments from the previous
zero velocity thread test, we said that the front-most thread was most represented in the
spectra. From this it may be concluded that using ten threads is excessive. However, we
can investigate this by simply looking at the contribution of the back-most thread to the
final line profile. Modifying Eq. 4.34, to remove the emission from the other threads, we
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4.2 Multithread Simulations

Figure 4.18: The contribution of the backmost thread to the final profile for Mg II h. Left: The
slow-moving case. Right: The fast-moving case.

can look at only how emission from the the back-most thread is absorbed,

IC = I0 exp

 N∑
j=1

−τj(s)

 , (4.36)

where IC is the contributed intensity, I0 is the outgoing intensity of the back-most thread,
and τj is the optical thickness of the threads in front of the back-most thread. Fig. 4.18
shows the radiation from the back-most thread that escapes from the front of thread
10. Surprisingly, the faster moving threads are more heavily absorbed than their slow
counterparts. This is likely due to a large optical thickness lining up with the peak in the
spectrum from the fast moving back-most thread. Threads 5, 6, and 9 appear to be the
culprits. Their optical thicknesses all alignwith the line core of thread 1 (see Fig. 4.17). This
does not happen in the slow-moving case. The optical thicknesses of the other threads do
not line up exactly with the line core. Half of the line profile is missing, however, but it has
not lost as much of its peak. Overall, the back-most thread accounts for 0.6% of the total
outgoing radiation for the slow-moving configuration, meanwhile the back-most thread
contributes 0.009% of the total outgoing radiation for the fast-moving configuration. This
is almost negligible, therefore fewer threads may have been sufficient.

Another test we can do to investigate how many threads are sufficient in such a config-
uration is to investigate how line width changes with the number of threads. Here, we
define line width as in Eq. 2.21 using the quantile method and for the threads we use the
p4 model from Labrosse & Rodger (2016). Fig. 4.19 shows the result of this stacking. On
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4.3 Multithread Forward Fit

Figure 4.19: The effect that multiple aligned stacked threads have on the line width. Left: The
static case. Right: The moving case.

the left we have all aligned stationary threads, and on the right, the threads are all aligned
with random LOS velocities in the range−10 km s−1 to 10 km s−1. In the static case, it is
very obvious that the line width does not change much with the number of threads. The
initial drop in line width for Mg II k is due to more and more of the intensity focusing near
the centre. This is not seen in Mg II h as this is an effect of the CRD treatment of these
lines which causes Mg II k to have a very large line width. After approximately 10 threads,
they begin to converge. As for the threads with random LOS velocities, the behaviour is
different. Mg II h appears to have converged after 9 threads, but Mg II h continues to rise.
Logically, you would expect these to converge towards the same value, which is the width
of wavelength range over which the the LOS velocities can shift the lines to. So, in the case
of high velocities, due to the effect on the line width, 10 may not have been enough for
Mg II k to demonstrate this effect to its fullest. For static threads, however, 10 does indeed
seem sufficient.

Thesemultithreaded simulations have shown that even small asymmetries noticed by IRIS
may be the result of many threads along the line of sight moving at different velocities.
Unfortunately, it has also highlighted how the PSFs of IRIS cause us to lose crucial detail
in these profiles and therefore may cause us to draw incorrect conclusions about the
properties of the emitting plasma.
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4.3 Multithread Forward Fit

Figure 4.20: An example spectrum that we wish to attempt to invert with multithread models.

4.3 Multithread Forward Fit

As promised in Sec. 3.2, to conclude this chapter, we will manually invert the spectra in
Fig. 4.20 with a multithread model. We will do this by forward fitting. Henceforth, we
will refer to the largest set of peaks as the first thread, and the second set of peaks as the
second thread. Luckily, we have an initial guess for the first thread from xRMS. These are
the following parameters, T = 8000 K, P = 0.02 dyn cm−2,D = 200 km, vT = 8 km s−1,
H = 10000 km, a Doppler velocity along the line of sight of−27 km s−1, and an outwards
radial velocity of 80 km s−1. This is an isothermal model as γ = 0 at that particular pixel.
We set α = 0 so that we may check individual slices of the spectra while making sure
thatD = 200 km along the slit. If α ̸= 0 thenD would change along the slit as the slit is
no longer aligned with the axis of rotational symmetry. Fig. 4.21 shows the result from
this simulation. Unfortunately, they do not reach the required intensity to be indicative
of plasma properties at this pixel. They only reach approximately 10% of the required
intensity. However, by dropping the temperature to 7000 K, we recover high enough
intensities (see Fig. 4.22). After manually searching through slices of the 1D spectra, two
ranges of candidate z-slices were selected in both Mg II h and Mg II k. This was done by
checking the peak intensity of the slices against that of the peaks of the first thread in the
data. These ranges in z are areas where the 1D spectra reach a high enough intensity to
be comparable with that of the data. However, these ranges in h and k did not overlap.
Instead then, the z slice between each of the pairs of ranges were selected as the candidate
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4.3 Multithread Forward Fit

Figure 4.21: The Mg II h&k spectra generated by RTCY with the parameters found by xRMS.
The colour bar units are erg s−1 cm−2 Å−1 sr−1. The parameters of this simulation are T =
8000 K, P = 0.02 dyn cm−2,D = 200 km, vT = 8 km s−1,H = 10000 km, vy = −27 km s−1,
and vz = 80 km s−1.

Figure 4.22: The Mg II h&k spectra generated by RTCY with T = 7000 K. The dashes or-
ange lines are the position which the 1D spectra are taken from. The colour bar units
are erg s−1 cm−2 Å−1 sr−1. The parameters of this simulation are T = 7000 K, P =
0.02 dyn cm−2, D = 200 km, vT = 8 km s−1, H = 10000 km, vy = −27 km s−1, and
vz = 80 km s−1.

slices. These two new candidates were both within 4 km of the candidate ranges. The
two candidate slices are located at -66 km and 67 km relative to 10000 km in z. These two
slices are chosen from the top and bottom of the prominence as the incident radiation
received will be different. Fig. 4.22 shows the location of these two slices as dotted orange
lines. Fig. 4.23 shows the 1D spectra of these two slices padded with zeros so that they
may be compared. For the second thread that xRMS did not match, we assume that it
is of the same properties as the first thread and is behind it. Its lower intensity being
a result of it transmission through the first thread. We need to measure the Doppler
velocity of the peaks of the second thread in order to create a model with that Doppler
velocity. The quantile method cannot be used here, as the peaks from both threads are
too close together. Instead, the peaks were measured manually. The peak wavelength of
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4.3 Multithread Forward Fit

Figure 4.23: The model candidates for the considered spectra. Left: The model from the
-66 km slice. Right: The model from the 67 km slice.

Figure 4.24: The combined model candidates for the considered spectra. Left: The models
from the -66 km slice. Right: The models from the 67 km slice.

Figure 4.25: The model matches and their associated RMS. Left: The models from the -
66 km s−1 slice. Right: The models from the 67 km s−1 slice.
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4.4 Concluding Remarks

the Mg II h&k peaks of this thread were determined to be 2769.50 Å and 2803.70 Å. Then
using the following form of the Doppler equation to calculate their Doppler velocity,

v =
c(λ− λ0)

λ0
, (4.37)

where v is the Doppler velocity, λ0 is the rest wavelength of the line, λ is the observed
wavelength, and c is the speed of light (3 × 105 km s−1), their Doppler velocities were
found to be 17.17 km s−1 and 17.12 km s−1, respectively. The mean of these velocities,
17.145 km s−1 was then used to generate a second model with the same parameters as the
first thread, except with this 17.145 km s−1 as the Doppler velocity. The two models were
then added together, taking care to account for the optical thickness of the first. The result
of the addition of these models can be seen in Fig. 4.24. Now we can calculate the best
fitting of these two models through RMS.

The RMS of Model 1 was 2161.85, and Model 2 was 2142.41 (see Fig. 4.25). These are well
below the 15000 threshold set for xRMS on this prominence. Even though marginally,
model 2 is the best fitting. This means that the height of the prominence is approximately
10066 km with the following other parameters, T = 7000 K, P = 0.02 dyn cm−2, D =

200 km, and vT = 8 km s−1. The only disagreement between this multithread forward fit
and xRMS is the temperature of themodel. xRMS found this to be 8000 K, and this forward
fit found it to be 7000 K. A more accurate value may be somewhere between these two
temperatures.

4.4 Concluding Remarks

2D modelling is a very powerful tool for understanding the formation of line profiles. We
see that in the case of an expanding cylinder, due to the range of velocities throughout the
cylinder, material from the back, which would be absorbed in the static case, is able to
transmit, creating asymmetry that may be seen in observation. Stacking many unaligned
static threads however fails to produce complex spectra due to the optical thickness of
the lines. This effect is not as pronounced as it was in Labrosse & Rodger (2016) with
Lyα, as the wings of the Mg II h&k lines experience some enhancement. When different
velocities are introduced however, complex line profiles do arise – even with velocities
in the range 0 to 10 km s−1, similar to what was found by Gunár et al. (2008) for Lyβ
and Labrosse & Rodger (2016) for H and He lines. By increasing the velocities to three
times their original value, such that they are in the range 0 to 30 km s−1, we recover yet

86



4.4 Concluding Remarks

more complex line profiles. However, through the convolution with the IRIS spatial and
spectral point-spread-functions, these complex structures are smoothed out and take on
the appearance of a more classical Mg II h&k double peak. Using 2D modelling to invert
prominence spectra as done in Chap. 3, is not trivial. Every spectrum has 201 spectral
slices, so a manual forward fit was done on one pixel as a proof of concept. We were able
to recover a satisfactory multithread solution for this pixel well below the RMS limit set
for rRMS and xRMS in Sects. 3.1 and 3.2.
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5
Life of a Coronal Bright Point
and its Filament Channel

Here we investigate how photospheric flows cause changes in the chromosphere and
corona, specifically prominence stability and coronal bright point (CBP) evolution. This
is done through the exploration of the manifestation of a coronal bright point where a
filament is known to form in, and erupt from, its associated polarity inversion line. We
focus on a flux emergence event and how its relationshipwith photospheric flows affect the
formation of CBPs and the stability of associated filaments. We also investigate the notion
that flux emergence originates in the centre of a supergranular cell and migrates towards
the supergranular network on the outskirts of the cell. Two minifilament eruptions are
observed during the CBP observation, implying that the filament only partially erupts, or
fully erupts and the filament channel refills with plasma prior to the second eruption.

5.1 Coronal Bright Points

Coronal bright points (CBPs) consist of low, small scale, coronal loops with enhanced
coronal emission in the EUV and X-ray. These loops trace out the connection between
flux patches of opposite polarity in the solar photosphere. They are found all over the
solar disc in active regions, coronal holes, and quiet Sun. The CBP discussed here is found
in a coronal hole. CBPs are linked to transient phenomena such as jets, mass ejections
and ‘minifilament’ production (Sterling et al. 2015, 2016). In X-rays they are seen to have a
diameter of 20′′ to 30′′ (15 Mm to 22 Mm) with a bright core of 5′′ to 10′′ (4 Mm to 7 Mm)
(Madjarska 2019); in Extreme Ultraviolet (EUV), Zhang et al. (2001) report an average
size of 14′′ × 14′′ (10 Mm×10 Mm). Recently, using the Extreme Ultraviolet Imager (EUI;
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5.2 Supergranules

Rochus et al. 2020) aboard Solar Orbiter (SolO; Müller et al. 2020), Berghmans et al. (2021)
observed small scale coronal brightenings dubbed ‘solar campfires’. These campfires are
thought to be fine scale heating events in the solar corona. Panesar et al. (2021) suggests
that some of these solar campfires may be CBPs. This would suggest that some CBPs could
be as small as 1′′ × 1′′ (725 km×725 km).

Considering their plasma properties, it can be surmised that they are essentially down-
scaled active regions (ARs). The loops which make up CBPs range from temperatures of
1.2 to even as high as 3.4 MK. Their electron densities also vary from 109 cm−3 at trans-
ition region temperatures to 108 cm−3 at coronal temperatures (Madjarska 2019). A study
of ARs by Del Zanna &Mason (2003) using the Transition Region and Coronal Explorer
(TRACE; Handy et al. 1999); and the Coronal Diagnostic Spectrometer (CDS; Harrison et al.
1995) onboard the Solar and Heliospheric Observatory (SOHO; Domingo et al. 1995) found
temperatures of 0.7 to 1.1 MK and electron densities of 108 cm−3 to 109 cm−3 in loops in
an AR which are of a similar order of magnitude to CBPs.

CBPs have a large range of lifetimes, however, their mean lifetime was found to be 8
hours by a statistical study of Skylab X-ray CBPs by Golub et al. (1974). Considering the
mean solar rotation rate of 27.27 days (Stenflo 1990) this allows a unique opportunity to
investigate the properties of CBPs over their entire lifetime without rotating out of view.
Their occurrence appears to be anti-correlated with the solar cycle, with more appearing
during solar minimum than solar maximum (Davis et al. 1977). A study by Nakakubo &
Hara (2000) with the Soft X-ray Telescope (SXT; Tsuneta et al. 1991) aboard the Yohkoh
(Ogawara et al. 1991) spacecraft suggest that this increase near solar minimum is due to
a decrease in background intensity, which allows for fainter CBPs to be detected. The
follow-up study (Hara & Nakakubo-Morimoto 2003) showed that this anti-correlation
between CBP number and sunspot number was clearly evident in dark areas (such as
coronal holes); but in bright areas they are correlated with sunspot number.

5.2 Supergranules

Solar granules are small convective cells on the order of 1.4′′ (1 Mm) in size and pave
the solar surface (Nordlund et al. 2009). They convect heat from the solar interior and
deposit it in the photosphere and higher. These granules form larger structures named
supergranules, whose global behaviour is similar to that of the local behaviours of granules.
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5.3 Observations and Preprocessing

Figure 5.1: left: Supergranules outlined by their flow vectors and box outlining the smaller
considered region. right: The smaller region to be considered in analyses (arrows here are
red for better contrast). The flow field here is averaged over one hour and the time of the
background images are the middle of this hour.

The discovery of supergranules by Hart (1956) led to the first measurement of the 15-
minute oscillations on the Sun which gave rise to the birth of the field of helioseismology.
Supergranules have horizontal scales of roughly 25′′ to 70′′ (20 Mm to 50 Mm) and if
we assume that granules are simply advected by the plasma flow inside their parent
supergranules, their horizontal internal motions can be tracked using methods such
as Local Correlation Tracking (LCT; November & Simon 1988; Rincon & Rieutord 2018).
Here we use Fourier Local Correlation Tracking (FLCT; see section 5.4) . Flows within
supergranules are observed to appear at their centre and flow outwards towards the
boundary with other supergranules (e.g. Muglach 2021). This sort of motion is consistent
with the classic view of convective heating. With the appropriate scaling of the flow vectors,
the supergranular network can be outlined by simply plotting their flow vectors (see left
of Fig. 5.1 as an example).

5.3 Observations and Preprocessing

The data used in this study come from the 193 Å and 304 Å filters from the Atmospheric
Imaging Assembly (AIA; Lemen et al. 2012), and the Helioseismic Imager (HMI; Scherrer
et al. 2012) instruments onboard the Solar Dynamics Observatory (SDO; Pesnell et al.
2012).
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5.3 Observations and Preprocessing

Figure 5.2: Location of the Coronal Bright Point in 193 Å and 304 Å. The filament is not easily
seen in these channels.

The HMI and AIA data were downloaded from the Virtual Solar Observatory (VSO) repos-
itory via the SolarSoftware (SSW) IDL routines vso_search and vso_get. Additionally,
the data was taken to level 1.5 using aia_prep. Next the effects of solar rotation were
removed by ‘rotating’ the images to a common time through the use of IDL mapping
software. The FOV was then reduced to encapsulate only the CBP 1.

5.3.1 Timeline

On the 25th September 2017 at approximately 00:05 UTC a flux emergence was observed
in a coronal hole in the north of the Sun (see Fig. 5.2 for the location of this coronal hole).
This flux emergence soon created a CBP, with the event peaking at approximately 10:00,
and ended on the 27th September 2017 at approximately 12:45. The timeline of this event

1This data was prepared by Drs. K. Muglach and A. Leisner. The processed datacubes were provided to A. W.
Peat for analysis.
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can be seen in figure 5.3; on the bottom panel, the dash-dot lines represent midnight,
and the dashed line corresponds to the time at which the top panels were taken. A brief
summary of this timeline is as follows; on 2017-09-24, at 23:55, the flux emergence begins.
On 2017-09-25, at 00:05, bright loops begin to form in the EUV channels - 193 Å and 304 Å.
At 01:25 a dark core becomes visible in 304 Å. At 01:40, the emerged magnetic patches are
fully formed. At 04:40 the dark core seen in 304 Å is no longer visible, possibly obscured
by the overlying brighter material. At 09:50, the peak intensity of the event is reached in
both the 193 Å and 304 Å filters. At 16:50, the two emerged fluxes are at their maximum
distance from one another. At 17:00 the negative patches begin to fracture and cancel out
with solitary positive patches. At 21:10, the emission in 304 Å and 193 Å begins to greatly
reduce. By 22:40, the negative flux patch has fragmented into many smaller patches. The
CBP then gradually decays, ending on 2017-09-27 at 12:45.

In order to use Fourier Local Correlation Tracking (FLCT; see section 5.4) on the HMI
intensity observations, solar p-modeoscillations (Deubner 1975)must be removed from the
data otherwise FLCTmay interpret these oscillations asmovement across the solar surface.
To remove these p-mode oscillations, the HMI intensity images were first converted into a
datacube, introducing a third dimension, time. The Fourier transform of this datacube
was then taken. These frequencies recovered by the Fourier transform were converted
to velocities by including the spatial scale of the images. Oscillations of less than some
threshold velocity were removed before Fourier transforming back into a time series. For
this threshold velocity, integer values in the range 0 to 5 km s−1 were tested. A value of
3km s−1 was determined to be the ideal value. Velocities of 4 and 5 km s−1 did not show
any appreciable change in the time series when compared with that of 3 km s−1.

5.4 Fourier Local Correlation Tracking

Fourier Local Correlation Tracking (FLCT; Welsch et al. 2004; Fisher & Welsch 2008) was
employed to track the motions of the HMI intensity images. Here, FLCT is implemented
through pyflct version 0.2.2 by the SunPy Project (Barnes et al. 2020). FLCT takes five
mandatory inputs; the two images, their temporal difference, their spatial resolution, and
sigma. Sigma is the standard deviation of the Gaussian which the images are multiplied
by later in the algorithm. This is required to calculate the local correlation. If this number
is too small, it may not encapsulate the movement of the feature; if it is too large, it may
smooth out the smaller velocities. It is imperative to find sigma such that you are able to
track the largest expected velocities, but not smooth out the smaller scale movements.
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5.4 Fourier Local Correlation Tracking

Figure 5.3: Top left: HMI magnetogram of the flux emergence; Top middle: AIA 193 Å view of
coronal bright point; Top right: AIA 304 Å view of flux emergence. Bottom: Timeline of the
CBP and flux emergence. The dotted line represents the time at which the top panels were
taken. The dash-dot lines represent midnight.
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Both images are multiplied by this Gaussian centred on the currently considered pixel.
This is done on a pixel by pixel basis and is not a convolution over the whole image, each
pixel is considered separately. Areas where the Gaussian-multiplied image goes below
some threshold (0.01 by default) are discarded from the calculation for that pixel in order
to expedite the method. A custom threshold value may be set to skip calculations of pixels
below the threshold, further expediting the algorithm. The two considered succesive
frames are then cross correlated and the cross correlation results are cubic interpolated
to find the maximum of the cross correlation to sub pixel precision. Then, in combination
with the temporal difference, the velocities can be determined. This is then repeated for
every pixel. Increasing sigma results in an increase in computation time, therefore it
is important to find a compromise which reduces computation time while producing a
meaningful result. Integer values in the range 5 to 20 were tested as values of σ on the
entire data set. It was found that σ ≈ 10 or higher produced similar results, and so a value
of 12 was chosen. This cautiously overestimates the maximum expected distance for a
feature tomove in order to ensure the validity of the results. The resulting flows recovered
by FLCT were then averaged over 1 hour of observations to remove any erroneous vectors.
Each of these new flows were separated by 30 minutes to give some overlap into the
previous one hour window and to give a better representation of the flow.

5.5 Results and Discussion

With the flow fields from FLCT, the boundaries of the supergranules were easily revealed
(see left of Fig. 5.1). However, here we focus on a smaller region (right of Fig. 5.1, and
Fig. 5.2) in the spatial ranges x ∈ [−10, 60] and y ∈ [295, 355] arcseconds respectively. As
based on HMI magnetograms, this is where the bright point is anchored. Additionally,
the relationship between the motions derived from HMI intensity images and magnetic
patches in the co-temporal magnetograms could be investigated. A magnetic patch is
defined as any group of contiguous (at most 2-connected) pixels with a magnetic flux
magnitude of 30 G or more (see figure 5.4 for a visual representation of connectivity). It
is also possible for a single pixel to be in a patch by itself. The velocity vectors of all the
co-spatial intensity andmagnetic patch pixels were summed tomake a total velocity vector
for the patches. It is assumed that all pixels within the same magnetic patch are globally
co-moving.

From figure 5.5, it is evident that the magnetic patches move according to the velocity
vectors found by FLCT from the HMI intensity images. It can then be concluded that
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Figure 5.4: Connectivity. The consideredpixel here is in grey. Thepurple pixels are considered
1-connected, and the green are considered 2-connected. This connectivity is named such
as it states how many orthogonal lateral hops are required to reach that pixel from the
considered pixel.

Figure 5.5:Movement of magnetic patches. 2-connected patches, above a magnetic flux
magnitude of 30G, are outlined in cyan with their mean vectors drawn in red. These
magnetic flux images have been set to saturate at ±50 G. The length of the arrows here are
not to scale and are exaggerated for clarity.
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movements in the photosphere influence the migration of magnetic patches. This will
then affect the life and evolution of any solar filament located here. Roudier et al. (2018)
and Wollmann et al. (2020) showed that horizontal flows in the photosphere can lead
to filament eruptions. Therefore, following that work, we can say that these filament
eruptions might occur for the same reason. However, we wish additionally propose as the
flux emergence continues and begins to disappear, this leads to the reconfiguration of the
polarity inversion line resulting in minifilament eruptions. The smaller patches that seem
to appear and disappear between frames are areas that simply just rise above or fall below
the magnetic threshold. Their transient nature gives little credence to the flow vectors
attached to them. These flow vectors do indeed show the flow of the HMI magnetograph
images, but do not necessarily show where these small transient patches will move to.

Additionally, the flux emergence seems to appear at the boundary of two supergranules.
The positive patch mostly remains at the boundary where it formed, but the negative
patch is pulled up by flows of the interior of the cell where it remains from approximately
06:20 to 16:50 on 2017-09-25. It then continues to coast along the boundary of two cells
where it is slowly torn apart and cancelled by other positive patches on the Sun, having
mostly disappeared by 17:20 on 2017-09-26.

With flux emergence like this inevitably comes a polarity inversion line where a filament
may form. Two minifilament eruptions were observed over the length of the observation
suggesting the formation of at least one filament channel which either refilled and erupted
a second time, or partially erupted and then partially or fully erupted later. The two
minifilament eruptions occur on 2017-09-26 at 10:10 and 16:15 UTC. These eruptions are
accompanied by small brightenings seen in 193 Å and 304 Å in Figs 5.3 and 5.6.

For the first eruption, seen at 10:10 UTC, the mechanism leading to the partial eruption
appears to be a reconfiguration of the field as the negative polarity to the North-West of
the image combines with a smaller patch. This affects the polarity inversion line which
in turn affects the stability of the filament leading to a partial eruption. There is also a
second eruption approximately 4 hours later at 16:15 UTC. Contrary to the first eruption,
this filament eruption is caused by flux cancellation removing the polarity inversion line
entirely. The field lines are believed to have been tangled in a complex manner which,
upon reconnection, caused the filament channel to erupt. Figs. 5.3 and 5.7 shows the
stages of the eruptions. Admittedly, both eruptions are hard to see in still images, and are
much clearer in movies of the event. With these results we can better understand how
the photospheric magnetic flux determines the evolution of the filaments and CBPs.
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Figure 5.6: The first minifilament eruption. Top: 10 minutes prior to the eruption. The
magenta line shows the approximate location of the polarity inversion line.Middle: During
the eruption. The arrows indicate the erupting material. Bottom: 10 minutes post the
eruption. The arrows indicate the brightenings in the magnetic footpoints from heated
material now emitting in the coronal AIA filters.
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Figure 5.7: The second minifilament eruption. Top: 10 minutes prior to the eruption. The
magenta line shows the approximate location of the polarity inversion line.Middle: During
the eruption. The arrows indicate the erupting material. Bottom: 10 minutes post the
eruption. The footpoints are brightened post-eruption, the location of these are indicated
by the arrows and dotted box. The photospheric magnetic footpoints here move towards
each other and begin to perform flux cancellation within the region of the dotted box.
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5.6 Concluding Remarks

It is evident that photospheric flows do indeed influence themigration ofmagnetic patches
across the solar disc. However, here we were able to isolate independentmagnetic patches
and track their global movement from the mean flow vectors of their constituent pixels.
Compared to previous studies such as Roudier et al. (2018) andMuglach (2021), as opposed
to evaluating thebehaviour of thephotospheric flowsona global scale, we are able to assign
flow vectors to individual patches of magnetic flux. This allows us to tie the behaviour of
the minifilaments and the CBPs to the magnetic flux patches as opposed to the movement
of the photosphere. The two minifilament eruptions appear to be caused by two different
mechanisms. The former from a reconfiguration of the magnetic field and therefore PIL,
and the latter due to the annihilation of the PIL through flux cancellation of the patches
that bound the line. Future work could be done on isolated erupting filament structures
such that we can study the effects of migrating patches of magnetic flux pertinent only
to the filament in greater detail without interference from other magnetic structures in
the vicinity. However, given the long lifetime of such isolated/quiescent filaments, it may
prove difficult to find a suitable candidate for such analyses.
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6
Conclusions

Through thisworkwehave explored the use of statistical tools and radiative transfermodel-
ling to attempt to understand prominences. We first introduced the example prominence
used in this work. This was a very active and complex prominence classed, seemingly
misleadingly as a quiescent prominence. As discussed in Chap. 1, the two main categories
of active and quiescent do not mean that the latter is dormant or inactive. It is merely used
to describe their location and predicted longevity. As we saw, this prominence continued
to exist for days after the end of the main observation, eventually appearing in the 171 Å
and 304 Å SECCHI images from STEREO-A, which is expected of prominences of this
category. When the Doppler velocities were corrected for solar rotation by measuring
the line core of the Mg II h&k lines from the one slit containing the solar disc, and using
these as the reference wavelengths, the prominence was found to be mainly dominated
by redshifts. Around 10% to 20% of the line profiles in the prominence were classed as
complex, which are found to be a problem for PROM in Chap. 3. The creation and rationale
behind the coronal filter I employ was also explained. It is designed to try to keep as much
of the prominence material as possible, which is what necessitates the final filtering step.
Sometimes it is difficult to deduce what is coronal and what is chromospheric on a purely
statistical, pixel to pixel basis.

The 1D modelling and inversions discussed in Chap. 3 using PROM are a very powerful
tool to invert prominence atmospheres with. The 1D nature of PROM has its fair share of
pros and cons. The cons are that it cannot simulate many threads along the line of sight
easily, or employ some eccentric velocity fields like RTCY can from Chap. 4. However,
its biggest draw is its speed. Large grids of models can be created over the course of a
few hours. xRMS, and its older sibling rRMS, were presented in this work. Unlike other
algorithms xRMS matches the line profiles point-for-point in wavelength space. It does
not first reduce them to a handful of statistical measurements. Heinzel et al. (2015) had
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done something similar but for the mean of the IRIS Mg II h&k observation considered.
One of themany benefits of xRMS is its speed, it can find the best fittingmodel, from some
predetermined 1D model grid, for each and every pixel at a rate of around 115 models
per minute on a dual socket motherboard with two Intel Xeon E5-2697 v4s. This quoted
number is for a run over a single 32 step raster. Any change in raster size will cause the
run time to change linearly. The additional speed comes from the parallelisation over the
rasters, letting separate CPU threads handle separate rasters. If you have as many threads
as rasters, the wall time will reflect the quoted single raster time.

The obvious step forward with this modelling is to increase the size of the model grid.
However, the run time scales linearly with the number of models, and this may become
unmanageably slow without additional optimisation. One such optimisation could be to
split the spectra and models into groups of similar spectral types, like Panos et al. (2018)
did with IRIS solar flare spectra. With this, each of the groups of data can be matched
only with models also in that group. This would greatly reduces the number of models
matched to each spectra, but requires some preparation of the data beforehand. However,
due to this increase in speed it would be tempting to increase the size of the model grid
yet again. Therefore, continued optimisation of this grid search method would encourage
the creation of larger and larger grids of models. This has already happened once with the
increase from 1007 models to 23940 models between rRMS and xRMS. It would be more
efficient (and precise) to design and implement some kind of Invertible Neural Network
(INN), similar to that of RADYNVERSION by Osborne et al. (2019).

However, an unexplored issuewith thismethod is the degeneracy in solution for 1Dmodels,
which is currently absent in the literature. This does not mean that 1D simulations should
be discarded altogether. They are a good tool to use when starting to learn about radiative
transfer, as they allow you to experiment with the plasma conditions in order to get a
feel for in what way the line profiles are affected by different parameters. However, their
inability to accurately model the complex geometry of reality highlights the need for
higher dimensionality in our models. This should be motivation towards building an
INN with 2D models instead of 1D. Of course, this has its own problems to overcome,
mainly that reality is rarely as well behaved as simulations. We would require some way to
implement transitions in temperature, pressure, and other parameters within the model
itself. There is already a radiative transfer framework available which would allow us to do
this, Lightweaver (Osborne & Milić 2021). It has been used in a recently submitted paper
by Jenkins et al. (2022) doing realistic 2D magnetohydrodynamic (MHD) simulations of
solar filaments and their fine structure. It shows very promising results for the future of
2D prominence and filament modelling.
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Currently in 2D modelling, there is the work of Gouttebroze (2004, 2005, 2006, 2007, 2008);
Gouttebroze & Labrosse (2009); and Labrosse & Rodger (2016), RTCY. Through this, we
investigated the formation of Mg II h&k under different velocity modes. First we looked at
the stationary mode to act as a reference for the non-stationary modes. In the stationary
mode everything formed at rest wavelength as is expected. We then explored howDoppler
velocity affects the line formation regions. Unsurprisingly it was the same as the stationary
case, with everything shifted in the direction of the Doppler velocity. The most interesting
case was the expanding case where the all the plasma in the cylinder was moving radially
away from the axis of rotational symmetry. Here we saw very interesting Carlsson and
Stein plots, where the contribution function displayed the complex way in which the
line profile was formed. With the prominence moving at all radial velocities with some
component towards the line-of-sight, this caused the line profiles to appear ‘round’ in the
spectrographs. This is due to the change in magnitude of the component of the velocity
changing with the cosine of the angle between the line of sight and the velocity vector.
We then moved on to showmultithread simulations. The first simple unaligned stacked
case showed that by the spectra alone it was not possible to discern the multithread
configuration. However, it is possible to see there is some multithread structure by the
integrated intensity over the slit. By introducing line of sight velocities, it is possible to
produce asymmetric line profiles as in Gunár et al. (2008) and Labrosse & Rodger (2016).
To produce more striking asymmetry, like in the previously mentioned studies, larger
velocities were required due to the nature of Mg II h&k emission. When we convolve our
final asymmetric profiles with the spatial and spectral point-spread-functions (PSFs) of
the Interface Region Imaging Spectrograph (IRIS; De Pontieu et al. 2014), a lot of the
interesting structure is destroyed, while still maintaining the asymmetry. Additionally
this shows that the spatial PSF of IRIS could be removing interesting structure that we
cannot recover through deconvolution as it is generally not a reversible process.

An proof-of-concept 2D multithread inversion was presented. A similar type of multi-
thread inversion had been performed by Heinzel et al. (2015), but this was in 1D. With
our generated 2D model, we selected two candidate locations from which our spectra
could be matched – one nearer to the top of the prominence where there would be less
incident radiation, and one closer to the bottom where there would be more. Although
these spectra come from the same model, the incident radiation is different, and this was
the aim behind this decision. Both candidate locations were used to create the multith-
read generated spectra. These matches both fell well under the 15000 RMS threshold of
xRMS and were therefore named as good matches. While this example was successful,
this problem does not scale well computationally. A method to determine the number
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of threads present in some spectra would need to be implemented. This is not a trivial
task to automate or perform manually. It may be well suited for some neural network
architecture, but I am unaware of any suitable types of network. Even if these are found,
using a tool like xRMS to compare the matches would be a slow endeavour. Every model
from RTCY has 201 different positions in z, giving us 201 separate 1D spectra. Additionally,
Heinzel et al. (2014) reported on the importance of partial redistribution (PRD) to the
formation of theMg II h&k resonance lines. RTCY, however, treats all of its resonance lines
in complete redistribution (CRD). Additionally, it has recently by demonstrated by Gunár
et al. (2022) that the solar cycle variability of the incident radiation plays an important role
in the radiative transfer modelling of Mg II h&k. The authors used the mean intensities of
whole disc IRIS rasters as the incident radiation upon the prominence. The difference
in simulated radiation between solar minimum and maximum was found to be up to
26%! This work demonstrates the need to use location-specific incident radiation, as
prominences can form in brighter or darker regions than the whole disc average. The
radiation when and where the prominence exists should be used to accurately represent
the conditions of the prominence. This was briefly explored by Zhang et al. (2019), but the
impact this had on the simulations was not explored. In addition to the incident radiation
from below the prominence, Brown & Labrosse (2018) modelled the influence of coronal
radiation on solar prominences. While this applies mostly to Helium, this too changes
with the solar cycle and should also be explored in more depth. Going forward, if we were
to create some neural network or some other machine learning architecture to be applied
to this problem, we should base it on a 2D code which includes PRD and location-specific
incident intensity to accurately model the Mg II h&k resonance lines.

To conclude this work, we explored the movement of photospheric flows and their effect
on the movement of magnetic flux patches and their associated phenomena. Fourier
Local Correlation Tracking (FLCT; Welsch et al. 2004; Fisher & Welsch 2008) was used to
determine the photospheric flows. Then, working under the assumption that these flows
influence the movement of magnetic flux patches (Muglach 2021) we worked to identify
magnetic flux patches in data from the Helioseismic Imager (HMI; Scherrer et al. 2012)
pertaining to a coronal bright point (CBP) seen by the Atmospheric Imaging Assembly
(AIA; Lemen et al. 2012), where both the former and latter instruments are onboard the
Solar Dynamics Observatory (SDO; Pesnell et al. 2012). These patches were identified
through the use of a threshold and a connectivity filter. Any group of 2-connected pixels
of flux magnitude greater than 30 G were identified as patches. From this, we were able to
calculate the predicted bulk motion of the magnetic patches by finding the mean of all of
the velocity vectors contained in the patch. From this we were able to reasonably predict
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the movement of these patches. The movement of these patches were seen to influence
the stability of the minifilament at the polarity inversion line of the flux emergence. This
minifilament was seen to erupt twice as flux patches began to undergo flux cancellation in
the photosphere. The evolution of the photospheric magnetic field is very important to the
stability of prominences. Further study should be undertaken to study theway inwhich the
‘magnetic hammock’ in which prominences are supported evolves and becomes unstable.
Spectropolarimetric observations of solar prominences would be a good place to begin, as
the isolated nature of a prominence gives us a unique view of how this plasma is supported.
Of course, we cannot exploit photospheric flows in this observing configuration, but this
can be worked towards. Outside of prominences, Potts et al. (2007) used local correlation
tracking to track flows of magnetic patches in a similar manner to here to show that there
exists small scale energy releases driven by these flows on the quiet Sun. They did this by
correlating flux cancellation with soft X-ray emission seen with the Soft X-ray Telescope
(SXT; Tsuneta et al. 1991) onboard Yohkoh (Ogawara et al. 1991). The authors go on to say
that they wish to verify their findings using the X-ray Telescope (XRT; Golub et al. 2007)
onboard Hinode (Kosugi et al. 2007). However, a follow up study is still to be conducted.

Looking further ahead, there are many exciting new opportunities for solar prominence
observations in the future. With the launch of Solar Orbiter (SolO; Müller et al. 2020) we
have access to a suite of new instruments performing ‘up close’ observations of the Sun
with a perihelion 60 R⊙. This suite includes the Extreme Ultraviolet Imager (EUI; Rochus
et al. 2020) with access to the first space first Ly α imager since the Transition Region And
Coronal Explorer (TRACE; Handy et al. 1999) returned its last science image in 2010. Addi-
tionally, the new Spectral Imaging of the Coronal Environment (SPICE; SPICE Consortium
et al. 2020) instrument onboard SolO will afford us new spectroscopic observations of Ly β
and Ly γ. We have not had spatially resolved spectroscopic observations of the Lyman
lines since the Solar Ultraviolet Measurements of Emitted Radiation (SUMER; Wilhelm
et al. 1995) instrument on board the Solar and Heliospheric Observatory (SOHO; Domingo
et al. 1995) went into permanent hibernation in the mid to late 2010s. Coordinated obser-
vations between SPICE, EUI, and IRIS would be very exciting. SPICE would allow us to
resolve finer structure than is possible with IRIS and in the aforementioned Lyman lines.
These many sets of lines could be used to better constrain and model solar prominences.
Additionally, a new spectropolarimeter is now installed on the Télescope Heliographique
pour l’Etude du Magnétisme et des Instabilités Solaires (Heliographic Telescope for the
Study of Solar Magnetism and Instabilities; THEMIS; Mein & Rayrole 1985) measuring the
polarisation of the He D3 line, which can give us more insight into the magnetic structure
of solar prominences. An ideal observation would be a coordination between all of these
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instruments – there would be a treasure trove of coaligned data to explore.

The work presented in this thesis intends to demonstrate the power of the marriage
between observation andmodelling. We attempt to highlight the importance of comparing
the line profiles from data to the line profiles generated by models point-for-point. The
truth of the observation lies in the line profiles. Reducing them to a handful of statistics
abstracts away the structure and information inherent in the spectra. We should not
sacrifice information for speed. We also wished to show the power of modelling unique
situations that give us further insight into the spectra that we see. The current state of
prominence modelling is very exciting as we seem to be entering a new era of radiative
transfer codes and inversion techniques. From this we will be able to understand more
about the way in which our local star operates, and how we may apply this understanding
to the wider field of stellar physics. I am excited by the opportunities afforded by the
future of this field.
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