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Abstract

Reducing the noise in gravitational wave (GW) detectors is of upmost impor-

tance for improving their sensitivity, which enables them to detect smaller GWs.

There are many sources of noise in GW detectors, but the dominating source

at their most sensitive frequency is the thermal noise of the coatings of their

mirrors. While the relationship between the optical properties of the coatings

and their manufacturing process is reasonably well understood, the link between

these two things and their structure is not. Fully understanding their structure

will improve the search for new coatings with lower noise contributions.

In order to study the coatings, scanning transmission electron microscopy

was used, specifically dark-field imaging and electron energy-loss spectroscopy

(EELS). Two different techniques were used, one on each of the two coating types

(tantala and silica, which have a low and high refractive index, respectively).

The first technique was performing spatially resolved quantification using

high angle annular dark field imaging and DualEELS (a form of electron energy

loss spectroscopy (EELS) that takes two spectra in quick succession from the

high- and low-loss region). It has been established for some time that there are

small spherical voids, or bubbles, in the coatings and it has been hypothesised

that they are contributing to laser damage in the coatings. It was also known

that there was argon in the coatings, which is left over from the ion-beam

assisted deposition process used in preparing the coatings. Semi-empirical

standards were created for the quantification using argon data from the EELS
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Atlas and experimental data scaled using a Hartree Slater cross-section. The

densities and pressures of the bubbles were then calculated. It was found that

the argon coalesced into bubbles post-annealing in all samples, and that greater

annealing temperatures caused the bubbles to coarsen. The bubbles’ interior

pressures decreased with diameter. The technique was also applied to xenon

and krypton bubbles in Zircaloy-4. While these are not GW mirror coatings,

they corroborate the findings in the GW samples and show the wide-ranging

applicability of the technique.

The second technique was investigating the extended electron energy-loss

fine structure (EXELFS) of silica, to see if there are visible differences in

the EXELFS of samples made using different techniques. While EXELFS

has been around for many years, it is used much less commonly than its X-

ray absorption spectroscopy counterpart, EXAFS. This is because, depsite

EXELFS’ many advantages over EXAFS, the signal to noise ratio in EXELFS

has traditionally been much lower than in EXAFS. This chapter investigated

whether recent advances in EELS data acquisition meant it would a viable

analysis technique. It was determined that EXELFS could be used, and that

different silica samples did show subtle differences in their EXELFS.

The two techniques used and developed in this thesis have applications far

beyond GW mirror coatings and will be of use to anyone wishing to perform

characterisation and quantification of thin films using EELS.



"...only as you gasp your dying breath shall

you understand, your life amounted to no

more than one drop in a limitless ocean!"

Yet what is any ocean but a multitude of

drops?

— David Mitchell, Cloud Atlas.
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Thesis Overview

The goal of this thesis is twofold:

1. To provide insight into the atomic structure of gravitational wave detector

mirror coatings, with a view to helping reduce the noise that they

contribute, which will make the detectors more sensitive.

2. To improve the electron energy loss spectroscopy (EELS) characterisation

and quantification techniques used for analysing the coatings.

Chapter 1 contains a brief history of gravitational waves and their detection,

as well as the underlying theory. The design of gravitational wave detectors is

discussed, with a particular focus on the detectors’ mirrors and their coatings.

Chapter 2 provides a similar function as the previous chapter, this time on

electron microscopy, with a particular focus on scanning transmission electron

microscopy. It discusses the structure of the electron microscope used for

almost all of the data collection in this thesis

Chapter 3 is the last background chapter and focusses on EELS. It goes over

the different areas of an EELS spectrum; DualEELS; absolute quantification;

and the steps of processing EELS data. It also discusses extended x-ray

absorption fine structure (EXAFS) and its similarities to extended energy

loss fine structure (EXELFS), and how the same techniques used for EXAFS

analysis can be used for EXELFS.

1
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Chapter 4 is the first results chapter and uses a combination of DualEELS

and high angle annular dark field (HAADF) iamging to perform absolute spatial

quantification on a variety of samples to examine their noble gas content.

Chapter 5 is the second results chapter. It investigates whether EXELFS

is a viable analysis technique following recent advancements in the signal to

noise ratio of EELS; and if there are visible differences in the EXELFS of silica

samples deposited in different environments.

Chapter 6 is the conclusion, and summarises the whole thesis, before

discussing potential further work. It finishes with some final thoughts on the

results of the two experimental chapters.



A Note About the Impact of the

Pandemic

The work in section 4.4 would perhaps, in a pre-pandemic era, not make

up such a large portion of this chapter, as the film material is Zircaloy-4 –

used for the cladding of nuclear reactors, not GW detector mirror coatings.

However, even before the pandemic, there was no access to the microscope from

September 2019 due to a fault with the spectrometer. Subsequent delays caused

by the pandemic meant that it was unavailable until late 2020. There were

also considerable periods of downtime in 2021, exacerbated by the pandemic.

This combination of factors meant that old data containing the same type of

gas-filled voids were analysed. While they do not shed light themselves on

potential improvements and noise sources in the coatings, they corrobate the

findings in the GW samples; help to identify what would happen in similar

fabrication methods; and provide more general insight on thin film properties.

3



1
Gravitational Waves

1.1 History of Gravitational Wave Detection

Gravitational waves (GW) were first directly detected in 2015 by the LIGO

and Virgo scientific collaboration [6], just under a century after they were first

predicted by Einstein in his ‘General Theory of Relativity’ [7]. As the name

suggests, GW are waves, or ripples, in space-time. They travel at the speed of

light and are caused by the acceleration of a non-spherically-symmetric mass

distribution. They remained unobserved for such a long time partially because

of how weak they are when compared with the interactions of other forces.

Only very large masses, such as black holes (BH) merging and supernovae,

give off GW large enough that they can be detected by current detectors.

GW exert strain on space – changing the length of the objects that they

pass through. The strain is on the order of 10−23Hz− 1
2 [8], which translates

4
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to changing the 4 km arm of LIGO by 1 am (10−18 m). Today, one of the

main goals of the GW community is to make detectors even more sensitive,

so that smaller GW can be identified.

The reason GW are so important is that they can give us information

about our universe and its origins that is not available by other means. The

early universe, for example, was opaque to electromagnetic radiation [9], so

GW provide a way to investigate this period. BH mergers also cannot be

observed using traditional telescopes.

The first indirect proof for GW was published by Hulse, Taylor and Weisberg

[10, 11]. In 1975, Hulse and Taylor detected a binary pulsar system and following

work in 1982 by Taylor and Weisberg showed that the decay of the pulsar’s orbit

was consistent with the energy that would be lost by GW emission. The first

proposal of a GW detector came before this indirect proof and was designed by

Weber – a collection of aluminium cylinders designed such that their resonant

frequencies would be excited by passing GW [12]. Weber claimed to have

detected GW on several occasions [13, 14, 15] but his results could never be

duplicated. Gertsenshtein put forward interferometers [16] and they remain

the detectors of choice for GW observation, with advancements being made

throughout the rest of the twentieth century [17, 18, 19, 20]. Long-baseline

interferometers were built by the early 2000s in multiple places around the

world; GEO600 in Germany [21], LIGO in the United States [19], TAMA in

Japan (now superceeded by KAGRA [22]) and Virgo in Italy [23]. By 2011 all

these facilities had joined together to work collaboratively. LIGO was taken

offline in 2010 so it could be upgraded to Advanced LIGO (aLIGO), which

made it able to detect signals 10 times smaller than its predecessors [24]. It

came back online in 2015 and made the first direct detection of GW on the

second day of its initial operating run [25]. In total, 90 GW events have now
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been catalogued with many more possible events also recorded [26]. Further

updates to aLIGO are planned so that smaller GW can be detected.

1.2 Describing Gravitational Waves

The space-time interval (ds) is one of the most important concepts in GW

detection. The difference between two points in a co-ordinate system (t, x, y, z)

can be described as;

ds2 = −c2dt2 + dx2 + dy2 + dz2. (1.1)

Equation (1.1) can be generalised to;

ds2 = gαβdx
αdxβ, (1.2)

where gαβ is the metric tensor and is symmetric in any coordinate system. It

describes the local curvature of spacetime and α and β can be (0, 1, 2, 3),

representing (t, x, y, z). The metric tensor is a combination of the Minkowski

tensor (η), which represents flat space-time and another term (h) that accounts

for small changes in curvature;

gαβ = ηαβ + hαβ. (1.3)

This tensor can be chosen such that Einstein’s field equations take the form

of a wave equation;

(∇2 − 1
c2

δ2

δx2 ) = hαβ. (1.4)
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Figure 1.1: As the GW passes through the ring of test masses, it increases the
distance between them in one plane while decreasing it in the orthogonal one,
demonstrating the quadropolar nature of gravitational radiation.

In this case, we take hαβ to be a pertubation in length, describing a GW

moving along the z-axis of a system;

hαβ =



0 0 0 0

0 hxx hxy 0

0 hyx hyy 0

0 0 0 0


, (1.5)

where;

hxx = −hyy,

hxy = hyx.

This results in two polarisations of the GW (at a 45◦ angle to one another),

known as the cross (×) and plus (+) polarisations. The effect they have on a

ring of test masses, is illustrated in fig. 1.1. The strain from the change in the

distance between two particles on opposite sides of the ring is therefore;

h = 2δL
L
. (1.6)
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It is this strain1 that is measured by GW detectors. Instead of one ring

of test masses there are two; one at each end of the interferometer arms.

The strain is calculated from the phase difference of the lasers between the

two interferometer arms.

1.3 Gravitational Wave Sources

Although GW are produced by any masses accelerating asymmetrically, astro-

nomical sources of them are generally sorted into three categories; transient

sources, continuous sources and the stochastic background.

1.3.1 Transient Sources

Transient sources are sometimes also called burst sources and come from big

astronomical events, such as supernovae and compact binary mergers. Compact

binary coalescences (CBC) are the best understood of all GW sources, and it

is therefore easier to isolate smaller GW from them than is possible from other

sources. This is because their waveforms can be calculated with good precision,

meaning specific analysis techniques can be used, rather than more general

techniques needed for other sources. This results in greater sensitivity [27].

Compact binary systems are made up of two massive objects such as BH

and neutron stars. There are three stages to a CBC, the inspiral, merger

and ringdown. The inspiral is the decay of the orbital radius of the system,

the merger when they coalesce and the ringdown is the system settling to

a stationary state [28].

As the two masses grow closer together the frequency of the GW they give

out increases. The signal given out is known as a chirp and gives rise to a strain;
1Note this is not the same h as in previous equations, their most common symbols just

happen to be the same.



1. Gravitational Waves 9

h = 10−23mtot

2
3µ

(
f

100 Hz

) 2
3
(

100 Mpc
r

)
, (1.7)

where mtot is the combined mass of the two objects, µ is the reduced mass of

the system, f is the frequency and r is the distance from the earth.

Type II supernovae are another burst source; they can occur when massive

stars reach the end of their lifespan. The stars can no longer sustain sufficient

nuclear fusion in their cores to counteract their gravity and they collapse in on

themselves. Exactly how the core collapses depends on the mass of the star

and its composition [29]. No GW have been observed from a supernova as

of yet; calculations suggest with current detector sensitivity it would only be

possible to detect GW from a supernova within the Milky Way and Magellanic

Clouds, which happen very infrequently [30, 31, 32, 33]. Additionally, the

collapse must be asymmetric for a GW to be produced, so the star must still

have angular momentum [34]. It is expected that the strain given out would

be on the order of 10−21 at a distance of 10 kpc [35].
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1.3.2 Continuous Sources

The first indirect proof of GW was a continous source – the pulsar PSR

B1913+16 (see section 1.1). Pulsars are neutron stars with a very high rotational

frequency that emit beams of radio waves from their magnetic poles. This

results in them giving off a lighthouse-like signal. They and all other types

of neutron stars are formed post-supernovae.

The asymmetric component necessary for GW production occurs in pulsars

with magnetic poles not aligned to their rotation [36]. The strain for a typical

neutron star would be;

h ≈ 6× 10−25
(

frot
500Hz

)2(1kpc
r

)(
ε

10−6

)
, (1.8)

where frot is the rotation frequency, r is the distance to Earth and ε is the

pulsar’s equatorial ellipticity [37].

The other type of continous source is low-mass X-ray binary systems, which

also include neutron stars. The neutron star accretes mass from its companion;

the source of the necessary assymetry and also the eponymous X-rays. They

are currently undetectable, for two reasons: the expected strain is much lower

than from other sources and it is in a strain range where ground based detectors

have much lower sensitivity (see section 1.5.2.5). The strain;

h ≈ 8.5× 10−27
(

r

10kpc

)−1(
frot

500Hz

)− 1
2
(

Ṁ

10−8M�yr−1

) 1
2

, (1.9)

where r is the distance from Earth, frot is the rotation frequency, M� is the

mass of the sun, and Ṁ is the accretion rate [38].
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Stochastic Background

The stochastic background is analagous to the cosmic microwave background.

It is made up of a large number of random and unresolved sources and contains

information about the very early universe [25]. The strain is predicted to be;

h = 4× 10−22ΩGW
1
2

(
100Hz
f

) 3
3

Hz− 1
2 , (1.10)

where ΩGW is the energy density required for a closed universe. Finding the

stochastic background is one of the main goals of GW detection as it would

shed light on the structure of the early universe. There are plans for a space

based detector, Laser Interferometer Space Antenna (LISA), that is expected

to launch in the 2030s [39]. One of its aims is to search for the stochastic

background between 0.1 and 100 mHz [40], and it is guaranteed to detect

the portion of the stochastic background caused by the galactic population

of compact white dwarf binaries [41]. There are also suggested earth-based

detectors searching for GW between 0.3 and 3 Hz, which will fill the frequency

gap between LISA and the LIGO-Virgo detectors [42]. There are also proposals

for a Japanese space-based detector, DECi-hertz Interferometer Gravitational

wave Observatory (DECIGO), to search between 0.1 and 10 Hz [43].
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1.4 Gravitational Wave Detectors

1.4.1 Interferometer design

As stated (see section 1.1), interferometers are the detector of choice for GW

astronomy. They are essentially Michelson interferometers, made up of two

perpendicular arms. The laser beam is split into two using a beam-splitter

and one goes down each beam. The separate beams are reflected back at the

mirrors and then recombined and collected by a photodetector (see fig. 1.2).

The GW change the length of the interferometer arms, which changes the phase

of the reflected light and therefore the interference pattern.

Figure 1.2: Diagram of a simple interferometer. There is a single laser with its
beam split by the beam splitter. The two beams are reflected back by the mirrors at
the end of the arms and then recombined, with the interference pattern measured by
the photodetector.
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1.4.2 Noise Sources

Due to their high sensitivity interferometers are also very susceptible to noise.

In order to increase the sensitivity of the detector you either need to be able

to eliminate these sources or accurately quantify them.

Seismic noise

As all current detectors are placed on the Earth’s surface, they are subject

to terrestrial vibrations. This is known as seismic noise and is the biggest

noise source in the detector. It can range from earthquakes to trucks driving

past the facility, and even down to birds pecking at ice built up on the pipes

outside [44]. This noise is accounted for by complex damping systems, which

fall into two categories; passive and active.

Active damping systems respond to local vibrations and neutralise them.

They sit atop the passive systems, which attempt to isolate the systems from

any noise sources by keeping them as still as possible. The suspension of the

test masses from several2 vertically connected pendula is part of this noise

cancelling system. See section 1.5 for more information on mirror systems.

2LIGO has four pendulum stages, whereas Virgo has seven.
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Thermal noise

Thermal noise is the second biggest noise contributor and is, therefore, one

of the biggest limits on sensitivity. This is because thermal noise occurs in

the frequency band in which the interferometer is most sensitive. There are

two types of thermal noise; Brownian and thermoelastic. They both occur in

the mirror coatings of the test masses [45]. Thermal noise also occurs in the

suspension fibres and is a significant noise source at low frequencies [46].

Brownian noise is due to the random thermal motion of atoms and ther-

moelastic noise is due to the random statistical fluctuations in temperature.

Brownian noise is difficult to measure directly but relates to a much easier to

measure property called mechanical loss, which is caused by internal friction of

the material. The lower the mechanical loss of the material is, the lower the

Brownian noise contribution will be. As such, a significant amount of research

goes into developing coating materials with very low internal friction [47].

Thermal noise will be discussed further in section 1.5.2

Quantum noise

Sometimes also called photon noise, quantum noise occurs due to the quantum

nature of light. There are statistical fluctuations in the pressure exerted by

the photons on the mirrors and in the number of detected photons at the

detector [48], the latter being known as shot noise.

Quantum noise can mitigated in two main ways; alternating the set up of

the detector and using a technique called squeezing [49].
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Gravitational gradient noise

Gravitational gradient noise arises due to fluctuations in the local gravitational

field, which can be caused by all manner of things; for example an aeroplane

flying overhead that exerts some gravitational pull on the test mass. Its biggest

source is actually seismic noise – seismic waves are pressure waves, causing

density fluctuations in the Earth’s crust. As the density of the Earth’s crust

below the detector changes, so does the gravitational force it exerts on the test

mass. This form of the noise is possible to isolate, as described above, but

it can persist through the gravitational coupling between the local surface of

the Earth and the test mass. Other forms of gravitational gradient noise are

not currently possible to isolate, but it can be minimised by carefully choosing

detector location. KAGRA was placed underground, in an old mine, for this

reason [22]. Placing a detector in space, as is planned with the LISA telescope

[50], would eliminate this noise source.
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1.4.3 LIGO

LIGO is made up of two interferometers: one in Hanford, Washington and the

other in Livingston, Lousiana. They both have arms of 4 km, which is so long

that the curvature of the Earth had to be accounted for during construction.

Despite this, their length is not sufficiently long to detect GW. To overcome

this, LIGO makes use of Fabry-Perot cavities. These are mirrors near the

beam-splitter that reflect the beam back and forth approximately 280 times,

so the actual distance travelled is over 1000 km.

The initial power of the laser is also too low, and alongside the Fabry-Perot

cavities, more mirrors are used to increase the laser’s power from 40 W up to

750 kW. These mirrors are known as power-recycling mirrors and they are one

way mirrors that allow the light that has been transmitted back out through

the beam splitter to be recycled. Signal recycling mirrors operate in a similar

way once the beam is en-route to the photodetector [51].

The two LIGO locations were chosen to be isolated as possible from seismic

noise sources, such as motorways and towns – much like traditional observatories

are normally placed in areas with little light pollution. The two detectors are

also on opposite sides of the United States, meaning that the seismic noise

each detects will be independent of the other’s. As the speed of GW and the

separation of the detectors are known, the time difference of a GW passing

through the two detectors is calculable. This difference can contain information

about where the GW originated.
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Figure 1.3: Simplified diagram of LIGO’s additional mirrors, which increase both
the laser’s power and its sensitivity. The vast majority of the reflected beam passes
back through the beam splitter to the power recycling mirror and is then ‘recycled’
back into the interferometer proper. There are actually multiple power recycling
mirrors but for ease only one is shown. The Fabry-Perot cavities increase the
effective length of the interferometer arms and build up the laser light within the
interferometer, both of which increase LIGO’s sensitivity. The signal recycling mirror
boosts the signal received by the photodetector.

1.5 Mirrors and their Coatings

The LIGO mirrors are often refered to as test masses. They are made of

silica, weigh approximately 40 kg and are hung at the bottom of a complicated

suspension system. A simplified diagram of the mirror suspension system can

be seen in fig. 1.4, showing the wires and multi-stage pendulum, although

the scaffolding that envelops the system is not included in the diagram. The

suspension system is a key component in reducing the seismic noise in the

detector section 1.4.2. The mirrors’ design means that they only absorb one

in three million photons, to minimise the heating of the mirrors, which warps

their shape and negatively affects the data quality by introducing thermal
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noise. There are also other systems in place that counteract the heating

effect of the beam.

In order to make the test masses into the highly reflective mirrors required

for the interferometer to function, mirror coatings are applied to the front

face. Like the test masses, the coatings have very low photon absorption

and scatter losses; however, they also have a much higher mechanical loss

than the test masses. Therefore, they contribute much more to thermal noise

than the test masses [49].

The coatings are made up of multilayers of materials with a low refractive

index and low dielectric constant, alternating with materials with a high

refractive index (an image of the coatings taken by an electron microscope can

be see in fig. 1.5). It is the difference in refractive index between the coatings

that leads to their reflectivity. The first coatings for LIGO were undoped

tantala and amorphous silica. Tantala had a history of being used as a coating

in the optical industry due to its insulating and low-loss properties, and silica

is frequently used for mechanical resonators with small dissipation [53].

Currently the mirrors are made up of 16 bilayers of amorphous silica (low

refractive index) and titania-doped tantalum pentoxide (the high refractive

index coating, often referred to as tantala) [54, 55, 56]. Doping with titania

reduced the loss of the tantala layers by 40% [47] but despite this, the tantala

layers are still the dominant source of loss [49].

Fully understanding the structure of these materials will allow us to lower

the mechanical loss as much as possible. Research is also ongoing to find new

materials that might be even better suited to mirror coatings. One material

being considered as a possible replacement for the high refractive index layer

is amorphous silicon, due to its very low mechanical loss properties. It would,

however, require a change in the operating wavelength of the detector – at
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Figure 1.4: Simplified diagram of LIGO’s mirror suspension system. The LIGO
mirrors are the final bob of a quadruple pendulum. The first two pendula are made
of metal with the second two being made of fused silica. The first three pendula are
connected by metal wires, with the final test mass being suspended by silica fibres.
There are springs within the upper levels of the pendulum that help to isolate the
system from seismic vibrations, with the silica of the fibres and the test mass chosen
to reduce thermal noise (see section 1.4.2). The first three pendula also contain
magnets to assist with both passive and active damping. Note that this diagram is
not anywhere close to scale; the silica test masses have a diameter of 340 mm and
the silica fibres’ varies between 400 and 800 µm [46]. The test mass weighs 40kg.
Additionally, the mirror suspension system is surrounded by metal scaffolding not
depicted here [52].
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the currently used 1064 nm, amorphous silicon absorbs around 100% of the

laser photons. Suggested alternate wavelengths include 1550 nm or 2000

nm, with the former having the added benefit of being the commonly used

wavelength for telecommunications and so many highpower LASERs and optical

components are readily available [57]. Amorphous silicon is already planned

for use in cryogenic detectors [58]. Another candidate is a mixture of titania

and germania because of the high degree of corner sharing between structural

units, which results in low loss [59].

Figure 1.5: A HAADF-STEM (see section 2.2.2) image of a coating sample, showing
the silica (dark, thicker) and tantala (brighter and thinner) layers.
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1.5.1 Ion Beam Sputtering Deposition

Most GW mirror coatings are made using ion beam sputtering deposition

(IBSD), including both the current aLIGO coatings and all of the GW coating

samples analysed in this thesis. IBSD had its origins as a spacecraft thruster

before it became widely used in thin film fabrication. Its first use for optical

coatings was for a ring laser gyroscope [60]. The unparalleled quality of the

coatings was such that the technique became the predominant optical coating

fabrication method [61].

IBSD works by creating a high density plasma from which small ion beams

are extracted and then accelerated through a grid to create a broad ion beam

that strikes the target. The target atoms are then sputtered away and condense

onto a substrate to form the thin films. A diagram of the setup can be seen in

fig. 1.6 [62, 63]. In ion beam assisted deposition (IBAD) a second ion source of

low energy is used. This is done to assist growth of the film without causing

resputtering. The plasma gas is typically argon, although in IBAD oxygen

(or a mixture of argon and oxygen) can be used to enhance oxidation in oxide

films. Argon is used as it has a high number of sputters per incident ion and is

relatively cheap compared with other noble gases, which have similarly high

sputter yields [61]. It is possible for the plasma gas atoms to become trapped in

the films during IBAD and form bubbles on annealing of the films. Chapter 4

investigates such argon bubbles in GW mirror coatings.

The biggest disadvantage to IBSD is that the filament (visible in fig. 1.6)

requires frequent maintenance. This can be overcome by generating plasma in

other ways but they are often prohibitively expensive. Another disadvantage

is how slow the technique is – on average only a few tens of Ångstroms are

deposited per minute. There are multiple advantages to IBSD, most notably
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the high degree of control over the deposition parameters and how simple it

is to create multilayer coatings, which can be done simply by spinning the

target. Another benefit that is particularly relevant to GW coatings is tht the

technique provides films with much lower optical scattering than any other

deposition method thanks to the high energy of the deposition process. The

argon ions give the target atoms high kinetic energy, resulting in a dense

deposited film. Other techniques such as electron beam evaporation are lower

energy and the deposited films are consequently much more likely to have

voids, which can cause optical scattering.

Figure 1.6: A ion beam sputtering set-up, showing the hot filament (cathode) and
the extraction grids through which the argon ions are accelerated towards the target.
The target can be attached to the target holder, which can then be rotated to create
multilayer samples. The neutraliser emits electrons in order to neutralise the argon
ions.
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1.5.2 Noise Sources in the Coatings

One of the biggest sources of noise within the detectors is thermal noise,

which can be split into two components; Brownian and thermoelastic noise.

Thermoelastic noise includes thermorefractive noise. The thermal noise in

any given system corresponds to the number of degrees of freedom the system

has, where the noise is equal to

n

2kBT, (1.11)

where, n is the number of degrees of freedom, kB is the Boltzmann constant and

T is temperature. The magnitude of this noise for a gravitational wave detector

is likely to be the same magnitude as a gravitational wave and so, the thermal

noise of the detectors is a severe limiting factor on their sensitivity. In aLIGO,

the thermal noise restricts the detector between ∼10-100 Hz. Thermal noise

most commonly arises in the mirror substrates, coatings and suspension systems.

1.5.2.1 Brownian Motion

Brownian motion was first observed in 1828 by Robert Brown [64]. He observed

the random motion of dust and pollen in water and it was later proven by

Einstein that their random motion was due to the stochastic collisions between

the debris and water molecules. For atoms or molecules, the thermal energy of

the system can also be described by eq. (1.11) and their thermal motion can

be more fully described by the fluctuation dissipation theorem.
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1.5.2.2 The Fluctuation Dissipation Theorem

The fluctuation dissipation theorem was built on Einstein’s initial work and

was developed by Callen and Welton in 1951 [65]. It relates the fluctuations

– or excitations – of a system with how these fluctuations are dissipated – or

dampened – by friction. The mobility (M(ω)) of the system relates to the

force applied to the system (F (ω)) and its resulting velocity (v(ω)), which

is dependent on the angular frequency (ω)

M(ω) = v(ω)
F (ω) . (1.12)

This can also be shown using the power spectral density Sx(ω) of the thermal

noise

Sx(ω) = 4kBT
ω2 <{M(ω)}. (1.13)

Therefore, the thermal noise can be calculated if the mobility of the system

is known; in GW detectors it arises due to the mechanical loss of the mirror

coatings. Fortunately, the mechanical loss is a lot easier to measure than

Brownian noise.
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1.5.2.3 Mechanical Loss

Mechanical loss is also known as the mechanical loss angle, and arises due to a

delayed response to stress. When materials are subject to stress they do not

react immediately, and the strain builds up over time. In an ideal material,

stress θ and strain ε are related by Young’s modulus (Y ) and Hooke’s law

(θ = εY ). If we apply a more complex, periodic strain to a material, it is

possible to derive an equation for the strain that involves mechanical loss

ε = ε0e
i(ω−φ), (1.14)

where ω is the angular frequency of the oscillation caused by the stress and φ is

the angle by which the strain lags the stress. It is for this reason that mechanical

loss is sometimes called the (mechanical) loss angle. The detector mirrors can be

modelled as harmonic oscillators with internal damping. Combining eq. (1.13)

and eq. (1.14), it is possible to derive an equation for the power spectral density

of thermal noise in terms of the mechanical loss φ,

Sx(ω) = 4kBT
ω

ω0
2φ(ω)

m(φ2(ω)ω04 + (ω02 − ω2)2) . (1.15)

Noise in the mirrors comes from both the coatings and the substrate.

It is possible to use the preceeding equations, and create an equation that

describes the total mechanical loss in terms of the mechanical properties

of the materials that make up the mirrors. We start with an alternative

equations for the mechanical loss

φ = 1
2π

Edissipated

Estored
, (1.16)
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where φ is the mechanical loss and E is the energy stored and lost in each

oscillation. After a derivation that can be found in full in Harry et al. [66]

the resulting equation is

Stotalx (f) = 2kBT√
π3

1− θ2

ω0Y
(φsubstrate + 2√

π

(1− 2θ)
1− θ

d

ω0
φcoating). (1.17)

This shows that if a material with a low mechanical loss angle is chosen

then the thermal noise contribution will be lowered. What it does not explain,

however, is where the mechanical loss arises. The lag of the strain can have

many causes, including point defects, dislocations and grain boundaries [67].

In the mirrors, the substrate noise contribution is lower than the coating

noise by around five orders of magnitude [68, 69], and the coatings are also

intrinsically more important due to their proximity to the beam [70]. However,

as we reach the limits of reducing the noise in the coatings, reducing the

contribution from the substrate becomes increasingly important.

1.5.2.4 Scatter Loss

LIGO’s coatings had many point defects after being installed in the detector.

These resulted in scatter and localised absorption of the laser photons [71],

which was a problem as scattered photons can then reflect from random surfaces

within the detector that are not seismically isolated. In doing so, they pick

up a lot of vibration noise, potentially introducing that back into the laser

beam [72]. Additionally, too much scatter leads to a loss of light from the

arm cavities, which means it will not be possible to reach the desired power

buildup (section 1.4.3). Manufacturing coatings without these defects is a

major challenge for the future.
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Figure 1.7: The calculated noise contributions for various noise sources in aLIGO.
The coating thermal noise is largest at low frequencies but is dwarfed by all the other
contributions. It is only at the peak sensitivity that it is a crucial contributor. This
figure was taken from the Gravitational Wave Interferometer Noise Calculator [73].

1.5.2.5 Sensitivity Limits

The frequency at which the detector is most sensitive is a function of all of

the contributing noise sources, a breakdown of which can be seen in fig. 1.7.

In LIGO, most sensitive frequency is around 100 Hz, between the shot noise

that dominates at higher frequencies and the radiation pressure noise that

dominates the lower ones. It is at this point that the quantum noise and the

coating thermal noise are approximately the same amplitude, and are the two

biggest contributors to the total noise. It is in this frequency range that most

signals have been observed – the first ever detection swept between 30 and

150 Hz. It was an inspiral, where the GW increased in frequency during the

last few co-orbits of the BH, lasting about 0.1 s [6].

If future detectors are to reach their sensitivity goals then both quantum

and coating thermal noise must be reduced. While there are many routes for
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reducing quantum noise, the coating thermal noise remains a serious problem,

as it has for many years.

1.6 Summary

This chapter has provided a brief overview of GW, starting with the history and

theory of their detection, followed by how they are produced. It then discussed

GW detectors, looking at their design before discussing the sources of noise in

GW detectors. The final section was on the mirrors of GW detectors, focussing

specifically on the mirror coatings. Sources of noise within the coatings, as

well as their significance, were discussed.

Reducing the thermal noise of the coatings is crucial for future GW detectors.

Currently, this noise is one of the biggest limits on sensitivity in the detector’s

most sensitive region. Fully understanding the structure of the coatings is

one step in the process of reducing their thermal noise. Characterising the

coatings is the focus of this thesis.



2
Microscopy

As stated in the previous chapter, understanding the structure of the materials

used in LIGO’s mirrors is crucial to fully characterising and eliminating their

noise contribution. Electron microscopy is one way to examine the atomic

structure of the mirror coatings. This chapter describes the make-up of a

transmission electron microscope, in addition to covering the fundamentals

of transmission electron microscopy (TEM), scanning transmission electron

microscopy (STEM)1 and electron-matter interactions.

Microscopy traces its origins back to the 16th century2. The inventor

of the first microscope is in dispute, although it is sometimes attributed to

Galileo Galilei, who adjusted the lenses in his famous telescope to magnify
1TEM and STEM can be used to interchangeably to refer both the technique (microscopy)

and the instrument (microscope).
2Primitive forms of magnification, such as using water and gemstones, date back much

further and the first lenses are believed to have been created some time after the 11th century
[74]

29
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terrestial, rather than celestial objects [75]. These early microscopes were

optical microscopes, that is, they used visible light to magnify their subject.

Unfortunately, this means they are limited by the wavelength of visible light

(∼400nm to ∼700nm). This limitation was first recognised by Ernst Abbe in

1873 [76], with an equation now known as the Abbe diffraction limit

d = λ

2 NA = λ

2 n sin(θ) , (2.1)

where d is the minimum resolvable distance, λ is the wavelength of light and NA

is the numerical aperture – a dimensionless number that represents the range

of angles over which the lens can absorb/emit light. NA can be replaced with

n sin(θ), where n is refraction index and θ is the half-angle of the convergence

spot. Even at the limit of modern optics, using visible light results in a limit

on the order of hundreds of nanometres [77] for conventional microscopes.

This obviously poses problems for any attempts at atomic-resolution imaging,

and even for imaging smaller biological samples such as viruses [78]. Using

non-conventional microscopes, however, it is possible to overcome many of

these limitations using methods such as scanning near-field optical microscopy

[79] and super-resolved fluorescence microscopy [80, 81]. Near-field optical

microscopy gives a resolution of 50-100 nm [79]. In fluorescence microscopy

fluorescent tags are placed on molecules and can give a resolution on the

order of tens of nanometres [80].

The exact ‘beginning’ of any discipline or technique is often difficult to

definitively pinpoint; usually there are a collection of simultaneous or sequential

but unrelated discoveries that are all later realised to be crucial. For electron

microscopy the first of these discoveries is arguably de Broglie’s proposal of
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wave-particle duality [82, 83, 84]. The de Broglie wavelength of an electron

(λe) relates to the voltage (V ) through which it is accelerated

λe = h√
2 me e V

, (2.2)

where h is the Planck constant, me is the rest mass of an electron and e is

the charge of an electron. It holds for cases where the accelerating voltage is

low enough that the electrons are not accelerated beyond relativistic speeds

(approximately 0.1c). Because modern microscopes often operate at accelerating

voltages of hundreds of thousands of volts, relativistic effects need to be

considered when calculating the wavelength of the electrons

λrel. e = h√
2 me e V

(
1 + e V

2 me c2

) , (2.3)

where c is the speed of light. Assuming the microscope is operating at 200kV

the wavelength of the electrons is 2.511pm, which would give greater than

atomic resolution. Due to other limitations of the microscope however, the

resolution of the microscope is not this low. Nonetheless, with aberration

correction (see section 2.2.1), it is possible to get resolution of 0.5Å.

The first electromagnetic lens was created in 1926 by Busch [85] and five

years later, Knoll and Ruska built the first electron microscope. Their invention

would win Ruska the Nobel Prize in 1986 (Knoll died in 1969 and so was unable

to share the prize), alongside Binnig and Rohrer for designing the first scanning

tunnelling microscope [86]. While the design of the electron-microscope was

initially an exercise in proof of concept, by the end of the 1930s electron

microscopes were being manufactured by Siemens [87].
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2.1 Transmission Electron Microscopy

2.1.1 The transmission electron microscope

All of the data collection in this thesis was done using a JEOL ARM 200F,

unless stated otherwise. Henceforth, it will be referred to as the ARM (atomic

resolution microscope) and it is a TEM with STEM capability. A simplified

diagram of the ARM can be seen in fig. 2.1, showing the condenser, objective

and projector systems, as well as the STEM detector. It has ray diagrams for

both STEM and TEM, with the former being the set-up used for the work

in this thesis. The following sections describe the different components of

the microscope.

Emission source

An electron source is arguably the most crucial component of of electron

microscope. The ARM uses a cold3 field emission gun, which is made of a sharp

tungsten tip followed by an extraction anode, with an electric field applied

between the two that causes the electrons to tunnel across the vacuum. The

tip of the filament is very small, which is one of the reasons for using tungsten

– a strong material that is easily sharpened to a fine point. Tungsten also has

a low work function, meaning it is easy to liberate electrons from it.

Despite operating in a vacuum to avoid contamination some gas molecules

still finds their way into the microscope column. The gun’s applied field is

more than strong enough to ionise these gas molecules, which are then drawn

towards the gun, coating the tip and thereby increasing its work function and

suppressing the extraction of electrons. To help prevent this build-up the tip
3The cold moniker comes from the fact it is operated at room temperature, instead of the

high temperatures for the other most common type of electron source, known as a thermionic
emitter or Schottky field emission gun.
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Figure 2.1: A simplified schematic of an electron microscope showing both a TEM
in imaging mode (dashed line) and a STEM (solid line) set up. Note that the tilt
and shift controls and the aberration correction (section 2.2.1) are not included in
this diagram.
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must be ‘flashed’ – briefly heated to a high temperature by increasing the

current – a few times a day. A high flash is performed at the beginning of the

day, with low flashes performed a few times throughout the day as necessary.

The energy of the beam E is dependent on the radius of the tip r and

the applied voltage V through

E = V

r
. (2.4)

The ARM’s normal operating voltage is 200 kV, with the tip being around

100 nm, although the electric field at the tip is dependent on the more modest

extraction voltage. The narrow, focussed beam is of particular importance

for electron energy loss spectroscopy (EELS, see Chapter 3). The ARM can

also be set up with a voltage of 60, 80 and 200 kV. Other set-ups are also

capable of 30 and 120 kV.

Figure 2.2: a) A simplified diagram of a magnetic lens, showing the pole pieces,
the coil and the magnetic field created when a current is passed through the coils. It
is important to note at this stage that although in this figure, and indeed throughout
the figures in this chapter, the electron beam is drawn as a straight line, while going
through the magnetic lenses it will take on a spiral trajectory, which can be seen in;
b) the spiral trajectory of an electron, with velocity v through the gap between the
pole pieces, with a panel showing the velocity vector.
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Magnetic lenses

Like a conventional microscope, the TEM uses lenses to manipulate and focus

the beam, the difference being that it uses magnetic lenses rather than physical

ones. Magnetic lenses work because the electrons have charge and can therefore

be deflected by a magnetic field. While analogous to conventional glass convex

lenses, they are made up of copper coils and two pole pieces. A diagram of a

magnetic lens can be seen in fig. 2.2. The pole pieces are generally made from a

soft (in the magnetic not mechanical sense) iron. Sometimes they are connected

and sometimes they are two separate pieces. When a current is passed through

the copper coils surrounding the pole pieces a magnetic field in between the

pole pieces, is generated, which can be described using Ampere’s law. The

resulting force experienced by the electrons in the beam can be described using

F = −ev×B. (2.5)

The beam experiences a magnetic force that can be split into two vector

components; one parallel to its path (HB) and the other in the plane of the

lens (HL). HL first causes the path of the beam to spiral, which exposes

it to HB, which also affects its path, thereby focussing it. The path of the

beam and its focal point can therefore be controlled by the strength of the

current passed through coils. Note that this is a classical explanation of the

Lorentz force, a quantum mechanical treatment can also be given, which gives

a more complete picture [88].
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Condenser lens

The condenser lenses control the illumination of the microscope. There are

two condenser lenses in the ARM; C1 and C2.

C1 controls the ‘cross-over’ point and therefore controls the size of the beam

after C2. The ‘cross-over’ point can be seen in fig. 2.1, between the C1 and C2

lenses and is the point where the beam electrons converge. The stronger C1 is,

the more it will demagnify the beam; increasing its strength increases the beam

current that can pass through. The C2 lens determines how convergent the

beam will be; a stronger C2 will result in parallel or broad-beam, illumination;

and a weaker C2 in a convergent beam or probe illumination. Only a weak C2

is required for STEM, to maintain the focus for rastering across the sample.

The ARM also utilises another pole piece that effectively acts a third, ‘mini’

condenser lens, C3, which enables better resolution as it further reduces the

probe size by increasing the convergence angle [76].

Above and below the condenser systems there are shift and tilt controls,

which are two x − y pairs of coils with magnetic fields perpendicular to the

beam. The upper set aligns the beam with C1 and the lower set aligns it

with the objective lens. Between C2 and C3, there is an aberration corrector.

Aberration correction is described in more detail in section 2.2.1.
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Objective lens

The sample sits within the objective lens system, which magnifies the image

once the beam has passed through the sample. It refocuses the beam after

it has been deflected by the sample. To produce an image, the lenses must

be adjusted such that the object plane is the image plane of the objective

lens. Diffraction mode will not be covered as it is not within the scope of this

thesis, except in that the diffraction pattern of the sample is projected onto

the entrance aperture of the spectrometer for EELS.

Sample stage

The sample stage allows four degrees of freedom when moving the sample; x,

y, z and tilt. The sample itself is held within a rod that is inserted into the

microscope. Another degree of freedom can be obtained by using a double tilt

rod. There are also rods that allow more control of the sample itself, such as

heating rods. The sample holder used for the data collection of this thesis was

the beryllium4 double tilt holder, although the double tilt capability was not

extensively utilised as the default position was sufficient for STEM work.

Keeping the ARM stage steady is imperative when working at such great

magnification; a drift of 10 nm could be disastrous for some experiments, and

the ability to return to the previous position is also crucial when rastering

across a sample. Fortunately, the ARM is very resistant to drift due to the

design of its holder and goniometer, as well as the acoustic shielding of both

the column and the sample rod. The ARM room is also carefully controlled;

the temperature is kept constant (to 0.1 K) and there is no turbulent airflow.

Properly set up, the drift can be brought down to a few nanometres per minute.
4Beryllium is used, despite being expensive, toxic and relatively soft, because its highest

energy transition is relatively low in energy, making it useful for X-ray analysis
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In the ARM, the stage is controlled electronically but in older designs the

control was mechanical and depended on gears.

Post-sample lenses

After the sample and the remainder of the objective system there is the projector

system, which is made up of several intermediate lenses and the projective

lens. These further magnify the image and are what couple the main column

to the detectors at the bottom of the microscope in STEM. There are several

intermediate lenses in order to reach the required magnification, which can be

approximately 500,000 times for high-resolution images. The projector system

can be used for either creating a real-space image or for diffraction.

2.2 Scanning transmission electron microscopy

Scanning transmission electron microscopy is a technique that allows for sub-

Ångstrom resolution. It is a subset of transmission electron microscopy that

does not illuminate the entire sample simultaneously. Rather, a fine electron

beam (0.5 to 2.5 nm) is rastered over the electron-transparent sample in a

grid pattern. The image is collected by a dark field detector, which will be

discussed in section 2.2.2. In this thesis, the images were collected pixel by

pixel by a charge-coupled device (CCD), although this is not typical. The

rastering is enabled by deflector coils that move the beam in a grid pattern.

In typical STEM, the beam is a few nanometres when uncorrected. The

corrected beam can be below 1 Å.

There are advantages and disadvantages to STEM. The biggest advantage

is that it allows us to collect data from scattering mechanisms that cannot

be recorded in conventional TEM. The main disadvantage comes from how
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much slower STEM image acquisition is; because the beam rasters over the

image and is collected pixel by pixel, the images are much more susceptible

to drift. Additionally, since the beam is focussed on a sub-nanometre area,

sample damage from the beam is more common when the beam is allowed

to rest in a single location. This can, however, be avoided by using a low

beam current and scanning quickly.

2.2.1 Aberration correction

Resolution within the microscope can be severly limited by aberrations of

different kinds and for most of the 20th century this was the case. Fortunately,

resolution can be improved by aberration correction. ‘In-situ’ aberration

correction techniques had been suggested as far back as the 1930s but were

beyond the technical capabilites of the time [89, 90]; early solutions relied

solely on post-collection processing. In the 1990s, advancements were made

by Haider et al. that allowed for spherical aberration correction. Since then,

further improvements have allowed for resolution down to 0.5 nm, although

instruments operated at 200 kV, such as the ARM, are still only around 0.7

Å at best. Aberrations affect not only resolution but can also distort the image.

Aberrations in magnetic lenses are comparable to those in glass lenses and

come in three categories; geometric, chromatic or a combination of the two. In

glass lenses geometric aberrations can be corrected with better grinding of the

glass, however this is not the case for magnetic lenses; there are no diverging

lenses for electrons. This problem is why it took 60 years for ‘in-situ’ aberration

correction to be implemented in the electron microscope.

Aberrations can be thought of in terms of two angles – θ, the angle away

from the optical axis and φ. the azimuthal angle around the axis (i.e. up to 2π).
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Different aberration effects go with the power of one or both of these angles, with

higher-order aberrations having more complex symmetries. Astigmatism, for

example, goes with θ2 and has two-fold symmetry. It is therefore corrected using

an octopole lens. Lower-order aberrations are generally corrected using a single

multipole lense but higher-order aberrations may require multiple multipole

lenses. It is the lower-order aberrations that have the greatest effect on the beam.

A secondary effect of aberration correction is the increase of the convergence

angle without a loss of spatial resolution in both image and spectroscopy

mode. This also shortens data acquistion times. The convergence semi-

angle is increased from 10 mrad pre-aberration correction to 30 mrad through

aberration correction. The semi-angle for the data collected in this thesis

was 29 mrad throughout.

There are three main types of aberrations in STEM: spherical aberration,

chromatic aberration and astigmatism. They are are detected using a Ronchi-

gram, which is the convergent beam diffraction pattern. Its contrast shows

defocus, astigmatism and other higher-order aberrations. Of the three main

types, spherical aberrations and astigmatism are corrected in the ARM. All

three will be discussed further below.
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Figure 2.3: Aberration in STEM: a) spherical aberation showing how rays further
from the optical axis are bent more strongly by the lens; b) chromatic aberration,
showing how electrons with more energy are bent less strongly by the lens.

Spherical aberration

Spherical aberration is a gemotric abberation and occurs when the lens field

affects the off-axis rays more strongly than the on-axis rays. The further

off-axis the rays are, the more they are affected, i.e. they are bent more

strongly back towards the axis. If the rays are too far from the axis, this effect

leads to multiple focal points and decreases the resolution of the image. In

that event, the image becomes a disk rather than a point. A ray-diagram of

spherical aberration can be seen in fig. 2.3. Any spherical aberrations higher

up the microscope column are only magnified by the following lenses. Spherical

aberrations are lower order and therefore give rise to the largest effects in the

ARM. As all aberration types are cascaded through subsequent lenses, spherical

aberrations are the most problematic in the objective lens system.

All spherical aberrations of the cylindrical lenses in STEM (i.e. the main

ones) are positive and so are corrected using a method that creates negative



2. Microscopy 42

spherical aberrations. In the ARM, this is done by a computer-controlled

set of hexapoles and several thin lenses, but can also be achieved using a

quadrupole-octupole design. The first set of hexapoles corrects for the primary

fifth-order aberrations, with the second hexapoles correcting for secondary

fifth-order aberrations. The two hexapoles sets also create a cascade of higher-

order spherical aberrations that must then also be corrected. In the ARM,

the CEOS Cs aberration corrector is placed in the upper column in order to

correct the lenses used in probe formation and to produce the smallest and

most aberration-free probe possible.

Chromatic aberration

Chromatic aberration occurs because not all of the electrons in the beam have

exactly the same energy, which means they will have different focal points, with

lower energy electrons focused more strongly. This results in all points being

slightly blurred and is of particular concern for fine image features at high

spatial frequency. A ray-diagram of chromatic aberration can be seen in fig. 2.3.

Chromatic aberration is a smaller issue in the ARM than spherical aber-

rations is not corrected. It is a small effect because the FEG has a very low

energy spread relative to its acceleration voltage (≤ 1 eV versus 200 keV) but it

can cause problems when operating the ARM at a lower voltage as the energy

spread is proportionally greater. Chromatic effects post-specimen have not been

studied extensively but they are more of a problem post-sample as the beam has

undergone inelastic scattering, leading to a polychromatic beam [91]. This also

means they are a bigger issue in the post-specimen lenses for thicker samples.
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Astigmatism

Astigmatism is a geometric aberration and is caused in two ways, the most

common being when the lenses’ magnetic fields are not perfectly cylindrically

symmetric with the beam down the axis. The second cause is contamination

on apertures. These non-uniformities cause both quadropolar distortions at

45°, and change the beam from circular to elliptical, distorting the image.

Astigmatism is detected by ‘streaking’ in the image in one direction that

changes to the perpendicular direction as the image passes from under-focus

through to over-focus. It is, however, relatively easy to correct using the

stigmators. These are octopole lenses that produce a field that counteracts the

imperfections in the beam caused by the earlier magnetic lenses and in the

beam itself. They trim along two quadropole axes at 45 ° to one another. There

are three sets of stigmators; one for the objective lenses, one for condenser

lenses and one for diffraction.
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2.2.2 Bright and dark field imaging

In STEM-BF, the beam rasters across the sample, rather than illuminating the

whole sample simultaneously as is the case in TEM, as can be seen in fig. 2.1.

The BF detector lies at the bottom of the optical axis, although when collecting

EELS data the BF detector is replaced by the spectrometer.

Dark field (DF) images are those formed when the beam has been scattered

off the optical axis. DF imaging is different between STEM and TEM; in

TEM the beam can be brought back to parallel with the optical axis using

pre-specimen deflector coils. The objective aperture can then allow for only

the deflected beam to carry on down the column. In STEM, no aperture

is used, both the direct beam and the scattered electrons pass down to the

detectors and can instead be differentiated using annular detectors5 (see fig. 2.4).

There are two types of DF detectors; annular dark field (ADF) and high angle

annular dark field (HAADF). Their exact collection angles (β) vary depending

on the set-up of the microscope (see table 2.1) but as suggested from the

name, the ADF collects less strongly deflected rays and the HAADF the more

strongly deflected. It is possible for the HAADF detector not to collect truly

‘high’ angles as it so dependent on the camera length (the distance from the

specimen to the recording plane), the physical position of the detectors, and

their inner and outer radii.

Detector Range β = 29 mrad
EELS Signal 0-β 0-29

ADF β - 2β 29 - 58
HAADF 2β-7β 58-203

Table 2.1: Collection angles for the detectors based on the set-up used for the data
collection in this thesis, where β = 29 mrad.

5Instead of the annular detectors described here, 4DSTEM (i.e. picking up the diffraction
pattern with a pixelated direct electron detector) is becoming increasingly popular [92, 93].
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The ADF detectors themselves are made up of scintillator-photomultipliers

(p-n diodes can also be used), converting the captured electrons into a readout

signal. In the ARM there are four possible DF detectors, although only two

can be inserted at any time. When performing EELS, the Gatan detectors are

used but when doing pure imaging, the ARM’s own detectors (ADF1/2) can be

used. These allow for longer camera lengths and a greater dynamic range (i.e.

increasing the difference in intensity the camera can record simultaneously),

resulting in better images.

Figure 2.4: a) A simplified representation of the ADF and HAADF detectors,
showing their ring shape around the optical axis; b) scattering interactions showing
paths taken by the rays used for DF imaging and for EELS Chapter 3; c) a closer
look at (b) using an individual atom; d) an example of the differences between ADF
and HAADF images for the same sample, showing contamination detail in the upper
left-hand corner on the ADF image not visible on the HAADF image. This sample is
an aLIGO multilayer coatings sample, the brighter area being titania-doped tantala
and the darker areas either side are silica.

Contrast in DF images comes primarily from Z-contrast [94], i.e. the atomic

number of the sample atom with which the beam interacted. The Z-contrast

is roughly proportional to Z2 and occurs due to rays that are incoherently

scattered, primarily through Rutherford scattering [95]. At lower scattering

angles, diffraction contrast dominates. This scattering is still Rutherford-like

but due to its low angle does not have the ideal Rutherford Z2 dependence.



2. Microscopy 46

2.2.3 The spectrometer

Figure 2.5: a) a diagram of the interior of the spectrometer, b) a single cell of the
CCD, showing the arrangement of the layers and the potential well; c) an expansion
of the potential well in (b), showing how the accumulated charge is read out.

The spectrometer lies at the very end of the optical axis in the microscope,

replacing the BF detector when performing EELS. It has three main components;

the magnetic prism, the internal lenses and the CCD.

The beam passes through a first dodecapole lens and then into the drift tube

within the magnetic prism. The magnetic prism sorts the electrons based on

their kinetic energy [96], splitting the beam into a spectrum. A magnetic field

is applied perpendicular to the beam so that the beam is bent by approximately

90◦. The slower the electrons are travelling (i.e. the more energy they have

lost) the more strongly they will be affected by the Lorentz force

r =
1−

√
1−

(
v

c

)2
 me v

eB
, (2.6)
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where r is the radius of curvature, v is velocity, c is the speed of light, me is the

rest mass of an electron, e is the charge of an electron and B is the strength

of the applied field. The current inside the prism is fixed in order to avoid

thermal loading of the electro-magnet, which would cause drift. As a result,

the post-prism electron beam dispersion is also fixed.

The three dodecapole lenses between the entrance aperture and the energy-

selecting slit are used for focusing and aberration correction of the beam/spectrum,

bringing the spectrum into focus at the plane of the slit. The post-prism lenses

exist to magnify the narrow dispersion caused by the fixed current. They

also help correct chromatic aberration (see section 2.2.1), as well as focussing,

magnifying and projecting the spectrum onto the CCD. The energy selecting

slit is not often used for EELS. For EELS, it is more important to correct

geometric aberrations so that the spectrum is sharp and well aligned.

The CCD represents perhaps one of the most significant advances in electron

microscopy. Developed in the 1970s, they were first used in electron microscopes

in 1982 [97] but widespread usage did not occur until the early 2000s, with film

remaining the preferred collection method. Despite the slow uptake, CCDs offer

many advantages over film, with the main advantage being the direct readout

of data without degrading resolution. Additionally, their electronic nature also

allows for the collection of gigabytes of data in a very short period of time.

CCDs are made up of an array of pixels that store charge of incident

electrons until the integration period is over. At this point they offload into

the output at the edge of the array, this vertical binning means that the

readout is essentially one-dimensional, which increases the speed of the CCD.

Once the offload is complete a new image can immediately be recorded. In

a traditional CCD the signal is light, so it converts the signal into electrons

and then stores their charge. In the microscope, as the beam is made up of
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electrons, there is an intermediate stage where the electrons are converted to

photons. This is done by a scintillator.

In DualEELS mode the CCD is halved; one section collects the high-loss

signal and the other the low-loss section. This is done using an electrostatic

shutter and a direct current offset switch (0-2 kV) in the drift tube to change

the incoming energy range. DualEELS will be discussed in more detail in

the next chapter (see section 3.2).

The CCD limits signal to noise ratio (SNR) in STEM and EELS through

thermally generated counts, as well as noise that occurs in readout and

amplification. When the signal is low, such as in the high-loss images, the

SNR will be poor as the background noise is large proportionally to the

real signal. The low count number also requires longer integration times,

increasing likelihood of drift.

The specific spectrometer used for the work in this thesis is a Gatan

Imaging Filter Quantum ER 965 (hereafter referred to as the GIF). Its high

collection angles allow for the high resolution EELS analysis that makes up

the work in this thesis.

2.3 Electron-matter interactions

Most of the electrons in the beam will pass through a thin sample without

significantly interacting with it. Of those that do, there exist two main

scattering processes; elastic scattering and inelastic scattering. These two

types of scattering produce a variety of signals.
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2.3.1 Elastic scattering

Elastic scattering is where the electrons lose no or a negligible amount of energy

[98]. This happens in two ways; the beam electron passing by the edge of

the atom, and Rutherford-like scattering. The first type is the most common

and only causes weak deflection, between 10-100 mrad, as the electrostatic

interaction with the shielded nucleus will be weakest at the edge of the atom.

In gases the electrons are scattered by individual electrons, which can also be

assumed for a first approximation for amorphous materials. In a solid however,

the electrons act as waves and interference patterns characteristic of the atomic

spacings appear, which is known as diffraction.

The second type of elastic scattering is less common but is a stronger effect

as it occurs when the electron is closer to the nucleus of the atom. Here

the electrostatic attraction is much greater and so the electron will be more

strongly deflected and may even undergo backscattering, which is when the

deflection angle is greater than 90◦.
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Figure 2.6: The different signals produced by the beam hitting the sample. A thin
sample allows both forward- and backscattering. The different scattering types can
be used for a variety of imaging techniques. Of particular interest for this thesis are
the inelastically scattered electrons.

If the sample is crystalline this backscattering follows the Bragg diffrac-

tion law [99]

2dsin(θ) = nλ, (2.7)

where n is a positive integer, d is the distance between the crystal planes,

2θ is the scattering angle and λ is the wavelength of the electron (eq. (2.3)). If

the microscope is in diffraction mode you will then see bright spots or discs

that relate to the lattice constants.
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If dealing with an amorphous sample, Bragg scattering can also be used

to find information about the short-range order of the material, although in

this case you will see diffuse rings rather than bright spots.

2.3.2 Inelastic scattering

Inelastic scattering is where the electrons lose energy. There are three main

types of inelastic scattering, all occuring by the beam interacting with the

sample electrons [98].

The first happens when the sample electrons in the inner shells of an atom

absorb energy from the beam electrons and are excited to higher energy levels.

This then deflects the beam electrons by a small angle, on the order of milli-

radians, with an energy loss characteristic of the element of the atom with which

they have interacted (see Chapter 3). The sample electrons will eventually

de-excite, releasing the energy they gained in the form of radiation. This type

of scattering is what allows for elemental analysis in EELS.

The second is the most common type of inelastic scattering and occurs

when the beam electrons interact with the valence band electrons, or the free

electron gas, causing collective, longitudinal oscillations of the free electrons.

These collective oscillations are called plasmons. Plasmons are dampened in

under a femtosecond and have a range of less than 10 nm. They occur primarily

in metals but can be found in any material with free or weakly-bound electrons

[98]. These two types of scattering, along with the unscattered beam make up

the EELS spectrum, which will be described in more detail in section 3.1.

The third type happens when the beam electrons are decelerated due to

an electrostatic interaction with the sample nuclei. The atom will release the

energy it gains by characteristic radiation known as Bremmstrahlung.
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There is also a fourth type of inelastic scattering known as phonon scattering.

It involves only small changes in the energy of the beam electrons and happens

due to the thermal oscillations of the sample atoms. The beam electrons can

either gain or lose these small amounts of thermal energy. Although the energies

involved are very small it can lead to large scattering angles as it involves a

large momentum transfer as well as the energy transfer. As the energies are very

small they are normally within the zero-loss peak (ZLP) on an EELS spectrum.

2.3.3 Plural Scattering

The thicker the sample is, the more likely a beam electron will be scattered

more than once. If they are scattered too many times the information gained

from the different types of scattering will be lost [96]. The mean free path

(MFP) is the average distance between scattering events. Knowing the MFP

for scattering in the material helps to know how thin our sample needs to be

to prevent this; generally the sample needs to be less than half of the MFP.

The most common equation to calculate the thickness of the sample is

the log-ratio method

t

λ
= ln

(
It
I0

)
, (2.8)

where t is the thickness of the sample at the beam location, λ is the MFP, It is

area under the whole EELS spectrum and I0 is the area under the ZLP. This

technique requires already knowing the MFP so the relative thickness ( t/λ)

is more often used. In cases where the absolute thickness is required, 1/λ can

be calculated using the semi-collection angle, beam energy and the density

of the materials. This calculation was derived by Iakoubovskii et al. [100],

with later adjustments found by Craven et al., and confirmed by Varambhia
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et al. [101, 102], showing that the initial value found by Iakoubovskii needed

to be reduced by 20%. As Digital Micrograph (DM) software calculates the

relative thickness, it is trivial to multiply this data by the derived value of

λ to get the actual thickness.

2.4 Summary

This chapter has provided a brief history of electron microscopy and the

theoretical underpinnings of the field, as well as an outline of an electron

microscope, specifically the JEOL ARM 200F used for almost all of the data

collection in this thesis. It focussed in particular on STEM.

The ARM is made up of three main stages, plus the electron gun; the

condenser, objective and projector systems. In STEM, there are also post-

projector system detectors. The different STEM detectors are the annular

dark-field detectors and the spectrometer. These detectors were discussed,

as was aberration correction.

Understanding electron-matter interactions and the structure of the micro-

scope – especially the spectrometer – is crucial for EELS, which is at the centre

of all the work in this thesis. The next chapter will discuss EELS in detail,

going into both technical detail on advances in the field how data is processed.



3
Electron Energy Loss Spectroscopy

Electron energy loss spectroscopy (EELS) is the measurement of the change in

energy of the beam electrons after they have passed through the sample. It

gives information on the chemical and physical structure of a material as the

energy lost by the electrons is characteristic of the element with which they

have interacted. EELS is the basis of all the work in this thesis.

Some of the work in reference [5] has been included in this chapter. Specifi-

cally; section 3.2, section 3.3 and section 3.4.1 are rewordings and expansions

of work originally written for that paper.

54
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3.1 The EELS spectrum

The EELS spectrum can be split up into two main areas; the low-loss region

and the core- or high-loss region (core and high can be used interchangeably).

The low-loss region has two main features; the ZLP and the plasmon peaks.

Figure 3.1: The different parts of an EELS spectrum; a) the whole EELS spectrum,
dominated by the zero-loss peak; b) the low-loss region of the EELS spectrum c)
the low-loss region sans the ZLP to show the shape of the plasmon peaks; d) the
high-loss region, with the characteristic edges in this sample annotated. This sample
is a LIGO titania doped tantala mirror coating. This and and all of the other graphs
in this thesis were made using the Matplotlib library for python [103].

Most of the electrons passing through the sample do not interact with

it and therefore do not lose energy. These zero-loss electrons make up the

zero-loss peak (ZLP), alongside the multiply scattered electrons (section 2.3.3).

Despite its name, the ZLP generally does not appear centred exactly around

zero in the spectrum’s energy scale. There are several causes for this; the most

common are energy instability and drift in the microscope, not calibrating zero

to the zeroth channel, scanning effects, and in very thick samples by multiply
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scattered electrons. The ZLP being off-centre can be fixed via alignment

but as it is normally only a few electron-Volts awry it is typically fixed

during post-processing.

The ZLP is followed by the low loss region (generally up to 50 eV) in which

the plasmon peaks are found. Plasmon peaks are caused by the beam interacting

with the valence electrons of a material, i.e. electrons below the Fermi level.

Interacting with multiple atoms’ electrons simultaneously creates an oscillation

of the valence electron density – a plasma resonance. This can be thought of as

a pseudo-particle called a plasmon, the energy of which is proportional to the

square root of the valence electron density. At any given moment the plasmon’s

energy is carried by one single electron, however when viewed over an extended

period the energy is shared over many atoms, due to the collective nature of the

phenomenon. Plasmons decay very quickly, into heat or secondary electrons.

The strength of plasmon effects are dependent on the sample material, in

metals they are strong as metallic electrons behave like free particles. While the

plasmon peaks do carry information on the structure of the sample, study of

plasmons is outwith the scope of this thesis. The intensity of both the plasmon

peaks and the ZLP are dependent on the thickness of the sample.

The core or high-loss region is the area after the plasmon peaks. This

is where the beam interacts with atoms in the material and excites the core

electrons. It is perhaps better to use the term high-loss region as some core-

loss features can appear in the low-loss region, although the majority are in

the high-loss region. The electrons in the beam lose an amount of energy

characteristic of the atom with which they have interacted and with its electron

energy shells, producing the edges visible in fig. 3.1. After an initial gain in

intensity the spectrum will decay back to the previous background levels of

scattering plus the log term trend of the cross section for the new edge. The
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intensity of an edge is proportional to how much of the atomic species there

is within the sample; the more of it there is, the more electrons will interact

with it and lose its characteristic energies.

The work in this thesis will focus almost solely on high-loss EELS, with the

exception of using the ZLP for normalisation of the edges for quantitatisation.

3.2 DualEELS

One of the biggest problems in EELS is the large discrepancy in intensity

between high- and low-loss regions. If recording on a single exposure, the

much shorter shutter-time needed for the low-loss region, and its much higher

intensity, will result in high-loss data with an extremely poor SNR. If using a

more appropriate shutter-time for the high-loss region then the low-loss region

will become over-exposed, as the ideal high-loss exposure time can sometimes

be up to 4000 times the ideal low-loss exposure time. Collecting good data

from the two regions does not require just a difference in exposure time but

also a difference in beam conditions [104]. This is usually through a different

spot size, although it can be done using condenser apertures and by changing

the convergence angle. The different spot size method is generally preferred

as the second method means deconvolution of the two spectra is no longer

possible, and requires the microscope to be realigned between collections.

DualEELS overcomes this by taking two spectra simultaneously; one of the

low-loss region and one of the high-loss. It was first described in 2008, having

been developed in the decade prior [105]. DualEELS was made possible by

the GIF Quantum, which was commercialised in 2010 [106]. There were three

main advancements in the GIF from its predecessor that enabled DualEELS:

changing the CCD shutter (which can be seen in fig. 2.5) from electromagnetic



3. Electron Energy Loss Spectroscopy 58

to a much faster electrostatic mechanism; careful control of the timing of

the drift tube; and introducing an electrostatic non-dispersive deflector. The

increased shutter speed allows for a much increased acquisition of spectra;

while previously it had only been 30 spectra per second with a 1 keV field-

of-view, it became 1000 spectra per second with a 2 keV field of view with a

200 kV beam. As two simultaneous images are taken, the field-of-view can

be up to 4 keV. In order to collect the two images simultaneously the CCD

is split in half, with one side collecting the low- and the other the high-loss

electrons. The high- and low-loss images are taken at different shutter speeds

to account for the difference in intensities and the high-loss region is offset

to the edge of the low-loss region (around 200eV). Another improvement that

the GIF brought was an exposure time that was increased by seven orders

of magnitude. The GIF also has a BF/DF detector that allows for spatial

resolution through the combination of images and spectral information. A

diagram of the GIF can be seen in section 2.2.3.

Having both the core- and low-loss regions means it is possible to calculate

sample thickness, perform absolute quantification, account for and remove

plural scattering, and combine the high-loss features with the low-loss ones. It

also allows for spatial resolution when performing quantification; if the images

are taken sequentially, as was the case before DualEELS then the beam or

sample may have drifted and there was no guarantee that the low- and high-loss

images had been taken from the exact same position.
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3.3 Absolute Quantification

Quantification of core-loss EELS spectra has been pursued right from the

earliest days of using EELS, all based on the following equation

Iedge(∆E) = I0 N σ(∆E), (3.1)

where Iedge(∆E) is the intensity in an energy range ∆E for the edge, I0 is the

intensity in the zero loss peak, N is the number of atoms per unit area in the

path of the beam, and σ(∆E) is the cross section. The cross section describes

the probability of the interactions that give rise to the edge.

Initial work focussed on producing simple ways of predicting σ(∆E), so

that the spectra could be quantified using approximations of atomic structure

like the Hydrogenic model [107] the Hartree-Slater model [101, 108]. This

method was applied to the K, L and M shells of a range of elements in due

course [109]. However, those models do not consider the effects of bonding

and band structure, and so, near to the edge onset there were structures that

might differ significantly from the simplistic models. This structure is known

as the energy loss near-edge structure ((ELNES) see section 3.5.2) and can

have a significant effect on any quantification attempts with realistic energy

ranges (∆E). Unfortunately, this means that simple quantification of ratios

using only calculated cross-sections is subject to large errors. More advanced

methods (now implemented in commercial software) for EELS modelling-based

quantification using this earlier method (based on earlier work by Verbeeck

and others [110, 111, 112]) still suffer from the fact that the calculated cross-

sections may not well represent the ELNES.

For EELS, it was easiest initially to simply record a spectrum over a limited

energy range, incorporating strong edges for any elements of interest, and



3. Electron Energy Loss Spectroscopy 60

then perform a relative quantification. Absolute quantification was difficult

to achieve, as it relies on the ZLP (its intensity is the I0 in eq. (3.1)). The

intensity of the ZLP is so much greater than the intensities of core-loss edges

that recording them simultaneously was virtually impossible. The solution was

to convert Equation (3.1) to instead account for the ratio of two elements

in a spectrum

NA

NB

= IA σB
IB σA

. (3.2)

Nevertheless, absolute quantification was occasionally performed by some

groups [113, 114]. Standard samples could be used to determine cross-sections

on an absolute scale, which could be compared to calculated cross-sections. The

percentage discrepancies found in reference [113] are still reported, although

what were reported as systematic errors in one direction are now often treated

as random errors in either direction.

It must be stated that the assumption thus far is that there has only been

single scattering in the spectrum and no plural scattering. If there is plural

scattering then eq. (3.2) is no longer strictly true. However, while there is always

plural scattering in any sample of reasonable thickness, it can be neglected if the

sample thickness is less than 30% of the mean free path for inelastic scattering.

Even in thicker specimens, all hope is not lost. The main effect of increased

thickness is that the low-loss shape tends to get reproduced behind the edge

onset. This is because the low-loss is the most likely event, and the edge shape

becomes convoluted with the low-loss spectrum, resulting in a change in total

edge intensity as well as differences in both its shape and position – the edge

will move to a higher energy-loss. This means that in relative quantification it
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will likely still work passably, provided the edges are far enough apart and a

sufficiently large energy window post-edge is used in quantification.

As established, the difficulty of absolute quantification is that, for nor-

malisation, it requires the ZLP intensity (I0). As DualEELS takes the high-

and low-loss simultaneously it overcomes this issue. DualEELS also allows

for the absolute energy calibration by the ZLP position (although linearity

of the energy dispersion may need checking and adjusting [115]); and the

deconvolution of plural scattering from core-loss edges [96].

Work at Glasgow has definitively shown that absolute quantification is

possible using EELS, with two caveats. The first is that DualEELS must be

utilised, and the second is that there must be standard spectra for the elements

of interest available at the relevant edges, in something close to the chemical

form likely to be encountered in the experimental sample. This method has

been used for the absolute quantification of nanoscale vanadium and titanium

carbonitride precipitates in steels. The absolute cross-sections were determined

experimentally from standard samples of TiC, TiN, VC, and VN [101]. These

could then be used to quantify real nanoscale precipitates in steels [108] after

some basic work on pre-processing the datasets [104].
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3.4 Processing EELS Data

As the beam rasters across the sample the spectrometer will collect a full

spectrum from every pixel, meaning that in STEM three-dimensional arrays

are created for each dataset. These arrays therefore provide both spectral and

spatial information about the sample and are known as a spectrum image (SI)1.

Two SI arrays are collected initially; one high- and one low-loss, each covering

different energy ranges within the spectrum and with different exposure times.

After some processing it is possible combine the two into a single array. A

visualisation of the arrays can be seen in fig. 3.2.

EELS spectra require processing before they can be analysed due to the

amount of noise in the data. This processing is standard and is largely

automated in DM. The processing steps are detailed below.
1It is possible to cycle through all the energies in DM by adjusting energy sliders. While

much more information can be drawn from the SI, simply passing through an important
energy (e.g. at the energy of a certain edge) can also provide insight. For example, there
may be a sudden switch in the intensity of features in the SI at that energy, hinting that a
particular element is present.
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Figure 3.2: A visualisation of an EELS SI 3D array, showing the physical dimensions
in the xy-plane and energy in the z plane. The high-loss EELS spectrum for a pixel
is shown (note that this spectrum is only a sketch). This samples is aLIGO zirconia-
doped tantala sample, deposited in argon.

ZLP Alignment

The first processing step is to align the datasets. As previously discussed, the

ZLP is generally offset in the low-loss spectrum by a few electron Volts, meaning

that all the following data is also offset by that amount. DM is able to identify

the centre of the ZLP and adjust the spectrum accordingly, adjusting the high-

loss data at the same time. This step also produces a correlation coefficient and

a peak shift. The shifting of the centre of the ZLP is done by fitting a Gaussian

and using the user-provided settings. In actuality, the ZLP is asymmetric and

therefore not a Gaussian however, this is not noticeable at low dispersions (like
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0.5 eV per channel, as is the most common dispersion for work in this thesis),

where the point-spread function of the detector dominates the shape of the ZLP.

X-Ray Removal

There are frequently spikes in EELS spectra caused by external radiation such

as cosmic ray muons and off-axis electrons. The latter can cause bright flashes

if they strike an internal component of the spectrometer and excite a bright

enough x-ray, which in turn could hit the phosphor and give a bright flash in

one pixel. This step removes spikes that are greater than 10 standard deviations

by setting the value of that pixel to the local median. This must be done

for both the high- and the low-loss data.

Cropping

The edges of the low-loss spectra are then cropped out as the outermost channels

may contain and cause errors. There may be shadowing or rescattering from

the shutters that restrict which parts of the spectrum reach the CCD and so

the very edges may contain odd spectrum shapes and artefacts. The far left

of a low-loss spectrum contains no signal – only noise – so there is no point

including it. The cropping is done by extracting the volume (i.e. number of

channels). The exact energy range can vary by sample and collection conditions

but between 150 and 200 eV is sufficient.
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Principal Component Analysis

Principal component analysis (PCA) removes noise from the spectra and should2

be performed for both high- and low-loss data [104]. It utilises a multivariate

statistical analysis plug-in for DM [116] and works by assuming that the SI

is a linear combination of information from individual components. It then

separates the SI into eigenvalue plots of these different components, which

can then be viewed in order of decreasing importance to determine which

components contain signal and which ones are only noise. The SI is then rebuilt

using only the ‘useful’ components to eliminate as much noise as possible. It is

important to not also discard useful data during this step [117].

Splicing

Up until this point, the high- and low-loss SI have been kept separate, however

to perform absolute quantification a unified spectrum is required. It is possible

to splice two spectra together in DM with ease, as there is a plug-in for this

purpose. The number of overlap channels to calculate the scaling factor can

be adjusted as necessary, and if required, the dispersion can be automatically

adjusted (although this was never necessary for this thesis’ work). Once

the splice has been tested on individual pairs of spectra the entire SI pair

can be spliced together.

At this point it is important to extract the ZLP from the spliced spectrum,

as this will be important in later when performing absolute quantification.
2While it is possible to analyse data without this step, it is heavily advised as the results

with it are much cleaner.
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Thickness

It is also possible to calculate the thickness of the sample from the spliced SI,

as discussed in section 2.3.3 (see eq. (2.8)). DM has a plug-in that creates

an image map of the relative thickness (i.e. t/λ) and it is possible to convert

this to absolute thickness, if λ is known. At this point it is beneficial to also

extract the ZLP intensity, for which DM has another plug-in.

Deconvolution

In the EELS spectrum a significant number of the counts are a result of electrons

that have been multiply scattered, unless the sample has a thickness of less

than a third of the mean free path. This can affect both the intensity and

shape of the high-loss edeges. Therefore, the final step in the basic processing

is performing Fourier logarithmic deconvolution, in order to remove plural

scattering, ensuring that the high-loss edges’ intensities and shape come from

single core-shell scattering, and not any preceding or following interactions.

Deconvolution requires the whole spectrum to have been collected so that

Poisson statistics hold. The recorded spectrum can then be described thus:

R(E) = B(E)[I0 + S(E) +D(E) + T (E)...N(E)], (3.3)

where B(E) is broadening due to instrument resolution, I0 is the ZLP

intensity (i.e. the elastic contribution to the spectrum) and the following terms

are the single, double, triple and so on, scattering terms. The plural scattering

terms are made up of repeated convolutions of S(E). For example,

N(E) = N(E)N
N ! . (3.4)
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Through a Fourier transform of eq. (3.3), it is possible to arrive at an

equation for the single scattering distribution as a function of frequency. S(E)

can then be recovered by performing a reverse Fourier transform. A more

thorough mathematical discussion of this process readers can be found by

reading references [118, 119, 120].

Deconvolution is done through a DM plug-in, and it is possible to adjust

the zero-loss model as well as the noise reduction parameters. The standard

Gaussian model was generally used, as Gaussian fits are very robust. There

is, however, also a theoretical justification for using this model. The energy

distribution on the ZLP is not Gaussian or symmetric but this is not visible

at the dispersions used in this thesis, where the dominant factor here is the

point spread function of the detector, which gives a Gaussian blur. The model

for the ZLP is of importance as both the height of the ZLP and its shape are

components in the deconvolution calculations.

If there are any negative counts in the spliced SI this can either cause the

deconvolution to fail or create artefacts in the deconvolved SI. Note that this

step is optional but was performed for the work in this thesis. An example of

how deconvolving can change the spectrum can be seen in fig. 3.3.



3. Electron Energy Loss Spectroscopy 68

Figure 3.3: How thickness effects the spectrum; a) spectra extracted from thick area;
spectra extracted from thin area; c) spectra extracted from deconvolved spectrum.
Note that all of these spectra have been normalised by intensity, as otherwise the
spectra taken from thicker areas would be weaker. This sample is an aLIGO zirconia-
doped tantala sample, deposited in argon.

It is important to check around the splice point in the deconvolved SI as

sometimes there is an issue with the splice resulting in Fourier noise about

the splice overlap. If this occurs, then the splice parameters can be adjusted

and then the splice and deconvolution performed again.

3.4.1 Multiple Linear Least Squares Fitting

Like PCA, multiple linear least squares fitting (MLLS) relies on multivariate

statistical analysis. It works by linearly combining spectra provided by the

user to recreate the SI

m(E) = c1σ1(E) + c3σ3(E) + c3σ3(E) + ..., (3.5)

where m(E) is the model created by the fit, cn represents the amount of each

component present and σn(E) the components of the fit, which come from the

user-provided spectra. Exactly what these components are depends on what the

goal of the fit is and they can be qualitative or quantitative. A fit is often made

up of a mixture of both qualitative and quantitative spectra. The reference
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spectra can be taken from different points in the deconvolved SI or can be newly

introduced, such as a elemental edge standard from the EELS Atlas [121].

The components can only be quantitative if their corresponding spectra are

in absolute units of Barns/eV . If the components’ spectra are taken from the

SI they are qualitative, i.e. are used only for their shape 3. This introduces

an element of trial and error to the MLLS process; it can be unclear initially

how many reference spectra are required, and from what region of the sample

they should be taken. For much of the work in Chapter 4 two reference spectra

were taken to represent the main body of the sample. The composition of the

main body of the samples was of little interest as it was known but it was

necessary to account for the matrix portion of the sample, and so spectra were

taken from thicker and thinner areas of the sample. It may also be necessary

to adjust the energy range of the fit. How ‘good’ the fit is can be assessed

by the residual and the residual χ2. The residual is an SI of the residuals in

every channel of the spectrum. In general, both the residual and the residual

χ2 should be low when compared with the fit itself. The residual χ2 can be

used to see where the fit is failing (i.e. in which part of the SI) and the residual

can be used to see how it is failing.

Even if there only qualitative spectra taken from the deconvolved SI, it is

still possible to calculate elemental ratios. If using a quantatitve elemental

standard it is then possible to perform absolute elemental quantification using

the relevant fit component. The fit component will need to be adjusted, however

before the intensity of the image is in number of atoms

Catoms = Cinitial ap
Izl wch

× 1028, (3.6)

3Arguably the spectra taken from the SI are quantitative, the calibration scale is just
unknown.



3. Electron Energy Loss Spectroscopy 70

where Catoms is the fit component with its intensity in number of atoms; Cinitial

is the original fit component; ap is the area of the pixel; Izl is the extracted

ZLP intensity; wch is the channel width; and the 1028 is to convert from barn−1

to m2. A discussion of creating a semi-empirical standard for quantitative

analysis can be found in section 4.1.

Figure 3.4 shows the different images and spectra that are part of producing

a MLLS fit. This example is representative of the majority of the fits produced

for chapter 4 and shows a titania-doped tantalum pentoxide GW mirror coating

that contains small bubbles of argon. In DM there are also two SIs produced –

the fit itself and the residuals of the fit – but these were omitted here as there

is little use in showing a single slice of a three dimensional image. A HAADF

image was included instead, to illustrate from where the reference were taken.
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Figure 3.4: A breakdown of an MLLS fit, using two reference matrix spectra,
showing what is used for and produced by the fit, done on a titania-doped tantala
sample: a) a HAADF image of the dataset to show from where the matrix spectra
were taken (top rectangle = thicker region; bottom rectangle = thinner region); b)
the residual chi squared, showing areas of intensity where the fit performed worst,
in this case it is likely due to the edge shape being different in the sample than in
the qualitative reference spectra, and is not a cause for concern; c) the MLLS fit,
taken from a matrix region and at one of the bubbles as well as the residuals to
the fit taken from a matrix region and at one of the bubbles. How much larger the
residuals are in the bubble region than the matrix confirms what can be seen in (b) –
the residual chi squared. Note the break in the axis of this image, the residuals are
<5% than the fit itself; d) extracted matrix spectra used to perform the fit; e) the
qualitative reference spectra used to perform the fit, showing the argon L2,3 edge;
f) the fit coefficient for the qualitative reference spectra, showing areas of brightest
intensity where the argon lies; g) the fit coefficient for the matrix spectrum taken
from the thick region of the sample; h) the fit coefficient for the matrix spectrum
taken from the thin region of the sample.
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3.5 EXELFS

In the few hundred electron volts following an EELS edge there will be subtle

oscillations. These are caused by the interference of the electron scattering

from the atom and elastically backscattered electrons from the surrounding

atoms. The electrons at this point can be thought of as spherical waves, as

seen in fig. 3.5. These oscillations contain information about the short range

structure of a material. Both the oscillations and the area in which they lie

is generally known as the extended energy loss fine structure (EXELFS) and

it was discovered in 1976 by Leapman and Cosslett [122].

EXELFS is analagous to a technique called extended X-ray absorption fine-

structure spectroscopy (EXAFS), a subset of X-ray absorption spectroscopy

(XAS). Most of the analysis techniques for EXELFS are taken from earlier

work on EXAFS. Despite this, there are still several differences between the

two techniques, perhaps most notably that EXAFS is generally used for higher

losses (2keV to 35keV). There are advantages to using EXELFS; it can be

done ‘in-house’ instead of at a beamline, it gives greater spatial resolution and

full characterisation of the material can be done using the microscope’s other

capabilities [123]. Despite this, EXAFS is more commonly used; microscopy

samples are more susceptible to radiation damage because they are smaller

and so experience a higher beam energy dose per unit volume. The signal

to noise ratio has also historically been a far greater problem in microscopes,

although advances are being made in this area [1]. This difference in SNR

can be seen in fig. 3.6, where the XAS spectrum is much smoother than the

EELS spectrum. The difference between the subregions of EELS and XAS

spectra can also be seen on this figure.
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Figure 3.5: The electron wavefronts causing the oscillations following an EELS or
EXAFS edge. The initial, outgoing wavefronts from the central/target (red) atom
are shown with a solid line and the backscattered wavefronts from the neighbouring
atoms are the dashed lines.

Figure 3.6: Breakdowns of the different regions around an edge for EELS and XAS:
a) an EELS spectrum of the titanium k-edge showing the edge onset, the ELNES
region and the EXELFS region; b) an XAS spectra of the bismuth k-edge showing
the XANES region, further broken down into the pre-edge, rising edge and post-edge
regions, as well as the EXAFS region. The bismuth data was collected by Ramos,
Arnold and Rowe at the I20 Beamline at Diamond Light Source. Thank you to Dr.
Ramos for her permission to use this spectrum.
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EELS and XAS spectra appear very similar at first glance but there is

one crucial difference. In EELS spectra the y-axis is initially photon counts,

generally changing to arbitrary units of intensity post-processing, however in

XAS the y-axis is the absorption coefficient.

3.5.1 Deriving the EXAFS Equation

EXAFS can be modelled using the EXAFS equation, and due to their similarities

the EXAFS equation can also be used to model EXELFS. The EXAFS equation

is derived below. This derivation has been included as the equation itself is

used in analysing some of the data in chapter 5.

In XAS, following the interaction of the X-ray beam with the target atom,

an electron will be emitted due to the photoelectric effect. As stated above,

this photoelectron will be scattered and then backscattered. The backscattered

photoelectron will return to the target atom before it has de-excited, therefore

changing the probability of further X-ray absorption by changing the probability

of creating a new photoelectron. As the scattered photoelectron is travelling

at non-relativistic speeds its wavenumber (k) is given by

k = 2π
λ
, (3.7)

where λ is the electron’s wavelength. This equation can be approximated to

k ≈

√
2m0(E − Ek)

~
(3.8)

where m0 is mass of the electron; ~ is the reduced Planck’s constant; E is

the energy transfer between the scattered electrons (or X-ray photon in the

case of EXAFS); and Ek is the threshold energy of the edge. The threshold

energy can be defined as the energy at which the electrons have just enough
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energy to propagate through the material [124]. As E increases the interference

oscillates between constructive and destructive, creating maxima and minima

in the wavefront.

The EXAFS equation is used to describe the contribution a neighbouring

atom has on the absorption coefficient of the central atom. The absorption

coefficient describes how strongly the X-rays are absorbed; as their energy

increases they become more penetrating and the absorption coefficient will

gradually decrease. Similarly to EELS, at characteristic energies there will be

a spike in absorption. These spikes occur when the energy of the X-ray is the

same as the shell energy of an element within the material. The absorption

coefficient (µ) is defined as

µ = −dln(I)
dx

, (3.9)

where I is intensity of the incoming beam and x is the distance travelled within

the sample. We then use µ to create a function that describes the EXAFS region

χ(E) = µ(E)− µ0(E)
δµ0

, (3.10)

where χ(E) is the change in the absorption coefficient caused by the neighboring

atoms, µ0(E) is the background and δµ0 is the normalisation factor, which in

EXAFS is the large increase of the absorption coefficient at the edge. χ(E)

can also be given as

χ(E) = J1
k (E)− A(E)

A(E) , (3.11)

where J1
k (E) is the single scattering distribution and A(E) is the theoretical

energy-loss intensity that would occur without backscattering, using a single



3. Electron Energy Loss Spectroscopy 76

atom model. Equation (3.11) assumes that plural inelastic scattering effects

are negligible or have been removed by deconvolution, and that, similarly,

instrumental resolution is not of concern.

Using this alongside Fermi’s Golden Rule4 it is possible derive an equation

for the probability of absorption (χ, i.e. the EXAFS signal) as a function of

the photoelectron wavenumber (k), which is known as the EXAFS equation

χ(k) = S0
2 ∑

j

Nj

kRj
2 |fj(k)| e

−2Rj
λe(k) e−2k2σj2 sin(2kRj + 2δj(k)), (3.12)

where S0
2 is the amplitude reduction factor, Nj is degeneracy, Rj is the distance

between the absorbing and scattering atoms, fj(k) is the form factor, λe is the

photoelectron wavelength, σj2 is the Debye-Waller factor and δj(k) is the phase

shift. The first exponential term in the equation accounts for suppression due

to inelastic scattering of the photoelectron and the decay of the core hole. S0
2

accounts for the difference between the initial and final states of the absorbing

atom. This difference is due to the lost electron and the orbitals being more

strongly affected by the positive charge of the nucleus. It is normally about 0.8

[125]. fj(k) accounts for the fact that atoms are not point-like; electrons are

distributed in space around the atom. It is sometimes also referred to as the

electron scattering amplitude. σj2 factor accounts for the attenuation of X-rays

as a result of thermal disorder – atoms vibrate at a frequency dependent on

temperature (around 1013 Hz at room temperature) [126]. Through using the

EXAFS equation to interpret the oscillations post EELS and XAS edges, it is

possible to ascertain information about the fine structure of the sample.
4This states that the probability of absorption is proportional to the density of states (i.e.

the number of possible routes for absorption) and the energy difference between the initial
and final state.
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3.5.2 ELNES

The region encompasssing the first 50 eV post edge onset is known as the

ELNES. This region can give information on the density of states of the target

atom, as it is caused by the excitation from a core orbital to unoccupied bands

[127]. It can be interpreted in a variety of ways; through the band structure, the

multiple scattering, molecular orbitals or multiplet processes [96]. There can be

multiple scattering within the atom that contribute to the ELNES (see fig. 3.7).

Figure 3.7: Single versus multiple scattering within an atom, both of which
contribute to the ELNES.

Like EXELFS, ELNES is analagous to an XAS phenomenon, known as

X-ray absorption near-edge structure (XANES, or NEXAS). XANES appears

between 50 and 100 eV post edge onset. It is very sensitive to the geometric

environment of an excited atom, as well as its spin state and oxidation. This is

because these things affect the density of the unoccupied states available to

the excited electron. The small changes visible in XANES therefore contain

a lot of important information but typical XAS does not have sufficiently

high resolution to track these changes. High resolution XAS overcomes this

problem but it is rarely employed for solid state systems because it is much

slower than conventional XAS. XANES and EXAFS are sometimes grouped
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togther into X-ray absorption fine structure (XAFS). I have borrowed this

convention and will be using the term energy-loss fine structure (ELFS) to

when referring to both EXELFS and ELNES.

3.6 Adapting EXAFS Software for EELS Anal-

ysis

There are a lot of programs around for EXAFS data analysis and processing.

Due to the similiarities between EXAFS and EXELFS it is possible to use

these programs for examining EXELFS data, however there are naturally some

limitations due to their differences.

Below are the programs used for the work in Chapter 5.

3.6.1 Demeter

Demeter was created by Ravel in 2005 and works as a graphical user interface

for Newville’s IFEFFIT library [128, 129]. It also makes use of the University

of Washington’s FEFF6 code [130] (see section 3.6.2). Demeter is split into

three components; Athena for processing, Artemis for analysis and Hephaestus,

which provides an enhanced periodic table. IFEFFIT is designed, amongst

other things, to remove background, perform Fourier transforms, and fit data

to FEFF results and other models.

For a comprehensive guide to using Demeter, readers are referred to the

Athena and Artemis manuals.

http://bruceravel.github.io/demeter/documents/Athena/index.html
http://bruceravel.github.io/demeter/documents/Artemis/index.html
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Athena

Athena is used primarily for absorption normalisation (using eq. (3.10)) and

background removal. Not only can it plot data in its original form of absorption

coefficient (or intensity in the case of EELS data) versus energy, it can also

transform it into k-space (wavespace, calculated using eq. (3.8)); R-space (real

space, done using a Fourier transform of k-space); and q-space (a Fourier

transform of the real space data back into k-space, retaining only the real

components). Figure 3.8 shows a flowchart of the steps of processing data

using Athena.

There are a variety of things that can be adjusted to improve the normalisa-

tion and background removal. The first is called the “rbkg" value, which is the

value below which Athena removes Fourier components when plotting R-space.

It defaults to one but may need to be adjusted for data with a lot of noise or two

edges close together. Another is spline clamps, which tie the background more

tightly to the data. They are generally only helpful at the high energy end of

the data, where it tends to be steadier. Adjusting them can amplify data that is

very small in the high-k range but can also affect the quality of the background.

The k-weight is a way to emphasise different sections of k-space spectra.

A higher k-weight will amplify the high-k end of a spectrum. This value can

be adjusted in two ways; first in background removal and second in plotting.

The effect of changing the k-weight on both the k- and R-space spectra can

be seen in fig. 3.9, where, as the k-weight increases, the oscillations in k-

space are shifted to the right, and the peaks of the R-space plot become more

discrete. It also affects the y-axes of all the plots, changing the units and values.

The different k-weighting is used to help understand the data by magnifying

differents portions of the spectrum and does not affect the data itself.
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Figure 3.8: A flowchart detailing the steps of processing data in Athena.
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Figure 3.9: An example of data plotted in k- and R- space, showing how k-weighting
can affect the data: a) the k-space plot, showing clear oscillations in the first half of
the spectrum before it decays into noise on the right. This is plotted with a k-weight
of 0; b) the R-space plot, also plotted with a k-weight of 0; c&d) k- and R-space
plots with a k-weight of 1; e&f) k- and R-space plots with a k-weight of 2.

When plotting in R-space a k-range must be chosen. This is generally

chosen to be between 3 Å−1 and wherever clear oscillations end in the k-space

plot. Clear oscillations are defined as those not dominated by noise, which

appears as irregular spikes. The lower value is the same regardless of the data

due to the nature of the background removal, which is unreliable at low k-values.

The higher the upper end the better and if there is not much space after the

edge, it can be hard to produce meaningful k- and R-space plots.

Finally, there is an option for phase correction, which subtracts the central

atom phase shift when calculating the Fourier transform. It does not include

any phase shift due to the scattering atom.
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While quantitative analysis cannot be done on the results of Athena

processing it is still possible to draw some conclusions. The R-space plots show

the average distribution of atoms around the central atom and the shape of

the peaks can also be illuminating; broader peaks mean a disordered structure,

while distinct peaks suggest a crystalline structure. It is important to note that

the absolute values of the distances between the peaks cannot be compared

between datasets due to phase differences. The focus should be on their relative

separations and intensities.

Artemis

After the data has been processed by Athena, Artemis uses the EXAFS equation

in order to calculate the respective positions of atoms within the sample, as

well as their atomic species. It does this using crystallographic information

files (CIF) as a model and the IFEFFIT library to run FEFF calculations,

as will be discussed in section 3.6.2.

CIF are the standard form of storing crystallographic structure and contain

unit cell values, atom names and their coordinates, as well as any modifying

factors such as the temperature the data were collected at. They are used

in Artemis to build an expected model of the material investigated. Artemis

then uses the CIF file to build a model of the scattering paths based on FEFF

calculations. This model is then fitted to the experimental data. Crucially,

the parameters of the fit are not the parameters of the EXAFS equation

but rather, the parameters of the EXAFS equation are written in terms of

the parameters of the fit.

It is an iterative process, initially only the most important scattering path

is used to create the fit and gradually more are added. The initial parameters

are given expected values and new values are calculated during the fit. These
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are the best indication of how reliable the fit is. Occasionally the values given

are unphysical, such as a negative Debye-Waller parameter (impossible as it

represents the fraction of elastically scattered X-rays), showing that there is a

problem with the fit. Another indication of the quality of the fit is how strongly

correlated the different parameters are. The goal is to keep them as low as

possible, although sometimes correlations can be as high as 0.9 between similar

parameters. Correlations can be dealt with by ‘fixing’ one parameter, which

should only be done if the value is within the expected range.

Possible fitting parameters include degeneracy (N); change in absorption

threshold (∆E0); amplitude (S0
2); Debye-Waller (σ2); and thermal parameter

(δR). The absorption threshold is used to set the zero value for k-space

and is incorporated into the EXAFS equation. δR is the expansion due

to temperature change

Rj = R + δR. (3.13)

where Rj is taken from the EXAFS equation and is the distance between

the absorbing and scattering atoms, and R is the bond length between the

absorbing and scattering atoms, taken from the CIF file.

While Artemis was used for some of the analysis in Chapter 5 it is here

that the differences between EELS and XAS, not their similarities, begin to

dominate. Limited qualitative analysis was possible but EELS requires a

different treatment and the FEFF6 upon which Artemis relies simply is not

capable of accounting for it. Artemis is also of little use when examining

XANES data, and so cannot be used for ELNES either.
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3.6.2 FEFF

FEFF was created by John Rehr and his team at the University of Washington,

Seattle. Its name comes from the effective curved wave scattering amplitude,

which was denoted as feff in the original form of the EXAFS equation (rep-

resented by the form factor in eq. (3.12)). FEFF performs ab initio real

space multiple scattering calculations using Green’s functions and is based on

spherical muffin tin scattering potentials. A muffin-tin potential is named as it

can be visualised exactly like a muffin (or cupcake!) baking tray; it is made

of spherical scattering potentials centred on each atom, with a constant value

in the interstitial values between the atoms [131]. FEFF includes polarization

dependence, core-hole effects and local field corrections, and was built using

FORTRAN90 code. Its first iteration was in 2009 but has gone through many

improvements and is now at FEFF10. Perhaps the most important improvement

for this thesis was the inclusion of ELFS data as a possible input. This means

it may be possible to better model the ELNES.
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3.7 Summary

This chapter went into further detail about EELS, including the different

areas of an EELS spectrum; the key advancement of DualEELS; absolute

quantification; and the steps of processing EELS data. It also discussed ELFS

and its similarities to XAFS; the underpinning theory of EXAFS that has

been applied to EXELFS; and how programs originally designed for XAFS

analysis can be used for ELFS.

The EELS spectrum is comprised of two areas; the low-loss region, which

includes the ZLP and the plasmon peaks, and the high-loss region. The

high-loss region includes characteristic edges that are caused by the electron

beam interacting with the core-shell electrons of the atoms in the sample.

DualEELS is the collection of high- and low-loss spectra simultaneously by

splitting of the CCD and the use of an electrostatic shutter. This allows for

absolute spatial quantification, calculation of the sample thickness and the

removal of plural scattering. The underpinning theory and the history of

absolute quantification were discussed. The steps of processing EELS data

were laid out and discussed, including ZLP alignment, background subtraction,

X-ray removal, cropping, PCA, splicing, thickness calculations, deconvolution

and MLLS fitting. EXELFS are the subtle oscillations found in the several

hundred electron volts following an EELS edge. These oscillations are caused

by the interference of the electron wave scattered from the target atom and

the backscattered wave from the surrounding atoms; and they can provide

information on the short range structure of the material. EXELFS bears many

similarities to EXAFS as the two are caused by the same effect and so EXELFS

can be described by the EXAFS equation. ELNES is the 50 eV following the

EELS edge onset and contains information on the density of states of the target
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atom. Due to the similarities between XAFS and ELFS it is possible to use

software designed for XAFS analysis for ELFS data.

An understanding of the details of EELS spectra is crucial to understanding

the work in this thesis, as is understanding some of the underlying theory.

Having an appreciation of the processing is also important as without it, the

sensitive work in the following chapters would be impossible. MLLS fitting

and absolute quantification is required for the work in chapter 4 and EXAFS

techniques for chapter 5.



4
Quantifying Gas Bubbles

As discussed in section 1.5.2, thermal noise is one of the most significant limiting

factors in the sensitivity of LIGO’s detectors and the coatings of the mirrors

within the detectors are one the greatest contributors to that thermal noise.

Understanding the structure of the coatings allows their noise contribution

to be characterised, which, in turn, allows this noise to be removed from

the final signal or, better still, helps the search for new coatings without

this noise contribution.

This chapter discusses work undertaken to characterise previously poorly

understood characteristics of the high refractive index layer of the GW mirror

coatings – tantalum pentoxide, commonly referred to as tantala.

It had been established for some time that there were voids in the coatings

and that, based on simulations, they were likely spherical in shape [132, 133].

Rutherford scattering and ellipsometry data showed that the films contained

87
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argon, although it was not then known where the argon was in the coatings

[134]. The work in section 4.3.1 was begun knowing only these two facts;

however, concurrent work by other members of the LIGO collaboration showed

that in similar hafnia films the argon lay within the voids [135], and that in

tantala films the argon-filled voids only formed on annealing [136]. Nothing was

known about the form of argon within the voids or, beyond initial formation,

to what extent they were affected by annealing.

From this point onwards, I will be using ‘bubbles’ rather than ‘gas-filled

voids’ to refer to the noble gas areas.

Bubbles of noble gas are well documented, albeit not in GW mirror coatings.

They mainly arise from ion implantation and have been investigated in a

variety of materials [137], including nickel [138, 139, 140], aluminium [141, 142,

143], copper [144, 145], gold [145, 146] and silicon [147, 148]. They are of

particular interest for materials used in nuclear reactors, where fission products

implant into the protective cladding. These fission products are often noble

gas nuclei; alpha particles that have captured electrons to become helium for

example[149], although xenon [150] and krypton [151] are also common. Their

implantation has been extensively studied in steels [152, 153], uranium dioxide

[154, 155] and zirconium alloys [156, 157]. The main effect these atoms have

on their surroundings is local strain, as noble gases do not interact strongly

chemically with their surroundings, essentially making them insoluble. When

there are mutiple gas atoms within a diffusion length of each other, the strain

field interaction causes them to cluster together. If there are enough atoms,

bubbles will start to form [158, 159, 160]. The larger the bubbles, the easier

it is to collect other atoms. This can weaken the cladding [161], as well as

the reactors’ internal components [162] by causing swelling that can lead to

cracking. Implantation can also affect the fuel, in both its performance [149]
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and storage [163]. While the bubbles in GW mirror coatings are not formed in

the exact same way, the process is analagous. Once present, the bubbles can

be treated in the same manner when performing spatial quantification.

The effects of the bubbles on the mirror coatings is not yet fully known

since their presence was only recently confirmed. Possible effects will be

discussed later in this chapter.

The work in references [3] and [4] make up the majority of this chapter.

Specifically, reference [3] covers the work on the argon bubbles in titania-doped

tantala and reference [4] the work on xenon bubbles in Zircaloy-4. Both of these

papers were written by me, alongside Ian MacLaren, with the other authors

offering comments. The argon bubbles have been reanalysed to make the

processing consistent with that of the other samples, as the technique naturally

developed through repeating the process many times (specifically recording

different bubble types and measuring neighbour distances). The discussion

of these individual samples also comes from these papers. The graphs in this

chapter have been redrawn but derive from the same code as was used for the

papers. Section 4.1 is work originally written for reference [5].
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4.1 Creating a Standard

Having an empirical standard for MLLS fitting (section 3.4.1) means that

it is possible to produce fit coefficients that are quantitatively meaningful,

thereby enabling absolute spatial quantification for our samples. However,

when wanting to quantify noble gas atoms this is no simple request; as it is

difficult to perform quantitative EELS on noble gases in the microscope, there

are few standards available. Fortunately creating a semi-empirical standard

is relatively straightforward. It is easiest to showcase this process using an

example; here argon is used, but the same process was also used for the kyrpton

and xenon standards. The individual spectra that contribute to the final

semi-empirical argon standard can be seen in fig. 4.1.

The first step was finding data for the edge of interest. There was no need

for them to be quantitative or collected under the same experimental conditions

as the data of interest – it was merely a starting point. The EELS Atlas does

contain L2,3 edge data for argon gas [121], which will give the correct edge shape

for the pressure used in that experiment. That spectrum was used for the shape

of the edge but there were problems with the background. To deal with this, the

signal was extracted by taking the background in front of the edge and saving

both the signal and the background. Then the deconvolved spectrum was taken

and using the elemental quantification plug-in in Digital Micrograph (DM) a

model of the edge of interest was extracted. It was important to use a large

range to get a complete tail after the edge, and to start as close as possible to the

edge onset. In this example the range was 245 eV to 1000 eV. The next step was

scaling the edge by a Hartree-Slater cross-section that had been calculated for

our experimental conditions [108]. The EELS Atlas spectrum had a dispersion

of 0.3 eV compared with 0.5 eV for our data. This means that the EELS Atlas
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spectrum needed to be rebinned. While theoretically this should have been

trivial, some non-linearties in the disperison meant it was necessary to used a

DM script [115]. The scaled spectrum was then spliced with the EELS Atlas

model – the first for the tail shape and the latter for the edge shape. Although

not required here, it may be necessary to experiment with where to splice, the

example case was spliced over 15 eV from 300 eV, to make sure the L2 edge was

included. If there is Fourier noise the splice point and range can be adjusted.

Figure 4.1: Creation of an argon semi-empirical standard using an argon edge
collected from the tantala sample in section 4.3.1: a) the argon L3,2-edge in an
argon rich area in the deconvolved SI. The edge is visible but weak and its shape
is not clear. It is also affected by the immediately preceding tantalum N5,4 edge;
b) the Hartree-Slater cross-section for the argon edge; c) the argon edge extracted
from the deconvolved SI using elemental quantification in DM, with the background
still present; d) the background-subtracted extracted argon edge, scaled by the
Hartree-Slater cross-section, i.e. the final semi-empirical standard.

Figure 4.1 shows the stages of creating a semi-empirical standard for the

argon L3,2 edge. A Hartree-Slater cross-section (fig. 4.1.b) was used as it is

well established that they are reasonably accurate for the L2,3 edges of lighter
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elements [105, 107], so long as the measurement is made at a high enough

energy above the edge onset. Creating the argon standard (fig. 4.1.d) from the

fig. 4.1.a presented a particular challenge due the presence of the tantalum N5,4

edge at 229 eV, right above the argon L3,2 edge. This can affect the pre-edge

background. The difference between the initial edge in the experimental data

(fig. 4.1.a) and the final semi-empirical standard (fig. 4.1.d) is stark, with

the L2 and L1 edges now visible.

4.2 General Notes

4.2.1 Bubbles Nomenclature

Whole bubbles are those contained entirely within the STEM SI. Partial bubbles

are those that sit at the edge of the image. In some cases, their diameters could

be taken from the image and in others they were estimated based on what was

in the image and other bubbles in the image. The number of atoms within

the partial bubbles was calculated by taking the sum of the atoms within the

visible bubble, and then estimating what fraction of the bubble was visible, and

dividing the sum by this fraction. Multiple bubbles are those that overlapped

and could not be easily separated. The total number of atoms was summed

and divided by how many bubbles seemed to be joined together. Depending

on their point of contact, the diameters could either be taken directly from

the image or estimated based on their shape and other bubbles in the image.

The whole bubbles in the image were used as a rough guide for the partial

and multiple bubbles by giving an expected range of diameters and sizes. An

example of a bubble fit coefficient map showing the different bubble types can

be seen in fig. 4.2. All of the annotated bubble fit coefficient maps for every

sample in this chapter can be found in the Appendix.
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Figure 4.2: An example bubble fit coefficient showing the bubbles taken from the
image. ‘p’ denotes a partial bubble, lying at the edge of the image and‘m’ denotes a
multiple bubble, with a dotted line showing how they were divided.

4.2.2 Collection Conditions

The data were collected using a JEOL ARM200F at 200 kV and its Gatan GIF

Quantum ER spectrometer. HAADF images were taken in order to show the

areas of interest and see the physical structure of the films. Electron energy loss

spectroscopy (EELS) was performed at both high- and low-loss in order that

the composition of the sample could be determined with high spatial resolution.

A convergence angle of 29 mrad was used for the probe and the collection angle

into the spectrometer was 36 mrad. DualEELS was used to collect the low

loss and the high-loss almost simultaneously. The high- and low-loss ranges

were chosen such that the relevant edges could be investigated.
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4.2.3 Accounting for Drift

Sample drift is a problem in the spectrum images (SIs) as they are taken by

the beam rastering across the sample; along the fast scan direction drift is

minimal but between rows of pixels it can be over 1 nm. Therefore, drift was

compensated for by using only the horizontal diameter of the bubbles from the

fit coefficient maps. The diameter was taken using the line-profile tool in DM,

which produces a histogram of the pixels that the line passes through. The

diameter was determined by taking the point at where the pixel values fall to

background value, and adding an extra border of one pixel (pixels ranged from

2-6Å) each side of the bubbles, which had diameters ranging from 6 Å to 60Å.

This was done after comparing the fit coefficient maps to the HAADF images.

The outer edge of the bubbles appears to have very low noble gas content, but

this is because the path through the outer edge is very short. Not including a

border with low gas atom numbers gives unrealistically high densities.

DM’s in-built drift correction was not used as for many of the datasets

there was no fixed point to which to tie the drift correction.
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4.3 In Gravitational Wave Interferometer Mir-

ror Coatings

The work in this section starts with a titanium dioxide doped tantala pentoxide

sample made via ion beam assisted deposition in an argon environment, which

was the first sample investigated. The other two samples that make up the

work in this section are zirconium dioxide doped tantalum pentoxide, one

deposited in argon and one in oxygen. While these samples yielded lower

quality EELS data, they still provide a valuable comparison to the inital

work. Zirconium dioxide doped tantalum pentoxide was one of the potential

mirror coatings that was suggested for aLIGO, before titanium dioxide doped

tantala pentoxide was chosen.

4.3.1 Argon in Titanium Dioxide Doped Tantalum Pen-

toxide

Argon in titanium dioxide doped tantalum pentoxide was the first sample to be

investigated. It was originally made when investigating new coatings for aLIGO

and this composition (TiO2-doped Ta2O5) was eventually chosen to be the

high-refractive index layer for the aLIGO mirrors. It is nominally 25% titania

and 75% tantala, however work by Isa et al. using similar methods to the work

in this chapter showed it was actually closer to 10% and 90%, respectively [165].
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Figure 4.3: Example HAADF images taken from the four titania-doped tantala
samples: a) the as-deposited sample, with no clear argon bubbles; b) the sample
annealed at 300 ◦C, with some bubbles visible as darker regions in HAADF STEM,
due to their reduced density with respect to the surrounding matrix; c) the sample
annealed at 400 ◦C, with the bubbles becoming clearer and; d) the sample annealed
at 600 ◦C, with clear bubbles visible.

4.3.1.1 Sample Preparation and Data Collection

There are four argon in titanium dioxide doped tantalum pentoxide samples,

three annealed in air for 24 hours at 300, 400 and 600 ◦C respectively and

one as-deposited sample. They were all created at CSIRO using ion beam

assisted deposition onto fused silica substrates in an argon environment. The

samples were prepared for transmission electron microscopy observation using

a conventional cross-section preparation method [166].
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Figure 4.4: An example spectrum from the titanium dioxide doped tantalum
pentoxide sample annealed at 600 ◦C, showing a small increase at the carbon K edge,
at 284 eV, following the argon and tantalum edges.

The high- and low-loss EELS acquisition times were 89.5028 ms and 497.238

µs respectively, with energy offsets of 0 eV and 180 eV. The pixel size ranged

from 0.2 nm to 0.6 nm.

The MLLS fit was taken between 220 eV and 280 eV in order to avoid the

carbon K-edge at 284 eV, which can be seen in fig. 4.4. Carbon contamination

can vary across the sample so eliminating it entirely from the fit prevents it

skewing the results. The datasets also all had two ‘matrix’ spectra in the fit to

account for the thickness gradient in the sample. Selecting the matrix spectra

simply requires taking a qualitative spectrum from an area with no argon. This

can be done by eye from the SI and then checked by viewing the spectrum; the

Ar-L2,3 edge has a strong peak at 250 eV, which is above the edge onset for the

Ta-N4,5 edge (226 eV) [167, 165], but below the Ti-L2,3 (454 eV).
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4.3.1.2 Results

Figure 4.3 shows HAADF images of the four titania doped tantala samples.

One is the unannealed sample (fig. 4.3.a) and the other three were annealed at

300 ◦C (fig. 4.3.b), 400 ◦C (fig. 4.3.c) and 600 ◦C (fig. 4.3.d). In the 400 ◦C and

600 ◦C samples, lower-density (i.e. darker) rounded regions are seen, all a few

nanometres in diameter. They are also visible in the sample annealed at 300 ◦C

but unfortunately all the data from this sample is poor quality due to sample

charging. While it would have been possible to recoat the sample to prevent this

charging after attempting to analyse the 400 ◦C annealed sample it was deemed

unnecessary; the 400 ◦C sample had very poor SNR and it was not possible

to perform quantification on its datasets. No bubbles could be seen in the

unannealed sample but there was still argon present, as can be seen in Figure 4.5.

Figure 4.5: EELS spectra from three samples all annealed at different temperatures,
showing clear evidence that argon is present in all three. The relative intensities
of the edges are proportional to the amount of the element in the area from where
the spectra were taken, which was from apparent bubble regions for all three. The
tantalum N5 (226 eV onset) and N4 (238 eV onset) edges and the argon L2,3 edge
(248 eV onset) are visible in all of the samples; a) the as-deposited sample; b) 400 ◦C
annealed sample; c) the 600 ◦C annealed sample.

While the bubble sizes can be hard to determine in the unprocessed datasets

it does appear that the average size of the bubbles grows with annealing

temperature. The bubble diameters are taken from the argon standard

coefficient images not the initial HAADF image, even though they are visible

in the latter because the edges are much easier to define when it is only the
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Figure 4.6: HAADF images (left hand side) and their corresponding argon fit
coefficient images (right hand side) for the argon bubbles in the titania-doped sample
annealed at 600 ◦C. The intensity of the bubble maps is in number of argon atoms.

argon contributing to the pixel intensity. It is likely that the lamella intersects

some bubbles, which would release the argon but there do not seem to be any

‘empty’ bubbles (i.e. hemispherical voids) visible in the HAADF images and

not in the bubble maps. This is not unexpected as although HAADF imaging

is sensitive to density it is more sensitive to Z-contrast.

All data from this point onwards is from the 600 ◦C annealed sample, as

there were not enough bubbles present in the 400 ◦C annealed sample to give
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a reliable distribution of diameters. The results of analysing the bubbles in

titania-doped tantala sample annealed at 600 ◦C can be seen in fig. 4.7.

The mean bubble diameter was 22.7 Å, very close to the mean diameter

for just the whole bubbles, which was 23.5 Å, which suggests the multiple

and partial bubbles’ diameters were slightly underestimated due to user error.

As would be expected, the number of atoms within the bubbles increases

with bubble diameter.

The majority of the bubbles have densities and pressures suggestive of gas

form, but some of the smallest may be a high density fluid. A few fall above

the density of solid argon. The mean density for all of the bubbles was 959

kg/m3 and for the whole bubbles it was 885 kg/m3. This is much less dense

than the Ta2O5 surrounding them, which has a density of ∼7750kg/m3 [165].

This explains the HAADF contrast of fig. 4.6, where the bubbles are darker

than the surrounding Ta2O5 matrix. Some of the bubbles, however, did start to

approach this density, with the densest bubble being 6039 kg/m3, although the

densest whole bubble was less dense than this at 5059 kg/m3. No background

argon content subtraction was performed for this sample as the argon values in

the matrix pixels of the bubble maps were low. How the densities and pressures

were calculated will be discussed in section 4.5.1, as will possible errors.

The sample thickness, based on t/λ calculations, ranges from 250 Å to 400

Å. Any separation of bubbles in the z-plane (i.e. down into the sample) is

more significant for the smaller separations, as bubbles separated by distances

less than their diameter would likely have coalesced. Figure 4.8.a shows the

measured separations in the x − y and fig. 4.8.b shows how the distribution

would change if all bubbles had a separation of 100 Å in the z plane. This

example separation of 100 Å was chosen as it is less than half the thickness of

the sample. It is very clear that the adjustment for possible z plane separation
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Figure 4.7: Analysis of the argon bubbles in the TiO2-doped Ta2O5 sample annealed
at 600 ◦C, showing the whole (blue circles), multiple (green squares) and partial
(yellow triangles) bubbles, as well as the values for solid (arranged in the tightest
possible face-centered cubic (FCC) packing) , liquid and gaseous (both at standard
pressure and temperature): a) number of argon atoms in bubble against their
diameter; b) distribution of bubble diameters; c) density of the argon bubbles;
d) distribution of bubble densities; e) bubble pressure against their diameter; f)
distribution of bubble pressures.
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Diameter (Å) Density (kg/m3) Pressure (MPa)
Mean 23.5 885 105

Whole (41) Minimum 9 131 5.43
Maximum 48 5059 5.81

Mean 22.7 1282 641
Partial (18) Minimum 12 81 5.48

Maximum 54 6031 4380
Mean 21.5 804 182

Multiple (8 ) Minimum 9.0 112 7.69
Maximum 32.0 2259 766

All (244) Mean 22.7 959 241

Table 4.1: Statistical breakdown of the argon bubble properties in the TiO2-doped
Ta2O5 sample annealed at 600 ◦C, showing the mean, maximum and minimum values
for the three bubble types (whole, partial and multiple). The number in brackets
the number of each type of bubble. The final line gives the mean values for all of the
bubbles, irrespective of type.

had the greatest effect on the distribution at smaller separations, and changed

the shape of the distribution considerably. Where the distribution is truly

centred about is unclear, but it is its shape will be closer to fig. 4.8.b, with

a longer tail than either shown distributions to account for separations of up

to 400 Å the z plane. The mean separation of the original distances in only

the x − y plane (i.e. plane of the lamella) was 36.9 Å

These results will be discussed fully in section 4.5.
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Figure 4.8: Distributions of the neighbour distances for the argon bubbles in the
TiO2-doped Ta2O5 sample annealed at 600 ◦C. Neighbouring bubbles are defined as
any bubbles between which a straight line can be drawn without passing through
another bubble: a) distances only in the x− y plane, these distances were only taken
in 2D as it was not possible to image the sample in 3D; b) an adjusted distribution
assuming all bubbles also had a separation of 100 Å in the z plane, as an example of
how including a separation in the z-plane affects the distribution of nearest neighbour
distances.

4.3.2 Argon in Zirconium Doped Tantalum Pentoxide

The argon in zirconium doped tantalum pentoxide sample was made as a

potential aLIGO coating, and was doped with zirconia.

Figure 4.9: Example HAADF images taken from the two zirconia-doped tantala
samples: a) the sample deposited in argon, with visible bubbles and; b) the sample
deposited in oxygen, showing very clear damage from the beam – the darker areas
streaking horizontally across the sample.
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4.3.2.1 Sample Preparation and Collection Conditions

This sample was made using ion beam assisted depositon in argon, onto

fused silica substrates. It was made at Strathclyde by Stuart Reid’s group.

The exact stochiometry of this sample is unknown, and although it could

be determined using similar techniques it was not deemed necessary as the

interest was in the bubbles.

The SI pixel size ranged from 0.25 nm to 1 nm. The high- and low-loss

collection times were either 0.000495 s and 0.0495 s respectively, or 0.0004878

s and 0.01951 s. The dispersion was 0.5 eV/channel.

4.3.2.2 Results

Bubbles can be seen in the HAADF images for the sample deposited in argon

(fig. 4.9) but it can be seen in the bubble maps (fig. 4.10) that there is a large

amount of argon not in the bubbles. It is not entirely clear why the argon has

not coalesced (likely due to different annealing conditions) but it presents a

challenge for calculating the bubble properties. This background increases the

number of atoms in each pixel and creates a very high number of atoms per

bubble. The argon is likely spread through the sample and, as a consequence,

many bubble values have been lost when calculating their pressures due to the

nature of the van der Waals equation eq. (4.1). At extreme values the van der

Waals equation ‘flips’ and will give negative or unphysically high pressures.

This is clearly visible in table 4.2, where the majority of the pressures for all

of the bubbles types are negative. In order to account for this, a background

argon value was taken from each image. A rectangular region of interest (ROI)

was drawn and summed on the bubble map in DM. This was then divided by

the area of the rectangle, to get the mean argon value per pixel. This value was
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Figure 4.10: HAADF images (right hand side) and their corresponding argon fit
coefficient images (left hand side) for the argon bubbles in the zirconia-doped sample.
The intensity of the bubble maps is in number of argon atoms.
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then used to subtract the background argon from all the bubbles before any

further calculations were done. A mean value for the background argon content,

rather than a minimum, was chosen as there was a lot of variation between

pixels in the argon content, and the minimum value was often very small and

not representative of the majority of the pixels; and therefore, subtracting by

the minium value had little effect on the data.

Performing background subtraction meant that far fewer bubbles gave

unphysical pressure calculations, and placed their densities mostly in the

gaseous region. How much the data were affected by background subtraction

can be seen in fig. 4.11 and table 4.3. Some also have a density above solid

argon, but it is possible they are high-density liquids rather than true solids.

Some of the bubbles have been ‘lost’ in background subtraction as they ended

up with negative bubble counts and therefore were discarded before the density

and pressure calculations.

On average it appears that the diameters for the partial and multiple

bubbles were under- and overestimated, respectively. This lead to the multiple

bubbles driving up the mean value for pressure when compared with the whole

bubbles. The mean across all three types for the background subtracted bubbles

was 29.3 Å, with the whole bubbles having a mean of 27.5 Å. As with the

previous sample the number of atoms in the bubble goes up with diameter,

although the exact relationship is hard to define. The pixel size, which ranged

from 2.5 to 10 Å was the biggest source of uncertainty in the measurement.

The density decreases with increasing diameter and the mean density across

all all three types for the background subtracted bubbles was 960 kg/m3 –

a little lower than the mean for the whole bubbles which was 1009 kg/m3.

The bubbles are all well below the density of the surrounding tantala (∼7750
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kg/m3 [165]). A breakdown of the results can be found in table 4.3 and the

results themselves are visible in fig. 4.11.

The bubble separation was calculated using the same method as the previous

sample and has the same limitations. This sample’s thickness ranged from

500 Å to 700 Å, and an additional separation of 100 Å was chosen again. The

mean separation of the original 2D distances was 67.3 Å.

These results will be discussed fully in section 4.5. The original, pre-

background subtraction data have been included in this section to fully illustrate

how much background subtraction can improve the data.
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Figure 4.11: Analysis of the argon bubbles in the ZiO2-doped Ta2O5, showing the
whole (blue circles), multiple (green squares) and partial (yellow triangles) bubbles,
as well as the values for solid (arranged in the tightest possible face-centered cubic
(FCC) packing), liquid and gaseous (both at standard pressure and temperature),
comparing initial data with background subtracted data: a) number of argon atoms
in bubbles versus their diameter; b) density of bubbles versus their diameter; c)
pressures of bubbles versus their diameter; d) histogram of bubble diameters; e)
histogram of bubble densities; f) histogram of bubble pressures; g-l) as previous but
for the background-subtracted bubbles. An explanation of the three bubble types
can be found in the main text.
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Diameter (Å) Density (kg/m3) Pressure (MPa)
Mean 29.2 2376 -226

Whole (53) Minimum 17.5 798 -9600
Maximum 60.0 6398 3810

Mean 28.2 1941 -2932
Partial (12) Min 19.4 369 -2470

Maximum 50.0 4212 1560
Mean 33.7 1621 -1922

Multiple (41) Minimum 20.0 535 -2230
Maximum 50.0 4220 1250

All (106) Mean 30.8 2034 -220

Table 4.2: Statistical breakdown of the argon bubble properties, showing the
mean, maximum and minimum values for the three bubble types (whole, partial and
multiple) in the zirconia-doped sample. The number in brackets lists the number
of each type of bubble. The final line is the mean values for all of the bubbles,
irrespective of type. This table shows how badly the final pressures are affected
by the presence of the background argon content, with the majority of the bubbles
giving negative pressures.

Diameter (Å) Density (kg/m3) Pressure (MPa)
Mean 27.6 1009 286

Whole (50) Minimum 17.5 64 4.20
Maximum 60.0 3150 2930

Mean 26.9 1082 127
Partial (10) Minimum 19.4 341 29.3

Maximum 33.0 3121 403
Mean 32.4 862 831

Multiple (37) Minimum 20.0 99 6.70
Maximum 50.0 2364 17000

All ( 97) Mean 29.3 960 486

Table 4.3: As in table 4.2, but after background subtraction, of particular note are
the pressures, which are no longer overwhelmingly negative, and now give realistic
values.
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Figure 4.12: Distributions of the neighbour distances for the argon bubbles in the
zirconia-doped sample. Neighbouring bubbles are defined as any bubbles between
which a straight line can be drawn without passing through another bubble: a)
distances only in the x− y plane, these distances were only taken in 2D as it was not
possible to image the sample in 3D; b) an adjusted distribution assuming all bubbles
also had a separation of 100 Å in the z plane

4.3.3 Oxygen in Zirconium Doped Tantalum Pentoxide

The oxygen in zirconium doped tantalum pentoxide sample was made in the

exact same way as the previous sample, except it was deposited in oxygen not

argon. It was also made by Stuart Reid’s group and its exact stochiometry

has not been determined.

There was hope this sample could be used as a control for the argon samples,

however imaging it immediately damaged the sample. The damage from the

beam rastering across the sample can be seen very clearly in fig. 4.9. There are

not any bubbles visible in the two HAADFs taken for this sample but it is not

possible to make definitive statements. The oxygen bubbles may have existed

and been burnt away by the beam or oxygen may not form bubbles. It is

possible that the sample contained more oxygen than was stoichiometric, which

was metastable under ambient conditions but as soon as the beam provided

energy, the excess oxygen escaped.
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Despite the lack of information available from this sample the data have

still been included to show the limitations of this technique.

4.4 In Nuclear Reactor Cladding

The following samples differ from the samples in the previous section (section 4.3)

in that the xenon and krypton were deliberately implanted, rather than

being unintentionally trapped during a deposition process. This is because

these samples are made of Zircaloy-4, a common cladding material of nuclear

reactors. These samples were made with the intent of mimicking fission products

implanting in the cladding in order to investigate the effects on the cladding.

Here, they are analysed with a view to comparing them with the GW mirror

samples. HAADF images of xenon and krypton can be seen in fig. 4.13 and the

semi-empirical samples created for the follwoing analysis can be seen in fig. 4.14.

Figure 4.13: Example HAADF images of Zircalloy-4: a) with no clear xenon
bubbles visible and; b) with large krypton bubbles clearly visible.
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Figure 4.14: The semi-empirical standards for: a) xenon, made using the sample
from section 4.4.1 and; b) krypton, made using the sample from section 4.4.1.

4.4.1 Xenon in Zircaloy-4

4.4.1.1 Sample Preparation and Collection Conditions

The Zircaloy was cut into 10×10×2 mm tiles suitable for ion implantation

by wire electro-discharge machining. Prior to cutting the larger coupons of

material were pickled in hydrofluoric acid. The ion implantation was performed

using a 2 MV tandem accelerator. Samples were mounted on a 3 inch diameter

silicon wafer using double-sided carbon tape, with the xenon beam rastered over

this area during implantation. A dose of 1 MeV 129Xe+ was implanted at room

temperature, ∼25 ◦C, which gives a peak xenon concentration at ∼200 to 300

nm below the sample surface, with all the xenon contained in the top 500 nm

of the sample, as seen in fig. 4.15. Implantation was performed to give xenon

fluences of 5×1015 ions/cm2. These calculations were not done at Glasgow but

at the National Nuclear Laboratory. Following xenon implantation, samples

were exposed to 5 bar deuterium gas for 30 minutes at room temperature. The

reason for this exposure was for other research, examining the interactions of

hydrogen and xenon (following earlier work on H-He interactions in bubbles

in Zircaloy [168]), which will not be discussed here. The preparation of these

samples, and the calculations determining
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Figure 4.15: The calculated stopping range of the xenon ions in pure zirconium.
The amplitude of the Gaussian fit is 0.53, it is centred around 224 Å and its standard
deviation is 89.6 Å. The data within this figure were provided by the National Nuclear
Laboratory.

Samples were prepared for STEM analysis using a standard focused ion

beam liftout procedure using a FEI Helios PFIB instrument [1]. Low energy

thinning of the final lamella was performed at 2 kV or 3 kV to improve the

surface quality prior to analysis using STEM. In thinner parts of the sample,

there were some darker regions that appeared to be bubbles in the HAADF

images but contained no gas. These are presumably bubbles that were opened

to the surface while the sample was being made, and had their gas escape. The

thinnest parts of the sample could not be analysed due to the frequency of

these ‘empty’ bubbles. Thicker areas containing many bubbles were chosen for

analysis, focussing on areas that were not so thick that the signal to background

ratio in the EELS was too poor to perform signal fitting.

The datasets had a low-loss range of -300 to 724 eV and a high-loss range

of 100 to 1124 eV. The SI pixel size was 3 Å for all of the datasets but the high-

and low-loss times varied. The MLLS fits were performed between 640-740 eV,

over the xenon M4,5-edge., and used the xenon semi-emprical standard visible

in fig. 4.14.a. Two matrix spectra were taken to account for any thickness

effects, as described in section 3.4.1.
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4.4.1.2 Results

In the xenon implanted Zircalloy-4 sample, the bubbles are not clearly visible

in the HAADF images of fig. 4.16, however using the SI the xenon peak (M2,3

at 672 eV) can still be observed in certain areas. This shows that xenon is

present in the sample and after MLLS fitting using the xenon standard visible

in fig. 4.14, it is clear the xenon has also coalesced into bubbles. These bubbles

were then characterised. The background level of xenon in this sample was not

high enough to warrant background subtraction, as was done in section 4.3.2.

The mean bubble size across all three types is 21.2 Å, slightly above the

mean for the whole bubbles, which is 20.1 Å. The multiple bubbles have a higher

mean, suggesting that their diameters were overestimated when splitting two

or more bubbles apart. Conversely, the partial bubbles had a lower mean (18.3

Å), suggesting their diameters were underestimated. As would be expected,

the number of atoms within the bubbles rose with the diameter of the bubbles.

The precision of the diameter measurement is limited by pixel size, which was

3 Å. This is the largest source of uncertainty in the data.
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Figure 4.16: HAADF images (images with scale bar) and their corresponding xenon
fit coefficient maps (images with intensity scale) for the xenon bubbles in Zircaloy-4.
The intensity of the bubble maps is in number of xenon atoms. Continued overleaf.
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Figure 4.16 cont.: HAADF images (images with scale bar) and their corresponding
xenon fit coefficient maps (images with intensity scale) for the xenon bubbles in
Zircaloy-4. The intensity of the bubble maps is in number of xenon atoms.
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Figure 4.17: Analysis of the xenon bubbles in the xenon-implanted Zircaloy-4
sample, showing the whole (orange circles), partial (pink squares) and partial (purple
triangles) bubbles, as well as the values for solid, liquid and gaseous xenon: a)
number of xenon atoms in bubbles versus their diameter; b) density of bubbles versus
their diameter; c) pressures of bubbles versus their diameter; d) histogram of bubble
diameters; e) histogram of bubble densities; f) histogram of bubble pressures.
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Diameter (Å) Density (kg/m3) Pressure (MPa)
Mean 20.1 2493 4931

Whole ( 139 ) Minimum 5.9 131 4.11
Maximum 35.6 13178 339544

Mean 18.3 3346 9609
Partial ( 18 ) Minimum 8.9 378 18

Maximum 32.7 9283 668986
Mean 23.6 1931 4916

Multiple ( 87 ) Minimum 8.9 143 4.62
Maximum 44.6 11675 197507

All (244) Mean 21.2 2355 5271

Table 4.4: Statistical breakdown of the xenon bubble properties, showing the
mean, maximum and minimum values for the three bubble types (whole, partial and
multiple). The number in brackets the number of each type of bubble. The final line
is the mean values for all of the bubbles, irrespective of type.

Figure 4.18: Distributions of the neighbour distances for xenon bubbles. Neigh-
bouring bubbles are defined as any bubbles between which a straight line can be
drawn without passing through another bubble: a) distances only in the x− y plane,
these distances were only taken in 2D as it was not possible to image the sample in
3D; b) an adjusted distribution assuming all bubbles also had a separation of 100
Å in the z plane.

Due to the large variation in number of atoms in any given bubble size,

it is hard to determine the exact nature of the relationship between the two

(linear, polynomial etc) but it is clear that the density drops as the diameter

increases. The bubbles had a mean density of 2355 kg/m3. It seems the

bubbles are mostly in the density/pressure range corresponding to the gas

phase, with some of the smaller ones falling into densities above that of solid
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xenon. Implanted groups of xenon forming solid regions at room temperature

have been previously observed [169].

On average, the bubbles had a mean pressure of 5.27 GPa. This average

seems to have been dragged up by the partial bubbles, as the whole and multiple

bubbles had a mean of 4.9 GPa. The bubble separation was calculated using

the same method as the previous samples and has the same limitations. The

sample thickness, based on t/λ calculations ranges from 250 Å to 400 Å, so

an additional separation of 100 nm was chosen again. The mean separation

of the original 2D distances was 69.1 Å.

4.4.2 Krypton in Zircaloy-4

4.4.2.1 Sample Preparation and Collection Conditions

The krypton in Zircalloy-4 sample was made in the same way as the xenon-

implanted sample except in the case of the ion beam liftout procedure; for

the krypton samples it was done using Ga ions in a FEI Nova Nanolab 200

instrument.



4. Quantifying Gas Bubbles 120

Figure 4.19: HAADF images (left hand side) and their corresponding krypton fit
coefficient maps (right hand side) for the krypton bubbles in Zircaloy-4.
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The pixel size, and high- and low-loss times varied between the datasets.

The MLLS fits were performed between 1550-1900 eV to account for the

krypton L3,2 edges.

4.4.2.2 Results

The krypton regions are clearly visible in the HAADF images of fig. 4.19 as

less dense regions, and analysis yields strong EELS krypton edges in the SI

spectra. Despite this, analysis on the krypton samples was much less successful.

There were fewer krypton bubbles when compared with the xenon.

The mean diameter of the bubbles was 37.0 Å, below the mean diameter

for the whole bubbles, which was 39.3 Å. The krypton bubbles presented far

higher densities than any of the previous samples.

The bubble separation was calculated using the same method as the previous

samples and has the same limitations. The sample thickness, based on t/λ

calculations ranges from 350-500 nm but an additional separation of 100 nm

was chosen again. The mean separation of the original 2D distances was 50.7 Å.

Calculation and analysis of the densities and pressures of the bubbles were

not possible, for reasons that will be discussed in section 4.5.2.

Figure 4.20: Properties of the krypton bubbles: a) histogram of bubble diameters;
b) separations of the bubbles only in the x− y plane, these distances were only taken
in 2D as it was not possible to image the sample in 3D; b) an adjusted distribution
assuming all bubbles also had a separation of 100 Å in the z plane.
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4.5 Discussion

The discussion section will first discuss the tantala and the Zircaloy-4 films

separately before comparing them and then wrapping up with a final discussion.

Before that, however, there are some general notes on the analysis.

The bubbles were assumed to be spherical. This is the standard shape

throughout the literature and is supported by their shape in the HAADF images.

Additionally it matches the initial modelling by Prato [132]; while this work

assumed the bubbles were empty voids, the best match to the experimentally

measured optical properties came from a simulation that assumed the bubbles

were spherical. Their volumes were calculated using the equation for the

volume of a sphere.

The pixel size is the largest source of uncertainty for this data. The EELS

quantification is very accurate and its associated uncertainty is on the order of

single atoms. This is because these values are dependent on the intensity of the

ZLP and the relevant edges, both of which contain a huge number of counts;

therefore, their associated random error is very low. Any errors introduced in

this step will be systematic, such as miscalculating the semi-empirical standard.

The diameter uncertainty, however, may account for much of the spread of

densities and pressures at the same diameter, and vice versa. This uncertainty

is not included in the graphs as it makes them too visually cluttered but it

is important to consider. To give a numerical example of the effect the pixel

size has on the calculations; increasing the diameter of a bubble of 15 Å by 3

Å would almost halve its pressure, whereas decreasing it by the same amount

would double it. For a bubble of diameter 36 Å, applying the same calculations

would decrease the pressure by a fifth or increase it by a third, respectively.
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4.5.1 Gravitational Wave Coatings

When calculating the pressures inside of the bubbles, an equation of state

is required. Inititally the ideal gas law was considered, but this was quickly

discarded as its assumptions do not hold in this case; at such small volumes

and high densities the argon atoms cannot be assumed to be non-interacting

point particles. Other equations of state (EoS) were investigated, including

the Wohl model, which was discarded as it is not fit for high densities. Also

investigated were the Beattie-Bridgeman model [170] and the Redlich-Kwong

EoS [171], which superceded the former. The Redlich-Kwong EoS is essentially

an empirical adjustment to the van der Waals EoS, and many later adjustments

are based on it. It gives a more realistic description of the pressures of

gases above their critical temperature. Despite the Redlich-Kwong’s EoS

improved accuracy the van der Waals was chosen to calculate the pressures

inside the argon bubbles. This decision was made for two reasons; the first

is that tracking down the empirical constants for argon was proving less

than simple and the second is that the pressure calculations were only ever

intended to be first approximations. Accurately calculating the pressures in

such extreme conditions requires molecular dynamics simulations, which are

outwith the scope of this thesis.

The van der Waals EoS

(P + an2

V 2 )(V − nb) = nRT, (4.1)

where P is pressure, V is volume of gas, n is the number of moles, T is

temperature, R is the gas constant and a and b are experimentally derived

constants unique to each material (1.345 L2 bar mol −2 and 0.03219 L mol −1,

respectively, for argon [172]).
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The van der Waals EoS did fail for some of the smallest and most dense

bubbles – giving either negative or unphysically high pressures. The van der

Waals equation is known to break down in extreme cases and if the smallest

gas bubbles are high-density fluids, then a gas equation of state would not

be an appropriate way to describe them. Recent work by Jelea [173] has

shown that for xenon and krypton bubbles the van der Waals EoS tended

to overestimate the bubbles’ interior pressures. As the van der Waals EoS is

for gases, it is naturally inappropriate for all the bubbles more dense than

liquid argon. It is also possible that the more dense bubbles were actually

two bubbles overlapping in the beam path in the z-plane – essentially falsely

doubling the number of atoms within the bubbles. As the bubbles do not affect

the thickness map of the samples and the images taken are two-dimensional

there is no way to ascertain for certain whether the densest bubbles are two

bubbles that are completely overlapped.

The titania-doped sample was the first to definitively prove that argon

implants in this and other similar materials and forms bubbles on annealing.

The question is then; why do the bubbles occur? The presence of argon

atoms themselves can easily be explained – they are trapped during sample

deposition and are therefore dispersed throughout the sample, which is hundreds

of nanometers thick for both single- and multi-layered coating samples. In

materials with noble gas bubbles formed by ion implantation the gas atoms

displace the surrounding atoms, causing highly strained positions in the lattice.

This strain is then reduced by the aggregation of the noble gas atoms [160,

158, 159]. In the coatings sample however, although the argon atom does not

bond with the surrounding atoms it is assumed that it does disrupt the bonds

of the surrounding Ta2O5 glass. This means the glass is still in a high energy

state that could be reduced by the formation of noble gas clusters but this will
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only occur when there is enough thermal energy for the argon atoms to diffuse

randomly. This means that bubble size will vary with annealing temperature.

The total argon content of the sample is not trivial to calculate. A similar

sample investigated using RBS contained 3% argon by atomic ratio [134].

Comparing the number of argon atoms in the bubbles in our sample, with the

total number of atoms in the matrix (done using number densities of atoms

and the MFP of Ta2O5 and Ti2 [165, 100]), gives a value of <1% argon. It is

likely that the rest of the argon has not coalesced into the bubbles and is still

within the matrix as individual interstitial atoms and sub-nanometre clusters.

This is supported by the bubble maps in fig. 4.6, where there are still argon

counts in pixels outwith the bubbles. It is possible that these argon atoms

would precipitate into bubbles upon longer or hotter annealing. The argon

that was close to the surface may have also escaped during the annealing or

sample preparation. It was not possible to calculate the bubble volume fraction

as there was no argon-free Ta2O5 film with which to compare it. Preliminary

calculations suggest, however, that it may be around 4-5%, on account of the

relatively low density of the bubbles, when compared with the Ta2O5. This

calculations were done using the dimensions of one of the images and the

thickness calculated using t/λ calculations. From this the volume contained

within the image can be calculated, and as the bubble volumes are known it

is possible to calculate what percentage of the volume is bubble.

The zirconia-doped tantala bubbles presented different difficulties. As

previously discussed, a large portion of the argon in this sample had not

coalesced into bubbles and was instead dispersed throughout the sample. This

made calculating the bubble properties particularly challenging. The edges of

the bubbles were not clearly delineated; the smaller bubbles were not always

distinguishable from the background; and the background artificially increased
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the atom count, thereby inflating the densities and pressures of the bubbles.

Subtracting the background was done in very broad strokes – summing the

argon count in a ‘typical’ area of the argon coefficient map. While this seemed

to work well for the majority of the bubbles it is not a perfect solution and

gave some of the bubbles a negative atom count. In one of the datasets two

backgrounds were taken as there were clearly two distinct regions when it came

to argon presence. Perhaps a better solution would be summing an area around

the bubble and using that as a localised background for each individual bubble.

One way to do this may be by doubling the bubble radius and using the gas

atom intensity of the ‘outer ring’ as an approximation of the local background.

This could also cause problems however, as many of the bubbles are close enough

that this ‘background bubble’ would overlap with neighbouring bubbles.

The reason for the very different argon presence in the zirconia-doped sample

than in the titania-doped sample is unknown. It is unlikely that the discrepancy

is due the zirconium. Although zirconium is larger than titanium, it should

behave the same chemically and not present any additionally challenges to the

argon atoms difusing and coalescing into bubbles. The annealing conditions for

this sample are unknown but, compared with the three titania-doped samples,

it seems probable that it is at least partially due to insufficent annealing.

There may also be more argon in this sample as it was made with a different

instrument, or that less was lost during sample preparation.

There is little to say about the oxygen sample other than as a cautionary

tale – it is not even possible to tell if bubbles are present in this sample as

it was so damaged by the beam. It was initially hoped this would be a good

control with which to compare the other samples but the data was too poor

in quality. Spatially resolving these bubbles would have presented a similar

challenge to the argon zirconia-doped sample, due to the presence of oxygen
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in the matrix. If these samples had not damaged so easily, however, the first

step would have been quantifying the matrix, and then seeing if there was

more oxygen in this sample when compared with the argon sample. Sadly due

to the quality of the data this was not possible.

The titania-doped tantalum pentoxide matrix was not quantified as this work

had been done previously by Isa [165], using similar elemental quantification

methods as described in this chapter. The zirconia-doped tantalum pentoxide

sample was not quantified as it was deemed unnecessary; the focus was on

developing the bubble analysis technique and applying it to more samples.

Additionally, the coating was not chosen for aLIGO so there is no wider benefit

to the GW community by characterising it.

The bubbles in the zirconia-doped sample are, on average, 50% smaller

than their counterparts in the titania-doped sample. When considering the

large amounts of argon not in the bubbles, it does seem likely that the bubble

diameters were being overestimated due to the large argon background values.

This also probably there are more bubbles from the zirconia-doped sample

at higher densities with larger diameters. Creating a better background

subtraction, or annealing these samples further, may lower the number of

higher-density bubbles.

Despite the problems with the zirconia-doped sample, broadly speaking the

results from the two samples are consistent. There is a large spread of number,

density and pressure values at the same diameter but generally number increases

with diameter, whereas density and pressure decrease with diameter. Most of

the bubbles still exhibit densities consistent with a gas, although some may be

liquids, solids or high-density liquids. The average densities were similar, albeit

slightly more dense in the zirconia-doped sample. The pressures were the same

order of magnitude, although about double for the zirconia-doped sample.
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Figure 4.21: Comparison of the argon bubbles from both tantala samples. The
bubbles from the titania-doped sample are blue (the whole bubbles are circles, multiple
bubbles squares, and partial bubbles triangles) and the background-subtracted
bubbles from the zirconia-doped sample are green: a) number of argon atoms in
bubbles versus their diameter; b) density of the bubbles versus their diameter and;
c) pressures of the bubbles versus their diameter
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4.5.2 Nuclear Reaction Cladding

As established, the van der Waals equation works less well for xenon and

krypton bubbles [153]. As xenon and krypton are fission products they have

been much more extensively studied than argon. Consequently, it was possible

to find an equation tailored to xenon and krypton bubbles. Jelea put forth

an EoS for xenon/krypton mixtures confined in nuclear fuels

Pb = ρbkT +
3∑
i=1

Fi(x, T )ρi+1
b , (4.2)

where Pb is the pressure of the gas within the bubble and ρb is its density, k is

Boltzmann’s constant, T is temperature and Fi(x, T ) is a function of the molar

fraction of krypton (x) of the gas and temperature (T ). The equation was

tested at the extremes of 100% krypton and 100% xenon. While the equation

is designed for bubbles in uranium dioxide it was felt this equation was a close

enough match to provide a similar insight to the pressures as the van der Waals

equation could provide for the argon bubbles.

The krypton bubbles are much more clearly visible than the xenon bubbles

in the HAADF images, despite the difficulty in analysing the krypton bubbles.

This is somewhat surprising as xenon has a larger atomic number than krypton,

which is what gives the HAADF images contrast. However, the krypton bubbles

are both denser and bigger than the xenon bubbles. The latter is unsurprising,

as a similar effect has been observed with other pairs of elements in the same

group of the periodic table. If the same high manganese steel is made with

either vanadium and niobium, there will be precipitates of the carbides VC or

NbC present. The NbC precipitates will be smaller because Nb is larger and

therefore the diffusion coefficient will be smaller. This means it will be more

difficult for the atoms to move around and form bubbles, meaning there will be
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more but smaller precipitates [104]. It is possible the same is happening here,

as this is a phenomena based on the respective sizes of the precipitate/bubble

atoms and the matrix; larger atoms have smaller diffusion coefficients. As

krypton is smaller than xenon it can move about more easily and therefore

form fewer but larger bubbles. It would be expected however, that the krypton

bubbles’ greater diameters would, on average, make them less dense not more,

as Ostwald ripening is expected [174, 175, 185].

It is not possible to compare the two Zircalloy-4 samples, due to the problems

with the krypton datasets. In many cases, the krypton bubbles gave unphysical

densities and the average density of the krypton bubbles was above the density

of the surrounding Zircaloy-4 (6550 kg/m3 [176]) by several orders of magnitude.

Initially, it was thought that some of the extremely dense bubbles were more

than one stacked on top of each other, as the krypton bubbles’ larger average

diameters would make this more likely. This could not, however, explain

away the densest of the bubbles. Additionally, the bubbles are visible in the

HAADF images (fig. 4.19). This suggests that they are not denser than the

surrounding Zircaloy-4; although HAADF imaging is primarily sensitive to

Z-contrast, it is also sensitive to density. Further investigations revealed that

the Zircaloy-4 appeared denser than it is. This suggests that there is a problem

with the data taken from the krypton sample. The exact problem is unknown

but there are a few possible causes.

The first is that the Hartree-Slater cross-section may be underestimated

at these energies. Hartree-Slater cross-sections work well between 300 eV and

800 eV [101], and, even if they do fail at higher energies, it is unlikely the

error would be so large [107]. This means that this alone could not account

for the discrepancies of the krypton data. The second reason is that optical

effects may cause a different collection angle than the standard calibration [1,
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177]. The collection angle is a function of energy loss and its correlation is

stronger at higher energies. By optimising the microscope setup this correlation

can be weakened but the krypton data was collected before the optimisation

process was developed and so it is possible this is affecting the data. As with

the standards however, these optical effects also could not account alone for

the krypton values. The final possible cause is the most likely and it relates

to the time ratio of the high- and low-loss spectra. The krypton data is the

only data that did not need to be spliced together, as the high- and low-loss

did not overlap. This means the high-loss data had to be manually adjusted

for the time ratio of it and the low-loss data. The true time ratio in the

spectrometer may deviate from the stated ratio, resulting in a systematic effect

of the high-loss being more or less intense than expected. It is not simple to

check this at high-losses, where splicing is not possible. It seems likely that

this is a significant effect. It would require a systematic investigation to ensure

that absolute quantification from cross sections works for edges above 800 eV

and to estimate the likely scale of this problem. It is not possible with only

the one sample to make such an estimation now, especially as the krypton

values may be affected by more than one issue.

Unfortunately, the krypton sample is not longer at the University of Glasgow,

so it was not possible to collect more data from the sample.
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4.5.3 Comparing the xenon and argon bubbles

Overall the argon and xenon datasets seem to be in good agreement – despite

using different pressure calculations for argon and xenon the final pressures are

in the same region. The biggest outliers come from the zirconia-doped sample’s

argon bubbles, whose problems have already been discussed. While there are

smaller xenon bubbles this comes from limitations of the technique – the pixel

size was smaller on average for the xenon bubbles (3 Å versus between 3 Å and

6Å for the argon bubbles) and failures of the van der Waals equation. While

there are smaller argon bubbles initially they are lost in the pressure graph as

they give either negative or unphysically high pressures. The xenon bubbles

are more dense on average than the argon bubbles, which is not surprising

as xenon is heavier than argon but it is also because of the smaller xenon

bubbles. Smaller bubbles are more dense, so the greater number of smaller

xenon bubbles will drive up the average density. The higher average density of

the xenon bubbles, and the lower density of the Zircaloy-4 than the tantala may

be why the xenon bubbles are less visible in their HAADF images (fig. 4.16)

than the argon bubbles in theirs (fig. 4.6 and ??).
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Figure 4.22: Comparison of the argon and xenon bubbles. The xenon bubbles are
pink (whole = circles, multiple = squares, partial = triangles) and the argon bubbles
from the titania-doped sample are blue and the argon bubbles from the zirconia-doped
sample are green: a) number of atoms in bubbles versus their diameter; b) density
of the bubbles versus their diameter and; c) pressures of the bubbles versus their
diameter.
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Diameter (Å) Density (kg/m3) Pressure (MPa)
Argon (TiO2-Ta2O5) 22.7 959 241
Argon (ZiO2-Ta2O5) 29.3 960 486

Xenon 21.2 2355 5271

Table 4.5: Mean values for all of the bubbles, taking all bubble types into account.

As there was only one krypton sample and one xenon sample it is not

possible to compare how annealing affected them in comparison to how it

affected the argon in the titania-doped tantala sample.

It was considered whether the Jelea equation 4.2 could be adjusted to

account for argon but as it relies on several constants derived through molecular

dynamics equations this was not possible. Despite this, the pressures being in

similar ranges despite the different equations suggest that both are working,

at least as a first approximation.

It is not possible to tell from the EELS spectra whether the bubbles are

solid or still fluid. The signal to background ratio for the relevant gas-edge

is so small for any individual bubble that, when compared with the overall

EELS spectrum, any fine details of the ELNES are not distinguishable, which

is where such information would be found.
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4.5.4 Final Discussion

While the bubble properties have been discussed in great detail; the importance

of characterising the bubbles will now be put into context. Potential further

work will also be discussed. First however, some context will be provided for

the high densities of some of the bubbles.

While densities suggesting that solid argon and xenon bubbles are present

in the films may initially seem surprising, solid noble gas bubbles are a common

phenomenon [178, 137, 142, 141, 179, 140, 142, 145, 180, 181, 100, 169].

Although ‘bubbles’ is commonly used, the term often refers to solid precipitates

or particles. Some studies have determined the bubbles have a crystalline

structure [182, 183], with lattice images obtained [184]. It has been observed

that bubbles coarsen with annealing [152, 185], just as was observed with

the argon bubbles in the titania-doped tantala sample. As discussed at the

beginning of this chapter, bubbles of noble gases are of particular concern to

the nuclear industry, where fission products implant in reactor components,

potentially causing swelling and cracking [161, 162]. The mechanics of how the

bubbles form and affect the surrounding matrix is outwith the scope of this

thesis but both are active areas of research [135, 186, 187, 188, 189].

The final goal of this analysis is reducing the noise in LIGO’s detectors.

Creating a technique to analyse the samples is simply the first step and analysing

the current mirror coatings specifically is the second. After this; having a

better model for the bubble pressures, understanding how they chemically

and physically affect the surrounding material, as well as loss measurements

in tandem with well described bubbles will be required. Some of this work

has already begun [190, 191].
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The optical properties of the films will almost certainly be affected by the

bubbles, most notably the mechanical loss. It has been found that mechanical

loss initially decreases with increased annealing temperature [192], however at

annealing higher temperatures the benefits begin to plateau [134]. The initial

decrease of mechanical loss is probably due to structural relaxation from an

initial ‘frozen’ state that is far from equilibrium. Above a certain annealing

temperature, however, it may be that the bubbles become a critical size and

where previously they were small enough to have little or no effect on the loss,

they might now be large enough to appreciably affect it [135]. Alternatively,

it may be that their formation is positively affecting the mechanical loss,

but beyond a certain size their contribution decreases. They may also be

affecting the scattering loss [193], as the larger the bubbles, the more likely

the incoming photons are to be scattered or absorbed by them rather than

the tantala glass. This also cause laser damage to the coatings, as the argon

bubbles do not have the same desirable low-absorption properties that the glass

does. It has long been suspected that the presence of the bubbles (or what

we have now experimentally confirmed to be bubbles) may be contributing

to laser damage in the coatings.

While the xenon bubbles in Zircaloy-4 present less immediately obvious

benefit to reducing mirror coating noise it does not mean there is none. Recent

work done on dielectric multilayer films for ultra-high power and energy laser

applications investigated using xenon rather than argon during the sputtering

process [194]. There, it was found that using xenon reduced laser damage

for UV-lasers, as xenon bubbles were less likely to form and when they did,

were closer to the density of the hafnia films. While their sample preparation

meant that the xenon behaves differently in their work than here, it shows

that understanding xenon bubble properties is still beneficial for GW coatings.
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It also shows that bubble formation happens in many different thin films, so

figuring out either how to eliminate the bubbles or understanding their noise

contribution is crucial to improving LIGO’s mirror coatings.

The next steps for this project come in three parts. The first is having

more samples1, the second is molecular dynamics work and the third is an

investigation into cross-sections for losses above 800 eV. Being able to collect

statistically significant measures of mean bubble diameter after annealing at

multiple temperatures would make it possble to estimate the average energy

barrier to diffusion for an argon atom in the Ta2O5 glass. From this the

average diffusion distance for a given annealing time and temperature could

be estimated, as well as what proportion of the total argon will form visible

nanobubbles. It would also be beneficial to compare samples made in the

same argon environment with the same annealing conditions but of different

composition to see how that affects bubble formation. These experiments would

likely be done in tandem with X-ray scattering [134] and ellipsometry [133].

The use of a direct detection detector could improve this technique by lowering

the noise. Atomic modelling could potentially identify the modes by which the

bubbles affect the loss. Molecular dynamics simulations could also shed light

on the bubble formation if a suitably large cell could be constructed, with a

reasonable number of argon atoms interspersed with the tantalum, oxygen and

titanium atoms. Investigating the cross-sections comes in two parts. The first is

establishing, experimentally, if Hartree-Slater cross-sections are underestimated

at high losses. This would require collaboration with a group that has a gas

cell for TEM and STEM/EELS. The second part is a systematic study of the

actual time ratios of high- and low-loss spectra from high energy edges.
1And a reliably functioning microscope...
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When considering applications outside of GW detection; this method for

studying small noble gas bubbles is directly applicable to other noble gases in

a range of materials, not just coatings. Additionally, most other studies on the

properties of gas bubbles in similar materials are based on indirect measurement

methods and modelling [173, 195, 182, 196]. Now that a direct measurement

method has been proposed, work can be done on comparing the results. More

generally still, this method can also be applied to any fluid bubbles or even

solid precipitates in materials where there are no good standards, with the

caveats of a suitable EELS edge being present and the material not being

susceptible to damage by the beam.

4.6 Conclusion

The history and importance of bubble characterisation was discussed. The

method for creating a semi-empirical standard and using it perform spatially-

resolved absolute-quantification was then outlined. This technique was then

used to analyse bubbles in four different materials materials using STEM;

argon in titania-doped tantala annealed at a range of temperatures; argon and

oxygen in zirconia-doped tantala; and xenon and krypton in Zircaloy-4. The

bubble properties, namely diameter, density and pressure, were determined.

The results were then discussed and the samples were compared. The sample

deposited in oxygen could not be examined as it suffered severe beam damage,

and the titania-doped tantala samples annealed at the lower temperatures

could not be quantified due to the low SNR. It was not possible to fully analyse

the krypton bubbles but possible reasons for this were discussed. The argon

bubbles in the highest temperature annealed sample, the argon bubbles in

the zirconia-doped tantala sample, and the xenon bubbles did have consistent
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results. Despite using different EoS to calculate the pressures of the argon and

xenon bubbles they gave similar pressure ranges, as would be expected. The

xenon bubbles had a higher average density and pressure, which is consistent

with other research [194].

How the bubbles may be affecting the coatings was discussed. To summarise:

while it is currently unknown exactly what effect the bubbles have on the

coatings, it is believed they affect the mechanical loss (although in what way

is unclear) of the coatings, as well as increasing laser damage due to photon

scattering and absorption by the bubbles rather than the tantala glass. There

was also a discussion of potential further work in this project, in particular

how to better determine what effect the bubbles are having on the surrounding

materials and on the optical properties of the coatings. This would likely require

simulation and modelling work, in combination with further experimental work

using both microscopy and other techniques.



5
What We Can Learn from EXELFS

This chapter investigates whether recent developments in high energy-loss EELS

mean it would be possible to use EXELFS to investigate the short range order

(SRO) of GW mirror coatings. The goal is twofold: firstly, to advance EXELFS

as a technique, as with quantification in Chapter 4; and secondly, to provide

more insight into the structure of the GW mirror coatings. The importance

of understanding the structure of the coatings has already been discussed

at length but there are some nuances to understanding the SRO specifically.

Heat treating of the tantala layer may lead to some local ordering, which may

influence the loss. For the silica layer, the intention was to investigate whether

the fabrication process had any effect on the SRO.

We start with a brief recap of extended energy-loss fine structure (EXELFS):

following the edges in an EELS spectrum, there are oscillations caused by the

interference of the outgoing electron wave with the backscattered waves from

140
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the neighbouring atoms. These oscillations are known as EXELFS and give

information on the atomic environment in which the target atom sits. EXELFS

was first proposed by Leapman and Cosslet in 1976 [122]. More information

can be found in section 3.5.

EXELFS is analagous to extended X-ray absorption fine structure (EXAFS)

but is less commonly used, despite the advantages it offers. This is because

attaining high-quality EXELFS data is much more challenging: EXELFS

samples are typically more damaged by the beam as they require a higher

beam dose per unit volume; the lower energy edges that can be studied with

EXELFS are closer together, meaning the oscillations and background fitting

overlap; the background itself can be difficult to calculate for EELS data; and

finally, SNR is generally lower, in part due to the comparitively high readout

noise of the spectrometer (see section 3.2).

Much of the early work on EXELFS was primarily to establish it as an

equivalent technique to EXAFS. It was found that it could compete, but only

below 1.5 keV. Martin and Mansot used EXELFS to examine the differences

between amorphous and crystalline silicon carbide at K and L edges [197]. Serin

et al. [198] looked at EXELFS modulations above the K edge in low Z elements.

They reaffirmed the technique’s usefulness in investigating inhomogeneous

materials due to its high spatial resolution but also discussed the limitations,

which included the fact that overlapping edges can cause a loss in resolution and

that the effects of multiple scattering reduce the useable thickness of the sample.

They did note, however, that recent improvements in deconvolution techniques

may reduce the effects of this problem. In 1996, Haskel et al. also demonstrated

some of the possibilities of the technique, introducing a variety of ways to

improve the data acquisition such as realtime alignment and accumulation of a

large number of spectra all while monitoring sample drift, radiation damage and
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changes in energy resolution; therefore improving the EELS data quality. They

then used EXELFS to analyse the K, L1, and L2 edges in a range of elements

[199]. The same group later investigated the effects of radiation damage on

EXELFS, finding that in pure metallic materials the effects were minimal but

became more serious in ionic solids [200]. In more recent years, EXELFS has

been used to analyse the short-range order of multi-component systems [201];

investigate magnesium vandate catalysts [202]; study spatial resolution and

crystal anisotropy [203]; probe the structure of iron nanoparticles in carbon

nanotubes [204]; and quantify volume expansion at grain boundaries [205].

Improvements in aberration correction (section 2.2.1) in the past few decades

have meant that EXELFS is not widely used to analyse crystalline materials

because it is now possible to directly visualise atomic positions with relative

ease. However, this is clearly not useful for studying amorphous materials like

the GW coatings studied in this chapter. EXELFS, however, gives information

on the SRO of even amorphous materials. The SRO of GW mirror coatings

is of interest as it may shed light on why coatings of the same material but

made using different processes can have different properties.

At the University of Glasgow, in 2017, it was established that high energy-

loss EELS (in excess of 5 kV) could, theoretically, be used to study local atomic

ordering with EXELFS [206]. It would, however, require sufficiently long data

acquisition times and optimising the microscope and spectrometer optics to

reach a suitable SNR. It was then found that optimising the camera length

resulted in a monotonically decreasing background, which allows for good-

quality background subtraction, allowing better extraction of the oscillations

from the raw microscope data [1]. Previously, due to imperfectly designed

EELS lens programs the background did not have a perfectly monotonical

decay. This made extracting the signal from the data challenging. Coupled
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with other improvements to the microscope design, this advancement is a step

towards overcoming one of EXELFS main limitations.

Some of the work in references [1] and [2] has been included in the initial

work portion of this chapter. The transition metal edges and silicon data were

collected for [1], although no EXELFS processing on the transition metal edges

was included in that work. The paper was written by Ian MacLaren, with the

silicon analysis done by me. I also wrote a short literature review on EXELFS

for the paper that has been expanded and rewritten into this introduction. The

titanium data were collected by Jamie Hart at Drexel, and used in reference [2],

a conference paper for Microscopy and Microanalysis 2019. That work was done

by Jamie Hart, following discussions between Jamie Hart, Ian MacLaren and

myself. It focusses more on comparison between traditional EELS done with a

spectrometer and EELS done using direct detection. The titanium data in this

thesis is the same raw data but was processed by me, with a view to improving

EXELFS done with the current EELS set-up at the University of Glasgow.

The results will be presented first, before being discussed in detail in the

second half of the chapter.
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5.1 Initial Work

This initial work was not done on GW coatings. This was partly just to make

use of available data and this early work focussed mostly on checking that

EXAFS software and analysis techniques worked with EELS data. We start

by investigating the L-edges of five transition metals, then moving on to a

silicon sample before finally looking at titanium data collected by collaborators

at Drexel University.

The data were all processed using the typical processing methods discussed

in section 3.4.

5.1.1 L-Edges of Transition Metals

Four different transition metals were looked at; zirconium, molybdenum,

ruthenium, rhodium and palladium. Performing EXELFS analysis on the

L2,3 edges was never possible – the separation of the L-edges of these samples

were all below the 300eV threshold for extracting reliable oscillations. Between

the L3 and L2 edges there is, at most, 150 eV; between the L2 and L1 edges

there is a larger gap but still always less than 300 eV. An attempt was made

to see if there were any meaningful oscillations after the L1 edge. The edges

and their k-space oscillations can be seen in fig. 5.1 and all five datasets have

a k-weighting of one. Initially, there do seem to be some oscillations in the

zirconium and molybdenum data, but the data are too noisy for the oscillations

to be of use. At first glance the rhodium data (section 5.1.1.g&h) has smooth

and clear oscillations but their magnitude is approximately a million times

larger than the other datasets, which casts doubt on their veracity. There

are some small peaks after the edge in the rhodium data, it seems likely that

Athena is misinterpreting these peaks as oscillations. The palladium data is
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cut too short after the edge to be of use. There does not seem to be any

relation between increasing atomic number and the oscillations. There are

some similarities between zirconium and molybdenum (fig. 5.1.b&d), despite

the poor SNR in the ruthenium oscillations. Both are hexagonally close-packed,

so the similarities make sense.



5. What We Can Learn from EXELFS 146

Figure 5.1: The data from the transition metals, showing the edges and then the
k-space data, all of which show very poor and noisy oscillations: a,b) zirconium;
c,d) molydenum; e,f) ruthenium; g,h) rhodium; i,j) palladium. The energy ranges
used to extract the k data were 100-200, 150-1190, 170-900, 100-700 and 150-550 eV
post-edge, respectively.
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5.1.2 Silicon

The data in this section was collected by Ian MacLaren and comes from a

silicon wafer tilted off the 001 plane so as to reduce EELS oscillations. EELS

oscillations arise due to Bloch waves in a crystal, which are excited in different

ways depending on the crystal orientation close to a strongly diffracting crystal

plane. This can have serious implications for interpreting the structure since it

can completely change the near-edge structure or the apparent ratio of different

atoms in a material [207, 208]. Therefore, close to a pole, results change

significantly with orientation and moving the sample stage or scanning the

beam can give you position dependent changes in EELS. The solution is simply

to significantly tilt the sample away from any pole or low-index plane [209].

After initial processing, the silicon data were summed and then passed

through a low-pass numerical filter, with the hope of reducing the noise in

the spectrum without removing the EXELFS oscillations. The numerical

filter replaces the value in each spectrum channel by the average number of

counts per channel, in an interval w units wide, and centered on the channel

in question. Four filters were attempted, with the w = 5 spectrum chosen for

further analysis. The w = 10 lost too much data and also had its edge energy

shifted due to excessive smoothing. The w = 1, 2 were insufficiently different

from the original, unfiltered spectrum. The final spectrum can be seen in

fig. 5.3.a. The transformation into R-space (fig. 5.3.c) was performed over the

k-range 4 < k < 12 Å−1. This is a relatively small k-range, but increasing the

values only gave psuedo-structure in the lower part of the radial distribution

function (RDF) thanks to the noise at the higher end of the k-range (fig. 5.3.b).

Adjusting the k-weighting resulted in no improvement.
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Figure 5.2: The effects of a numerical filter on EELS data, which replaces the
value of each spectrum channel by the average counts per channel in an interval w
units wide, centered on the channel in question: a) the original deconvolved abd
background subtracted spectrum; b) w = 1; c) w = 2; d) w = 5; e) w = 10.
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Figure 5.3: Results from the silicon and titanium samples examined: a) the silicon
K-edge, showing a significant amount of noise in the post-edge tail; b) the k-space
plot, showing some noisy oscillations, note that this has been weighted by k2; c) the
R-space plot (burgundy line), with the accepted positions of silicon atoms overlaid
(orange spikes). These spikes have the correct relative distances but have been shifted
by 1.155 Å to align with the inital peak of the EXELFS data. A k-range of 4-12 Å−1

was used. The y-axis is in number of atoms per unit volume, and can be seen on
the far right of plot f.; c) the titanium K-edge; b) the k-space plot, showing clear
oscillations in the first half of the plot before descending into noise. Note that this
has been weighted by k; c) the R-space plot (blue line), with the accepted positions
of titanium atoms overlaid (purple spikes). A k-range of 3-11 Å−1 was used.
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5.1.3 Titanium

Two sets of titanium data were provided by Jamie Hart at Drexel University,

PA [210]. The first was made up of ten spectra. These spectra were then run

through median and Gaussian filters, and then combined. The second set of

data were made up of 21 spectra, taken at a higher current to the previous

data set. These spectra were then deconvolved, aligned and summed.

The combined spectrum from the second data-set was the one used for

analysis as the EXELFS oscillations were stronger. It was processed using

Athena and the transformation into R-space was performed using 3 < k < 11

Å−1. The RDF was compared to a histogram produced by CrystalMaker [211].

These data can be seen in fig. 5.3. The results were much more promising

than the ones produced for the silicon data, and so it was decided to try

and produce a fit using Artemis.

Initial results were promising. As mentioned in section 3.6.1, there are a

variety of ways to establish how successful a fit is and they were consistently

positive, even as multiple scattering paths were added. None of the values

were unphysical; the fit appeared good in the graph produced and none of

the correlations were too high.

Figure 5.4 shows the scattering paths (fig. 5.4.a) that contribute to the

experimental RDF (fig. 5.4.b) – i.e. the expected form of the RDF were only

that neighbouring atom present. Combining paths produces the actual RDF.

As paths are added to the fit, the expectation is that the fit (also infig. 5.4.b)

grows closer to the experimental data. This is indeed the case for this data.
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Figure 5.4: Graphs from artemis analysis of titanium data: a) the fit made with
Artemis, using the scattering paths below to match the EXELFS data; b) the
scattering paths as calculated by FEFF. Each line represents a path from a different
neighbouring atom. The importance of the paths to the fit decreases with their peak
intensities.
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5.2 Silicon

This sample is a commercial silicon wafer topped with hafnia and was investi-

gated for several reasons. The first was to see if collecting mutliple spectra to

be combined would have a positive effect, as was suggested by the results of the

initial work, before investigating the GW coating samples. The second was so

that there was a Si K-edge taken from silicon that could be compared with the

one taken from the GW coating silic. Finally, it was felt there was some benefit

in collecting the silicon data purely for its own sake – although the current

aLIGO coating uses silica, silicon is being suggested as a future GW coating.

Figure 5.5: Results from the silicon wafer: a) the silicon K-edge; b) the k-space
plot, extracted from 150-474.5 post edge; c) the R-space plot made using a k-range
of 3-10.28 Å−1.

The data are shown in fig. 5.5. The transformation into R-space was

performed using 3 < k < 9.5 Å−1. The EELS data is much cleaner (fig. 5.5.a),

than the first sample, and the k oscillations are clearer and less noisy. The

k-range, however, is still limited and the R data (fig. 5.5.c) shows signs of noise

at the lower end because of the noise at the upper end of the k data (fig. 5.5.b).

A third pass at this data would benefit from adjusting the energy window over

which the EELS data were collected, by extending further post-edge.
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5.3 Silica

Amorphous silica makes up a huge fraction of LIGO’s mirrors; it is the low

refractive index layer of the coatings; the fibres the mirrors are suspended with

are made from silica [164] and the test masses themselves are made from silica.

As stated in section 1.5, the tantala layer dominates the loss contribution of

the coatings, however the silica still contributes to the noise. As the required

sensitivity of the detector increases, even smaller noise contributions must

be considered.

Silica films can be made by a variety of methods; ion-beam sputtering;

magnetron sputtering [212]; reactive electron beam evaporation; plasma ion

assisted deposition [213]; sol-gel synthesis; chemical vapour deposition; or

physical vapour deposition [214]. It is well known that the method used

affects its properties, but the reason for this is much less well established [215].

Silica has applications far outside GW mirrors: it is used in hemispherical

resonator gyroscopes [216], atomic clocks [217], semiconductors [218] and

photovoltaics [219].

All of the data in this section were processed in the same manner, using the

basic EELS processing as described in section 3.4. Once the individual spectra

had been processed, they were summed and then passed through a low-pass

numerical filter (w = 5), in order to reduce high-frequency noise. The resulting

spectra were then prcoessed in Athena. All of the k and R-space data were

appropriately weighted by k2, to allow for better comparison.
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5.3.1 aLIGO Test Sample

In the case of the aLIGO test sample, there is not a lot of information other

than its composition. It dates from approximately 2011 and is thus likely to

be a test composition for the aLIGO coatings. Two1 sets of data were taken

from this sample; one from the silica substrate and the other from one of

the deposited silica layers. The intention was to compare the two, to see if

differences were visible in their EXELFS.

5.3.1.1 Deposited Silica Layer

This data can be seen in fig. 5.6. There are clear, strong oscillations for both the

oxygen and silicon K-edges (visible in fig. 5.6.b&e, respectively). The oxygen

R-space plot (fig. 5.6.f) has pseudo-structure below the first major peak. The

transformation into R-space was performed using 3 < k < 10.85 Å−1 for the

silicon edge and 3 < k < 10.2 Å−1 for the oxygen edge.
1In fact, a third set of data were also taken from this sample, from the tantala layer.

Argon bubbles are visible in these data, as in the sample from section 4.3.1. These data were
not included in Chapter 4 as it was felt this data would add little to that chapter when so
little is known about how this sample was made.
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Figure 5.6: Results from the deposited silica layer from the aLIGO test sample: a)
the silicon K-edge; b) the silicon k-space plot, extracted from 150-461.5 post edge; c)
the silicon R-space plotmade using a k-range of 3-11.5 Å−1; d) the oxygen K-edge;
e) the oxygen k-space plot, extracted from 150-1005.273 post edg; f) the oxygen
R-space plotmade using a k-range of 3-11.08 Å−1.

5.3.1.2 Substrate Silica

This data can be seen in fig. 5.7. There are clear oscillations for both the oxygen

and silicon K-edges (visible in fig. 5.7.b&e, respectively) but both become noisy

at the higher end of the k-range. The silicon R-space plot (fig. 5.7.c) has

pseudo-structure below the first major peak.
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The transformation into R-space was performed using 3 < k < 10.3 Å−1 for

the silicon edge and 3 < k < 10 Å−1 for the oxygen edge. The results from both

the deposited and substrate silica will be discussed in depth in section 5.4.3.

Figure 5.7: Results from the substrate silica layer from the aLIGO test sample: a)
the silicon K-edge; b) the silicon k-space plot, extracted from 150-479 post edge; c)
the silicon R-space plot made using a k-range of 3-10.5 Å−1; d) the oxygen K-edge;
e) the oxygen k-space plot, extracted from 150-1005.489 post edge; f) the oxygen
R-space plot made using a k-range of 3-10.7 Å−1.
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5.3.2 Amorphous Silica and Zirconium Doped Tanta-

lum Pentoxide Multilayer

This sample was created by Martin Hart and was made in the same way as

the current mirror coatings on the aLIGO mirrors. It is a cross-section of the

multilayer coatings and therefore contains both tantala and silica. A HAADF

image of this sample can be seen in fig. 1.5. For the oxygen K-edge, spectra

were taken from each silica layer and then summed together for each dataset,

and then all the resulting spectra were also summed. The silicon K-edge data

were processed slightly differently. These datasets were made up of only high-

and low-loss spectra, with no HAADFs or SIs. Consequently, the spectra were

deconvolved and then summed with no additional processing.

The data are visible in fig. 5.8. The transformation into R-space was

performed using 3 < k < 10.85 Å−1 for the silicon edge and 3 < k < 10 Å−1

for the oxygen edge. This sample would benefit from more data on the silicon

K-edge. The results can be seen in fig. 5.8.
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Figure 5.8: Results from the multilayer sample: a) the silicon K-edge; b) the silicon
k-space plot, extracted from 150-529.5 post edge; c) the silicon R-space plot made
using a k-range of 3-10.5 Å−1; d) the oxygen K-edge; e) the oxygen k-space plot,
extracted from 150-997.274 post edge; f) the oxygen R-space plot made using a
k-range of 3-10.03 Å−1.

5.4 Discussion

This section will first examine the initial work, and what was learnt from it,

before moving onto discussing the second silicon sample and the silica samples.

It will then compare the deposited and substrate silica layers from the aLIGO
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test sample, before finally comparing the three silica datasets and putting

the results into a wider context.

5.4.1 Initial Work

If success was measured by deriving atomic positions, neither of the first two

investigations were particularly succesful. Despite this, there are still things to

be learnt from them. The transition metal samples were originally collected

with the intention of developing a technique that could acquire complementary

data for XANES, which had better spatial resolution in order to investigate

micro- and nano-structure. While too noisy and with edges too close together to

be useful for EXELFS these spectra will be useful in developing semi-empirical

standards, like those used in Chapter 4. Currently, there are no studies of

any L-edges above technetium and no published Hartree–Slater cross-sections

for EELS L-edges after molybdenum.

Similarly, while the silicon sample did not produce useful data for analysing

atomic positions, it shows that improvements to the EELS set-up had a positive

effect. The relatively small size of this dataset was prohibitive. More data would

be extremely beneficial for reducing the noise and improving potential analysis.

The titanium data, by comparison, was extremely promising. The fit in

fig. 5.4 is incomplete, since it should follow the data more precisely across the

entire fitting window – but this was deliberate. The intention here is not to

create a perfect fit but to show that it is possible to collect EELS data of a

high enough quality to perform this kind of analysis. Artemis is designed for

XAS data, and uses the EXAFS equation. Thus, a perfect quantitative fit for

EELS data is of little use in isolation (i.e. only one dataset). The EXAFS

equation needs to be adjusted to quantitatively describe EELS data, and it
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is not possible to incorporate this into the Demeter software. The titanium

sample does not need to be well characterised. It was a test to see if the silica

samples of the next section could be examined using this technique.

This initial work laid the foundations for the data collection and analysis in

the rest of this chapter. While the attempt to classify transition L-edges was

misguided – the edges are far too close together to perform useful analysis using

these techniques – it, alongside the silicon work, showed how crucial collecting

multiple datasets were in order to reduce the noise as much as possible. The

titanium work proved definitively that it is possible to perform meaningful and

quantitative EXELFS analysis. Unfortunately, the specific improvements in the

titanium data’s SNR could not be replicated for the silica data collection. This

is because the set-up at Drexel is different than in Glasgow. For the titanium

data, a direct detection camera was used. Rather than the multi-step process

involved in a CCD (section 2.2.3), in direct detectors the beam electrons are

directly recorded without first being converted to photons. Consequently, they

offer greater resolution and SNR than a traditional CCD [210]. The silica data

collection focussed on collecting mutliple datasets and using the improvements

in set-up discussed at the beginning of this chapter to improve SNR.
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5.4.2 Silicon

Figure 5.9: Results from both of the silicon samples: a) the silicon K-edge; b) the
silicon k-space plot; c) the silicon R-space plot.

The data from the two silicon samples in fig. 5.9 show several differences. The

edge shape is different for the two samples; the k-space oscillations are of very

different intensities and shape; and the R-space plot shows definite differences

in shape. The second silicon R-data has been offset by 0.85 Å, so that a better

comparison between the two plots can be made.
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Figure 5.10: The silicon data alongside silica data from the multilayer sample
(section 5.3.2).

Adjustments to the data collection were made for the second silicon wafer,

based on what was learnt from the first; more datasets were collected and

summed together. This can be seen in the smoother post-edge tail of the second

attempt. The difference in edge shape can be seen more clearly in fig. 5.10,

which also includes the silicon K-edge from the multilayer silica sample. The

second silicon dataset bears more similarity to the silica dataset than the

initial silicon sample, suggesting the second silicon sample may have begun to

oxidise. This casts doubt on the RDF for this sample. Given that the first

sample did not match the expected structure of silicon either (see fig. 5.3); it

is difficult to draw any conclusions from either dataset. An Artemis fit was

not attempted both because of this and because it provides no information

in isolation, as discussed above.
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5.4.3 aLIGO Test Sample; Inter-Layer Comparison

The data discussed here can be seen in fig. 5.11. The data for the deposited

layer is made up from more individual datasets than the substrate layer, hence

its slightly lower noise. The two samples have very similar results, with the

exception of the edge intensities (fig. 5.11.a&d), which are of no consequence.

The oxygen K-edge of the deposited layer seems to decay back into background

faster than the substrate layer but otherwise their shapes are similar.

The silicon edge k-space oscillations (fig. 5.11.b) appear consistent, with

a slight shift in the position of the substrate oscillations after 5 Å−1. The

RDF (fig. 5.11.c) is much less consistent, with the substrate and deposited

R-space plots varying after the initial peak2.

The oxygen edge k-space oscillations are very clearly consistent (fig. 5.11.e).

The substrate data is noisier at higher k but even then, it still follows the

general trendline of the deposited data. This follows through to the R-data

(fig. 5.11.f). There are some differences in intensity but the positions of the

peaks are very clearly consistent up until 4 Å. They begin to diverge after

this and collecting more data, particularly from the subtrate would enable a

more definitive answer as to why this divergence occurs. However, given how

closely they align up until this point, and how noisy the substrate k-space

data is at higher k-values, it is extremely likely that this difference is simply

due to the higher noise in the substrate data.

The large similarities between the RDFs of the oxygen K-edge is extremely

promising, and suggests that the structure of the two silica types is the same.

Admittedly, the silicon K-edge data contradicts this somewhat but this is
2A reminder of nomenclature; the large peak around 1 Åis the ‘initial’ peak, despite there

being some small peaks prior to it. This is because these peaks are artefacts in the Fourier
transform and not representative of real structure.
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Figure 5.11: Results from both of the aLIGO test sample layers: a) the silicon
K-edge; b) the silicon k-space plot; c) the silicon R-space plot; d) the oxygen K-edge;
e) the oxygen k-space plot; f) the oxygen R-space plot.

possibly due to the noise. Both of the substrate datasets are much noisier than

the deposited data but the silicon data is the noisier of the two. For EELS, noise

becomes a bigger issue as the energy increases. Collecting more substrate data,

especially over the silicon K-edge would be extremely beneficial, and would

confirm if the discrepancy between the two RDFs real or just a result of noise.
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5.4.4 Final Discussion

The multilayer sample shows clear differences between the silicon K-edge and

the oxygen K-edge (fig. 5.12). The k-data for the oxygen edge (fig. 5.12.e) has an

odd and obvious dip in the middle of its oscillations and the differences between

the R-plots is stark. The R-plot for the silicon edge is extremely similar to both

of aLIGO test samples’ but the data from the oxygen edge shows clear and

definite structure (fig. 5.12.c&f, respectively). At first glance, this may suggest

that the oxygen data is suspect – obviously the two edges contradict each other

but only one of them agrees with the other silica data – but it is actually the

silicon data that should be considered less reliable. As previously discussed,

the silicon K-edge data for the multilayer sample was collected in a different

manner than the rest of the data; only spectra were collected rather than the

full complement of data. This methodology, alongside only three datasets being

collected, was because there were issues with the sample charging excessively.

This means that not only could the normal processing and noise reduction not

be performed, but the sample size was smaller for the silicon edge. Additionally,

the oxygen data were taken over two sessions, several months apart.

Bond distances calculated using CIF were not imposed onto the results

visible in fig. 5.12 or fig. 5.11, as was done in fig. 5.3 for two reasons. The first

is that there are multiple structures of crystalline silica and it was not known

which to choose to best compare with the amorphpous silica in the GW coating

samples. Secondly, the intent of this work was not to definitively calculate the

length of scattering paths but to make a qualitative comparison between the

different silica samples. It is clear from oxygen k-edge plots in fig. 5.12 that the

deposited and substrate silica from the aLIGO test sample have very similar

structures but that the multilayer’s structure is different.
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Figure 5.12: Results from all three silica samples: a) the silicon K-edge; b) the
silicon k-space plot; c) the silicon R-space plot; d) the oxygen K-edge; e) the oxygen
k-space plot; f) the oxygen R-space plot.

The results from the oxygen edge of the multilayer sample mean two things;

firstly, that silica made using different methods have differences in their short-

range structure and, secondly, that those differences are identifiable in their

EXELFS. At this point, the logical next step would seemingly be to move to

Artemis and attempt to fit it to a silica CIF. Ultimately, however, this was

decided to be redundant. Although the titanium data were fit using Artemis
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this was a proof of concept and as discussed, Artemis uses FEFF6, which has

no provision for EELS data. There have been provisions for EELS since FEFF8,

but it was not optimised until FEFF10, which was only released very recently.

It is also the first FEFF code to be open access. Artemis works such that it

requires very little interaction with the FEFF6 code itself and it is not possible

to implement newer FEFF versions into Artemis. Consequently, running and

analysing FEFF10 caclulations on the multilayer oxygen data were felt to be

beyond the immediate scope of this chapter.

It is very well established that how amorphous silica is made affects

its properties [53, 212, 213, 220] but the relationships between structure

and properties; and structure and annealing and synthesis is much less well

understood [215]. While other techniques such as X-ray and electron pair

distribution function measurements; Raman spectroscopy; nuclear magnetic

resonance; and X-ray diffraction can and have been used [215, 212] to investigate

the structure of the coatings, much is still unknown. Silica is unlikely to be the

low refractive index coating for future GW detectors (amorphous silicon is likely

to take its place [58, 57]), understanding the link between these things is still

of upmost importance as new coatings are tested and chosen. The technique

here is far from limited to amorphous silica, as seen in section 5.4.2. Being

able to determine the SRO of the coatings using EXELFS may explain why

the process by which amorhpous silica coatings are made affects its properties.

This would, in turn, allow the fine tuning of those properties.

The next steps for continuing the work of this chapter are fairly simple. The

first is, as always, to collect more data. The ideal candidates for this work are

amorphous silica samples, with known deposition techniques and environments;

post-deposition annealing; and properties. Multiple datasets should be taken

on these samples, focussing on increasing the SNR as much as possible, and
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choosing edges with long post-edge tails. Performing k-dependent smoothing

might also be helpful, although it is crucial that this is done with great care so as

to not remove useful data. Using electron counting and direct detection would

also hugely reduce the shot and amplifier noise. A combination of sensible data

collection and processing, and using different detectors will hopefully result in

oscillations up to 15 Å−1, or even higher with lower noise. This, in turn, should

make it possible to identify if there is a link between the structure and these

properties/synthesis environments. The second is to incorporate FEFF10 into

the project, performing calculations that will allow for characterisation of the

structure of the films. This technique is not limited to silica, it can also be used

on the tantala layers, as well as potential coatings for the next generation of

GW detectors. It has has wide ranging applications for characterisation outside

GW detectors. A third avenue for further work is comparing EXELFS results

with those from different techniques for investigating amorphous materials,

such as electron diffraction and fluctuation microscopy [221].

This results of this chapter also have ramifications far beyond GW mirror

coatings. ELFS as a technqiue is used infrequently due to its historically poor

SNR when compared with EXAFS. The advances of recent years in EELS signal

quality means EXELFS will no longer need to be relegated to second choice but

will be a true competitor to EXAFS; truly a ‘synchrotron in a microscope’ [123].
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5.5 Conclusion

The history of EXELFS was discussed, followed by an explanation of the

motivation for using EXELFS to investigate GW mirror coatings, specifically

the amorphous silica layer. This was followed by a record of the inital work

carried out. This initial work focussed on transition metals, silicon and titanium,

and was done in order to develop the technique and as a first test of ‘usefulness’

of EXELFS as an analysis technique following recent developments in improving

the SNR of EELS data. The titanium data were collected by Jamie Hart at

Drexel University using an alternative data collection technique and was by the

far the most succesful of this early data. A second attempt at analysing a silicon

wafer was made, following the initial work. While providing better quality

EXELFS, the second sample had oxidised. This makes it difficult to compare

the two samples. Having established that EXELFS was a viable analysis tool,

the silica samples were investigated. The first silica sample was an old aLIGO

test sample, with both deposited and substrate silica. The results from this

sample showed little difference between the deposited and substrate silica, and

showed little in the way of structure. The second sample was a multilayer

sample of amorphous silica and zirconium-doped tantalum pentoxide. The

oxygen K-edge of this sample showed definite structure.

The results of the different samples were compared and discussed. The

results suggest it is indeed possible to see differences in the structure of

samples created with different methods using EXELFS and that EXELFS

is becoming much more viable as an analysis technique. Potential next steps

were discussed, including collecting more data on samples with known properites

and synthesis methods to compare their EXELFS, as well as using FEFF10

to analyse the EXELFS.
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Conclusion

Noise reduction and elimination in GW detectors play a huge role in GW

astronomy. Less noise means the detectors will be more sensitive, and therefore

able to detect smaller GW. There are many sources of noise in the detectors

but the most important for this thesis is the thermal noise in the coatings

of the interferometer mirrors. This noise dominates the detector noise at its

most sensitive frequency. In order to increase the sensitivity of the detectors,

this noise source must be reduced. The first step is fully understanding the

structure of the coatings. The coatings are multilayers of amorphous silica

(low refractive index) and titania-doped tantalum pentoxide (high refractive

index and low dielectric constant) [54].

The first technique used to study the structure of the coatings was a

combination of DualEELS and high angle annular dark field (HAADF) imaging

to perform absolute spatial quantification. This is detailed in Chapter 4. Seven

170
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different samples were investigated, with the intention to characterise bubbles

that appear in GW coatings post-annealing. Five of the samples were doped

tantala – two with zirconia and three with titania. One of the zirconia samples

was annealed in oxygen but the rest of the tantala samples were annealed

in argon. The other two samples were not GW coating samples but rather

Zircaloy-4. Both were deliberately ion-implanted with noble gas beams at

the MIAMI facility in Huddersfield, in order to simulate the irradiation that

happens under reactor conditions. One was ion-implanted with krypton and

the other with xenon. The inclusion of these two samples was partly due to

the pandemic and making use of the data available during this time, but these

samples also provide a useful comparison to the GW samples by showing what

might happen in other deposition environments. It was found that the bubbles

form upon annealing and increase in size with annealing temperature. The

bubbles’ pressures and densities decreased with their diameter in all cases.

This work developed a technique that creates semi-empirical absolute EELS

standards for noble gases, thereby allowing for counting atoms in bubbles a

few nanometres wide. In the samples investigated here, enough bubbles were

measured to perform a statistical analysis. It also allowed for the analysis of

the properties of the bubbles, which showed that the densest were possibly

liquid or even solid. The bubbles likely affect the optical properties of the films,

although in what way is unknown. It is known that mechanical loss decreases

with annealing but at higher temperatures the benefits plateau [134]. It may

be that at this point the larger size of the bubbles causes issues. The inverse

may also be true – that the bubbles positively contribute to the decrease in loss

but at a critical size their contribution decreases. They may also be affecting

the scattering loss [193], as the bubbles will not have the same low-absorption

as the surrounding tantala glass.
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The second technique investigated the other type of coating (amorphous

silica), using EXELFS and is detailed in Chapter 5. There have been many

recent advancements in the SNR of EELS at high-losses, but the question

remained whether this meant that EXELFS was similarly improved. It was

investigated whether EXELFS could be used to analyse the short range order

(SRO) of the silica coatings, specifically if silica deposited in different ways had

visible differences in its SRO. It was found that EXELFS could be used, and

that there are some differences in the EXELFS of silica from different samples.

The deposited and substrate silica from the same sample had only subtle

differences, suggesting that there were no structural differences between the

two. The multilayer sample was drastically different to those two, in the results

from its oxygen K-edge. This suggests that samples made in different ways

will have differences in their structure. Interpretation of these differences in a

structural sense, is however, difficult at this point and will require modelling.
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6.1 What’s next?

Further work is possible for both the absolute spatial quantification and the

EXELFS work, both within and outwith the context of GW mirror coatings.

Both techniques would benefit from more data collection and then modelling

work, although in slightly different ways.

For the absolute spatial quantification, taking more data from a wider

range of samples fabricated in the same manner but annealed at different

temperatures and for different lengths of time would be extrememly beneficial.

This would help determine the rate at which the bubbles grow on annealing. It

would also allow an investigation into the average energy barrier to diffusion

for an argon atom in the glass; as well as for the average diffusion distance for

a given annealing time and temperature; and what fraction of the total argon

will form nanobubbles. Another avenue would be to collect data from samples

of different compositions fabricated and annealed in the same way, to see how

that affects bubble formation. These investigations could be done alongside

ellipsometry and x-ray scattering measurements. To investigate theoretically

how the bubbles affect the loss, both atomic modelling and molecular dynamics

simualtions could be used provide information on the bubble formation. This

technique is already applicable to materials outside GW coatings, as seen by

the Zircaloy-4 samples. Further work in the nuclear field could investigate the

effects of heavy noble gas deposits in nuclear fuel and reactor elements. It

could also be used to examine helium implantation due to alpha irradiation

in fusion reactor wall claddings.

For the EXELFS work, more data on silica deposited and annealed in known

conditions, as well as with known properties (such as optical absorption) is

needed. As many datasets as reasonably possible should be collected on these
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samples, with tails of at least 400 eV post-edge. Using electron counting and

direct detection would also be of great benefit for this technique to further reduce

the noise. This would allow for a direct comparison between the EXELFS, the

deposition and annealing conditions, and the properties of the silica. To link

these three to the structure would require detailed modelling. Using FEFF10

is likely the best initial route for this, and to characterise the SRO of the

silica from the EXELFS would make these results more widely relevant. This

technique could also be used on the tantala layers, as well as any thin films

made from materials with suitable edges.

6.2 Final Thoughts

This thesis had two, stated goals, the first to provide insight into the atomic

structure of GW mirror coatings, and secondly to improve the EELS character-

isation and quantification techniques used when analysing the coatings. The

hope is that the further understanding of the structure of the coatings gained in

this work, will help in the reduction of the thermal noise in detector due to the

coatings; and that the techniques would be of use beyond studying the coatings.

The two results chapters tackled this in different ways. The first chapter

presents a much more comprehensive technique and more definitive results. The

second chapter acts more like the first step in establishing the use of EXELFS

as an characterisation tool for the structure of the GW coatings. Although

there do seem to be differences in the SRO of the silica samples made under

different conditions, the lack of certainty around their fabrication and limited

amount of data means these results are only preliminary. Despite this, the

work is still promising in that it shows EXELFS is a viable analysis tool, with

several avenues for improving it further. The absolute spatial quantification
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method provides clear results that the argon known to be in the tantala coatings

coalesces into bubbles upon annealing, and that the densities and pressures

of the bubbles decrease with their diameter. It also presents a technique for

creating a semi-empirical standard for absolute quantification when no standard

already exists, as is often the case for noble gases.
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Figure 6.1: Bubble maps from the titania-doped tantala sample annealed at 600 ◦.

Figure 6.2: Bubble maps from the zirconia-doped tantala sample.
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Figure 6.3: Bubble maps from the Zircaloy-4 sample implanted with xenon, with
some maps showing nearest neighbour distances.
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Figure 6.4: Bubble maps from the Zircaloy-4 sample implanted with krypton.
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