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Abstract

The push to continually improve computing power through the further miniaturisation of elec-
tronic devices has led to an explosion of "post-Moore" technologies such as molecular elec-
tronics and quantum computing. The downscaling of electronic devices has enhanced the im-
portance of quantum effects. As a result to aid in the understanding and development of new
devices, accurate and efficient atomistic material modelling methods are crucial for guiding ex-
periments. In this thesis first principle material modelling (e.g Density Functional Theory) is
combined with the atomistic Non Equilibrium Green’s Function quantum transport method to
study how the electronic structure of two interesting junction systems relate to the electron trans-
port through the junction. These two types of junctions, molecular and metal oxide, have crucial
roles to play in the development of molecular based memories and superconducting quantum
computing respectively.

The first half of this thesis shows how the electronic structure of Polyoxometalate molecules
dominate their electron transport properties whilst their redox ability makes them promising for
memory applications. The results of the simulations reveal how the charge-balancing counte-
rions of Polyoxometalates increase the conductance of the molecular junctions by stabilisation
of unoccupied states, this is a key discovery as the effect of counterions are typically ignored.
Polyoxometalates can be altered easily by changing the identity of the central caged atom, en-
hancing device engineering possibilities. The IV characteristics and capacitance are computed
for Polyoxometalates with different caged atoms, the results show how the charge transport and
storage can be engineered by choice of caged species and redox state.

In the second half of this work, the archetypal Josephson junction, Al/AlOx/Al is explored.
The goal was to understand from an atomistic point of view how the nature of the amorphous
barrier influences the electron transport. The calculations provide evidence that the oxide con-
centration of the amorphous barrier significantly influences the resistance of the junction, it is
found that oxygen deficient barriers lead to higher than expected critical currents. Unexpect-
edly the simulations here fail to show an exponential relationship between barrier length and
resistance of the device. It is argued that there is an effective barrier length smaller than the
physical barrier length due to thinner regions of the barrier. This highlights how important an
understanding of the atomic structure of these junctions are for designing high quality junctions
for superconducting qubits.
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Introduction

The twentieth and twenty first century have seen rapid improvements in the quality of life, man-
ufacturing, medicine, and scientific discovery thanks to the exponential growth in technology.
Computational modelling is a vital tool for advancing knowledge of scientific phenomena, mate-
rial discovery and engineering. It gives access to scales and experiments that are not accessible
through practical methods, it also reduces costs and development time for taking products to
market.

One of the greatest challenges faced in science and engineering is overcoming the limit in the
miniaturisation of electronic devices in order to circumvent the slowing of Moore’s law. Moore’s
law predicts that computing power of integrated circuits (number of transistors) will double
approximately every two years [4]. The scaling limit is currently being reached. With devices
down to the nanoscale, quantum phenomena play a vital role in electronic device performance
[5]. Because of this, efficient nanoscale modelling techniques are required for understanding,
designing and improving the next generation of electronic devices and nanotechnology.

Since the technology is reaching the quantum realms, first principle modelling techniques
(ab-initio) take centre stage. The need for parameter free, quantum mechanics based mod-
elling frameworks has never been greater. This when combined with quantum transport meth-
ods can give researchers a detailed, accurate and efficient toolkit for advancing nanotechnology.
This thesis focuses on applying such a modelling framework to study two different interesting
nanoscale devices from an atomistic approach (bottom up). The goal is to aid in the understand-
ing of these devices and the challenges faced for their applications. The two different devices
are both part of proposed post-Moore’s law technologies. In this thesis, two main junction sys-
tems are explored computationally: Polyoxometalate (POM) molecular junctions, which show
promise for molecular memory applications. The other system is so-called Josephson junctions
(JJ), which are critical component of superconducting qubits, a leading quantum computing
architecture.

Chapter 1 of this thesis describes in detail the modelling approach. Specifically, the first
principles electronic structure method; Density Functional Theory (DFT), which is the most
popular for exploring and describing material systems is explained in detail including its histor-
ical context of solving the many body problem. Additionally a semi-empirical approximation to
Density Functional Theory is discussed as a more efficient tool for studying nanoscale devices.

xvi
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Finally, the theory for nanoscale electronic transport is discussed and the state-of-the-art device
modelling method Non Equilibrium Green’s Function (NEGF) is explained.

In Chapter 2 a brief overview of molecular electronics and flash memory technology is given
and the literature concerning molecular memories is critically reviewed. The previous work on
the POM molecule is discussed to give the context for the work in this thesis. Chapter 3 thor-
oughly explores the properties and electron transport in [W18O54(SO3)2]

4−, a POM molecule,
including the effects of charge balancing counterions. Chapter 4 builds on Chapter 3 by explor-
ing other POM molecules as junctions and exploring the atomic scale capacitance.

In Chapter 5, the focus of the thesis shifts to Josephson junctions for superconducting qubit
applications. A brief introduction to quantum computing is given and the challenges with
Josephson junctions is discussed. Previous works in simulating Josephson junctions in the liter-
ature is critically reviewed to place this work into context. In Chapter 6 the oxide stoichiometry
is of model Josephson junction is studied computationally and the junction to junction variabil-
ity is studied. Finally, in Chapter 7 the barrier length, considered a key parameter in Josephson
junctions, is studied with respect to its effect on the electron transport of this device.



Chapter 1

Theoretical Foundations

1.1 The Electronic Structure Problem

To understand the behaviour of materials and molecular systems it is essential to understand
the underlying electronic structure of the components that build that system. Hence a correct
description of the electronic structure is vital for studying material systems and their properties..

Understanding the electronic structure of molecules and condensed matter requires solving
the time-independent Schrödinger equation [6].

ĤΨ = EΨ (1.1)

where H is the Hamiltonian operator, Ψ is the wavefuction and E is the total energy of the
system. From equation 1.1 it can be deduced that the wave function is an eigenfunction of
the Hamiltonian. Therefore by correctly describing the wave function of a given system, the
properties of that system can be calculated and understood.

The Hamiltonian operator, H , consists of all the different energy interactions of a system that
make up the total energy. For a molecular or condensed matter state, the total energy is made up
by the sum of coloumbic interactions between the nuclei(n,m) and the electrons(e) [7].

Ĥ = T̂n + T̂e +V̂ee +V̂ne +V̂nm (1.2)

=−∑
i

h̄
2me

∇
2
i −∑

k

h̄
2mk

∇
2
k +∑

i< j

e2

ri j
−∑

i
∑
k

e2Zk

rik
+∑

k<l

e2ZkZl

rkl
(1.3)

where T and V are the kinetic and potential energy operators, i and j denote electrons, k and
l are nuclei, r denotes particle distance, m is mass and h̄ is Planck’s constant divided by 2π

(Dirac’s constant), e is the fundamental electron charge, Z is the atomic number and finally ∇2

is the Laplacian operator.

1



CHAPTER 1. THEORETICAL FOUNDATIONS 2

1.1.1 Born-Oppenheimer Approximation

Given the multiple interactions involved in many-electron systems, the Schrödinger equation
can only be solved exactly for hydrogen. As a result, approximations are required to find mean-
ingful solutions to this problem.

The first approximation which significantly simplifies the problem is the Born-Oppenheimer
approximation. Since nuclear motion is on the timescale of 1015s, much slower than the 1018s
of electronic motion (due to their difference in mass), then the nuclei can be treated as if they
are fixed bodies with electrons moving around them reducing the terms of the Hamiltonian and
the computational effort drastically. The Hamiltonian therefore becomes:

Ĥel =−∑
i

h̄
2me

∇
2
i +∑

i< j

e2

ri j
−∑

i
∑
k

e2Zk

rik
(1.4)

In general, the Schrödinger equation has many acceptable wave functions for a given molecule
or system, each of which are characterized by different eigenvalues E. For this to remain true,
the many wave functions are assumed to be orthonormal. Mathematically, in Cartesian space,
this can be described as follows:

∫
ψiψ jdr =

∫ ∫ ∫
ψiψ jdxdydz = δi j (1.5)

where δi j is the Kronecker delta. The assumption of orthogonality implies that the integral
described above is zero when i̸= j and 1 when i=j.

1.1.2 The Variational Principle

The fundamental postulate of quantum mechanics is that a wave function exists for any system
and through operators acting on this wave function the observable properties of the system can
be obtained. Unfortunately, none of the equations so far offer any insight into how a set of
orthonormal wave functions of a system are found. As a starting point, assume it is possible to
select arbitrarily a function, Φ, which is a function of electronic and nuclear coordinates through
which a Hamiltonian can operate on. If, as declared before, a set of orthonormal wave functions,
ψi are complete and potentially infinite, then said function Φ has to be a linear combination of
ψi, mathematically:

Φ = ∑
i

ciψi (1.6)
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where ci refers to coefficients relative to the combination. Indeed, the individual ψi is still
unknown as are the coefficients. However, given the constraint of normality of Φ :∫

Φ
2dr = 1 =

∫
∑

i
ciψi ∑

j
c jψ j

= ∑
i j

c∗i c j

∫
ψiψ jdr

= ∑
i j

c∗i c jδi j

= ∑
i

c2
i

(1.7)

To evaluate the energy of this eigenfunction, we rearrange the Schrödinger equation to solve
for E by taking the intergration over cartesian space, dr:∫

ΦHΦdr =
∫
(∑

i
ciψi)H(∑

j
c jψ j)dr

= ∑
i j

c∗i c j

∫
ψiHψ jdr

= ∑
i j

c∗i c jEi jδi j

= ∑
i

c2
i Ei

(1.8)

This shows that the coefficients, ci, can determine the energy associated with the generic
wave function φ . Though, their values are still unknown. What is known from quantum me-
chanics, is there must be a lowest energy value for E, the ground state, E0. Therefore:

∫
ΦHΦdr−E0

∫
Φ

2dr = ∑
i

c2
i (Ei −E0) (1.9)

By definition of the ground state, the term (Ei−E0) is greater than or equal to zero, assuming
the coefficients are real numbers, also greater than or equal to zero results in:∫

φHφdr−E0

∫
φ

2dr ≥ 0∫
φHφdr∫

φ 2dr
≥ E0

(1.10)

This equation, known as the variational principle, is extremely important for solving the
electronic structure problem. It gives a platform for finding the best wave function to describe
the ground state of a system. In essence, the lower the energy the better the guess. Note, the
choice of wave function is not restricted to a linear combination of wave functions but can be
constructed using all mathematical tools that have been developed.
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1.1.3 LCAO Basis Set approach for constructing wave functions

The Linear Combination of Atomic Orbitals (LCAO) Basis set approach is a method for choos-
ing a guess wave function to obtain the ground state of a system. The approach is to construct a
wave function as a linear combination of atomic orbitals, ϕ .

φ =
N

∑
i=1

aiϕi (1.11)

where ai is a coefficient, and the set of N functions is the ’basis set’ to describe the molecular
orbitals in a system. The atomic orbitals (atomic wave functions) correspond to the 1s, 2s, 3p,
3s, 3p etc.. orbitals which arise from the eigenfunctions of Hydrogen. The square of the wave
function represents a probability density, intuitively giving a probability of where the electrons
are likely to be in space. Hence, for molecular systems, combining atomic orbitals is a sensible
and efficient approach to describing the molecular orbitals as the basis set for the wave function
of a multi-electronic system.

Using the guess wave function, the basis set, the energy of the system can be evaluated using
the equation of the variational principle.

E =
(∑i aiϕi)H(∑ j a jϕ j)dr∫
(∑i aiϕi)(∑ j a jϕ j)dr

=
∑i j a∗i a j

∫
ϕiHϕ jdr

∑i j a∗i a j
∫

ϕiϕ jdr

=
∑i j a∗i a jHi j

∑i j a∗i a jSi j

(1.12)

Here the "matrix elements" have been introduced, Hi j the "resonance integral" and Si j the "over-
lap integral". The overlap integral describes the extent to which any two basis functions overlap
in space. The goal is a minimization problem, find the value of the coefficients, a, for which the
energy is at its minimum. Mathematically this is:

δE
δak

= 0 −∀k (1.13)

Solving this partial derivative leads to the N equations which must be satisfied:

N

∑
i=1

ai(Hki −ESki) = 0 −∀k (1.14)

The set of N equations involves N number of "ai" unknowns. These types of equations have
a non-trivial solution if and only if the determinant is equal zero. This determinant is the secular
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equation. ∣∣∣∣∣∣∣∣∣∣
H11 −ES11 H12 −ES12 · · · H1N −ES1N

H21 −ES21 H22 −ES22 · · · H2N −ES2N
...

... . . . ...
HN1 −ESN1 HN2 −ESN2 · · · HNN −ESNN

∣∣∣∣∣∣∣∣∣∣
= 0 (1.15)

For this secular equation, there will be N energies E j which result in a different set of coef-
ficients, ai j. These coefficients will result in the optimum wave function for that given basis
set.

1.1.4 Many-electron wave functions

The previous section described how to construct one electron wave functions. As a consequence,
inter-electronic repulsion is not taken into account, though it is key for computing the electronic
structure of materials. If we consider the one electron Hamiltonian:

hi =−1
2

∇
2
i −

M

∑
k=1

Zk

rik
(1.16)

where M is the total number of Nuclei. The eigenfunctions of this Hamiltonian must satisfy the
corresponding one electron Schrödinger equation:

hiψi = εiψi (1.17)

Since, the Hamiltonian operator is separable and can be seen as the sum of single electron
Hamiltonians, similarly, a many-electron wave function can be constructed as products of one-
electron eigenfunctions. Given by the "Hartree Product" wave function:

ΨHP = ψ1ψ2...ψN (1.18)

To take into account the inter-electronic repulsion, the operator for which its eigenfunction
is a single electron wave function, ψi, becomes:

hi =−1
2

∇
2
i −

M

∑
k=1

Zk

rik
+Vi( j) (1.19)

The Vi( j) term is an interaction potential with all other electrons in occupied orbitals (j), this
repulsion is given by

Vi( j) = ∑
j

∫
ρ j

ri j
dr (1.20)

where ρ j is the probability density for electron j.This repulsive term is analogous to the attractive
nuclear-electron term, except the nuclei are treated as point charges, however, electrons are
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described by as wave functions, therefore the charge is spread out. It is worth noting that the
probability density of an electron is given by the square modulus of its wave function.

An initial guess for the ground-state many electron wave function is constructed through the
use of Slater Determinants. When constructing Slater-Determinants, it is vital to remember that
all electrons have the property spin, given by a spin quantum number. In addition, the Pauli
exclusion principle must always be obeyed; that is two electrons cannot be characterized by the
same set of quantum numbers. In general, a Slater Determinant is expressed as:

ΨSD =
1√
N!

∣∣∣∣∣∣∣∣∣∣
χ1(1) χ2(1) · · · χN(1)
χ1(2) χ2(2) · · · χN(2)

...
... . . . ...

χ1(N) χ2(N) · · · χN(N)

∣∣∣∣∣∣∣∣∣∣
(1.21)

Where N is the total number of electrons and χ is the product of the spatial orbital and the
electron spin, i.e spin-oribtal. Manifested in the Slater Determinant construction is the indistin-
guishability of quantum particles, the quantum mechanical spin exchange, and the orthogonality
of two different spins.

1.1.5 The Hartee Fock Method

With the ground work of the electronic structure problem in place, in this section one of the
first "successful" methods for solving the Schrödinger equation of many-electron systems will
be discussed: The Hartree Fock self-consistent field method [8]. The equations that will be
presented will assume the use of wave functions represented by a single Slater Determinant:

In the same vein as the Hamiltonian operator, the one electron Fock operator is given as

fi =−1
2

∇
2
i −

Nuclei

∑
k

Zk

rik
+V HF

i ( j) (1.22)

The final term of the equation is the HF potential, which describes the average potential experi-
enced by the electron i, due to the other electons, mathematically it is given by:

V HF
i ( j) = ∑

j
(Ĵi( j)− K̂i( j)) (1.23)

Ĵi is the Coulomb operator defined as:

Ĵi
∣∣ψ j(2)

〉
= ⟨ψi(1)|

1
r12

∣∣ψi(1)ψ j(2)
〉

(1.24)

and K̂i is the exchange operator, akin to a correction term of the classical Coulomb electron
repulsion. This term takes into account the effects of spin correlation and is given by:
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K̂i
∣∣ψ j(2)

〉
= ⟨ψi(1)|

1
r12

∣∣ψi(1)ψ j(2)
〉

(1.25)

With the Fock operator described, the many-body problem can be reduced to a set of one-
particle eigenvalue problems, for which the best wave functions that describe the lowest energy
based on the variational principle need to be found. As a result the so-called Hartree Fock
equations can be derived as:

f̂iψi = εiψi (1.26)

The equation clearly mirrors the Schrödinger equation. Here, the orbital ψi is an eigenfunc-
tion of the Fock operator with a corresponding eigenvalue, εi, which describes the energy of the
system. The HF method, consists of obtaining the ψi by solving this eigenvalue problem with
the Fock operator. However, careful examination of the Fock operator shows that it depends
on the orbitals of all the other electrons, so the problem has to be solved self consistently. Es-
sentially, an initial guess of the wave function is made and its average potential is calculated.
This calculated field potential is used to find a new set of orbitals from the HF equation. This is
repeated until self-consistency is achieved. Practically, this is done by using a finite set of basis
functions, known as basis set (φα , which is made up from atomic orbitals following the LCAO
method as described above). So an initial wave function guess has the form:

ψi =
M

∑
α=1

cαiφα (1.27)

The Hartree-Fock equations can be rewritten as:

f̂i

M

∑
α=1

cαiφα = εi

M

∑
α=1

cαiφα (1.28)

The M equations can be described a a set of matrix equations for the expansion coefficients
given by the Roothan-Hall equation [9]:

FC = SCε (1.29)

where ε is a diagonal matrix of all the orbital energies, S is the overlap matrix, F contains all
the Fock matrix elements and C is an M×M matrix for the expansion coefficients cαi.

Sαβ =
〈
φα

∣∣φβ

〉
(1.30)

Fαβ =
〈
φα | f̂

∣∣φβ

〉
(1.31)

The Hartree-Fock method becomes a matrix eigenvalue problem, where by solving the
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Roothan-Hall equations with an M basis function for a system of N electrons results in 2M
spin orbitals, N are occupied, 2M-N unoccupied orbitals of the system. Therefore, the larger
the basis set, usually described as a Slater determinant, the greater the flexibility in solving the
expectation value for the energy of the system,thus improving the accuracy.

Whilst the Hartree Fock method was a significant step forward in the field of theoretical
and computational chemistry, it suffered from a few flaws which meant although qualitatively it
could describe a plethora of systems very well, it is not quantitatively accurate enough. Its major
drawback is it uses a mean-field approximation and as a result electron correlation (Coloumbic
correlation in particular) is not accounted for and leads to large deviations from experiments.

1.2 Density Functional Theory

The motivation for Density Functional Theory (DFT) stems from the non-intuitive nature of the
wave function. Though the wave function can be described mathematically and operators can
be applied to it to extract physical meaning, the wave function itself has no physical interpre-
tation. Only that the square modulus returns a probability density. A wave function cannot
be determined experimentally, the goal is to have a theoretical framework based on a physical
observable that can solve the Schrödinger equation. As described previously, the Hamiltonian
operator which acts on the wave function, only depends on the physical positions of atoms, their
atomic number and the number of electrons. Thus, a far more intuitive observable would be to
use the electron density, ρ , which can be measured experimentally and also is related to the total
number of electrons in the system. Integrating the electron density with respect to space gives
the number of electrons in that given space:

N =
∫

ρ(r)dr (1.32)

In addition, the local maxima of the electron density result from the positions of the nuclei
which act effectively as point charges, hence information of the nuclei can be deduced from the
electron density of a given system. Another considerable advantage of using electron density is
that electron correlation (how much the movement of one electron is influenced by the presence
of all other electrons) is already taken into account.

1.2.1 Initial Approximations

Early approximations consisted of describing the energy of a system with respect to density [7].
In the simplest approach, the system is considered to be classical, thus the potential energy the
nucleus-electron potential is given by:
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Vne[ρ(r)] =
nuclei

∑
k

∫ Zk

|r− rk|
ρ(r)dr (1.33)

and for the self-repulsion of electrons:

Vee[ρ(r)] =
1
2

∫ ∫
ρ(r1)ρ(r2)

|r1 − r2|
dr1dr2 (1.34)

The kinetic energy for a continuous charge distribution was calculated by Thomas and Fermi
in 1927 and is given by [10]:

Tueg[ρ(r)] =
3

10
(3π

2)2/3
∫

ρ
5/3(r)dr (1.35)

As the V and T terms introduced above are functions of density, and density is a function of
three-dimensional space coordinates, these terms are "density functionals" hence the term DFT.
However, the initial foundations of DFT were not accurate or rigorous enough for molecular
systems, and found application only within solid-state physics. Although discarding the wave
function and focusing on a physical observable, the electron density, gave a more intuitive ap-
proach, there was still no rigorous formulation to effectively solve the many-body problem. The
problem lay in how to effectively describe the Hamiltonian based on the electron density. The
first steps to turn DFT into the successful quantum chemical methodology it is today, relied on
two critical theorems by Hohenberg and Kohn in 1964 [11].

1.2.2 The Hohenberg-Kohn Existence Theorem

The “Existence Theorem” states that the external potential applied on a system is defined as a
unique functional of the electronic density; the external potential Vext which is dependent on the
presence of the nuclei [11].

ρ0 => N,Z,R =>Vext => Ĥ => ψ0 => E0 (1.36)

In DFT, electrons interact with each other and with an "external potential" based on the at-
traction to the nuclei. This must be unique to the ground state electron density and thus relates to
a unique Hamiltonian operator and wave function. This creates a link between the wave function
and electron density. The proof relies on showing that an assumption to the contrary gives an
impossible result. Assume that two different external potentials (va and vb) can correspond to
the same nondegenerate ground state density, ρ0. Applying the variational theorem of molecular
orbital theory described above:

E0,a <
〈
ψ0,b

∣∣Ha
∣∣ψ0,b

〉
(1.37)

This is that the expectation value of Hamiltonian a (containing va) over the wave function b,
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must be higher than ground state energy of a. Manipulating the expression above:

E0,a <
〈
ψ0,b

∣∣Ha −Hb +Hb
∣∣ψ0,b

〉
<
〈
ψ0,b

∣∣Ha −Hb
∣∣ψ0,b

〉
+
〈
ψ0,b

∣∣Hb
∣∣ψ0,b

〉
<
〈
ψ0,b

∣∣va − vb
∣∣ψ0,b

〉
+E0,b

(1.38)

Given that the potentials, v, are one electron operators, the integral can be re-written in terms
of density:

E0,a <
∫
[va(r)− vb(r)]ρ0(r)dr+E0,b (1.39)

As a and b just correspond to different potentials for the same system, these indices can be
interchanged in the above inequality to give:

E0,b <
∫
[vb(r)− va(r)]ρ0(r)dr+E0,a (1.40)

By adding these two inequalities and noting that the ground state densities associated with
wave functions a and b are the same, then the integrals must sum to zero.

E0,a +E0,b <
∫
[va(r)− vb(r)]ρ0(r)dr+

∫
[vb(r)− va(r)]ρ0(r)dr+E0,b +E0,a

<
∫
[va(r)− vb(r)+ vb(r)− va(r)]ρ0(r)dr+E0,b +E0,a

< E0,b +E0,a

(1.41)

The result, is that the sum of two energies is less than itself, which is of course impossible.
Hence, the non-degenerate ground state density must determine a unique external potential and
Hamiltonian, and thus the wave function, finally providing a crucial link between wave function
and density.

1.2.3 The Hohenberg-Kohn Variational Theorem

The first theorem was crucially important in showing that a unique functional of density exists,
but offers no indication of how the density of a system can be predicted. Like in Molecular
Orbital theory it can be shown that the density of a system obeys a variational principle, pro-
viding a means to find the ground-state density. So for a given system there exists a candidate
density, for which the integral provides the number of electrons, N. Taking into account that for
that density there exists a candidate wave function and Hamiltonian. The the energy expectation
value can be evaluated given:

⟨ψcand|Hcand |ψcand⟩= Ecand ≥ E0 (1.42)
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Thus, the density cam be varied, and the lowest evaluated energy is closest to the true ground-
state density. Though pivotal in determining a framework for solving the many-body problem
as a function of density, there is still no rational procedure to choosing improved density. In
addition, at this stage, the process still relies on solving the Schrödinger equation, which defeats
the purpose of the motivation behind using electron density. Although it has been shown that the
electron density can be related directly to the wave function and follows a variational principle,
this procedure is still not simpler than wave function based calculations.

1.2.4 Kohn-Sham Self-consistent Field Methodology

As described above, though the electron density can be linked to the Hamiltonian and the wave
function,until now a simpler method is yet to be described. The main difficulty is in the electron-
electron interaction term for the Hamiltonian. In 1965, Kohn and Sham suggested that the
problem would be much simpler for a non-interacting system of electrons [12]. So the approach
is to start from a fictitious system of non-interacting electrons with a ground-state density that
is the same as the ground state density of a system that do interact [13, 14]. For this case, the
energy can be given by:

E[ρ(r)] = Tni[ρ(r)]+Vne[ρ(r)]+Vee[ρ(r)+∆T [ρ(r)]+∆Vee[ρ(r)] (1.43)

where the energy is the sum of the kinetic energy of the non-interacting electrons, the nuclear-
electron interaction, the classical electron-electron repulsion, the correction to the kinetic energy
based on the interacting nature of electrons and all non-classical corrections to the electron elec-
tron repulsion. For the case where, density is expressed as Slater-Determinantal wave functions,
χi, for N number of electrons:

E[ρ(r)] =
N

∑
i
(⟨χi|−

1
2

∇
2
i |χi⟩)−⟨χi|

nuclei

∑
k

Zk

|ri − rk|
|χi⟩)+

N

∑
i
(⟨χi|

1
2

∫
ρ(r′)
|ri − r′|

dr′ |χi⟩+Exc[ρ(r)]

In this expression, a new term Exc[ρ(r)], which is the exchange-correlation (XC) energy has
been introduced. This term includes the ∆T and ∆Vee terms from before that are "difficult" to
solve. Although known as exchange-correlation energy, in addition, the correction for classical
self-interaction and also the difference in kinetic energy of the fictitious system and the real one
is also included.

The strategy to solve this problem, as before, is to find the orbitals,χi, that minimize E,
creating a pseudo-eigenvalue problem:

hKS
i χi = εiχi (1.44)

where hKS
i is the Kohn-Sham(KS) one electron operator, which is defined by:
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hKS
i =−1

2
∇

2
i −

nuclei

∑
k

Zk

|ri − rk|
+

1
2

∫
ρ(r′)
|ri − r′|

dr′+Vxc (1.45)

Vxc is the functional derivative which can be thought of as the one electron operator for which
the expectation value of the KS slater determinant is Exc and is given by:

Vxc =
δExc

δρ
(1.46)

The energy that is being minimized is exact, so the orbitals χ must provide the exact density.
To determine the KS orbitals, the approach is similar to before, expressing a basis set of func-
tions, φ and determining the orbital coefficients by solving the secular equation as an iterative
SCF procedure (analogous to that for HF theory), where the elements Fαβ are replaced by Kαβ

such that:

Kαβ = ⟨φα |−
1
2

∇
2
i −

nuclei

∑
k

Zk

|ri − rk|
+

1
2

∫
ρ(r′)
|ri − r′|

dr′+Vxc
∣∣φβ

〉
(1.47)

An important point about DFT, as derived to this point, is that it is an exact theory (there
are no approximations). Compared to HF which is an approximate theory. However, the Exc

operator is unknown and so the equations are solved approximately.

1.2.5 The Exc Functional

Previously, DFT was derived and shown to be an exact theory. The caveat is that the form of
the exchange-correlation functional is unknown, thus the DFT equations and Kohn-Sham SCF
methodology cannot be solved exactly. Instead, approximations have to be made for the Exc

in order to solve DFT. This is the key problem in DFT, choosing the right functional for the
exchange-correlation term to accurately describe the system of interest. In general, the Exc is
expressed as:

Exc[ρ(r)] =
∫

ρ(r)εxc[ρ(r)]dr (1.48)

where the functional depends on the electron density and its interaction with an electron density
dependent εxc which is the ’energy density’. This term is considered a sum of the exchange and
correlation contribution. Spin can also be introduced into DFT, given by the normalized spin
polarization ζ (r).

ζ (r) =
ρα(r)−ρβ (r)

ρ(r)
(1.49)

where ρα/β are the up and down spin densities at any position.
There are many approaches to approximating the exchange correlation functionals in DFT
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[15, 16]. One of the simplest is the "Local Density Approximation" (LDA). The majority of
succesful LDA functionals were derived from the homogeneous electron gas model. In "LDA"
the exchange correlation energy depends solely on the value of electron density at each point in
space. The typical form is given by:

ELDA[n] =
∫

n(r)εLDA(n(r))dr (1.50)

where εLDA(n(r)) is the exchange correlation energy density derived from a homogeneous gas
of density n(r). The different LDA functionals consist of different parameterizations designed
to be applicable to different systems. The most commonly used general LDA functional is the
PZ functional, parameterized by Perdew and Zunger [17]. In LDA functionals the density is
assumed to be the same everywhere, this leads to an underestimation of exchange energy and an
overestimation of correlation. Thus have limited applications (often a successful approximation
for metals). To correct for the spatially uniform electron density, local variations in the density
are taken into account. In other words, the gradient of the density. This led to the next set of
highly succesful functionals, known as the ’Generalized Gradient Approximation’ (GGA). In
the GGA the functional is expanded in terms of the gradient of the density and is commonly
given by:

EGGA[n] =
∫

n(r)εGGA(n(r),(r)dr (1.51)

These functionals produce excellent results for molecular geometries and ground-state en-
ergies and have a wide range of applications. Examples of commonly used and successful
functionals are BLYP, BP86, PBE, PW91 [17–20]. Further still are the meta-GGA which extend
the GGA approximation by including a dependency on either the laplacian of the density or the
kinetic energy density of both. The meta-GGA can often improve (at computational cost) the
energetics of systems and the description of band gaps. Another popular family of functionals
are hybrid functionals, which incorporate the exact exchange from Hartree-Fock theory with
exchange-correlation from DFT, these have found great success in improving atomization ener-
gies, bond lengths and other molecular properties. Commonly used functionals are the B3LYP,
PBE0 and HSE [21–24].

In the Quantum ATK implementation of DFT methods, to further improve speed and effi-
ciency, pseudo-potentials are used [25]. In essence, the nuclear potential and core electrons are
not dealt with explicitly and are replaced by an effective potential (which acts on the valence
electrons). This allows for the valence electrons and the system to be described by a smaller
number of basis functions, vastly improving the computational efficiency. The most successful
ones are the norm conserving SG15 and Pseudodojo pseudopotentials, which are the two mainly
applied in the work in this thesis [26–29].

A brief introduction to different exchange correlation functional families has been given. It
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should be clear to this point, that the nuance for successfully using DFT is to pick the right
functional (and basis sets) to describe the system of interest. In this section, some examples
of successful functionals have been introduced. In general, these functionals have been devel-
oped from fitting procedures with properties from experiments, the nomenclature stems from
the authors that developed them. The background, the fitting, the use-cases and successes of the
different functionals are beyond the scope of this thesis. The take home message is that there is
a sizeable "Zoo" of functionals which makes DFT a very versatile and adaptable first principle
method for solving the electronic structure problem for a wide range of systems. The general
work flow of a DFT calculation is shown in the flowchart in Fig 1.1.

Figure 1.1: Flowchart depicting the iterative process for solving the Electronic structure problem
with Density Functional Theory



CHAPTER 1. THEORETICAL FOUNDATIONS 15

1.3 Tight Binding Density Functional Theory (DFTB)

Although versatile and accurate, as a first principle method it is computationally expensive.
The computational cost of most DFT codes scales N3 with number of atoms. As the size
of the system increases, it becomes impractical to study using DFT methods. An alternative
method, based from DFT, is the density-functional tight-binding method (DFTB). This is a semi-
empirical method, parameterized from DFT which is an efficient, robust, rapid and transferable
computational tool for accurate electronic structure method for molecules and bulk solids. In
this section, the theoretical framework will be described as is implemented in Quantum ATK
software packages [25].

1.3.1 Tight Binding Theory from Density Functional Theory

The starting point for DFTB, is to describe the total energy of a system of M electrons in a field
of N nuclei [30–33]. In simplest terms it can be considered:

Etot = Ebs +Erep (1.52)

Where Ebs is the energy from the sum over the occupied orbital energies from the diagonal-
ization of the electronic Hamiltonian. Erep is the short-range repulsive energy from two-particle
interactions. From DFT this can be rewritten as a system of M electrons in a field of N nuclei at
positions R, in terms of the charge density n(r):

E =
occ

∑
i
⟨ψi|−

∆

2
+Vext +

1
2

∫ n(r′)
|r− r′|

|ψi⟩+Exc[n(r)]+
1
2

N

∑
α,β

ZαZβ

|Rα −Rβ

(1.53)

In this form, the first sum is the occupied Kohn-Sham eigenstates, the second term is the
exchange-correlation energy and finally, the last term is the core repulsion. However, it is more
useful to rewrite this form with respect to an input density, substituting for charge density.

E =
occ

∑
i
⟨ψi|−

∆

2
+Vext +

1
2

∫ ′ n′0
|r− r′|

+Vxc[n0] |ψi⟩−
1
2

∫ ∫ ′ n′0(n0 +δn)
|r− r′

−
∫

VXC[n0](n0+)

+
1
2

∫ ∫ ′ ′(n0+)

|r− r′|
+EXC[n0+]+Eii

(1.54)
Here, the charge density has been replaced by n′0 = n0(r′) which is a superposition of reference
density, ′ is a small fluctuation whilst

∫ ′ refers to
∫

dr′. The second term is a correction for
double counting in energy. The last term Eii is the ion-ion core repulsion energy. Lastly, EXC

can be expanded at the reference density to give the total energy correct to second order density
fluctuations.



CHAPTER 1. THEORETICAL FOUNDATIONS 16

E =
occ

∑
i
⟨ψi| (̂H)0 |ψi⟩−

1
2

∫ ∫ ′ n′0(n0 +δn)
|r− r′

+EXC[n0]−
∫

VXC[n0]n0

+Eii +
1
2

∫ ∫ ′
(

1
|r− r′|

+
δ 2EXC

δnδn′
)δnδn′

(1.55)

1.3.2 Zeroth Order Standard DFTB

In the non-SCC(self consistent charge) approach, the last term of the equation above is ne-
glected. A frozen-core approximation is applied and only valence orbitals are considered [34,
35]. The Kohn-Sham equations are solved non-self-consistently whilst neglecting the second
order correction. The total energy becomes:

ET B
0 =

occ

∑
i

〈
Ψi|Ĥ

∣∣Ψi
〉
+Erep (1.56)

the single-particle wave functions are expanded into a set of localized Slater-type atomic orbitals,
ψV :

Ψi(r) = ∑
v

cviψv(r−R) (1.57)

where c are the coefficients, r is the electron coordinates and R is the nuclei coordinates. These
localised atomic orbiatals are solved for free "pseudoatoms" using SCF-LDA calculations. The
non-SCF Kohn-Sham equations can be obtained through applying the variational principle to
the ET B

0 .
M

∑
v

cvi(H− εiS) = 0 (1.58)

where Hamiltonian and overlap matrices are given by:

H0 =
〈
ψµ

∣∣ Ĥ0 |ψv⟩ (1.59)

S =
〈
ψµ

∣∣ψv
〉

(1.60)

Only two-center Hamiltonian matrix elements are treated explicitly along with two centre
overlap matrices. The eigenvalues of the free atoms are the diagonal elements of the Hamilto-
nian. When the general eigenvalue problem is solved, Erep is given as the difference between
the SCF-LDA energy of the system and the tight binding band structure energy for a reference
system.

Erep(R) = [ESCF
LDA(R)−

occ

∑
i

niεi(R)]|re f erence (1.61)

This non-SCC DFTB approach has been succesfully applied to various different materials,
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systems and problems in material science. However, in cases where the structure of the system
is better described by a charge balance between different constituents such as heteronuclear and
polar systems. Then this approach is too crude.

1.3.3 SCC-DFTB Self Consistent Charge Extension

To deal with heteroatomic molecules and polar systems, the approach described before is ex-
tended to improve the description of energies, total forces and transferability by including long-
range Coloumbic interactions. In this case, the second-order term in the density fluctuations is
considered explicitly. Hence, this is often known as the second order extension DFTB.

The second order term includes the decomposition of (r) into atomic centered contributions
that decay quickly as the distance increases from the centre. The second-order term is expressed
as:

E2nd =
1
2

N

∑
α,β

∫ ∫ ′
Γ[r,r′,n0]δnα(r)δnβ (r

′) (1.62)

in this form, Γ is a functional that includes the Hartree and XC coefficients, and δnα/β is the
atomic centred expansion, which can be expanded into radial and angular functions:

δnα(r) = ∑
l,m

KmlFα
ml(|r−Rα |)Ylm(

r−Rα

|r−Rα

)≈ ∆qαFα
00(|r−Rα |)Y00 (1.63)

Fα
ml is the normalized radial dependence of the density fluctuation on atom α .Thus expression

also ensures the total charge of the system is preserved (i.e the sum of the charge will give the
intergral of the charge density). Combining the two equations above, gives the short-hand form:

E2nd =
1
2

N

∑
α,β

∆qα∆qβ γα,β (1.64)

where

γα,β =
∫ ∫ ′

Γ[r,r′,n0]
Fα

00(|r−Rα |)Fβ

00(|r−Rβ |
4π

(1.65)

In the situation where there are large inter-atomic distances, in the LDA the XC contribution
vanishes. In which case, the E2nd becomes a pure Coulomb interaction between the point charges
of α,β . In the case where there is no interatomic distance, i.e the charges are located on the same
atom, γαα , it would need to be calculated through the expansion of the charge density into an
appropriate basis set of localized orbitals. However, to avoid the numerical effort associated with
this case, γαα is approximated as the difference between the ionization potential and electron
affinity of the associated atom. In semi-empirical quantum chemistry this is related to the idea
of chemical hardness ηα or the Hubbard parameter, Uα [36]. More generally:
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γαα ≈ Iα −Aα ≈ 2ηα ≈Uα (1.66)

These parameters can be calculated for any atom within LDA-DFT, simply the second
derivative of the total energy of the atom with respect to the occupation number of the highest
occupied atomic orbital. Taking an assumption of exponential decay of a normalized spherical
charge densities (like for the case of using a basis set of Slater-type orbitals to solve the Kohn-
Sham equations), a well-defined expression for extended and periodic systems can be derived
for γαβ :

γαβ =
1
R
−S(τα ,τβ ,R). (1.67)

where τ is a parameter that arises from the spherical charge density for the atom, R = |Rα −Rβ |
and S is an exponentially decaying short range function given by:

S(τα ,τβ ,R) =
5

16
τα +

1
R

(1.68)

Assuming that at R = 0, the second order contribution can be approximated via the Hubbard
parameter, then τα = 16

5 Uα . From this approximation, chemical hardness is calculated with a
fully self-consistent ab initio method which includes the influence of EXC. In the limit of large
interatomic distance it becomes a Coloumb interaction between the point charges (∆ qα and
∆qβ ). For periodic systems, the standard Ewald technique is used to evaluate the long range
part. For the short range, S is summed over a small number of unit cells.

Including this second-order expansion, the TB energy can now be written in the form:

ET B
2 =

occ

∑
i

〈
Ψi|Ĥ

∣∣Ψi
〉
+

1
2

N

∑
α,β

∆qα∆qβ γα,β +Erep (1.69)

The atomic charges are dependent on one particle wave functions, thus a self-consistent pro-
cedure is required to find the minimum ET B. As before, to solve the Kohn-Sham equations, ψi

are expanded into localized atomic orbital ϕv using confined Slater-type orbitals. SCF-LDA cal-
culations for free atoms are used to determine the localized orbitals and expansion coefficients.
Applying the variational principal to ET B within the pseutoatomic basis, the Kohn-Sham equa-
tions are obtained. The charge fluctuations (δq) are estimated through Mulliken charge analysis.
The final set of algebraic equations are:

M

∑
V

cvi(Hµv − εiS) = 0 −∀µ, i (1.70)
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Hµv =
〈
ϕµ

∣∣ Ĥ0 |ϕv⟩+
1
2

Sµv

N

∑
ξ

(γαξ + γβξ )∆qξ

= H0
µv +H1

µv, −∀µ ∈ α,v ∈ β

(1.71)

Sµv =
〈
ϕµ

∣∣ϕv
〉
, −∀µ ∈ α,v ∈ β (1.72)

Multiparticle interactions are accounted for through the overlap matrix, as it generally ex-
tends over few nearest-neighbour distances. A nondiagonal Mulliken charge contribution is
added to the matrix elements to account for the charge fluctuations. As before, a two center
approximation is used but now spherical pseudoatomic charge densities are superposed instead
of pseudoatom potentials. The effective potential for the resulting charge density is then evalu-
ated. Consistent with before, the Erep is determined as the difference between SCF-LDA energy
and SCC-DFTB electronic energy for suitable reference structure. Now that the charge transfer
effects have been included explicitly, the transferability of this term and DFTB in general is
significantly improved.

In this section, the DFTB method has been described starting from DFT. It is a very flexible
method, that provides a highly efficient and accurate electronic structure method, that allows
the computation of systems too costly for DFT. As will be seen, it can be combined with trans-
port simulation tools such as NEGF to provide a flexible method for atomistic simulations of
nanoelectronic devices.

1.4 Nanoelectronic Transport

Understanding the current flow of nanoscale junction devices requires an appreciation for how
electrons move through a solid. From the classical picture of a particle going on a random walk
through a device to the quantum picture of electron transmission through quantum tunneling.
There are several concepts and models critical to being able to explore the functionality of novel
and new devices. In this section, these concepts will be introduced to give an understanding
of how the current flows through devices in the nanoscale. Followed by a description the Non-
Equilibrium Green’s function (NEGF) method for describing quantum transport. These concepts
can in general be applied to wide range of devices, however the focus here will be with respect
to molecular and metal oxide junction devices.

1.4.1 Background Concepts

The classical picture of electron transport through a conductor is one of ’diffusive’ transport,
where an electron goes on a random walk and scatters through any obstacles. The nature of this
random walk would largely depend on the scale of the device and the types of materials. As you
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Figure 1.2: Visual representation of a simple device system.

go to smaller channel lengths (see Fig 1.2), transport becomes ballistic and electron transport
can be compared to that of a bullet. As you approach the nanoscale it is vitally important that
quantum effects are included when treating the transport of an electron through a device and the
macroscopic view commonly held becomes somewhat obsolete [37, 38].

To understand how an electron flows through a device, it becomes important to comprehend
why electrons flow? To answer this question, the concept of Density of States (DOS) is required.
Density of States is a probability density function that describes the number of states in a sys-
tem that can be occupied by an electron with a specific energy. For molecules this would be
discrete energy levels, whereas for condensed matter a more continuous Density of States can
be expected. In terms of transport, the Density of States of the channel is key as it describes how
many states per unit energy are available for electron occupation.

Although in molecules you would expect discrete states, in molecular junctions, coupling
between the molecule and electrodes and phonon effects lead the broadening of energy levels.
In this case the Density of States can be represented by a Lorentz function [39]:

D(E) =
1

2π

Γ

(E −E0)2 +(Γ/2)2 (1.73)

where Γ is an energy parameter that describes the coupling strength between the molecule (or
central region) to the device.

Another key concept in understanding why electrons flow is location of the electrochemical
potential, µ0. At equilibrium the electrochemical potential of the device is the same everywhere.
At absolute zero, this is the energy for which below it (E<µ0) all states will be filled and above
it the states are empty. The transition from full energy states to empty is described by the Fermi
function. The Fermi function is derived from Fermi-Dirac statistical mechanics.

f (e) =
1

exp(E−µ

kT )+1
(1.74)

where µ is the chemical potential, k is the boltzman constant. From this function it should be
obvious that states with high energy are empty and states with low energy and filled, as electrons
will always fill lowest energies first, and due to the Pauli exclusion principle electrons cannot
occupy the same state. The transition from f = 1 to f = 0 occurs ± 2kT around µ0.

Of course, in a device, such as a molecular or metal oxide junction the interesting physics
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Figure 1.3: Simple Picture of Electron Transport in a nanoscale device.

happens when not in equilibrium, i.e electrons flowing. In equilibrium the Fermi function de-
scribes how the electrons are distributed across the system, but when out of equilibrium, the
contacts of the device (see source and drain in Fig 1.3) remain in a local equilibrium with its
own electrochemical potential. As a result, the device can be seen as having two different Fermi
functions for each contact.

fL(e) =
1

exp(E−µL
kT )+1

(1.75)

fR(e) =
1

exp(E−µR
kT )+1

(1.76)

The channel in between the two contacts, reacts to the two Fermi functions. The source will
fill the states in the channel, whilst the drain empties them. As a result, current flow happens
due to the difference in the Fermi functions of the two contacts. The resulting current, number
of electrons per unit time, that flows is proportional to the difference in Fermi functions

I(E)≈ fL(E)− fR(E)≈
δ f0

δE
qV (1.77)

The quality of transport through the channel depends on the availability of states in the
energy window (difference in Fermi levels), i.e. the materials Density of States [40, 41].

1.4.2 Quantized Conductance

In classical macroscopic physics, conductance is described by Ohm’s law:

G =
I
V

= ρ
A
L

(1.78)

where I is the current through the device, V is the applied voltage, ρ is the conductivity which
is material and temperature dependant, A is the cross-sectional area and L is the length of the
device. This law predicts that the Resistance approaches 0 as the length of the device reduces to
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zero, i.e conductance becomes infinitely large. Experiments show there is a minimum interface
resistance, regardless of contact quality. Further experiments since the 1980’s demonstrated that
in small conductors, the conductance does not scale linearly with the area. In fact, in the ballistic
conductance regime the conductance reduces by multiples of conductance quantum.

GB =
e2

h
M(E) (1.79)

where GB is the ballistic conductance, e is the electron charge, h is Planck’s constant and M(E)

is an integer, which refers to the number of transmission channels for a given energy(not to
be confused with physical channel of the device, can be thought as transmission modes). This
equation, illustrates that there is a limit of conductance known as the conductance quantum given
by G0 where

G0 =
2e2

h
(1.80)

The factor of 2 stems from both spin up and spin down states for an electron, the value is 7.74
µS. This limit can be thought of as the maximum conductance of a transmission channel in a
device.

Metal-Molecule-Metal and Metal-Oxide-Metal Junctions are considered to be a phase coher-
ent conductor connected to two electron reservoirs. Hence, the transport can be modelled using
the Landauer-Buttiker Formalism [42, 43]. In this regime the conductance can be expressed as:

G =
2e2

h ∑
n

T (E) = G0 ∑
n

T (E) (1.81)

where T(E) is the transmission probability of an electron tunneling through the central scattering
region with that specific energy. This sets out a quantum picture of transport on the nanoscale.
It shows that the conductance is directly related to the probability of the wave function passing
through the central region, with an upper limit of conductance quantum G0 [44, 45].

Landauer-Buttiker showed that for this system the current can be expressed as

I =
2e
h

∫
T (E)[ fL(E)− fR(E)]dE (1.82)

where fL/R are the Fermi functions of the left and right electrodes with a given electrochem-
ical potential, µ .

This formula for current underpins all of molecular electronics and other phase coherent
conducting systems such as metal oxide tunneling barriers. This section has highlighted the
key physical picture for electron transport in the nanoscale. In the next section, this will be
expanded on with the Non-Equilibrium Green’s Function (NEGF) method which provides the
mathematical tool for solving this transport picture.
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1.4.3 NEGF Method

Figure 1.4: Device Structure for NEGF formalism, illustrating Source-Channel-Drain, self-
energies for the contacts and central region (∑), H is the Hamiltonian of the central region.

NEGF is the state of the art, three-dimensional atomistic electron transport method for atom-
istic device modelling. Whilst there are alternative methods and transport models such as the
Boltzmann Transport Equation (BTE) based on classical statistical mechanics or Monte Carlo
Transport methods, NEGF provides a fully quantum mechanical treatment of electron trans-
port, whilst taking into account several electron-electron and electron-phonon interactions. It is
solved self-consistently and is well suited for both nanoscale and mesoscopic systems. As the
systems studied in this work rely on quantum phenomena, the NEGF method is a reliable way
to model them and explore their properties [46, 47].

For the NEGF method, the device is split into three main regions: the two contacts (source
and drain) and the channel which is the central scattering region where the interesting physics
happens, this is shown in Fig 1.4. It starts from a bottom-up approach the starting point is the
time-independent Schrödinger equation to describe the scattering region of the device, but two
extra terms are included to cover the inflow and outflow of electrons: [48]

E[ψ] = [H][ψ]+ [Σ1 +Σ2][ψ]+ [s] (1.83)

Where Σ are the self-energy matrices which describe the connection of the channel to the
contacts, [Σ1+Σ2]ψ is the outflow and s is the inflow from the contacts. These terms are a result
from imposing open boundary conditions on the Schrödinger equation describing the central
region. From this modified equation, the wave function can be expressed as:

Ψ = [s][EI −H −Σ1 −Σ2]
−1 (1.84)

where I is the identity matrix. Given that the inflow of electrons into the system will be from
multiple sources and thus incoherent. These terms cannot be superposed, therefore more conve-
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nient to express the equations in terms of the conjugate transpose.

[Gn] = [ψ][ψ†] (1.85)

[Σin] = [s][s†] (1.86)

These quantities can be superposed and thus easier to work with. Further definitions are the
retarded and advanced Green’s functions, GR and GA given by:

GR = [EI −H −Σ1 −Σ2]
−1 (1.87)

GA = [GR]† (1.88)

given that the wave function, ψ = [GR][s], then:

Gn = GR
Σ

inGA (1.89)

Another key quantity with respect to the Green’s functions is the spectral function, A, which
is the matrix representation of the Density of States.

A = GRA = i[GR −GA] (1.90)

Γ1/2 = i[Σ1/2 −Σ
†
1/2] (1.91)

where Γ is the anti-Hermitian parts of the Σ′s, which is essentially a description of the coupling
between the electrons in the channel and the contacts.

Finally, the Green function equations can be used to describe the conductance and current for
Coherent Transport discussed earlier (Landauer-Buttiker formalism). The current is expressed
by

I =
2e
h

Tr[Γ1GR
Γ2GA]( f1(E)− f2(E)) (1.92)

Comparing to the same equation expressed previously, it should be obvious that the transmission
function can be calculated from the Green’s function as:

T (E) = Tr[Γ1GR
Γ2GA] (1.93)

and thus the quantum expression for conductance, G(E) can be expressed as:

G(E) =
2e2

h
Tr[Γ1GR

Γ2GA] (1.94)
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The equations presented thus far are general and their application to different problems of
transport relies on how the important physics is described by the Hamiltonian and self-energy
matrices. NEGF provides a rigorous methodology for including all types of interactions within
the channel both elastic and inelastic. The key quantity to be calculated is the retarded Green’s
Function, GR, from which the main properties of interest of the system can be calculated.

A common approach, and the one used in the work of this thesis, is to combine NEGF with
ab initio methods for an accurate atomistic treatment of transport at the nanoscale [49–51]. For
this, the Hamiltonian, self-energies are described using ab initio methods described in the section
above, from which the retarded Green’s function and transport properties can be calculated.

1.4.4 Poisson Equation

Figure 1.5: Poisson iterative process.

For accurate and realistic device simulations it is essential that the potential (which describes
charge distribution and transfer) is calculated self-consistently. The first step, the Hamiltonian
for the device (whether it be from DFT, DFTB or other methods) gives a description of the
device and its electron density. This electron density can then be used to solve the potential
(Hartree potential) using the Poisson equation [52, 53].

∇
2V H [n](r) =− e2

4πε0
n(r) (1.95)

where V H is the Hartree potential, n(r) is the electron density as described, ε0 is the vacuum
permittivity. The Poisson equation is a second-order differential equation which is typically
solved by applying appropriate boundary condition for the problem in question.

The iterative process consists of using an effective potential (Hartree potential) from the
Hamiltonian of the device, in the transport equation, to calculate the number of electrons that
flows into the device, this will change the electron density. This new electron density, is used
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within the Poisson equation to calculate the potential that another electron feels due to the pres-
ence of all electrons. The two equations are solved self-consistently for values of n and V H .
This is vital for describing the charge distribution of devices.

1.5 Conclusion

In this chapter the theoretical framework for simulating nano-scale electronic devices from a
"bottom-up" approach has been given. In the simplest view, any device is simply a task for
solving the many-body electronic structure problem using the Schrödinger equation. The foun-
dations for tackling this problem was discussed and the LCAO and wave function approach
and the limitations of this approach was introduced. This gave context for the development of
Density Functional Theory (DFT) which is the most popular and successful ab initio modelling
method. The mathematical formulation of DFT has been given in this chapter and its uses have
been reviewed. Additionally, the tight-binding approximation to DFT was also described as it
is a very versatile, accurate and more efficient method for simulating larger systems. Finally,
the theory for nanoelectronic transport was described to give a clear picture to the reader before
describing the state of the art NEGF method for accurately simulating nanoscale devices from
the "bottom-up approach". When this is combined with ab initio methods, it is an effective first
principle device modelling tool which is the main approach used to study the devices in this
thesis. This chapter has provided the theoretical foundation for the modelling methods and tools
used in this work.



Chapter 2

Molecular Memory

2.1 Introduction to Molecular Electronics

Molecular electronics is an exciting, relatively new, growing field of interdisciplinary study that
is attempting to combat the inherent limit of miniaturization of electronic devices based on
conventional silicon circuits [54].

Extending Moore’s law and miniaturizing electronic devices is becoming more challenging
primarily due to the limitations of current techniques for producing bulk semiconductor devices
from the top-down approach. Molecular electronics offers an alternative “bottom-up” approach
by creating devices using single molecules, as they are the smallest stable structures that can be
created [55].

Molecular electronics is simply the concept of creating functional electrical circuits from
individual molecules or from molecular ensembles. Some of the advantages compared to tra-
ditional silicon technology include increased capability and faster performance due to the ex-
tremely reduced size. There is potential for incredible versatility due to the abundant diversity
in molecular structures that can be designed and chemically altered for desirable functions. An-
other potential advantage is low-cost manufacturing, due to the ease of bulk synthesis and the
potential availability of a plethora of functional molecules [56]. However, despite the clear ad-
vantages, substantial research efforts and progress in the field, it is still in its infancy and the pro-
duction of commercial molecular devices are still a long way off. There are two main challenges:
Techniques for designing, controlling and measuring electronic components at the atomic scale
and a fundamental understanding of transport mechanisms at the molecular scale [57].

The simplest device that has been developed and extensively studied both experimentally
and theoretically is the molecular junction. Broadly speaking, this is a single molecule which
is connected to bulk electrodes (gold predominantly but there are several studies looking into
silicon and carbon based electrodes) [58, 59]. The bulk electrodes act as a “reservoir of elec-
trons” whilst the transport properties are dominated by the molecule and its connection to the
electrodes. These junctions are probed experimentally using break junction techniques and the-

27
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oretically by combination of DFT and NEGF [60, 61].
The first half of this thesis is concerned with a class of molecules known as Polyoxometalates

(POM) and their promise for use in memory applications. To give an overview to the reader this
chapter will be presented as follows: A brief introduction to Flash memory technology and the
challenges faced will be given. A review of the literature concerning ’molecular memory’ will
be presented before discussing previous research on POMs and POM based memory.

2.2 Non-Volatile Flash Memory

Flash memory is a type of solid state non-volatile computer memory storage device which can
be reprogrammed and erased. Non-volatile refers to the ability for the device to hold information
even when power has been removed. In the modern, increasingly digital world, it is a key tech-
nology. Flash memory devices have an array of floating gate transistors that make up memory
cells that store information. The floating gate of the transistor can be conductive (polysilicon) or
non-conductive as is the case with SONOS. (silicon–oxide–nitride–oxide–silicon) flash mem-
ory [62]. There are two main types of flash memory which are named based on their respective
logic gates: NAND and NOR. They differ predominantly on their connections to the memory
cells. In NOR cells, they are connected in parallel to the bit cells. As a result, the cells can be
read and programmed individually. In NAND cells, they are connected in series just like in a
CMOS NAND gate. The series connection is more space efficient, thus NAND cells are cheaper
to produce. Another considerable differentiator is that NOR allows random-access for reading
whilst NAND only allows page access [63].

Figure 2.1: Diagram of a typical Flash Memory Structure.

The memory cells in Flash memory act as a switch in which current flows between the source
and drain. The current is controlled by a floating gate (FG) and by a control gate (CG). The FG
is insulated by an oxide layer and sits between the CG and the channel of the MOSFET, this is
illustrated in Fig. 2.1. It is in the floating gate where the electrons are trapped as it is isolated
by the oxide layer. The floating gate remains in the state induced by the trapped electrons even
after the power is removed, hence it is a non-volatile memory technology [64]. When the FG is
charged with electrons, the charge shields the electric field from the control gate, this results in
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an increase in the "threshold voltage" (the voltage required to pass current through the device,
i.e. to switch it on), VT 0. In order to switch on the device, a higher voltage, VT 1, needs to be
applied. This is how the transistor stores memory.

In order to "read" the information stored in the transistor, an intermediate voltage between
the two threshold voltages is applied to the control gate. If current fails to flow in the channel, it
suggests that the FG is charged, since the required voltage for conduction is VT 1. In this instance,
a logical "0" is stored in the gate. In the case that current flows, the FG is uncharged and a logic
of "1" is stored. Determining whether the current flows at an intermediate voltage is how the
logical memory is retrieved. This process is described graphically in Fig. 2.2. In a multi-bit
storage cell, the amount of current that flows is measured and the precise charge in the FG is
determined.

Figure 2.2: Current vs Gate Voltage Characteristics which illustrate typical program and erase
functionality in a flash cell.

Due to their excellent properties and non-volatile memory retention, flash memory devices
have become ubiquitous and find applications in computers, portable audio players, digital cam-
eras, GPS systems, mobile phones, game consoles, medical electronics, USB flash drives, mem-
ory cards amongst others [65]. In addition to its operating properties, flash memory is advanta-
geous as its fabrication process is compatible with current CMOS technology and can be used
in embedded memory applications.

One of the major drawbacks of flash memory technology is the reliability issues which are
linked to the thin tunnel oxide, which is typically amorphous. This leads to a reduction in
operation voltage and deterioration after a finite number of program and erase cycles [66]. Ad-
ditionally, as the scale-down of devices gathers pace, floating gate flash memories require the



CHAPTER 2. MOLECULAR MEMORY 30

tunnel oxide layer to be at least 8nm in order to guarantee a 10 year retention time and prevent
charge loss.

To deal with the scalability drawbacks of floating gate flash memory, SONOS memory tech-
nology was proposed. SONOS technology consists of a MOSFET where the floating gate has
been replaced by an oxide-nitride-oxide dielectric. It shows better charge retention with tunnel-
ing oxides less than 10nm. Furthermore, SONOS memory devices are easy to fabricate, have
high program/erase speed, low operating voltage and power consumption and can potentially be
scaled down more effectively [67].

Unfortunately, SONOS flash memory only slightly relieves the scalability issue. The gate
dielectric still has a thickness of approximately 7nm and further scaling down has been shown to
be problematic. The main challenge is maintaining acceptable charge capability and consistency
in the fabrication of the nitride [68]. Thus to overcome these issues and continue the scale down
of memory technology, alternative device architectures need to be innovated.

The current innovative architecture change in NAND flash to deal with the above mentioned
issues is the shift from planar 2D to 3D NAND flash memory devices, which is currently used in
solid-state drives (SSD’s) and other memory devices [69]. 3D NAND flash consists of vertically
stacked memory cells on a single ship. The stacking results in a higher memory density improv-
ing storage space [70]. In addition, the vertical stacking reduces the cell to cell interference,
which vastly improves read and write speeds [71].

Despite the improvements to planar flash technology, the increased complexity of stacking
the memory cell has lead to more intricate fabrication techniques which increases production
costs. They have lower write endurance overall which affects the lifespan of the memory cells.
The multi layer structure results in a more complex error correcting mechanism. Finally, as
with the planar flash memory, there’s a limitation to the scalibility. As the number of vertical
layers increases it becomes more challenging to maintain the performance and reliability [64].
Because of these potential issues, alternative memory technologies are still relevant as a route
to overcome these issues. One promising alternative is the idea of molecular-based memory
devices. This will be discussed in the next section.

2.3 Molecular Memory

In the previous section Flash Memory technology was introduced and its limitations and chal-
lenges were discussed. In order to continue the downscaling over memory devices, new tech-
nology innovations have to be made. As already discussed, the growing field of molecular
electronics is being explored to aid the downscaling of electronic devices through a "bottom-up"
approach. As part of this research, molecular memories have been proposed as a promising
technology for efficient, multi-bit and high storage density non-volatile memory technology.

Molecular memories refer to any technology concerned with storage of information, where
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the data storage component consists of single molecules or molecular networks. Commercial
molecular memories are yet to be realised and several challenges still need to be addressed. But
extensive research is being dedicated to this growing field. In this section a short review of non-
volatile molecular memories being studied in the literature and some of their limitations will be
given.

2.3.1 Redox-Based Molecular Memory

The main candidates for molecular memory devices are redox-active molecules. Redox-active
molecules can be simultaneously oxidised (lose an electron) and reduced (gain an electron)
commonly stimulated by external factors such as temperature, electric field or environment. The
intrinsic charge storage capabilities of these molecules show promise for high speed operation,
low operation voltage and high reliability [72].

Figure 2.3: Fc-BzOH molecule studied by Li et al. [1]

Figure 2.4: Por-BzOH molecule studied by Li et al. [1]

Two excellent examples of redox-active molecules for memory applications were proposed
by Li et.al [1], they are Fc-BzOH a ferrocene containing molecule and Por-BzOH a porphyrin
containing molecule, both renowned for their redox properties. They are shown in Fig. 2.3
and 2.4. The general idea is that the redox active centre, Iron or Zn will act as the charge
storage component. These centres can be in neutral and positively charged states through the
loss/gain of electrons. The ferrocene/porphyrin structures can assist in maintaining the redox
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centre stable whilst minimising charge loss. The electrolyte/molecule interface between the
molecule and top gate electrode will also act as a barrier to prevent the reduction of the molecule.
Using chemical solution deposition, the molecules can be self-assembled onto Si, SiO2 or other
surfaces, typically through the OH groups or the aromatic rings. Cyclic Voltammetry studies
by the researchers showed that Fc-BzOH show two reversible charge storage states neutral and
one positively charged state, whilst Por-BzOH shows two positively charged states and one
neutral (potential for multi-bit storage). They also studied the capacitance, conductance-voltage
characteristics which showed peaks corresponding two charge trapping and de-trapping at the
redox centres. They proposed a mixing of both molecules within the one device to help create
a more reliable multi-bit storage device [1]. This device is easily fabricated by self-assembly
and shows well defined redox states. However, a significant challenge to incorporating these
molecules as a memory device is they appear to show low density of conductance which could
inhibit storage and device operation [73].

Figure 2.5: Ferrocenylethanol used in the work by Zhu et al [2].

Figure 2.6: Ruthenium Complex studied in the work by Zhu et al [2].

Zhu et al. [2] also investigated a set of redox active molecules for high-density non-volatile
memory applications. They report a CMOS-compatible molecular non-volatile flash memory
based on self-aligned top-gate Si nanowire FET. They used low-cost techniques to self-assemble
ferrocenylethanol (Fig 2.5) and Ru2(ap)4(C2C6H4P(O)(OH)2) (Fig 2.6) and encapsulate them
between layers of an oxide dielectric. They studied the memory behaviour and showed fast
program/erase times, multi-bit storage (the Ruthenium complex shows two redox states), large
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memory window and sufficient charge-trap density [2].
It is also reported that the devices are capable of good charge retention. Their experiments

project that over a 10-year window, the devices would only lose around 20% charge. This
is attributed to the stable redox behaviour of the molecules and the high-quality encapsulation
within the device architecture. The endurance properties, which are key to flash memory devices,
have not yet been studied. Nevertheless, the species investigated here again show the potential
of redox-active molecules for flash memory applications. From these examples it should be
clear that redox-active molecules are the most promising for molecular memory devices thanks
to their ease of synthesis, the potential diversity due to their chemical functionality and their
ability to gain and lose electrons whilst maintaining stability. All important for reliable memory
technology.

2.3.2 Polyoxometalates for Flash Memory

Figure 2.7: A few examples of Polyoxometalate Structures showing the diversity of these class
of molecules. Red= Oxygen, blue = Tungsten, turquoise = Molybdenum, orange = Phosphorus,
yellow = Sulfur.

In the last section it was argued that redox-active molecules are the preferred candidates for
memory applications with some promising examples from the literature being reviewed. The
examples presented in the last section, like the majority of those being explored are organic
molecules (carbon based). However, the integration of organic molecules in devices suffers
from high resistance and power, low performance and more problematic fabrication and repro-
ducibility. All of which lead to poor performance and variability. An alternative would be
molecules which have a natural complimentarity to CMOS technology: highly oxidic inorganic
molecules. A class of inorganic molecules which show excellent redox properties, potentially
improved complimentarity with CMOS and promise for non-volatile flash memory applications
are Polyoxometalates also known as POMs.

Polyoxometalates (POM) are a class of polyatomic anions that form 3D networks made up
from early transition metals linked together by oxo ligands (oxygen atoms). The most common
metal ions are Mo(VI) and W(VI). The structural variety of POMs (few of which are shown in
Fig 2.7) coupled with their multiple redox chemistry capabilities, photochemical characteristics,
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high ionic charge (improved conductivity) and their molecular weights has led to great interest
in the field for a wide variety of applications. POMs find use as industrial catalysts, for example
in oxidation of organic products. In addition to catalysis, thanks to their remarkable versatil-
ity they are being explored for application in photochemistry [74], medicinal chemistry [75],
magnetic materials, sensors and nanotechnology [76]. Importantly for this work, they are being
investigated for molecular electronic applications, specifically molecular memory.

In their concept paper in 2013, Vila-Nadal et al. [77] proposed, thanks to their nanoscale
size, oxidic nature and the fact they are highly redox active, a type of non-conventional Wells-
Dawson POMs would make excellent candidates for non-volatile molecular memory. In the
paper, it is suggested replacing the nitride oxide charge trapping layers of the floating gate of
SONOS flash memories with a layer of POM molecules. The logical state of the memory cell
is determined by the net charge of charge polarisation in a layer of the molecules in a specific
redox state. POM’s generally have multiple stable redox states making them highly attractive
for multi-bit storage applications.

The advantages of using these redox-active POM molecules is that the cross-cell capacitive
coupling (a critical issue with flash memory) will be minimised as the charge storage of the
POMs will be highly localised. Also, the chemical synthesis and molecular self-assembly yields
a regular distribution of the charge storage centres [78]. POM molecules have more stable redox
states than organic molecules as well as higher redox potentials which should lead to better
retention time. Lastly, the chemistry of POMs makes them a better option for integration in
current CMOS technology, since their oxidic in nature, they have better complementarity with
SiO2.

Vila-Nadal et al. study a set of POM molecules through a multi-level computational frame-
work to model their potential in flash memory devices. The framework uses DFT to ascertain
the electronic structure of the molecules whilst they employ mesoscopic device modelling to
study the use of the molecules in a flash cell. Their DFT simulations show that there is lit-
tle structural change upon oxidation and reduction for non-conventional Well Dawson anions.
They studied [W18O54(SO3)2]4− and [Mo18O54(SO3)2]4−. One of the most important results
are the shapes of the HOMO (Highest Occupied Molecular Orbital) and LUMO (Lowest Un-
occupied Molecular Orbital). The HOMO is delocalised over the SO3

2− moiety whereas the
LUMO is predominantly localised on the equatorial metal atoms. This explains the structural
stability upon multiple reductions and how the net charge on the internal heteroatoms doesn’t
change. This aids in the excellent charge localisation for memory applications.

The mesoscopic device simulation showed that the reduction of the POM molecules in the
molecular layer of a flash memory cell leads to a lowering in the threshold voltage. These
theoretical results demonstrate the exciting prospect of molecular flash memories using POMs
and is the foundation for the topic of the first half of this PhD.

Following on from the previous study, Georgiev et al. [79] further investigated the use of
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POM molecules for molecular metal oxide memory storage. They applied a multiscale simula-
tion framework to further evaluate the variability in the programming window of the flash cell
which includes the molecules. DFT calculations on [W18O54(SO3)2]4− showed that the HOMO
and LUMO are aligned below the conduction band of Si and could be insulated by the high
potential barrier of SiO2. This is highly advantageous for effective charge storage and imple-
mentation of the molecules within the floating gate structure. As the LUMO levels are well
below the SiO2. conduction band (-4.05 eV), good retention is expected. The details of the
charge distribution of the POMs ascertained from DFT simulations was used for setting up a
theoretical flash cell where the poly-Si FG was replaced with an array of POMs.

The variability in the programming window of the flash cell was investigated. They define
the programming window ∆VT , as the difference between the VT when all POMs are once re-
duced vs the VT of the erased cell, i.e. When no charge is being held by the POMS. It is also
worth noting that the POM molecules were modelled with point charge counter-cations to ac-
count for the Pr4N that are present from chemical synthesis. An 18nm gate length was modelled
and the statistical variability was studied. There are two main sources of Statistical Variability,
one of which is Random Dopant Fluctuation (RDF), which is known to have a significant impact
on device and circuit performance. The other is the random distribution of the POMs, labelled
POM fluctuations (POMF). It is found that the variability is most effected by the number of
POMs in the device, causing variability of almost a factor of 10 more than from RDF.

This device study is interesting in particular, as it suggests that the nature of the POM
(through its charge distribution) as well as the density of POMS in the cell most strongly influ-
ences the device operation and leads to higher variability within the device. More importantly,
the POMs have been modelled in the device based on charge distribution of the single molecule
in vacuum. However, in order to assess the molecules capabilities in a flash memory cell, it
is important to understand the charge distribution of the molecule when it is incorporated in a
gate stack. Moreover, understanding the electron transport through this or other POM molecules
could improve understanding of their potential applications both in memory and molecular elec-
tronics in general and the challenges faced with POM based molecular electronic devices. Un-
derstanding the electronic structure and charge transport of POM molecules, not as an isolated
system, but in a possible device setup was the starting goal of this PhD thesis.

In this section the foundational work for the first part of this PhD has been presented. POMs
have been introduced and their properties discussed. Focus on the previous published research
on the [W18O54(SO3)2]4− molecule, its electronic structure and potential application in flash
memory has been presented and reviewed. This PhD is dedicated to building on the previous
work and gaining a fundamental understanding of the transport properties of this molecule and
other POMS and assessing their potential use in memory devices.



Chapter 3

Studying the electron transport of
[W18O54(SO3)2]4−

3.1 Introduction

Polyoxometalates (POMs) are promising candidates for molecular electronic applications. As
discussed in the previous chapter POMs are inorganic anionic clusters typically composed of
high valent group V and VI transition metals (such as Mn and W) linked via oxo ligands to
make 3D networks [80]. Their promise for use in the next generation of molecular electronic
applications is thanks to the fact that; 1) They have better CMOS compatibility due to their in-
organic nature (compared to organic molecules); 2) Their synthesis is predominantly carried out
through one-pot reactions from metal oxides through self-assembly); 3) POMs have a wide range
of possible shapes and configurations and thus can be tailored for specific device performance;
4) they are redox active with multiple states which have a very low voltage switching between
polarised states. The potential of incorporating POM clusters in flash memory devices is an
exciting idea, specifically this possibility was explored with a Tungsten based POM molecule,
[W18O54(SO3)2]4− [81]. This molecule shows excellent promise due to its ideal sized HOMO-
LUMO gap, the orbital shape of the HOMO and the relatively close post-LUMO levels which
could in theory result in multibit storage. However, a fundamental understanding of electron
transport through POM molecules is lacking but pivotal if commercial molecular memories are
to become a reality. The simplest way to explore the electron transport through molecules, both
experimentally and with modeling, is as a molecular junction (molecule sandwiched between
two metal electrodes). Thus the starting goal of this PhD project was to explore theoretically the
electron transport of through this molecule and assess the characteristics that make it suitable
for memory applications. The aims of the work in this chapter was to establish a link between
the underlying electronic structure of [W18O54(SO3)2]4− and its transport properties, to explore
how the different electrode-molecule contact geometries influence the transport, predict how the
molecule will behave under an applied bias and finally how the charge balancing counter ions

36
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influence the transport. The results reported in this chapter were published in the Journal of
Physical Chemistry C and thus is referenced here for the entire chapter [82].

3.2 Computational Methodology

Throughout this chapter the calculations of the POM molecule and POM junctions were per-
formed by using the QuantumATK-2018.06 software and QuantumATK 2019.12 (for the counte-
rion containing systems), both versions were compared to ensure continuity [25]. The electronic
properties of the molecule were calculated by using the generalized gradient approximation
(GGA) and the BP86 functional with spin polarization. This was chosen as it has successfully
described POMs in previous publications compared to other functional/basis set combinations
that were tested [77, 83]. The SG15 pseudopotential [84] and a medium basis set (compara-
ble to double-zeta polarized) satisfactorily reproduced the geometry and electronic properties of
[W18O54(SO3)2]4−. For the gold electrodes, single zeta polarized basis set was used to reduce
the computational cost. The geometry of the molecule was optimized in the gas phase, and its
energy levels were calculated.

For the transport calculations the NEGF method was then used to calculate the transmission
spectra and the current flow through the molecule under applied drain bias. For the transport
simulations a large transverse k-point sampling is required for accuracy. Thus, a Monkhorst
Pack grid of 3 × 3 × 300 k-point sampling was implemented. The Current-Voltage calculations
were carried out following the Landauer-Buttiker formalism introduced in Chapter 1.

3.3 Results and Discussion

3.3.1 Initial Molecule Exploration

For any first-principles modelling study using DFT, the accuracy relies on careful choice of
the functional, basis set and any pseudopotential and their potential to accurately describe the
system of interest. The main focus for this study is to reproduce the HOMO-LUMO gap and the
molecular geometry. DFT calculations of the isolated molecule in vacuum was carried out and
several functionals and basis sets were tested and the results benchmarked against the results
reported by Vila-Nadal et al. [77].

Fig 3.1 shows the structure of the [W18O54(SO3)2]4− POM cluster. As is evident from
Table 3.1, the BP86 functional, with SG15 pseudopotential and medium basis set, satisfactorily
reproduces the bond lengths and bond angles of the theoretical and experimental benchmarks.
There are only slight variations, most notably with the bond angle. Furthermore, DFT at this
level reproduces the HOMO-LUMO gap with a difference of only 0.02 eV. The table highlights
how important it is to select the right functional/basis set. Although all tested computational
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Figure 3.1: POM molecule in this study, with atom labels for bond data. W = blue, O = red, and
S = yellow. O1, O2, and O3 are all oxygen atoms which are labeled according to the oxo band
in the molecule. O1 = capping, O2 = central, and O3 = upper oxo bands.

W1 −O1 W1 −O3 W2 −O2 W2 −O2 −W2 ∆EHL(eV )

Experimental [85] 1.89 1.93 1.92 145.58 N/A
Theoretical [77] 1.92 1.93 1.92 147.55 1.87

BP86, SG15 medium basis set 1.92 1.93 1.92 148.75 1.89
BP86, PseudoDojo Medium Basis set 1.93 1.94 1.93 148 1.77

BP86, FHI DZP 1.95 1.95 1.95 141 1.51
PBE, FHI DZP 1.97 1.99 1.99 135 2.04

Table 3.1: Comparison of Selected Bond Lengths (Å) and Bond Angles (deg), HOMO-LUMO
gaps for different DFT settings.

settings show reasonable bond angle and bond lengths, the PseudoDojo pseudopotential results
in an underestimation of the HOMO-LUMO gap, as does the PBE functional even more so.
Thus prediction of the transport properties would be strongly affected. Hence, through these
benchmark tests and following the literature, the BP86, SG15 and medium basis set satisfactorily
reproduces the electronic structure of [W18O54(SO3)2]4−.

Fig 3.2 shows the nature of the HOMO and LUMO of the molecule. The nature of the
HOMO and LUMO also offers insight into how the transport might behave and potential mem-
ory capabilities. The HOMO level is delocalized across the (SO3)2 moieties, suggesting the
important role this moiety has within the POM cluster, changing this moiety could influence the
transport and thus provide further flexibility in POM based nanoelectronics. The LUMO level
is mostly delocalized across the metal d-bands and are metallic in character. From the Fig it can
be seen that there is antibonding character between the metal-oxygen and also between adjacent
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Figure 3.2: a) Highest Occupied Molecular Orbital (HOMO) b) Lowest Unoccupied Molecular
Orbital (LUMO).

tungstens. Reduction therefore would raise the energy of the LUMO level and further levels
which could potentially influence the multi-bit storage capabilities of the molecule. Multi-bit
storage relies on the filling of subsequent energy levels of the molecule.

3.3.2 Single POM Molecular Junction Studies

In order to understand the electron transport through the [W18O54(SO3)2]4− POM molecule, a
model molecular junction was created using gold electrodes, gold is chosen due to its conductive
properties and the experimental techniques for probing molecule electronics devices predomi-
nantly consist of a molecule adsorbed on gold and/or gold tips in STM (Scanning Tunneling
Microscopy) [86]. A major challenge in studying single molecule junctions is a lack of struc-
tural detail in how the molecules are actually attached to the electrodes. In reality, there a many
orientations with similar probabilities of occurring. Due to thermal vibrations of the molecule
and the stochastic nature of the binding process of the molecule to the contacts, it is practically
impossible to accurately determine the exact position of the molecule in relation to the contacts.
It is computationally too expensive and time-consuming to study all possible configurations.

One of the first goals of this project was to assess how different molecule orientations and
contact geometries of the electrode-molecule-electrode system influence the resulting transport
of the device. In addition, these differences should be linked to the underlying electronic struc-
ture of the molecule. Therefore, the strategy was to model several configurations that will cover
the different "extremes" of effects of the junctions. It is typical for molecules to be linked to the
electrodes through linkers, such as sulfur containing organic ligands, which can aid the strength
of connection to the electrodes, whilst having very little effect of the electronic structure of the
junction. This was considered, but as at the time the investigations were carried out, there were
no reported or known studies of this particular molecule with any linker and to avoid the extra
computational burden of more atoms in the junction, it was decided to build the model junctions
through connections of the oxygen in the POM and gold adsorption at the FCC site. The focus
was on three different junction congifurations as shown in Fig 3.3.
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Figure 3.3: The three Au-POM-Au configurations studied.

It is established that the nature of the molecule to electrode contact has a significant impact
on the current flow in molecular electronic systems [87, 88]. To explore this in POM junctions,
junction setups with 1, 2, and 3 direct contacts of oxygen to gold (Au) on either side have been
modeled as shown in Fig 3.3. In addition to molecule-electrode contact strength(through number
of contacts), molecule orientation is also important, the different orientations are horizontal/flat
(Configuration 1 and 3) or vertical/upright (configuration 2). Studying this set of configura-
tions can provide insight into how different factors influence the transport of POM molecular
junctions.

To understand the electronic structure of the molecular junctions and how the gold electrodes
influence the underlying electronic structure of the molecule, the energy levels were calculated
and the HOMO-LUMO levels were visualised. The model junctions were simulated under zero
bias using DFT for the electronic structure in combination with NEGF to evaluate the charge
flow through the junction. As with the isolated molecule, the calculations were carried out in the
gas phase. It is important to stress that the following analysis is qualitative, it is the comparison
between the systems calculated using the same consistent method. However, GGA functionals
have been shown to be reasonably accurate in calculating HOMO-LUMO and other energy level
gaps and distances [89].

Fig 3.4 shows the relative alignment of the HOMO, HOMO-1, HOMO-2, and the LUMO
for all three configurations with respect to the Fermi energy of the junctions (dominated by the
electrodes). The diagram clearly illustrates that the molecule to electrode configuration influ-
ences the energy levels of the molecule. The HOMO-LUMO gap in all cases differs from the
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Figure 3.4: Comparison of HOMO-LUMO relative energy positioning and their respective fron-
tier Kohn-Sham molecular orbitals. The blue dotted line marks the positioning Fermi energy of
the electrodes.

value of the isolated molecule, 1.89 eV (see Table 3.1). The alignment of the energy levels with
respect to the Fermi energy (E f ) for each configuration also differs. For configurations 1 and 2,
the Fermi energy lies closer to the HOMO than the LUMO, whereas for configuration 3 it lies
approximately halfway between the HOMO and LUMO. An explanation for these observations
is that the HOMO level is stabilized by the increased contact strength to the electrodes and the
LUMO is pulled closer to the Fermi energy. This observation is directly linked to the number
of bonds between the POM cluster and the electrode. As configuration 1 has three contacts
(bonds) between the POM-Au electrode, and this would result in a stronger contact compared to
configuration 3 (which only has 1).

Another important observation is that the symmetry of the molecular orbitals of the HOMO
and LUMO levels for configuration 2 and 3 is identical with the energy levels in the isolated
molecule as shown in Fig 3.2 [77]. The HOMO is delocalized around the [SO3]2− moieties. The
LUMO level is delocalized around the tungsten cage and show d-like symmetry and character.
For configuration 1 the HOMO-2 resembles the HOMO of the isolated molecule, while the
LUMO level is identical. However, the HOMO-2, HOMO-1, and HOMO all lie within 0.02 eV
of each other and thus are almost degenerate states. Similar degeneracy is seen for configuration
3, suggesting that the “horizontal” orientation brings these energy levels closer. This can be
explained by the fact that for these configurations the energy states show that the electron density
lies on part of the central oxo bands. Whereas for configuration 2 the densities for these levels
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Figure 3.5: Projected Local Density of States (LDOS) calculated at zero bias for (a) configura-
tion 1, (b) configuration 2, and (c) configuration 3. The region spanning from 10 to 22 Å is the
central region of the molecule. The pink regions are where there is high electron density. The
green dotted line is the Fermi energy, which is set at 0 eV.

lie on the upper and lower oxo bands (see Fig 3.1), and thus the levels are more discrete and as
a result differ in energy.

Fig 3.3 highlights the influence of the configuration of the device on the HOMO-LUMO
gap. From a electronic device perspective, the HOMO level can be associated with the valence
band edge (EV ) and the LUMO level with the conduction band edge (EC). For configuration 2,
“the vertical” orientation results in a smaller HOMO-LUMO gap of 1.71 eV compared to the
1.89 eV of the isolated molecule. However, for the “horizontal” orientation, the HOMO-LUMO
gap increases (2.17 eV and 2.12 eV). The orientation of the molecule seems to affect mostly the
HOMO and near-HOMO levels, resulting in them being pulled closer together and stabilized;
hence, the gap to the LUMO widens. This may be due to the alignment of the HOMO with the
junction structure in configuration 1 and 2. Clearly, the orientation of the molecule influences
the energy levels of the resulting junction.
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To further analyze the electronic structure of the junction devices, the Local Density of
States (LDOS) was computed. It shows where in the molecular device there are available energy
states and their relative occupations. The LDOS for all configurations projected onto the device
coordinates is shown in Fig 3.5. The Fermi levels for the source (εL) and the drain (εR) are the
same as the calculation is done at zero bias. The Fermi-level is set to 0 eV with everything else
positioned relative to this energy. In general, the pink regions are regions of high electron density
and the black regions are without any states. In Fig 3.5 the Z-axis is the transport direction, and
the continuous regions at 0-10 and 22-32 Å are the LDOS for the electrodes, while the region
in-between 10-22 Å is the molecule.

The PLDOS echoes the results for the energy level alignment in Fig 3.4 and shows signifi-
cant differences across all three configurations. This highlights the effect of molecule-electrode
contact and orientation on the electronic structure of the device. Increased contact to the elec-
trodes shifts the energy levels and subsequently the available density of states downward in
energy. This is evident as for configurations 1 and 2 the LDOS lie closer to the Fermi energy.
The gaps between the states on either side of the Fermi energy are consistent with the calculated
HOMO-LUMO gaps.

What is also clear by analyzing the PLDOS is the available DOS are highly localized around
the molecule. Thus, the positioning of the localization is highly dependent on the configuration.
Specifically, in the states around the Fermi level, which are critical to transport, there are clear
differences between the configurations, with split resonances across the molecule. It shows
that the contact to the electrodes and molecular orientation dictates both the energy and atomic
localization of the DOS of the molecule.

The computed zero bias transmission spectra (T(E) vs Energy) is shown in Fig 3.6. This is
a very useful quantity which can be obtained from the NEGF method as it shows the different
energies at which electrons can scatter through the device and the relative probability. The dif-
ferent peaks and their corresponding energies can be linked to the energy levels of the molecule
and the respective transmission eigenstates. Hence, a powerful tool for exploring the transport
through the molecule.

In Fig 3.6, all energies are calculated relative to the Fermi energy (which is set as zero) at zero
drain bias. Despite differences in T(E) and energy positions of the peaks, the spectra are similar
for all three configurations. This demonstrates a clear link between the electronic structure of the
POM and its transport. However, differences arise in the spectra due to the different electrode-
molecule configurations, consistent with the differences in energy levels discussed previously.
Plotting the transmission spectra as E −E f (eV ) vs log(T(E)) provides a clear visualization of
resonance broadening near the Fermi energy, this is shown in Fig 3.7.

There is an evident trend in Fig 3.6a regarding the effect of molecule-electrode contact
strength. Focusing on the first peaks above the Fermi energy (EF = 0.0 V) for each configura-
tion, the closest peak is for configuration 1, followed by configuration 2 and then configuration
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Figure 3.6: (a) Transmission spectra for all three configurations. (b) Transmission spectra with
the dominant transmission eigenstates visualized for selected peaks. All energies are relative to
EF , which is set at zero.
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Figure 3.7: Transmission Spectra showing E −E f vs log(T(E)) showing resonance broadening
of transmission peaks.

3. A similar trend is seen for the other peaks, and below EF , the peak for configuration 1 is
lowest in energy. This reflects the HOMO-LUMO positioning in Fig 3.3. Configuration 1 has
three oxygen atoms bonded to the gold electrode on either side, while only two for configuration
2 and just one contact either side for configuration 3 (see Fig 3.3). Introducing more points of
contact to the electrodes lowers the energy of the transmission modes intrinsic to the molecule.
This can also be viewed as creating more than one conducting channel which allow the electrons
to move from the source to the molecule. As a result, the transmission spectra and transport are
strongly dependent on the molecule-electrode geometry.

A series of studies on organic and organometallic molecules also found similar dependence
of the molecule-electrode geometry on the properties of tunnel junctions including junctions
with a series of different electrodes. These results show that the same is true for POM-based
junctions [90–92].

Another key disagreement between the transmission spectra of the configurations is the dif-
ferences in T(E), i.e. the intensity of the peaks. Focusing on the region of 0-1.5 eV in Fig 3.6a,
the peaks for configuration 1 are much larger than those of 2, but similar to the size of the peaks
for configuration 3. This indicates that at these energies the “horizontal” orientation provides
more favorable alignment of the transport modes than the “vertical” configuration. The peaks
closest to EF will be the transmission modes which will contribute to the transport under applied
bias; as transmission is directly related to conductance, it can be expected that the horizontal ori-
entation results in a higher conductance. Below the Fermi energy, the peaks correspond to the
filled energy levels of the molecule and gold. The differences in T(E) are not so prominent.
This can be explained by the fact that these states are already filled, and so the probabilities of
the electrons scattering at these energies are all similar. Given that they are low-lying, a high
applied bias would be required for these peaks to contribute to the current flow.
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Figure 3.8: Computed Current-Voltage (I-V) characteristics for all configurations. The current
is electronic current rather than conventional: i.e. positive current describes electron movement
from the source (left electrode) to the drain (right electrode).

In Fig 3.6b, the dominant transmission eigenstates responsible for the transmission of the
first peaks above and below the Fermi energy have been visualized for all configurations. The
transmission eigenstates provide insight into where in the molecule the transmission is occur-
ring and the molecular orbitals responsible. This helps to understand the link between electronic
structure with the transport at the molecular level. The first peaks below the EF for all configu-
rations (in the range 1 to 2 eV) unsurprisingly resemble the HOMO energy level of the molecule
for all configurations.

The peaks above EF for all three configurations provide the most interesting results with
regards to transport. All peaks resemble the LUMO of the molecule, indicating that the main
transport pathways in the POM-based molecular junctions will be LUMO dominated at low
drain bias. This is consistent with other studies of other POM-based molecular electronic trans-
port [93, 94]. In addition, the eigenstates are identical for all configurations, providing further
evidence that the transport of a molecular system is dominated by the molecular electronic struc-
ture of the POMs. However, other features that influence the alignment of the molecular energy
levels will influence the transport characteristics, specifically, differences in molecule to elec-
trode strength and in molecule-electrode contact orientation.

One of the main aims of this project was to explore how the molecule behaved under an
applied bias. To model this, the Current-Voltage (I-V) characteristics of the three configurations
were calculated. Fig 3.8 shows the theoretical I-V curves for the three junction configurations
and reaffirms the predictions from the zero bias transmission spectra. The computed curves
predict low current flow between the bias of -1.5 to 1.5 V, with magnitudes ranging from 19.5 to
425 nA. The low current flow is consistent with the transmission spectra of the devices. This can
be explained first by the size of the HOMO-LUMO gap, where there are no transmission modes.
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In addition, the transmission peaks are all sharp and narrow, as only a few energy levels/states
contribute to the transmission in the junction.

Unsurprisingly, with a current of 427 nA at 1.5V and 387 nA at -1V, configuration 1 shows
the highest predicted current flow between the bias of -1.5 to 1.5 V. Configuration 3 shows the
lowest maximum current flow, reaching 95 nA at 1.5 V and 67.5 nA at 1.5 V bias. Config-
uration 2 shows a higher current flow than 3, but significantly less than 1, with the predicted
current reaching 184 nA. These results are highly suggestive that the contact strength between
electrode and molecule most strongly influences the current flow of the molecular device,with
more contacts resulting in a higher current.

The computed current is directly related to the number and magnitude of transmission modes
within an energy range due to the applied bias (in previous chapter). Hence, by analyzing how
the transmission spectrum changes under bias the I-V characteristics can be rationalized. Fig
3.9 shows how the transmission changes under applied bias with peaks highlighted at ±0.5 and
±1 V. In general, with increased magnitude of the applied bias the intensity of the peaks (value
of T(E)) decreases. This results in a lower than expected current. By comparison across the
three configurations, in configuration 1 the energy window from the applied bias (yellow line)
reaches transmission peaks under an applied bias of 1 and -1 V. Under negative applied bias the
transmission peaks are not shifted as much as under positive bias; as a result, there are two small
peaks included in the window. This explains why the current for configuration 1 at -1 V (387 nA)
is predicted to be more than double the current at +1 V (179 nA). The transport under an applied
bias is subsequently dominated by the spacing of the LUMO energy levels responsible for the
main transmission peaks, which in turn are affected by both the orientation of the molecule and
the molecule-electrode strength.

In summary, the transport properties of [W18O54(SO3)4]
4− molecular junction in three dif-

ferent junction configurations have been studied with first-principle methods. The DFT-NEGF
calculations demonstrate that the number of contacts between the molecule and the gold elec-
trode determines the bond strength. A higher molecule to electrode contact strength lowers
the energy levels of the molecule, bringing the transmission peaks closer to the Fermi Energy
(EF ) and, as a result, increasing current flow in the junction under bias. Moreover, the molec-
ular orientation to electrode has a strong influence on the transport. Specifically, it affects the
magnitude of T(E) at energies close to the E f , with the calculations suggesting the “horizontal”
configuration is the most favorable for transport.

3.3.3 Exploring the Effects of Counterions

Due to the anionic nature of POMs, countercations are required for charge balance and to isolate
the molecule in the pure phase. Typically the role of countercations in POM chemistry and the
chemistry of other metal-oxo clusters is overlooked, as reported in the review by Nyman et.
al [95]. However, several studies show that countercations are not only important for charge
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Figure 3.9: Theoretical transmission spectra under applied bias (-1.0 to 1.0 V) for (a) configu-
ration 1, (b) configuration 2, and (c) configuration 3. The yellow line corresponds to the energy
range of the applied bias window.
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Figure 3.10: Illustration of [W18O54(SO3)2]4− POM molecules surrounded by tetrapropylam-
monium (TPA) counterions.

balance but play a larger role. In some applications, such as heterogeneous catalysis, their role
is critical [96]. In most computational studies of POM systems, the counterions are ignored
and treated as spectator ions. The reality is that in a real device system the POMs will be
surrounded by relatively large organic cations (see Fig 3.10). Han et al. and Goswami et al.
report the stabilizing effect of counterions, which in turn have a crucial influence on the charge
transport of organometallic based tunnel junctions [97, 98]. Given this, it is expected that from
an electronic device perspective the influence of these counterions is not negligible.

If commercial POM molecular electronic devices are to become a reality, it is important
to understand how counterions will affect the transport properties of [W18O54(SO3)2]4 and by
extension other POM molecules. This was explored using the same computational methods as
described above. [W18O54(SO3)2]4− is commonly isolated as a salt with four tetrapropylammo-
nium cations (TPA) [99]. In a proposed device structure these cations or similar ones would be
present. To reduce the computational cost, the size of the alkyl chains were reduced to methyl
groups as is common in DFT simulations of other long chain systems. Subsequently the in-
fluence of tetramethylammonium (TMA) on the POM junction is explored. Previous device
calculations modeled the presence of counterions as point charges [81]. Hence to be consis-
tent with the previous work, the influence of Cs+ counterions was investigated. Cs+ was cho-
sen for two main reasons: Its ionic radius is similar to that of ammonium (which has similar
properties to TMA) [100]. Also, there are several examples of Cs+ POM salts in the litera-
ture [95, 96, 101, 102].

The main challenge with modeling counterions is realistic positioning of the counterions
with respect to the molecule, especially given the vast array of possibilities. One strategy, is



CHAPTER 3. STUDYING THE ELECTRON TRANSPORT OF [W18O54(SO3)2]4− 50

Figure 3.11: Junction configuration for systems including the counterions TMA (left) and Cs+

(right).

to use Molecular Dynamics (classical or ab-initio) to create a range of different counterion po-
sitionings and then relax the geometry with DFT. This was explored briefly, but there were
several difficult computational challenges ( such as convergence of the relaxation simulations).
This method also has the downside that it is still a crude approximation of potential counterion-
molecule geometry. In this study, the counterion positioning was taken directly from X-ray
crystallography coordinates of four TPA cations around [W18O54(SO3)2]4−. Although this is
only one arrangement of many possibilities and also the different sizes of TPA, TMA and Cs+

means there will be differences in counterion-molecule geometry. However, it is a reasonable
approximation in order to gauge the influence of the counterions on the POM junction transport
properties.

A junction geometry similar to configuration 1 ("horizontal" orientation and multiple molecule-
electrode contact) was chosen to study the counterion effects as it showed the best transport
properties. To accommodate the presence of the counterions, the electrodes for the junction
were increased (see Fig 3.11). Benchmarking calculations, were carried out, the electrodes of
the previous junction was increased and its electronic structure and transport calculated. It was
found that increasing the size of the electrodes has a negligible effect on the transport proper-
ties of the system. Hence, any changes in predicted transport properties can be credited to the
presence of counterions.

As described previously, the energy levels of the POM in the junction device were calculated
using DFT-NEGF and zero bias in order to study the effect of counterions on the energy levels
of the system. Fig 3.12 shows a comparison between the energy levels of the two counterion-
containing systems and configuration 1. The Fermi energy has increased by 0.04 eV to -2.36 eV
due to the increased size of electrodes. All comparisons have been adjusted for this. The orbital
shape of the HOMO for the Cs+ and TMA system is identical with the HOMO for configurations
2 and 3 and to the HOMO-2 of configuration 1.

The calculations reveal that the presence of counterions influence the positioning of the



CHAPTER 3. STUDYING THE ELECTRON TRANSPORT OF [W18O54(SO3)2]4− 51

Figure 3.12: Comparison of HOMO-LUMO energies and the respective frontier Kohn-Sham
molecular orbitals. The blue dotted line marks the Fermi Energy dominated by the electrodes.

energy levels, resulting in a stabilization, bringing down the energy much closer to the Fermi
energy EF in comparison to the structures without counterions. Interestingly, the results for the
TMA and Cs+ are almost identical with respect to energy level positioning and symmetry of
the orbitals. The LUMO level for these systems lies much closer to the Fermi energy, while
the HOMO level lies deeper. The results suggest a slight lowering of the HOMO-LUMO gap;
however, the difference is insignificant.

The counterions also seem to break the degeneracy of HOMO, HOMO-1, and HOMO-2. The
HOMO is clearly higher in energy than HOMO-1 and HOMO-2 for the counterion containing
systems. The symmetry of the orbitals is similar, localized on several of the oxygens of the cage,
but they are not identical with the HOMO and HOMO-1 of configuration 1.

The LUMO for the systems are identical with configurations 1-3 and are delocalized over
the central tungsten cage. The counterions do, however, stabilize the energy with respect to the
Fermi energy. As a result, it lies ≈ 0.08 eV above EF . Given that, the transport of the POM
has been shown to be LUMO dominated. This is significant for the transport properties of the
system. From the energy levels of the junction alone, it would be expected that the presence of
counterions increase the current-voltage characteristics significantly.

To further analyse the electronic structure of the counterion containing junctions the PLDOS
at zero bias was calculated and is shown in Fig 3.13. The calculated PLDOS is effectively
identical for Cs+ and TMA with only slight differences in the first resonances below the Fermi
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Figure 3.13: PLDOS for the counterion-containing systems: (a) TMA containing system; (b) Cs
containing system.

energy. Compared to the single molecule systems, there are more available states above the
Fermi energy and all lie closer to the Fermi energy. Below EF , the density of states is found at
lower energies. The calculations illustrate that the presence of counterions influence the Local
Density of States of the junction, with available states being lower in energy,analogous to the
effect on the energy levels.

The theoretical transmission spectra for the counterion containing junctions are shown in Fig
3.14a. Like the previous results, the spectra for TMA and Cs are almost identical. All peaks are
in the same position, with only slight differences in T(E), possibly due to the respective sizes of
the counterions. These results suggest that the two cations influence the transport properties of
the POM in the same way or the nature of the counterion does not matter and the transport is
influenced by the counterion positioning.

The calculations show that the presence of the counterion clearly affects the transport proper-
ties of the POM junctions, as highlighted by the difference in the transmission spectra compared
to configuration 1 (“no counterions”). The counterions lower the energy of the transmission
peaks, bringing them closer to EF . The peaks remain narrow, as there are still only a few energy
states involved in the conduction of electrons. There are significantly more peaks between 1.5
and 2 eV, likely caused due to interaction of counterions with the electrodes. However, given
the high bias required to activate these channels, this influence is largely unimportant.
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Figure 3.14: (a) Zero bias transmission spectra for configuration 1, with Cs+ and TMA coun-
terions. (b) Visualized transmission eigenstates for the first four peaks above the Fermi energy.
Comparison of the energy states for the TMA-containing system (left) with the Cs+-containing
system (right).
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To further understand how counterions influence the transport, the transmission peaks closest
to the Fermi energy (0.00 eV) in the range 0-0.51 were analyzed by calculating and visualizing
the dominant transmission eigenstates. These are shown in Fig 3.14b. The orbital symmetry
and positioning of the eigenstates for both systems are identical. There are small differences
in the size of the electron clouds when visualized at the same isovalue. Most notably, at 0.135
eV, where the Cs+ system’s orbitals are much smaller. This is consistent with the lower value
of T(E). Because the transmission eigenstates for the peaks are the same for both species of
counterion, it can be concluded that they influence the transport of POM junctions the same
way.

The calculations also reveal that all the dominant transmission eigenstates are localized ex-
clusively on the POM molecule and not on the counterions. They are all LUMO-like in charac-
ter, with delocalization across the tungsten atoms in the cage. This implies that the presence of
counterions does not create new conductance channels but makes existing ones more energeti-
cally stable, which brings them close to the Fermi level and as a result contribute significantly
to transport. This reduction in energy makes the transmission modes more likely to be in the
bias window and hence increasing the conductance of the system compared to the case without
counterions.

When combined with the results for configurations 1-3, it provides clear evidence that the
main feasible conductance pathways are focused on the tungsten d-orbitals, which are simi-
lar to the LUMO level which is delocalized over the whole tungsten cage. These conductance
pathways are influenced by the contact to the electrodes, which shifts the density toward other
tungsten areas. In addition, the presence of counterions changes the positioning of the energy
level of the molecule with respect to the Fermi energy of the electrodes. As a result, the trans-
mission channels are affected and moved closer to the Fermi level. The delocalization of the
transmission eigenstates may offer a way to tune the transmission pathways by chemically in-
fluencing these tungsten atoms or by changing the counterions.

Fig 3.15 shows the computed I-V characteristics for the counterion-containing systems. The
calculated bias range is smaller than for the POM junction where counterions have been ex-
cluded. This is due to the increased size of the systems, the computational cost for calculating
transport under an applied bias is much higher. Nonetheless, the results clearly reveal a strong
influence of the counterions on the transport.

The first thing to note from Fig 3.15 is that the current for counterion-containing systems
rises much more quickly than for configuration 1. Additionally, the magnitude of the calculated
current is much higher at lower bias than for configuration 1. Without counterions, at a bias of
-1 V the current reaches ≈ 400nA. However, for the TMA system, the current reaches this value
at a bias of -0.3 V and is more than double by -0.5 V. This is a clear indication of an increase in
conductance and therefore current flow for the TMA-containing system. Similarly, for the Cs+

system, the current rises more quickly than in the absence of counterions. By a bias of 0.26 V it
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Figure 3.15: Computed I-V curves for the counterion-containing systems.

is already at around 100 nA, whereas a bias of nearly 1 V is required to reach the same current
with no counterions.

The increased current at lower bias is consistent with the effects of the counterion on the
transmission peaks relative to the Fermi energy. As these conductance channels have been
pushed down in energy, a smaller applied bias is required for them to be within the energy
window caused by an applied bias.

Given the almost identical transmission spectra for Cs and TMA system shown in Fig 3.13
a, the slight differences in the IV curve for the Cs system compared to the TMA system are
surprising. In positive bias the current rises more slowly in the presence of Cs compared to
TMA. This may be due to the differences in the value of the T(E) in the peaks between 0 and 0.5
eV. From Fig 3.14a the TMA spectra show peaks with higher transmission in this region.This
difference being caused by the nature of the two cations and their charge transport capabilities.

The results suggest that the organic cation (TMA) provides better charge transport than the
inorganic one (Cs). Although unexpected given the identical transmission curves, when con-
sidering the relative size/polarization of the two cations studied, it is not surprising that TMA
would provide better charge transfer. Further experimental work would be key in confirming
this prediction.

Overall, the DFT and NEGF simulations illustrate that the effect of the countercations on the
transport properties of POMs is not negligible. In fact, the presence of counterions pushes the
unoccupied energy levels of the POM closer to the Fermi energy. As a result, the transmission
peaks are also found closer to the Fermi energy. Therefore, a lower bias is required for significant
current flow in the POM molecular junction.
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3.4 Conclusion

The fundamental transport properties of [W18O54(SO3)2]4−, a POM molecule, have been ex-
plored using DFT and NEGF methods. This study has provided insight into what factors will
influence the transport of this molecule and by extension other POM molecules.

The calculations show that the electronic structure of the molecule dictates the transport pro-
file of the molecular system. However, the transport is influenced by some key aspects of the
device setup. It was found that the contact strength of the molecule to the electrodes greatly
influences the current flow through the molecule, with stronger contacts resulting in higher pre-
dicted currents. It was also shown that the orientation of the molecule to the electrodes has a
key influence on the device’s transmission spectra. The horizontal geometry results in the most
favorable transmission profile for this molecule.

Lastly, the importance of the counterions on the transport has been illustrated. By exploring
two potential counterions, TMA and Cs+, the simulations suggest that the presence of these
ions pushes the unoccupied energy levels closer to the Fermi level of the device. Thus, the con-
ductance channels are more readily available at lower biases, and hence the predicted current
is much greater than for systems where the counterions are ignored. The results of the calcu-
lations also indicate that TMA and Cs+ influence the device in much the same way, with no
difference in transmission spectra and PLDOS. However, TMA provides better charge transport
as illustrated by the computed I-V curves.

This is a purely theoretical and computational study. Using standard experimental tech-
niques in the field of molecular electronics it is possible to measure the POM-based junction’s
I-V Curves which would confirm the findings of the simulations. This theoretical exploration
provides key insights into the transport behavior of this molecule which will inevitably aid de-
vice design for molecular electronic device applications. Namely, the influence of counterions
on potential device operation cannot be ignored. Here, it has briefly been studied with one case,
but further work could explore the details on how different counterion arrangements, number of
ions, and identity of counterion influence the system’s transport and whether they can be taken
advantage of from a device engineering point of view.



Chapter 4

Further POM Studies

4.1 Exploring the Moiety Space of a POM

4.1.1 Introduction

In the last chapter the transport properties of [W18O54(SO3)2]4− were thoroughly explored as
a molecular junction using first principle computational techniques. Modelling provides key
insights to different material properties that can guide the development of new devices at the
cutting edge. In the previous chapters, the possibility of POM-based flash memory (and other
molecular memories was discussed). One of the main reasons that molecular electronics is being
researched so widely is the large range of chemical systems and the capabilities for manipulating
and targeting properties. Specifically, one of the main advantages of the POM-based molecular
devices is that it allows use of their redox chemistry and chemical variety. In addition to the
wide range of POM cage type (Keggin, Ludoquivist, etc...), there can even be significant variety
within the same cage, by substituting the moiety of the cage. Changing the caged moiety leads
to different, structural, electronic and energetic properties that can play a huge part in developing
new molecular devices.

In this chapter, the previous work is extended by exploring different moieties (Y) of the
[W18Ox(Y)]b− POM. The aim was to explore, through simulation, how changing the nature of
"Y" influences the electron transport properties and overall electronic structure of the molecule.
There is a vast number of different "Y" possibilities, the list that is explored here is not exhaus-
tive. The chosen moieties are based on molecules synthesized and reported on in the litera-
ture [75,80, 103]. In addition, the "Empty" POM is explored i.e [W18O54], the case where there
is no caged moiety. The explored POMs are listed in the Table 4.1.

The list contains the different variety of POMs studied here, but there are further possibilities,
highlighting the rich chemistry of POMs. Furthermore, even for the chosen POMs, there are
two POMs studied here: [W18O54(SeO3)2]2− and [W18O54(SeO3)2]4− that differ only by redox
state, this would also be feasible for the rest of the POMs given the highly active redox nature

57
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POM Molecule Moiety
[W18O54] None ("Empty")

[W 18O54(SO3)2]4− [(SO3)2]2−

[W 18O54(SO4)2]4− [(SO4)2]2−

[W 18O54(SeO3)2]2− [(SeO3)2]1−

[W 18O54(SeO3)2]4− [(SeO3)2]2−

[W 18O56(IO6)]6− [(IO6)]6−

[W 18O56(WO6)]6− [(WO6)]6−

Table 4.1: List of POM molecules and the caged species explored in this chapter.

of these molecular clusters.
The ultimate aim is to incorporate this type of POM cluster as the storage element of a molec-

ular flash memory and take advantage of their properties. As discussed before, in order to make
this a reality, a fundamental understanding of the transport through these molecules is critical.
The main property that requires understanding for memory application is the POMs ability to
store charge, and "how much charge" it can store. Capacitance is a measure of a systems ability
to store charge. Therefore, it is the natural property to explore for this application. Hence, the
main aim of the work in this chapter was to estimate the atomic scale capacitance of these POM
molecules and assess how the different caged atoms influence the charge storage.

4.2 Simulation Methodology

4.2.1 General Computational Settings

All calculations were carried out using the Quantum ATK software packages (version 2019-
2021). The single molecule calculations were carried out using the BP86 GGA type functional,
with a SG15 pseudopotential and a medium basis set which has been shown to describe the
geometry and electronic structure of these non-conventional Wells Dawson POMs accurately
[77, 83, 84, 104]. For the Junction calculations the gold electrodes were described by a FHI
pseudopotential and a SZP basis set, a successful and efficient approximation used in molecular
junction calculations [105]. A Monckhorst grid k-point sampling of 5 × 5 × 400 was used to
compute the device system accurately.

4.2.2 Estimating the Atomic-Scale Capacitance

Macroscopic capacitor physics is based on the parallel plate capacitor, where two conductive
plates are separated by space or a dielectric, leading to a build up of charge on the plates and an
electric field between them. For this case, the capacitance is given by:

C =
Q
V

=
Q

Ed
=

Aε

d
(4.1)
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where C is the capacitance, Q is the charge, V is the applied bias, E is the electric field, d is
the distance between the plates, A is the cross sectional area of the parallel plates and ε is the
permittivity of the spacer layer.

However, the capacitance at the nanoscale may be significantly different. Calculating the
capacitance of molecules and nano-scale systems is an active area of research [106–109]. For
the purposes of this work, the goal was not to compute an absolute value of capacitance, but to
compare the capacitance of the different caged moieties of the Au-POM-Au systems. Hence, a
simpler approach was taken. To estimate the capacitance, the electrostatic energy of the device
was computed as a function of the applied bias:

E(V ) =
1
2

∫
δv(r,V )δn(r,V )dr (4.2)

where δv is the induced electrostatic potential and δn is the induced electron density and r
are the atomic coordinates of the device. From this the Electrostatic energy was plotted against
applied bias and Capacitance was extracted by using the relation:

E =
CV 2

2
(4.3)

4.3 Results and Discussion

4.3.1 Electronic structure of the POM Single Molecules

The starting point is to calculate and analyze the electronic structure of the single molecules
listed in Table 4.1 before creating the junction device. As stated in the introduction, there is a
sizeable diversity of W18OxY style POMs that have been or can be synthesized. The molecules
were chosen as they had previously been suggested for memory based applications, however
the moiety type, redox state and number of molecules need not be limited to the ones presented
here.

One of the considerable advantages and reasons molecular systems are being explored for
the future of electronic devices beyond Moore’s law is the incredible diversity. Furthermore,
the success and expertise of synthetic chemistry results in a versatility in molecular electronic
systems controlled by small changes on the molecular level. In this instance, the properties of
the W18OxY POM cage can be changed significantly by choice of "Y", even changes in redox
state can considerably influence the charge transport properties and subsequently the potential
device applications.

The single molecules listed in Table 4.1 were optimized and the energy levels computed and
visualised. The HOMO, LUMO and other unoccupied orbital energy levels are shown in Fig
4.1. The HOMO-LUMO gap (EHL) is also shown in the figure. It is clear that changing the
caged moiety significantly changes the relative energy positioning of the energy levels and also
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Figure 4.2: Visualisation of the HOMO levels for the POMs in this study.

the respective EHL, which will significantly influence the charge transport properties. The first
notable trend in Fig 4.1 is the higher the redox state of the molecule (more charged) the higher
the energy of the energy levels. The "Empty" cage (i.e W18O54) has a redox state of zero and
clearly has the lowest lying energy levels. The energy levels of (SeO3)2

2− are visibly more
stabilised (more negative) than the 2x reduced (SeO3)2

4−. Whilst the IO6
6− and WO6

6− have
the highest energy levels due to their higher charge. This trend was expected as increasing the
number of electrons in the system raises the energy of the occupied orbitals and subsequently
the unoccupied orbitals leading to the clear visible trend across the W18OxY species.

The EHL range from 1.89 to 2.20 eV (excluding the "spin down" gaps which are 0.45eV and
0.62 eV). Simply through selection of moiety the energy gap can be engineered. By changing
the caged species from SO3 to SO4 results in a 0.17 eV increase in the energy gap due to higher
energy of unoccupied orbitals. there is very little change in the energy gap after the reduction on
(SeO3)2− to (SeO3)4− which could be advantageous for storing multiple electrons in memory
applications. In general, the presence of a moiety reduces the EHL with respect to the "Empty"
cage. This can be explained by looking at the orbitals given by Fig 4.2, Fig 4.3 and Fig 4.4.
Since the LUMO and LUMO+ levels lie on the cage, changing the moiety doesn’t influence
the unoccupied energy levels. However, the HOMO is commonly localised on the moiety thus
increasing the energy of the HOMO and reducing the overall gap. The case where the gap hasn’t
really changed can be explained by the fact the HOMO is mostly localised on the cage as shown
by Fig 4.2.
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Figure 4.3: Visualisation of the LUMO levels for the POMs in this study.

Figure 4.4: Visualisation of the HOMO-LUMO levels for W18O54 ("Empty" POM).
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With the exception of the [W18O56(IO6)]6− anion, the LUMO levels for all systems are d-
like in nature and are delocalised across the central band of the tungsten cage. Interestingly, the
unnocupied orbitals are dominated by the metal cage and thus the reduction of the molecule will
occur across this cage in most cases. For the [W18O56(IO6)]6− species, the LUMO levels for
both spin states are localised on the central IO6 structure. Thus the caged species is of critical
importance for the reduction and subsequently the storage of electrons.

The [W18O56(IO6)]6− and [W18O56(WO6)]6− are interesting systems as both are affected by
spin polarization, the IO6 containing species has an unpaired electron whilst although the [WO6]
containing system has fully paired electrons, the electronic structure is more complex due to the
transition metal centre,W. Because of this, a difference is seen in the computed spin states (up
and down) in the spin polarised DFT calculation as shown by the different energy levels in Fig.
4.1. As a consequence, in this particular redox state the system could contain interesting spin-
based or magnetic properties. From the energy level perspective, the "spin up" HOMO-LUMO
gap is similar to the rest of the W18OxY systems. [W18O56(IO6)]6− has the smallest HOMO-
LUMO gap of all molecules studies, and is considerably smaller than that of [W18O56(WO6)]6−

. Looking at the HOMO-LUMO energy levels in Figs. 4.2 and 4.3 this can be explained by
the fact that both the HOMO and LUMO lie on the caged moiety compared to the LUMO
typically being the d-orbitals of the tungsten cage. The "spin down" HOMO and LUMO state
for the [W18O56(IO6)]6− configuration is very similar and localised on the oxygen atoms of the
[IO6]6− resulting in a smaller energy gap. The "spin down" energy gap for [W18O56(WO6)]6−

is also considerably smaller due to the differences in the energy levels of "spin up" and "spin
down" configurations. Due to the fact the species have an unpaired electron, it is possible this
could influence the transport through the molecule and subsequently the capacitance and storage
properties.

It’s worth noting that in the absence of an external magnetic field, the calculated spin-up
and spin-down states are typically degenerate in energy in DFT calculations. Hence there is no
preference for one spin direction over the other, and the DFT calculation treats them equally.
However, it gives an insight into the different spin states that could exist under an external
magnetic field. In cases where an external magnetic field is applied, additional considerations
may be required to account for its effects on the electronic structure. This can involve applying
a Zeeman term to the Hamiltonian or considering spin-orbit coupling, depending on the specific
situation and level of theory employed.

In this section, the different POM molecule configurations studied have been introduced and
their electronic structure analysed. The ground-state DFT calculations indicate that although
all the molecules have the same cage structure and therefore similar electronic structure, the
difference in caged species and redox state has a significant influence in the nature of the HOMO,
LUMO and LUMO+ levels. By extension, the HOMO-LUMO gaps all lie in similar region
1.85-2.2 eV but are influenced by the structural changes. Namely, the HOMO levels tend to be
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localised on the caged species whilst the LUMO levels tend to be delocalised across the tungsten
cage, with exceptions. Understanding this helps rationalise the differences in electronic structure
and guide in engineering the molecular features required for electronic device applications.

4.3.2 Electronic structure of the POM Molecular Junctions

The aim of this chapter is to explore how different moieties and redox states of a similar POM
cage influences the charge storage, or electron transport in general of these POMs. As ex-
plained in the last chapter, the simplest and most efficient way to study the transport of the POM
molecules is as POM molecular junctions. For all these species the Au-POM-Au configurations
were created and studied computationally. Of course, for POM based memory devices, the ar-
chitecture would be more sophisticated, however the aim here was to compare the charge storage
of these molecules by estimating the capacitance and comparing their transport. The simplest
way to achieve this goal is by studying molecular junction systems.

It was shown and discussed in the last chapter that the strength/geometry of the POM-Au
connection has a significant influence on the electrical response to an applied bias and thus on
the electron transport. Moreover, the number of Au-POM-Au configuration possibilities are vast.
It is common, that a molecular linker be used to specify the geometry and ensure more consistent
connection between gold and the molecule. There are a wide range of synthetic possibilities but
as yet, no examples of linkers with these specific POMs have been reported thus a linker is not
considered here. A typical method for studying POM (and other) molecular junction is through
C-AFM (conductive atomic force microscopy). When using this method, a molecule typically
linked to a gold surface forms a junction with the C-AFM gold tip, however the link is in the Van
der Waals limit [110–112]. There are also other examples of non-covalently bonded molecular
junctions in the literature [113, 114].

Since the goal is to compare between different molecules and taking into account all of the
above, it was decided to create the POM junction configurations where the POM is connected
to the electrodes through the VDW limit. The POM is sandwiched between two gold (111) bulk
electrodes at a distance of the sum of the Van Der Waals radius of the two atoms (gold and oxy-
gen (3.32 Å)) either side. This is considered an approximation to the typical C-AFM tip to the
molecule. This configuration is considered the non-ideal/ least favourable transport conditions,
i.e the "worst case" scenario for transport is being investigated. This way, any effects due to con-
tact strength or geometry between molecule and gold across the different studied molecules are
not considered, and a more consistent systematic comparison between the different molecules
in Table 4.1 can be carried out. Furthermore, it was shown in the last chapter that the molecule
orientation (horizontal vs vertical) significantly impacts the magnitude of current through the
junction. It was shown that due to the HOMO alignment, the horizontal orientation showed the
best transport conditions. For this reason, all the junction configurations in this work have beem
created for the case where the molecular orientation is horizontal.
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The molecular junctions for all the molecules in Table 4.1 were created and studied at zero
bias using DFT-NEGF method as previously described. In the last section, the electronic struc-
ture of the single molecules in vacuum were analysed. As discussed in the previous chapter, al-
though the electronic structure of the molecule dominates the junction properties, the electronic
structure is altered by the presence of the gold electrodes and the non-equilibrium distribution
and can lead to changes in the energy levels and energy gaps. Therefore, to fully understand the
transport behaviour of these systems, it is vital to analyse the electronic structure of the molecule
in the junction configuration. The energy level diagram for all the molecular junction configu-
rations in this study is shown in Fig 4.5, where the relative positioning of the HOMO, LUMO,
LUMO+1 to +4 and respective HOMO-LUMO gaps are displayed.

Comparing Fig 4.1 with Fig 4.5, the introduction of the molecule into to the junction system
influences the energy level diagram as expected. Firstly, in Fig 4.5 it is notable that the Fermi
level is shown and is the same for all junctions. The Fermi level is calculated for the whole
junction system, the gold electrodes are the same size for all junctions and in fact only the caged
atom/redox state changes. Therefore, the Fermi level would be expected to be the same in all
cases, allowing for an easier comparison of the energy levels with respect to this energy. For
ease of comparison, the Fermi level is normalized to 0 and the energy levels are reported with
respect to the Fermi level. The changes in alignment of the energy levels between the Fermi
level and single molecule is not appropriate due to the different Fermi levels of the system.
What is evident from Fig 4.5 is that excluding the empty caged POM(W18O54) which is neutral,
the Fermi level energy lies closer to the HOMO for all junctions compared to the LUMO.

In all cases, the HOMO-LUMO gap has changed in some way. In general the changes are
small with only the (SO3)2

4− containing POM and the "spin down" states of the (IO6)6− and
(WO6)6− containing systems showing significant change in the energy gap. Thee change for
(SO3)2

4− from 1.89eV to 2.14 is consistent to what was reported in the last chapter and provides
validation to the weak contact junction configuration. The significant change in energy gap is
due to the stabilization of the HOMO due to excellent alignment between the orbitals and the
electrodes as can be seen from Fig 4.6.

For the "spin down" (IO6)6− and (WO6)6− systems, there is a significant reduction in the
HOMO-LUMO gap with it essentially disappearing for (IO6)6−. Although some rationalisation
can be obtained from the respective orbitals,for example the HOMO and LUMO for (WO6)6−

being localised in the same region, the HOMO and LUMO have changed for these two systems
when placed in the junction configuration. The calculation of the molecular energy spectrum
predicts that the [W18O56(WO6)]6− junction has an extra electron on the molecule compared to
the isolated molecule, thus has an unpaired electron. It is possible that due to the non-equilibrium
distribution of the junction configuration and the "unpaired" electron makes the electronic struc-
ture more difficult to describe. Further investigation is needed to fully understand the changes,
though out of the scope of this work. Furthermore, given the small gaps, the "spin up" HOMO-
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LUMO configuration for these junctions are likely the best description for the electronic struc-
ture. Nonetheless, it is clear for the junction configurations for these two molecules, they both
appear to contain an open-shell configuration ( i.e an unpaired electron).

Figure 4.6: Visualisation of HOMO levels for the POM Junctions in this study.

Figure 4.7: Visualisation of LUMO levels for the POM Junctions in this study.

Despite slight changes in the HOMO-LUMO energy gap and excluding the [W18O56(IO6)]6−

and [W18O56(WO6)]6− POMs, the HOMO-LUMO orbitals and general electronic structure of



CHAPTER 4. FURTHER POM STUDIES 68

Figure 4.8: HOMO-LUMO levels for W18O54.

the molecules remain the same even when in the junction configuration. This is consistent with
the findings of the previous chapter, thus the electron transport properties through the junction
are dictated by the electronic structure of the molecule. Hence, studying the electron transport
of through molecules as junctions is appropriate for understanding and comparing the charge
storage and transport properties of the POM molecules.

4.3.3 Transport in the Molecular Junctions

The transport of the POM molecular junctions was investigated using the DFT-NEGF method.
Initially, the junctions were studied under zero bias and their transmission spectra computed as
shown in Fig 4.9. This gives an insight to the electron transport properties of the molecular
junction.

In Fig 4.9 only the transmission spectra of the configurations that have fully paired elec-
trons is shown. The transmission of these systems is not affected by the spin polarized states.
Whereas, as will be discussed further later, the [W18O56(IO6)]6− and [W18O56(WO6)]6− have
spin resolved transmission for the two different states (up and down). Hence these systems will
be considered separately. What is clear from Fig 4.9 is that the computed transmission spectra
mirrors the energy level diagram for the junctions presented in Fig 4.5. Where peaks in trans-
mission correspond directly with the discrete energy levels of the molecule. Furthermore, the
alignment of energies of transmission between the different molecules are consistent with that
of the energy levels in Fig 4.5. It was shown in the previous chapter that the electron trans-
port in POM molecular junctions are LUMO-dominated, thus the first peak in the transmission
above the Fermi level (which is set to 0 in the plot) is expected to be LUMO-like in nature. The
respective transmission eigenstates would demonstrate this as discussed previously. Therefore,
the nature of the LUMO and LUMO+ levels is an important consideration for transport through
these molecules.

Given the low conductance and discrete energy levels of these systems, the peaks in trans-
mission shown in Fig 4.9 are very sharp. The energy range of interest for transport would be
-1 to 1eV at most, as higher energy levels would require significantly higher applied bias. The
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Figure 4.9: Transmission Spectrum for the POM Junctions with selected caged species (empty
(W18O54), (SO3)

−4
2 , (SO4)

−4
2 , (SeO3)

−2
2 , (SeO3)

−4
2 )

Figure 4.10: Transmission Spectrum in log scale for the POM junctions with selected caged
species (Empty (W18O54), (SO3)2

−4, (SO4)2
−4, (SeO3)2

−2, (SeO3)2
−4)
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peaks below -1eV correspond mostly to the filled states of the molecule and the gold electrodes.
Whereas above 1 eV are the transmission states for higher level unoccupied orbitals. From this,
it can be discerned that the "Empty" and the [(SO3)

4−
2 ] would show the highest magnitude of

current as they are the only configurations with peaks within the bias window. It also suggests
that these would be the only configuration showing significant IV characteristics. However,
the linear scale Transmission spectra fails to capture subtleties in the transport profile of these
junctions.

Inspecting the transmission spectra in the log scale (log (T(E)), further insight can be gained
to the transport and further transmission profiles are revealed for the different caged species.
Unlike in the linear scale, it can be seen that there are transmission resonances within the 0.5 to
-0.5eV energy window (for a -1 to 1 V applied bias). In fact, what is made evident is that there
are very similar profiles ( peaks in similar positions and of similar shapes) for all POM junctions,
differing primarily in intensity and area of curve which corresponds to the conductance. This is
as expected, although there are some differences in the HOMO due to the nature of the caged
moiety, the LUMO however is practically the same for all as shown in Fig 4.7. Additionally,
the unoccupied orbitals mostly correspond to the d-orbitals of the tungsten cage and so a sim-
ilar profile across all molecules are expected. However, the difference in caged species, redox
state, charge distribution and EHL lead to differences in the magnitude of transmission and the
positioning of some transmission peaks. This highlights from a device point of view, how small
changes to the molecule can have drastic changes in transport and device performance, making
POM molecular electronics a versatile candidate for device engineering.

The POM molecular junctions were studied under an applied drain bias ranging from 0-1V.
Initially, the junctions were studied under an applied bias of -1 to 1V. Due to computational
expense and slow convergence, the bias range was focused to 0-1V. This is reasonable for the
purpose of comparing between these POM configurations. It is typical that the I-V characteris-
tics for the POM junctions to be almost symmetric under reverse bias (albeit a lower magnitude
of current). This is clearly seen in the computed I-V curve for the Au-[W18O54(SO3)2]4−-Au
junction which is shown in Fig 4.11.

The I-V characteristics computed for the Au-[W18O54(SO3)2]4−-Au studied here mirror
those of the three different Au-[W18O54(SO3)2]4−-Au configurations discussed in the previ-
ous chapter as shown in Fig 3.8. In fact, the magnitude of the current here is in the same range
as to that for configuration 3 which suggests the set up of the junctions in this chapter (in the
order of the Van der Waal radius) shows coupling of the molecule to the electrodes of similar
strength as the direct bond for configuration C discussed in the last chapter. Further validating
the junction configuration selected for this study.

It is expected from the log transmission spectra that the I-V Curves for the different moieties
would be similar in shape but differ significantly in magnitude of current. The computed currents
follow the trend seen in the transmission spectra, with the current at a bias of 1V being only 1.36
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Figure 4.11: The Computed I-V curve for the Au-[W18O54(SO3)2]4−-Au junction. The shape
of the IV curve is typical for all of the POM junctions in this chapter.

nA for the (SO4)
−4 containing POM and being 4 orders of magnitude bigger at 1883.18 nA for

the case of the empty POM cage. As a result, to compare across the POM junctions, the I-V
curves are plotted in log scale for the current (shown in Fig 4.12).

With regards to shape, given the "exponential type" linear scale I-V Curve, the log scale
shows a linear I-V curve. Even from the log scale what is evident is that the I-V curves for all
junctions are essentially the same shape but differ in magnitude of current. This is not unex-
pected as the only thing that changes is the caged molecule/redox state. However, the extent of
difference in magnitude of current for the different moieties is interesting. It is clear that the
redox state of the molecule, which is dominated by the charge of the caged moiety, influences
the magnitude of current. The empty POM cage (W18O54) which has neutral charge has a much
higher current than the other systems, by several orders of magnitude. Additionally comparing
the I-V curve for (SeO3)2

−4 and (SeO3)2
−2 the less negative redox state (-2) produces more

current. Though the difference is very small as expected given it is the same molecule with little
change to electronic structure and geometry. From the energy level diagram in Fig 4.5 and the
linear scale transmission spectrum in Fig 4.9 it would be expected that the (SO4)

−4
2 would have

the best transport properties after the Empty Junction. Since it has the lowest energy gap and
also transmission peaks closest to the Fermi level, albeit at ≈ 1 eV. The linear scale transmission
explains the variation in the relative magnitude of current for these junctions. However, the log
scale transmission reveals subtle transmission peaks which explains the relative ordering of the
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Figure 4.12: Comparison of the Current-voltage characteristics for the POM Junctions with
selected caged species (empty (W18O54), (SO3)

−4
2 , (SO4)

−4
2 , (SeO3)

−2
2 , (SeO3)

−4
2 )

different POM Junctions. The transmission profile in the log scale in the region of 0-0.5 eV, is
very similar for all of the studied POMs, as clearly dictated by the molecules cage. Though they
differ in intensity and energy positioning, in general they are of similar profile. What is consid-
erably different is the width and area of the profile in this region which related to the relative
conductance of the different caged species. The order of increased transmission is consistent
with the order of the differences in magnitude of the current for the different POMs as revealed
by the Log(I)-V profile in Fig 4.12. Aside from the (SeO3)2

−4 and (SeO3)2
−2 which have very

similar order of magnitude of current as explained by the transmission profile and the fact the
species differ by only 2 electrons (redox state), what is highlighted by the computed spectra
here is that very small changes in the molecule (the nature of the caged moiety) has a significant
influence on the transport properties of the system.

Even though the differences in HOMO-LUMO gaps are reasonably small across all junctions
as shown by Fig 4.5, the relative spacing of the higher unnoccupied levels, the positioning with
respect to the Fermi level and positioning of the HOMO all varies due to the changed identity or
state of the caged species. Subsequently, this is reflected in the transmission profile highlighted
in the log scale which helps rationalise the computed I-V characteristics. Understanding why
these changes are so pronounced for the change of moiety could be accomplished by a deeper
study of the respective energy levels and the corresponding transmission eigenstates in the region
of 0-0.5 eV. It has been revealed from the electronic structure and transport simulations, that the
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Figure 4.13: Transmission Spectra for [W18O56(WO6)]6− and [W18O56(IO6)]6− molecular
Junctions

conductance of the molecule can be tuned significantly by the choice of caged species and the
respective redox states available to the molecule.

Up to this point the focus has been on the closed shell examples. Two examples of open
shell systems (containing an unpaired electron) were studied here, these are the (IO6)6− and
(WO6)6− containing POMs. These types of molecules are known to have interesting magnetic
properties due to their different possible spin states at different redox states. From a device
transport perspective, this can result in spin-polarised and spin-dependant transport as has been
seen reported in a wide variety of molecular junction systems [115–118]. From a memory point
of view, different spin states could aid in multi-bit memory, depending on the spin-dependant
nature of the transport. However, further investigation of different redox states and their spin-
dependence would be required to assess spin based memory applications.

The computed transmission spectrum for [W18O56(WO6)]6− and [W18O56(IO6)]6− is shown
in Fig 4.13. In this case, although it is known the transport is influenced by the spin polarization,
the spectra for the case of sum of all spins is given. This allows a simpler comparison between
the two molecular junctions. Given the only difference between the two systems is the nature
of X in XO6 being either W or I, it is unsurprising that the transmission profile is similar for
these two junctions. Most notably above the Fermi level (0 eV) there are very few transmission
states, whereas below, the occupied states there are several sharp peaks. However, there are
subtle differences which are also expected given the differences in the Energy level spectrum
reported in Fig 4.5. A significant observation and difference to the transmission spectrum of



CHAPTER 4. FURTHER POM STUDIES 74

the other POM junctions above, is the transmission states around the Fermi level (0ev), with a
broad peak for the Tungsten based system and a sharp peak of the Iodine containing system.
Typically there are no states at the Fermi level (but maybe slightly above the Fermi level) due
to the HOMO-LUMO gap of the molecule. However, inspection of the Energy level diagram in
Fig 4.5 suggests a much smaller HOMO-LUMO gap for the "spin-down" energy levels, which
lie close to the Fermi level. This results in transmission eigenstates at the Fermi level energy in
these systems. The main difference in spectra between the W and I containing system, is in the
width of the states near the Fermi level, which can be explained by the relative positioning (and
thus accessibility) of the unoccupied states of the spin-down state in W compared to in that of
Iodine as shown by the energy level diagram.

To further examine the effect of the spin polarization of these two systems, the transmission
spectra for each is split in spin-up and "spin down" configuration. As before, by plotting the
log(T(E)) a more resolved transmission profile can be obtained that can better explain any IV
characteristics. The spin-resolved transmission for [W18O56(WO6)]6− is shown in Fig 4.14.
The first thing to note is that the transmission profile below the Fermi level (0eV) in unaffected
by the spin polarization, this is expected as these transmission eigenstates correspond to the
occupied energy levels of the molecule. As predicted previously, the peak at the Fermi level
energy corresponds to transmission of the "spin down" state which is consistent with the energy
level diagram of the junction due to having an unpaired electron. The profile above this peak is
very similar for both spin states, differing only in the order of magnitude of the T(E), this is due
to the "spin up" state having a larger HOMO-LUMO gap than the "spin down" and thus it would
be expected that the higher transmission at this energy are spin dependent and correspond to the
"spin down" state. Due to the spin-dependant transmission, it would be reasonable to predict
that this POM junction would have a higher conductance than the previous junctions, hence the
spin properties of the caged moiety are significant to the transport of this junction.

Similarly, the [W18O56(IO6)]6− junction has an unpaired electron and so it is expected to
have spin dependant transmission channels. The transmission spectra in Fig 4.13 showed that
there are sharp peaks around the Fermi level energy compared to the broader peak for the
[W18O56(WO6)]6− junction. Like in the WO6 containing configuration the [W18O56(IO6)]6−

junction also shows spin dependant transmission profile as seen in the spin resolved transmis-
sion spectra in Fig 4.15. At the Fermi level there are multiple sharp peaks for the "spin down"
state that do not exist for the "spin up" transmission spectra. This is consistent with the energy
level diagram. Like in the [W18O56(WO6)]6− case, the profile above the Fermi level is very
similar for both spin states but differ in magnitude due to the respective energy gaps in the spin
states (up to 1eV). Again, it can be concluded that the transport in the [W18O56(IO6)]6− junction
has spin dependent transmission channels due to the open shell. Interestingly, the main differ-
ence between the WO6 and IO6 containing system is that for IO6 the "spin down" transmission
eigenstates are sharp around the Fermi level, whereas for WO6 there is a singular broad peak.
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Figure 4.14: The log scale Transmision spectrum for the [W18O56(WO6)]6− molecular junction.
spin-dependence is shown.

This can be rationalised from the energy level diagram in Fig 4.5, it can be seen that for IO6

there is an almost non existent HOMO-LUMO gap with only the LUMO lying close to the Fermi
level with the further unoccupied energy levels lying at much higher energies and therefore less
accessible for transmission. As a result the "spin down" transmission channels are sharp peaks.
Conversely for WO6 the energy gap is slightly larger, though still very small but more impor-
tantly the subsequent unoccupied energy states lie far lower. Therefore, it is not inconceivable
that near the Fermi level there is a broader transmission channel. Moreover, by observing the
nature of the LUMO as shown in Fig 4.7 for WO6 it is less localised on the WO6 moiety and
lies on parts of the POM cage which would lead to a broader range of transmission eigenstates.
Whereas for IO6 it is more localised to the moiety leading to sharper peaks in the transmission.
Regardless of the differences, both of these systems have spin dependent transport which illus-
trates how small changes to the POM molecule can lead to diverse properties and applications,
key for device engineering.

It has been noted the transmission states at and near the Fermi level result in increased con-
ductance of the POM junctions compared to other molecules in this study. In addition to the
physical consequence of states near the Fermi level, from a simulation point of view this pro-
vides a practical challenge. Systems that have states close to the Fermi level, like in metals,
small-gap semiconductors or for the molecular junctions here, can be difficult to adequately
describe with the DFT-NEGF formalism. In this situation, the states shift between occupied
and unoccupied leading to convergence problems. There are procedures that can mitigate this
but potentially at the expense of accuracy, for example by increasing the temperature for the
electron occupation function. The convergence for these two systems, due to spin polarization
was very challenging to achieve at an applied bias. For the [W18O56(IO6)]6− junction, conver-
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Figure 4.15: The log scale Transmission spectrum for the [W18O56(IO6)]6− molecular junction
with spin-dependence is shown.

gence at biases higher than 0.4V was not achieved in the timescale of this study. The simulation
methodology employed here, struggles describing the sharp peaks near the Fermi level, and so
convergence for acceptable accuracy is unfortunately not achieved. For the [W18O56(WO6)]6−

junction case increasing the number of k-points, the energy mesh for which the calculations
are carried out, reducing the damping (controls how much of the electron density guess is used
in the next iteration), tuning other algorithm parameters in Quantum ATK led to successful
convergence for this junctions to obtain the IV curve from a bias of 0V to 0.8V. The same com-
putational procedure failed to reach convergence for the higher bias of the [W18O56(IO6)]6−

junction, likely due to the sharper peaks, and increased number of states at the Fermi level.
Like with the Transmission Spectra, with the DFT-NEGF method the current can be split

into the respective spin contributions, as a result IV curves for both the "spin up" and "spin
down" states can be plotted. The IV Curves for "spin up"(left) and "spin down"(right) states
of [W18O56(WO6)]6− are shown in Fig 4.16. It must be noted that in reality, the sum of the
two IV curves is what would be measured experimentally, in this case, given the difference in
magnitude of the current, the IV Curve would resemble that of the "spin down" contribution.
However, it is very useful as with the transmission spectra, to analyse the IV characteristics of
the different spin contributions in order to fully understand the nature of this molecular junction
and how significant a difference the caged species can make to the transport and charge storage
of the POM cage. Inspecting the "spin up" IV Characteristics in Fig 4.16 (left) it can be seen that
the IV curve is akin to the other POM junctions studied in this chapter, with similar shape and
magnitude of current. The shape and magnitude of current is consistent with the transmission
spectra for the "spin up" state as discussed above and also with the large HOMO-LUMO gap of
2.24 eV, which leads to very low currents at low bias, and a rise only at higher biases. Whereas
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Figure 4.16: Computed IV curves for both spin states in the [W18O56(WO6)]6− molecular junc-
tion.

the "spin down" contribution, due to the broad peak at the Fermi level, dominates the transport
for this junction. As shown in Fig 4.16, the "spin down" state results in a steep rise in current at
low bias reaching saturation at around 0.2V. The current is predicted to be in the microampere
region compared to nanoampere for most of the POM junctions in this study. The rapid rise in
current is due to the broad peak around the Fermi level of the device as shown in Fig 4.14, as the
bias increases this peak reduces the in intensity and the energy window of the applied bias also
increases leading to a drop of current. What these predictions show, is that simply by change
of the caged species the transport of the molecule changes considerably which in turn opens a
wide range of device engineering opportunities.

As previously discussed, unfortunately the IV characteristics of [W18O56(IO6)]6− could not
be computed past 0.3V due to difficulties in convergence at higher bias. The IV Curves for the
successfully converged bias points are shown in Fig 4.17. Although only a small applied bias
range it provides insight to the potential transport of this POM junction. Like in the case of
[W18O56(WO6)]6− , due to the peak around the Fermi level the "spin down" contributes several
orders of magnitude of current higher than that of the "spin up" state. The shape of the IV curves
are the same for both states, consistent with the gap between the LUMO and successive energy
levels as shown by Fig 4.5. Although difficult to discern with so few bias points, the shape is
similar to the other POM junctions in the study. Once again, this example further illustrates how
the nature of the caged species can strongly influence the electron transport properties of the
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Figure 4.17: Computed IV curves for both spin states in the [W18O56(IO6)]6− molecular junc-
tion.

molecule.
In this section, the transport characteristics for POM junctions that differed by the caged

molecule in the POM was studied thoroughly using the DFT-NEGF method. The simulations
show how the electronic structure of the POM cage changes considerably with the nature of the
caged POM and the resultant redox state. Consequently the electron transport properties can be
engineered through choice of caged moiety, resulting in a wide range of application possibilities
for POM based molecular electronics.

4.3.4 Estimating the Capacitance

Until now the electron transport properties of different POM molecular junctions have been
studied. However, the original motivation for studying these POMs is for flash memory appli-
cations. The important property for memory applications is their ability to store charge. To
quantify and compare the ability of these Pmolecules, the capacitance was estimated following
the simple approach outlined at the start of this chapter. It must be stressed, that the capacitance
is being calculated for the Au-POM-Au system as a whole and not only the molecule. In order to
frame the values into context, a reference value was calculated for the case of two Au electrodes
separated by the same distance as in the Au-POM-Au system. Capacitance is typically calcu-
lated as macroscopic property influenced by the dielectric constant of a material. It is in fact a
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Figure 4.18: Plot of electrostatic energy vs applied bias for the [W18O54(SO3)2]4− molecular
junction. The capacitance is then extracted from this curve, given by C = E

V 2 .

complex value which at the molecular scale is influenced by many factors and is an active area
of research. The aim here, was not to find an absolute value of the capacitance of these POM
systems, but to compare how changing the caged moiety or redox state influences the charge
storage capabilities of the molecule.

There is a drop in electrostatic potential across the junction due to the charge storage in the
molecule under an applied bias. This is reflected in the electrostatic energy which is calculated
as function of applied bias. The plot of electrostatic energy against applied bias is shown in
Fig 4.18 for the case of [W18O54(SO3)2]4− junction, the other junctions in this study show
the same relationship between E and V. The capacitance is then extracted from equation 4.3.
The calculated capacitance for all junctions (except the [W18O56(IO6)]6− junction due to poor
convergence) from this study is reported in Table 4.2.

Caged Moiety Capacitance (F)
Gold Reference* 1.126 x 10−21

Empty 4.31 x 10−21

(SO3)
−4
2 3.19 x 10−21

(SO4)
−4
2 2.86 x 10−21

(SeO3)
−2
2 2.84 x 10−21

(SeO3)
−4
2 2.65 x 10−21

(WO6)6− 4.69 x 10−21

Table 4.2: Calculated Capacitance for the different POM Junctions in this study.

To the best knowledge of the author, there are no known studies which report the single



CHAPTER 4. FURTHER POM STUDIES 80

molecule capacitance of these or other POM molecules (Only capacitance of POM contain-
ing layers in devices have been reported in the literature [119, 120]). However, there are sev-
eral studies reporting values of single molecule capacitance, including for amino acids, redox
active and ferrocene containing molecules. Typical values range from 10−22 F to 10−18 F
(aF) [107, 108, 121], the calculated values here in Table 4.2 lie in this range and though the
absolute values are not of interest, the values themselves can be considered reasonable for these
molecular junctions.

The calculated capacitance of all POM junctions are at least twice that of the reference case
where there is no molecule. This highlights the charge storage capabilities of the molecules. In
general, the order of highest to lowest capacitance follows the same trend in order of magnitude
of current through the junctions. With the WO6 containing system having the highest capac-
itance of the molecules studied and thus would be expected to store the most charge. A very
similar capacitance is found for the "Empty" POM, consistent with the magnitude of current
produced. The lowest capacitance is predicted to be for the (SeO3)

−4
2 , (SeO3)

−2
2 and (SO4)

−4
2

containing POMs which all have similar values consistent with the IV curves reported in the
previous section. It is important to note, whilst the single molecule capacitances are reason-
ably small, in device applications there would be a layer of several molecules increasing the
capacitance per unit area for reasonable charge storage density.

All the POM molecules in this study show relatively low transmission due to the HOMO-
LUMO gaps, this is important for charge storage. However, it is expected that in order to
"charge" the molecule it must be able to carry some current under an applied voltage. It is
also not unexpected that the larger the conductance the higher the charge that can be stored
across the molecule. But though there are orders of magnitude differences in the current across
these POMs, the difference in capacitance (which is related to the electrostatic energy) is not
so large. The charge storage occurs predominantly on the metal cage of the POM in all cases.
Because of this, although the change in caged moiety influences the LUMO ( and higher) en-
ergy level positioning and subsequently the current flow, it has less of an effect on the overall
capacitance which describes the charge storage of the entire molecule. Notwithstanding, there
are still differences in the estimated capacitance simply by changing the caged atom. This sim-
ulation study has demonstrated why these (and other) Polyoxometalates are ideal candidates for
molecular electronic applications. The diversity of geometry and chemical variety opens up a
wide range of opportunities for the device engineer. In this study it was shown that for a partic-
ular type of POM cluster, changing only the nature of the caged species can engineer different
IV-characteristics and also charge storage capabilities.
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Figure 4.19: Depiction of a hypothesized flash memory device using POMs as the storage ele-
ment.

4.4 POM on SiO2 for flash memory, challenges and next steps

So far in this thesis, the focus has been on the electronic structure and transport properties of the
single molecule studied from first principles in the form of a molecular junction. However, the
goal was to assess if the excellent charge storage and redox capabilities could enhance current
flash memory technology, leading to molecular memory. From the work in this thesis, it has
been shown that current can be driven through the molecule but it is dependant on a variety of
factors such as contact strength and geometry to source and drain, nature of the POM molecule
itself and also the counter cations of the system. From the perspective of flash memory device
operation, it is important to understand the energy level positioning of the unoccupied orbitals
in the molecule with respect to the valence and conductance band of SiO2 substrate (see device
structure in Fig 4.19). The positioning of these energy levels and how they change as they store
electrons is key for how the flash memory device will operate and whether or not the molecules
could offer enhanced memory capabilities. Therefore, although significant understanding of the
molecules charge transport properties has been gained as a molecular junction, it is key to also
understand how it will behave in the floating gate architecture. The goal was to use first principle
methods to calculate the energy level positioning of the POM molecules with respect to the band
structure of SiO2 and Silicon in order to carry out more accurate full scale device simulations.

An attempt was made to simulate SiO2-POM structure in order to calculate the positioning
of the molecule energy level with respect to the conduction band in SiO2. This would more
closely resemble the architecture of a flash memory device. Like in the case of molecular junc-
tion, the Molecule orientation is important and so both horizontal and vertical geometries were
explored. The horizontal configuration is shown in Fig 4.20. Due to the heavy computational
effort required, a slab-molecule calculation was considered the best route forward. The process
was to create and relax a slab of SiO2 large enough to encapsulate the Molecule in both orienta-
tions. Although in a molecular flash memory device, multiple molecules would be present in the
memory storage layer, considered to require at least 9 for effective memory storage [81, 122],
this is beyond the limitations of first principle calculations hence only one was considered. An
initial calculation with a low energy mesh and k-point sampling in order to allow the molecule



CHAPTER 4. FURTHER POM STUDIES 82

Figure 4.20: Example of SiO2 slab and molecule configuration

DFT Functional SiO2 Band Gap POM ∆EHL

PBE 5.42 1.94
PBE-1/2 7.64 3.1

BP86 5.28 1.89
BP86-1/2 7.6 3.05

PBES 6.9 N/A
HSE06 9 N/A
TBO9 8.36 2.76

Table 4.3: Respective Energy Gaps for different DFT functionals for SiO2 and POM. In all cases
SG15 Pseudopotential was used with a High Basis Set.

to attach to the surface, followed by a more accurate DFT geometry relaxation. Finally from the
relaxed structure the electronic structure would be computed and analysed. Unfortunately, this
goal could not be completed due to several challenges. It was decided given the time and scope
of the project this could not be completed without further guidance from experimental work.

The first challenge is in order to successfully calculate the energy level positioning of the
molecule with respect to the SiO2 slab, is that the HOMO-LUMO gap of molecule and band gap/
bandstructure of the oxide must be described accurately by DFT and with the same functional for
both. It is well known that DFT struggles to accurately predict band gaps [123], though there are
some approximations such as DFT-1/2 or the use of Hybrid functionals (that are computationally
very expensive) which can better reproduce the band gap of SiO2 which is ≈ 9eV [124]. These
typically failed to reproduce the HOMO-LUMO gap of the molecule, as shown in Table 4.3. An
approach used often is to relax the structure with a functional such as PBE which reproduces the
geometry of both systems well and can be supplemented with the Grimme D3 corrections for
Van der Waals interactions [125] and then calculate the energy levels with a different functional
(or the half correction) which better reproduces the band structure. However, this approach
may result in an artificial potential due to the mixing of functionals, additionally, a functional
that satisfactory reproduces both the energy levels of the molecule and the band structure of the
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slab was not found. It begs the question, which should be prioritised and how to be sure the
estimation is reasonably close to the real system.

Another challenge is that the best gaps were only produced when a large basis set and pseudo
potential was employed, as the SiO2-POM system is already very large with respect to number
of atoms, this results in a very slow calculation, particularly the relaxation. Moreover, even if
a particular molecule-surface configuration is found, it is likely to be one of many reasonable
structures, to have a good understanding, several different possible configurations should be
studied. This would be far too cumbersome to complete in the timescale of this PhD project.
Therefore, whatever conclusions would be drawn for the simulation, it could only be drawn for
one specific surface-molecule configuration, without experimental validation of the structure it
poses a challenge of accuracy given the high computational cost. In addition to the molecule-
surface geometry, another computational challenge is the number of layers of the slab needed
to properly screen the potential, from the initial tests carried out here, more than 6 is needed to
accurate model the structure. This further increases the size of system to be simulated, which
lowers the number of different geometries that can be studied in a reasonable time frame.

Furthermore, the approach here is to use a crystalline slab of SiO2 for simplicity, in reality
the oxide is a thin amorphous layer, there is significant debate about the effect of the amorphous
nature on the band gap, dielectric constant and electrical properties of the insulator. Simulating
the crystalline structure may not be a good approximation, this would need experimental vali-
dation. The amorphous structure, adds to the complexity of modelling the system and increases
the different molecule-surface configuration possibilities further increasing the computational
challenge and effort.

Despite the challenges, other approaches such as Molecular Dynamics approximations for
fixing the molecule to the surface, and potentially creating DFTB parameters for the system to
increase computational efficiency and better describe the energy levels/band gap could poten-
tially make the problem more manageable. However, it was concluded that further guidance
from experiment into the structure would be needed to aid in computing the energy level posi-
tioning from first principles. Without more accurately estimating the energy level positioning
within the flash memory device, further simulation results would be more speculative. For this
reason it was decided to change the direction of the project. Despite this, molecular electronics,
specifically the potential of Polyoxometalates in electronic devices, is a very promising area of
research. Further combination of simulation and experimental work can lead to further develop-
ments and down-scaling of electronic devices.

4.5 Conclusions

The simulations presented in the first half of this thesis highlight the potential and versatility
of the [W18O56(Y)]n− type POMs for nanoelectronic applications. It was shown in this chapter
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that the nature of "X" can considerably alter the electron transport and charge storage properties
of the molecule, due to the changes in electron structure which in turn gives wider possibility
for engineering new molecular electronic devices. In the previous chapter it was shown that the
although the electronic structure of the molecule dominates its electron transport properties, the
geometry between molecule and electrodes is highly significant. Furthermore, these molecules
typically are surrounded by charge balancing anions, which are ignored when studying their
transport. The work presented in this thesis highlight that the presence of these counterions
are not insignificant and in fact enhance the conductivity through the molecule. Challenges
remain in describing the molecule in a device architecture to accurately understand the electronic
structure for device simulations. However, through further development of first principle, semi-
empirical and device modelling alongside experimental progress, POM based memories and
electronic devices will become a reality.



Chapter 5

Introduction to Josephson Junctions

5.1 A brief introduction to Quantum Computing

The modern world has been shaped by the continuous development of computing power due to
the downward scaling of transistors. The invention of the transistor and subsequently the com-
puter (from here on referred to as the classical computer) is the main reason for the exponential
growth in technology in the twentieth and twenty first century leading to immense improvements
in the quality of life, manufacturing, medicine, and science. The enhancement of performance
and computing power of classical computers relies on the continuous miniaturisation of transis-
tors, which has approximately doubled every two years as given by "Moore’s law". Moore’s law
is known to be slowing due to the difficulty in further scaling of devices. Moreover, even if it
was possible to continue the trajectory of Moore’s law indefinitely, there are still problems that
classical computers will probably never be able to handle in reasonable timescales. It is from
this the motivation of Quantum Computing stemmed and has developed into one of the largest
areas of research.

Quantum Computing was first proposed in 1980 when a quantum mechanical model of the
Turing Machine was proposed by Paul Benioff [126]. It was then suggested by Richard Feyn-
man that in order to properly simulate the quantum world, a quantum system is needed [127].
In other words "use quantum to simulate quantum". The considerable speed-up in computa-
tion has led to the goal of obtaining quantum supremacy, i.e. computation of a problem that a
quantum computer can solve but would not be solvable by a classical computer in any reason-
able timescale. Achieving quantum supremacy would revolutionise several areas of science and
technology, including significant applications in business and economics. These possibilities
drive the research into making Quantum Computing a reality.

85
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5.1.1 What is a Qubit?

Quantum Computing has seen a rapid growth in research and there is a large variety of quantum
computing architectures that have been proposed and are being actively researched for achieving
quantum supremacy. Regardless of quantum computing architecture, the key component of a
quantum computer is the quantum bit known as the "Qubit". Classical computers are built on
binary logic, with two states of a transistor corresponding to "0" or "1". Switching between logic
levels of a bit takes time as changes in electrical voltage does not occur instantly. Also, there
can only ever be two states in a classical computer. For a system of N components, a complete
description of the state of computer in classical physics relates to N bits. The same is not true in
a quantum computer where it is 2N .

Similar to the classical computer, a qubit is built on having two states "0" and "1". However,
a quantum computer uses the phenomena of "superposition" and "entanglement" of quantum
states in order to significantly enhance the computing capabilities. Although the qubit is based
on having two quantum states, the superposition of states means that a quantum object can
be in multiple states simultaneously, increasing the computing power. Additionally, the fact that
physically separated objects can be correlated and share information through entanglement leads
to increased possibilities in information processing and in the way qubits can be measured. The
principles of a qubit, quantum states and superposition are best illustrated as representation on a
bloch sphere as shown in Fig 5.1. In the bloch sphere representation, where two quantum states
are present, it shows that the quantum state can be a superposition of the two states represented
as anywhere on the surface of the bloch sphere.

Figure 5.1: Bloch Sphere representation of quantum states of a Qubit

There are many different candidates of physical implementations of quantum computing
that are being researched, primarily distinguished by the nature of the qubits. Examples in-
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clude Trapped ion Qubits, Spin Qubits, Photonic Qubits and Diamond based Qubits, all with
corresponding advantages and disadvantages [128–131]. One of the leading quantum comput-
ing candidates researched heavily by quantum groups and companies such as IBM, Google,
Intel, IMEC is superconducting quantum computing built from superconducting electronic cir-
cuits [132, 133]. The key component of superconducting qubits is the Josephson junction (JJ),
a tri-layer junction consisting of two superconductors separated by a thin insulating barrier, this
will be described in detail in the next section. An understanding of the role of Josephson junc-
tions in quantum circuits is best illustrated by considering a transmon [134]. A transmon is a
type of qubit that was one of the first variants to show controlled qubit-qubit interaction with
high fidelity (a measure of the closeness of two quantum states) [135], although improved JJ-
based qubits have and are being developed, the simplicity of a transmon is ideal for highlighting
the importance of the Josephson junction in superconducting qubit technology [136, 137].

Figure 5.2: Circuit diagram of a transmon

The transmon is developed from the charge qubit (also known as the Cooper-pair box). The
charge qubit is simply a small superconducting island connected to a large superconducting
reservoir through a Josephson junction, the qubit frequency is tuned by a capacitively coupled
gate voltage on the island. This type of qubit suffered from strong susceptibility to stray capaci-
tance, defects and fabrication variability, to help reduce these issues, a large shunting capacitor
is added to the circuit to give rise to the transmon which is illustrated in Fig 5.2. The circuit
Hamiltonian of a transmon is given by:

Ĥ = 4EC(N̂ −ng)
2 −EJcos(φ̂) (5.1)

where N̂ is the number of excess Cooper pairs (pairs of electrons bound together at low tem-
peratures) on the island, φ̂ is the phase difference across the JJ, Ec and EJ are the capacitive
and Josephson energy respectively. In a transmon qubit, EJ/EC ≈ 50 and thus the charge sen-
sitivity is significantly reduced and the Josephson energy dominates, this has lead to improved
reproducibility and quantum coherence times [138].

The transmon is similar to a LC-Resonator circuit, however instead of a resonator, there is
a Josephson junction, which adds non-linearity to the energy levels of the system, which is key
for a creating a qubit. As previously mentioned, the importance for any qubit is the existence of
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two quantum states. If the LC-Resonator circuit is considered,it can be modelled as a quantum
harmonic oscillator, where the energy levels are the quantum states given by the superconducting
phase. As the different energy levels are harmonic, the energy spacing between them is identical.
For qubit applications this is problematic, as although you have two quantum states |0⟩ and |1⟩,
the higher states of |2⟩ are also easily accessible as the energy spacing is equidistant and hence
the is no longer a two level system and so information can be lost. When a Josephson junction
is introduced into the circuit, the harmonic energy levels become anharmonic, and there is an
energy difference between |0⟩ and |1⟩ and |1⟩ and |2⟩ and so on, therefore ensuring a two level
system. The higher the anharmonicity between the energy levels the better for qubits. The
energy spectrum of a quantum harmonic oscillator and of a transmon is shown in Fig 5.3.The
Josephson junction also acts as a valve between these two states through the tunneling of Cooper
pairs. Therefore the Josephson junction is a key component of superconducting qubit technology
and thus complete understanding of the physics and material properties of this system is essential
for obtaining quantum supremacy and commercial quantum computers using superconducting
qubits.

Figure 5.3: The energy diagram for a Quantum Harmonic Oscillator and Transmon illustrates
the importance of anharmonicity in the Transmon circuit.

5.1.2 Josephson junction Physics

Up to now, a short introduction to quantum computing and its motivations has been given, it
has been explained that superconducting qubit technology is one of the most promising archi-
tectures for achieving quantum supremacy. It was also shown that Josephson junctions are the
key component of the technology providing anharmonicity to the quantum system. Although
Josephson junctions have several applications, the preceding section gives the reader context to
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the importance of JJ in quantum computing, one of the main motivations behind the research in
this half of the thesis. So, what is a Josephson junction?

Figure 5.4: Diagram of a typical Josephson junction. In this case the archetypal Al/AlOx/Al is
considered. Where the two superconductors are Aluminium and the insulating barrier is Alu-
minium Oxide. It is shown the tunneling of a Cooper pair given by the Josephson Energy.

A Josephson junction is a tri-layer system that consists of two superconductors separated
by a thin insulating barrier that is weakly coupled to the superconductors (see Fig 5.4. The
archetypal Josephson junction is the Al/AlOx/Al tunnel junction, but a wide range of different
systems are possible. It is named after Brian Josephson, who developed the physics of the tun-
nelling problem through this type of system in the 1960s [139,140]. It was discovered that these
types of junctions resulted in the quantum mechanical tunneling of bound electrons (known as
Cooper pairs) across the weak link (through the insulating barrier) at low temperatures. This
tunneling phenomena is described by the DC and AC Josephson effects. Building on the theo-
retical frameworks of superconducting physics of Bardeen–Cooper–Schrieffer (BCS) theory and
Ginzburg-Landau theory of superconductivitym the DC and AC Josephson effect is formulated
in terms of the complex order parameter (ψ) and the superconducting phase (ϕ) [141, 142].

In a Josephson junction, the superconducting contacts on either side of the barrier are de-
scribed by ψ1 and ψ2 with associated phases of ϕ1 amd ϕ2. A significant amount of the physics
of JJ is dictated by the phase difference between the superconducting contacts given by:

∆ϕ = ϕ1 −ϕ2 (5.2)

The AC Josephson effect decribes how the phase of the junction will vary linearly with time and
the resulting current will be sinusoidal AC when a fixed voltage is applied across the junction.
Mathematically this is given by:

d(∆ϕ)

dt
=

2eV
h̄

(5.3)

where h̄ is Dirac’s constant and e is the electron charge. This shows that the oscillating current
due to the biased voltage is driven by the phase difference between the two superconductors.
Because of this effect, JJs are excellent voltage-to-frequency converters. The nature of this
response is what makes JJs useful as non-linear components in superconducting qubits.

Another interesting phenomena of JJs is that at low temperatures, a supercurrent can flow
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through the junction even when there is no applied voltage. This is known as the DC Josephson
effect and is also underpinned by the phase difference and the resulting supercurrent is given by:

Is = Icsin∆ϕ (5.4)

where the supercurrent, Is, is dictated by the critical current (maximum possible supercurrent)
,Ic, and oscillates as a function of the phase difference ∆ϕ . The critical current is an intrinsic
parameter of the device which is related to its size, material properties and height of the tunnel
barrier. Fine control of this parameter is important for excellent design of superconducting
qubits. Low temperature exploration of JJs is challenging and expensive, a very useful link
between the normal state conduction and superconducting state (at low temperatures) is given
by the Ambegaokar-Baratoff relation [143]. It is an extremely useful equation for studying JJs
as it connects the critical current of the junction to the resistance of the junction under normal
state conduction, RN , and is given by:

IcRN =
π∆

2e
tanh

(
∆

2KbT

)
(5.5)

where ∆ is the superconducting energy gap, kB is the Boltzmann constant and T is the tem-
perature. The superconducting energy gap parameter, ∆, can be considered as half the amount of
energy required to break apart a Cooper pair of the superconducting system and is temperature
dependant.

5.2 Variability and Noise in Josephson Junctions

It has been discussed how Josephson junctions are a key component of superconducting qubits.
Their physics has also been described with important parameters such as the Ic being highlighted.
It was mentioned above how a JJ can in principle be made of any S-I-S, and there are many
examples of different material combinations used (for example Nb, Pb, Co, Ni, PdFe, NiFe,
Carbon nanotubes) [144–147]. However, one of the most studied and most successful JJs is the
Al/AlOx/Al which will be the focus of the rest of this thesis.

Al/AlOx/Al tunnel junctions can be fabricated in a variety of ways. The most common
method is through double angle shadow evaporation using what is known as a "Dolan Bridge".
Essentially, a thin layer of aluminium is deposited on a substrate covered by a mask through
evaporative deposition. The aluminium is then oxidised at low pressures, before the second
aluminium is deposited [148]. The nature of the fabrication process leads to variability junction
to junction, specifically, the grown oxide is amorphous in nature which is a leading cause of the
variability and also leads to defects and two level systems (TLS) which are considered a major
source of decoherence in superconducting qubits.

Josephson junctions are fabricated to a design specification, typically designed around tar-
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geted critical current values, which are influenced by size of the junction, specifically the barrier
length. Although self-limiting, the oxidation process of aluminium oxide leads to variation in
thickness of the barrier oxide due to differences in crystal orientation, grain boundaries, surface
structure and other factors [149]. The barrier length tends to be limited to 1-2nm. However, it is
known that the resistance (and thus critical current) varies exponentially with barrier length, thus
control of this barrier length is critical. Small barrier lengths can lead to short circuits which
hamper their use in device operation. There are suggestions of metallic links, gaps, pin-holing
through the barrier due to the amorphous nature of the oxide making reproducible junctions
more difficult to obtain [150–153]. Understanding how structural effects influence the electrical
response of these junctions is key to improving reproducible fabrication. This is where atomistic
simulation can be used to enhance the general understanding of what factors influence the device
performance. Investigating the effect of barrier length on the junction performance is one of the
main goals of this thesis.

In addition to barrier length variability, the thermal oxidation process leads to local variation
in oxide stoichiometry and density through the barrier [154, 155]. Although the thermal oxida-
tion does eventually lead to a uniform amorphous layer, the local variations during the oxidation
can lead to thinner portions in the barrier and variability in atomic structure junction to junction.
These variations can strongly influence the electrical response and critical current of the junc-
tions. Understanding what atomic structure effects lead to variability in critical currents of these
tunnel junctions through computational modelling is the aim of this thesis.

As mentioned above, the amorphous oxide is known to be a leading cause of defect states
and so called Two level systems (TLS). The defects interact with one another and with other
elements of the superconducting circuit leading to decoherence. Although they are known to
exist, there is still little understanding on how they arise or what is causing them. There are
several good phenomenological theories to explain on an atomic level what is causing them,
however no main candidate as yet. There very good experimental and computational studies on
the origin of these defects in the literature [156–159]. However, the topic of defects is out of
the scope of this thesis. It is the opinion of the author that accurate and detailed modelling will
be an essential tool for understanding defects and decoherence in superconducting qubits, the
main aim of the research presented in this thesis is to aid in the development accurate atomistic
models of the Al/AlOx/Al tunnel junctions to study how the atomic structure influences junction
performance. Development of accurate models of the Al/AlOx/Al and other Josephson junction
will lead to further studies and understanding of defects and decoherence.

5.2.1 Examples of Simulating Al/AlOx/Al

A complete understanding of the Al/AlOx/Al tunnel junction is vital for improving the various
technologies for which this device plays a key role. Studying these junctions experimentally
is expensive, slow process and very challenging [160]. Due to their small size and growth
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process, thorough exploration of different junction parameters is very difficult. This is where
the use of modelling and simulation can offer insights not available to experiment. Despite
the "simple" structure, because of the amorphous nature of the thin insulating barrier there are
several challenges in modelling this system hence there are only a handful of studies reported
in the literature. In this section, these studies are reviewed to give context to the aims and
simulations explored in this half of the thesis.

One of the earliest examples of modelling the Al/AlOx/Al junction is the work by Jung and
co-workers published in 2009 [161]. In their work they carry out ab initio plane wave DFT
(PBE functional) simulations of the Al/Al2O3/Al using periodically repeated slabs of the atomic
layers with fully stoichiometric aluminium oxide which is assumed to be Al2 terminated with
the Al surface. They calculate different structures, increasing the multiples of the oxide barrier.
They calculate the PDOS profiles for the junction using DFT in an attempt to compare barrier
heights to parameters extracted from the I-V curve measurements using the analytical and phe-
nomenological Simmons model. They find a qualitative agreement between the potential profile
from DFT and the potential barrier extracted using analytical model with experimental data. Di-
rect comparison to the analytical results (extracted from experiment) and the DFT calculations
is not straightforward and thus although related they could only present qualitative findings. In
addition, this work models the Al/AlOx/Al with a crystalline oxide, which of course differs to
the real system where the grown oxide barrier is amorphous. Given the PDOS is strongly linked
to local structure, the amorphous nature of the barrier is an important factor to be taken into
account for understanding the potential barrier of the system.

Dieskova and co-workers published a study in 2013 where they use ab initio calculations to
calculate the conductance of the Al/AlOx/Al tunnel barriers using the Landauer formalism [162].
They also use ground state density functional calculations to extract band gap, barrier width, ef-
fective mass and used them in the Simmons model (potential barrier model), an sp-model and
a tight-binding model to compare them to the previous conductance calculations. Once again,
for ease of simulation, they model a periodic oxide barrier and investigate the conductance as
they increase the size of the barrier (2L, 3L, 4L, 5L). They report poor agreement between their
calculated conductance and experimental results they suggest an underestimation in the barrier
widths in the experimental data as a main cause for the poor agreement. They show that the con-
ductances calculated from their analytical models (using parameters from DFT) show excellent
fit with the ab initio calculated conductance. This presents a possibility of more efficient and
flexible modelling of the tunnel junction by only inputting parameters from ab initio and then
predicting transport analytically. Although an interesting study, the studied models are consid-
erably smaller than real junctions, due to the computational cost of ab initio calculations. The
small size of the junctions would likely be a leading cause of poor agreement with experimental
junctions that are considerably bigger. Moreover, the studied widths are in the range of 0.4-1 nm
which are also smaller than typical tunnel junctions (1-2nm). Lastly, the use of crystalline stoi-
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chiometric Al2O3 whilst computationally simpler to model, it is not capturing the effects of the
real system where the barrier is amorphous and the nature of the disorder is hypothesized to be
a leading cause for defects and variability. Nonetheless, this study illustrates how a combination
of DFT and analytical models could be an efficient way of exploring the junctions.

Cyster,DuBois and co-workers have contributed considerably to the development of mod-
elling the Al/AlOx/Al tunnel junctions with studies in growth, transport and exploring defects
in the oxide. In the two examples presented above a crystalline barrier was used, it has been
commented that some of the shortcomings in simulation results could arise from the fact this
barrier is in fact amorphous and that modelling this explicitly is important. This was addressed
by Dubois et. al in their paper in 2016 [163]. They presented an efficient procedure for creating
the amorphous oxide through a simulated melt-quench process using Molecular Dynamics with
empirical potentials to create disorder. The resulting oxide was sandwiched with Al electrodes
to make the junction and the electronic structure was calculated using DFT methods (PBE func-
tional). They took into account the fact that the nature of the oxide is known to be oxygen
deficient and studied various different Al:O ratios. Their goal was to provide a framework for
creating realistic and accurate models of the junction that compare to experimental junctions.
They explore how the coordination number of Al in the oxide varies with different stoichiome-
tries, this is compared to experiment and they find good agreement in the percentage of 4, 5
and 6 coordinated Al throughout the barrier. This provides a good framework for efficient and
accurate modelling of the junction system which strongly influenced the work in this thesis.

In addition to creating the junction and studying the electronic structure, Cyster et al, [164]
also studied the electrical response of the Al/AlOx/Al tunnel junctions and the influence of the
atomic structure on their performance. They used empirical potentials and molecular dynamics
simulations to create and describe the electronic structure of the junction. They then combine
this with NEGF to study the electron transport through the device. The motivation for using
NEGF compared to previous work is that it is a 3D transport solver that explicitly takes into
account the atomic structure of the barrier, the density, local variations and stoichiometry. This
gives a better understanding of the transport from an atomistic point of view. In their work
they study changes in density, stoichiometry and barrier length on the Resistance × Area prod-
uct (RA) as calculated from NEGF. To benchmark their RA values, they fix their Fermi level
to a value of 1.35 eV found by matching their data to a representative resistance area from
experiment. As the Fermi level strongly influences the current/resistance values, they accept
that it limits their discussion to qualitative trends rather than quantitative match to experiment.
Their simulations shown that RA increases exponentially with increased oxide stoichiometry, it
suggests that oxygen deficiency leads to conductive hotspots through the barrier. Their NEGF
calculations show an exponential relationship between RA and thickness of the barrier (ranging
from 1-3 nm) as expected. It is also reported that the overall density of the barrier (as there
may be local variations) is also significant for the resistance of the junction with higher densities
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reducing the conductance. Intriguingly, they report the charge and current density calculations
of the junctions which point to localized conduction channels. These can be linked to changes
in the stoichiometry and density of the oxide. It suggests that highly oxygen deficient structures
have metallic conduction channels for which the current flow is concentrated, this is consistent
with some microscopy studies in the literature. These results show how atomistic modelling and
transport simulation could be used to understand this junction system and aid in the eradication
of defects and variability. Although the approach of using NEGF to study the transport is very
effective, but it is combined with the empirical potentials to study the electronic structure, which
may struggle to fully describe the quantum effects of the system. Classical potentials opens the
possibility for a larger structure to be studied. Alhough this approach could benefit from an
additional ab initio description of the electronic structure and to improve the accuracy of the
transport calculations, this approach is computationally more intensive.

Until now, all the Al/AlOx/Al tunnel junctions studied computationally have been created
from a "plug and slice" technique of creating the oxide and then sandwiching between the Al
electrodes. But in reality, the oxide is surface grown and the nature of the local structure of
the oxide is known to be strongly linked to its growth process. Therefore, to fully describe the
junction computationally accurate growth simulations would ideally be employed to mimic the
real structure. However, not just for Al/AlOx/Al tunnel junctions, growth simulations in general
are very challenging.

Cyster and colleagues reported in 2020 a study that simulates the fabrication of aluminium
oxide tunnel junctions [165]. They use an iterative growth procedure for growing the oxide with
sequential calculations using Molecular Dynamics, they test two different empirical potentials
ReaxFF and Streitz and Mintmire (S-M potential). They also study the influence the Al sur-
face plane has on the growth by studying both Al(100) and Al(111). Their work suggests that
ReaxFF is better at reproducing the density of the oxide compared to S-M and also shows the
self-limiting behaviour seen experimentally. Though an interesting study that offers an in depth
growth procedure that can be applied to various other oxidation processes, there are still several
challenges. Firstly, this procedure consists of depositing atom by atom for at least 300 atoms for
a 16 by 16 substrate, a larger surface would require more atoms. This is very time consuming
and computationally intensive. If the goal is to study the transport of the Al/AlOx/Al junctions
and several different properties, it is a very inefficient way to do so. The pressures in the simu-
lation are unrealistically high which will affect the growth procedure. More importantly, despite
the time intensive procedure, the calculation can only handle ≈ 5 ns simulation time, which is
orders of magnitude shorter than real oxidation experiments. So though the structure is being
grown there is no guarantee that the structure is indeed more accurate than the melt-quench-
sandwich procedure nor that any important physics is omitted. Given these limitations, it is hard
to be convinced that the computational effort is worth it for simply studying the transport of the
junctions compared to more efficient creation methods. But if the oxidation process is the topic
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of interest it is a good framework to investigate further.
Kim et al. [166] combine ab initio MD, DFT electronic structure calculations and the 3D

single particle Schrödinger equation to study computationally the Al/AlOx/Al tunnel junction.
The aim of their work was to test if atomistic simulations can be use to inform improved fab-
rication processes and JJ performance. They also endeavoured to discover what characteristics
of the electronic structure of the barrier influences the JJ parameters and performance. In order
to obtain a framework completely free of parameters, they use plane wave DFT at PBE level
for all processes. Similar to the work by Cyster, they simulate the growth as they highlight the
importance of the fact the oxide is a surface oxide and that this should be taken into account
when modelling the system. They use ab initio MD to simulate the growth over several picosec-
onds. Unlike in the previous example, the oxygen atoms aren’t deposited one at a time, instead
25 oxygen molecules are places above the surface. Due to the expense of DFT calculations,
the size of the junction is much smaller than that possible with empirical potentials. The grown
structures are studied and the critical current computed using transmission coefficients calcu-
lated with the 3D single particle schrodinger equation. It is astutely pointed out that measuring
the barrier length of the junctions is not trivial, as due to the amorphous nature deciding where
it starts and ends can be arbitrary, in this work they trained a neural network to calculate the
mean barrier thickness of the barrier from ELF ( electron localization functions). The com-
puted critical currents are overestimated compared to experiments, the authors suggests its due
to their barriers being much thinner than real junctions. They also compare the grown structures
to hypothetical crystalline barriers which they find considerably more transparent with a critical
current an order of magnitude higher. This study is a good showcase of parameter free investiga-
tion of the Al/AlOx/Al junction. Given the fully ab initio nature, the size of the junction studied
is limited and the entire calculation framework would be resource intensive. Like above, the
growth process is limited to a much smaller range than experimental timescales (ps in this case)
which leaves the question of how successful is the growth process at capturing the real physics
of growth? Although they attribute the overestimation of the critical current to the relative thick-
ness of the junction there is considerable variation seen junction to junction. Though the work
does highlight how important the local structure is the junction performance, the fully ab initio
nature of the work perhaps limits the investigative possibilities.

5.2.2 Conclusions

In this chapter a brief introduction to quantum computing and its motivations was given. It
was discussed how superconducting qubits are one of the leading proposed technologies for
achieving quantum supremacy and that the Josephson junction is key component of these cir-
cuits. Josephson junctions are Superconductor-Insulator-Superconductor systems that provide
the non-linearity to superconducting circuits for qubit applications. It was discussed how the
amorphous nature of the barrier is known to cause decoherence and variability issues in JJ per-
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formance and subsequent qubit applications. In order to improve this it is vital to fundamentally
understand the performance of JJs and modelling and simulation is an indispensable tool in help-
ing achieve this. In this section the best simulation studies of the Al/AlOx/Al in the literature
have been presented and critically reviewed. There are several challenges involved in studying
this system, but accurate and efficient computational frameworks are critical for understanding
fully this junction which is key for several important technologies, such as superconducting
qubits. The rest of this thesis aims at building upon the works presented in this chapter to use
atomistic simulation methods to study the Al/AlOx/Al structure in order to understand how the
atomic and electronic structure of the barrier influences the junction performance.



Chapter 6

Studying the Oxide Stoichiometry of
Al/AlOx/Al

6.1 Introduction

As discussed in the previous chapter, Josephson junctions are superconducting tunnel junctions
that consist of two superconductors separated by a thin insulating layer. They are key to several
different device technologies, most notably SQUIDs (Superconducting Quantum Interference
Devices) and superconducting qubits [167, 168]. Superconducting qubits are a favourite among
many qubit technologies in the race for quantum supremacy [169]. Josephson junctions(JJ)
are key to the superconducting qubits as they create non-linearity in an otherwise harmonic
potential. [134]. One of the main challenges faced in quantum computing is decoherence of
qubits. Most improvements to decoherence times thus far has been achieved through circuit
design and engineering. The amorphous nature of the barrier leads to considerable variability
in junction performance and poor control of the critical current, Ic, which is a key parameter for
controlling the qubit energy levels and operating frequencies [156,170,171]. Despite their wide
use experimentally and the fact the physics has been well understood since the 1960s, there is
still a poor fundamental understanding from an atomic perspective of how the structure of the
thin insulating barrier of the junction affects the performance and variability of the device and
by extension the qubit applications [140, 172].

The experimental exploration of junctions is expensive, painstaking and very time consum-
ing [160,173,174]. Through the use of modelling different junction types, properties and effects
can be created and studied more easily. Using accurate and efficient computational models the
understanding of these systems can be improved and aid the fabrication and design of Josephson
junctions for qubit and other applications. The main goal of this work, through simulation, is
to explore how the nature of the amorphous barrier influences key junction parameters and the
electron transport of model Josephson junctions. Ultimately, the aim is to link atomic and elec-
tronic structure to device variability and tranport behaviour and gain a thorough understanding
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of transport across the barrier, in order to gain better control of the critical currents of fabricated
JJ devices.

As was discussed at length in the previous chapter, modelling the Al/AlOx/Al system com-
putationally has several challenges, hence there are relatively few studies in the literature. One
of the first challenges is the size of realistic junctions for qubit applications. These junctions
are in the range of 100 nm × 100 nm (and can range to several µm2). These dimensions are
very computationally demanding for atomistic simulations. Applying periodic boundary con-
ditions can be a good approximation by artificially increasing the size of the model junction,
however not all issues are alleviated. Moreover, the amorphous nature of the barrier means pe-
riodic boundary conditions may remove some of the amorphousness. Another major challenge
is that the oxide is usually grown, but experimental timescales and pressures are still beyond the
capabilities of current Molecular Dynamics (MD) simulation methods. Growth simulations are
possible and actively researched, however they are cumbersome and do not guarantee that the
amorphous nature of the simulated grown oxide is realistic with respect to the grown oxides in
the lab. Finally, the amorphous barrier itself, is subject to significant debate in terms of structure,
electronic properties and oxide stoichiometry [175–177]. Typical crystalline aluminium oxide
has the formula Al2O3 (or AlO1.5), but experimental evidence suggests the disordered barrier
in Al/AlOx/Al is actually oxygen deficient and its stoichiometry ranges in values from 0.8-1.5,
with typical values of 1.1-1.3 in regular junctions [178]. As reviewed in the previous chapter,
it has been shown by Cyster et al. [179] in their simulation study that barrier stoichiometry has
a sensitive effect on the atomic and electronic structure of the junction and subsequently the
transport properties and thus device performance.In this chapter this is explored further through
simulation of junctions with different oxide stoichiometries using more accurate atomistic semi-
emipirical simulation methodology for the electronic structure over classical force fields, whilst
also employing the 3D numerical transport method, Non Equilibrium Greens Function (NEGF).
Many of the results presented in this chapter were published in the Journal of Nanotechnology
and thus is referenced here in advance [180].

6.2 Simulation Methodology

6.2.1 Computational Details

All calculations were carried out using the QuantumATK-2021 software [25]. The NVT (con-
serving Number of atoms, Volume and Temperature) Molecular Dynamics simulations were
calculated using classical force fields. The "ReaxFF" parameter set was chosen as it shows the
limiting behaviour of oxidation in other studies and a good qualitative description of amorphous
aluminium oxide [165,181].The electronic structure of all junction models were calculated with
DFTB using the "magsil-1-1" parameter set [182–184]. A Monckhorst-Pack grid k-point sam-
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pling of 5×5×300 was used whilst the density mesh cut off was set to 100 Hartree. All transport
simulations were done using NEGF as implemented in Quantum ATK. The zero bias transmis-
sion is calculated with 9x9 k-point sampling grid as is the Projected Local Density of States
(PLDOS) to analyze the electronic structure of the junction device. The junctions were studied
under applied bias of -1 to 1V, to simulate the current-voltage (IV) characteristics in normal state
conduction (i.e. not superconducting).

6.2.2 Creating the Junctions models using Molecular Dynamics

To accurately study the Al/AlOx/Al tunnel junction it is of critical importance to ensure the bar-
rier is indeed amorphous. As stated in the introduction although it is possible to grow structures
through Molecular Dynamics, replicating experimental times and pressures is still beyond the
computational capabilities. Therefore, the barriers in this work are created using a more efficient
approximation through simulated annealing method. This method has been successfully applied
to create realistic amorphous structures, including Al2O3 [163, 185].

NVT Molecular Dynamics is a method to simulate a canonical ensemble where Number of
atoms (N), Volume (V) and Temperature (T) is conserved. As with all Molecular Dynamics sim-
ulations, Newton’s equations of motion are solved for a configuration of atoms with the atomic
interactions determined by classical potentials, semi-empirical or ab-initio techniques under a
set of conditions. In NVT Molecular Dynamics the energy of endothermic and exothermic pro-
cesses is exchanged with a thermostat. The temperature of the system is related to the average
kinetic energy of the system through:

⟨Ekin|⟩=
3
2

NkBT (6.1)

There are a variety of thermostat algorithms available to realistically replicate the canonical
ensemble. In this work, the Nose-Hoover thermostat is mostly employed. In this approach, a
Hamiltonian for the system has the form:

H(P,R, ps,s) = ∑
i

p2
i

2ms2 +
1
2 ∑

i j,i ̸= j
U(ri − r j)+

p2
s

2Q
+gkT ln(s) (6.2)

where R and P are representative of all coordinates, ri and pi; s is the degree of freedom for the
heat bath; Q is an imaginary mass chosen carefully, g is the number of independent momentum
degrees of freedom. The starting point is a fully optimized 3×3× 1 slab of Corundum (crys-
talline form of aluminium oxide). The amorphous aluminium oxide created experimentally has
a reduced density of 3.18 gcm−3 (which is 0.8 times the density of Corundum (3.97gcm−3)). To
ensure this density is replicated, the size of the z coordinate of the simulation box is increased by
a required multiple dependent on the stoichiometry of the structure. As the goal is to study dif-
ferent stoichiometries, oxygen atoms are manually removed to create the desired stoichiometry
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for the sample. The z coordinate is adjusted relative to the change in mass from the stoichiom-
etry to ensure a density of 3.18 gcm−3 for all model junctions to be comparable. An NVT
Molecular Dynamics simulation is run to heat the structure to 3000K for 4 ps, creating disorder
in the structure. The next step is to cool the structure over 6 ps to 300K, these timescales were
chosen based on the work by Cyster et al. [165, 179].

The final disordered configuration is geometry optimized using DFTB to ensure bond dis-
tances and Coordination Numbers are close to the experimental values, the optimization pro-
ceeds until the forces are below 0.05 eV/ÅȦs discussed in Chapter 1, DFTB is a parameterized
version of DFT that shows good transferability and accuracy whilst being computationally less
expensive and more efficient. DFTB was selected as the simulation method over DFT, as 1) it
can more accurately reproduce the band gap of crystalline and amorphous Al2O3, 2) to explore
the stoichiometry a significant number of junction models need to be created and studied, given
the several-step process for creating the model structures, standard ab-initio DFT is too com-
putationally demanding and thus DFTB offers a considerable speedup and 3) again as DFTB
is more efficient it is possible to study larger junction dimensions (with more atoms) without
losing significant accuracy. The final structure is then assessed by analysing the Al-O Coordina-
tion Number and radial distribution function to ensure the oxide is truly amorphous. The radial
distribution function is calculated using the following equation:

g(r) =
1

4πr2
1

Nρ

N

∑
i=1

∑
j ̸=i

< δ (r−|ri − r j|)> (6.3)

The junction is created by sandwiching the amorphous oxide between two 5x5x1 layers of
bulk Al(111), the structure is optimized using DFTB once again, to describe the bonding at the
interface. This optimization creates disorder to the aluminium layers at the surface as described
in other studies before returning to the bulk Al structure [163, 165, 186]. The final junction
structure for all the models presented in this chapter have a oxide barrier length of 18-19Å
which is within the experimental range of 10-20 Å [149]. Due to computational cost, the lateral
dimensions of the junctions are considerably smaller than the experimentally fabricated JJs for
qubits applications. Hence, periodic boundary conditions are applied in the x and y directions
for the simulation. A typical Junction model in this work is illustrated in Figure 6.1.

6.2.3 Transport Simulations

The charge transport through the junction is calculated by combining DFTB (for the electronic
structure) with NEGF method. A considerable advantage of this method is it allows the com-
putation of transmission probability, charge density, current, local bond contribution to current
and how they relate to the electronic structure of the system. NEGF is implemented as described
in the Theoretica Foundations chapter where calculating the retarded green’s function allows
for the further estimation of transmission probability, IV characteristics (through the Landauer
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formalism) and conductance.
The Resitance-Area product (RA) is commonly reported for experimental junctions under

normal conditions (non-superconducting), the resistance of the junction is a key parameter for
estimating the critical current (maximum superconduncting current) of the junction from the
Ambegaokar-Baratoff equation [143]. Therefore, this is one of the main parameters computed
in this work. To calculate resistance of the junction, first the zero bias conductance of the system
is computed as given by:

G =−2e2

h

∫
T (ε)

δ f0(ε)

δε
dε (6.4)

where f0 is the equilibrium Fermi-Dirac distribution function. The resistance is then simply:

RN =
1
G

(6.5)

From the Ambegaokar-Baratoff equation it can be related to the critical current [143].

IcRN =
π∆

2e
tanh

(
∆

2KbT

)
(6.6)

Where Ic is the critical current, RN is the normal state resistance, ∆ is the superconducting
parameter, which is taken as 190 µV at 100mK [187].

6.3 Results and Discussion

6.3.1 Creating the Junction Models

Figure 6.1: Illustration of the Al/AlOx/Al Junction Model.

A typical junction model is illustrated in Fig 6.1. It is important that the models are validated
to be sure the barriers are actually amorphous. This is done by comparing the radial distribution
of the amorphous barrier with that of crystalline corundum. In crystalline corundum there is
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Before Optimization
Optimized
Corundum

Figure 6.2: Radial Distribution comparing corundum (Crystalline Al2O3) and amorphous Al2O3
before and after optimization.

long range and short range order shown by clear peaks as seen in Fig 6.2. For amorphous
aluminium oxide, short range order is expected and is observed with a clear peak ≈ 1.8-2 Å
accounting for the Al-O bond distance, but there should be no long range order and therefore no
distinctive peaks at larger distances [185, 188]. Hence the RDF shows that the models created
by the simulated annealing method are actually amorphous. Moreover, there are no peaks below
1.8 Å confirming that there are no unrealistically short Al-O bonds within the barrier. All of the
junction models reported in this thesis show similar radial distribution plots as the one in Fig 6.2
but have been excluded for brevity.

The aim of the work in this chapter was to study how the stoichiometry affects the atomic
structure, and in turn how it affects the charge transport properties. However, Al:O ratio does not
give any insight into the actual structure of the barriers. Instead, analysing the Al-O Coordina-
tion Number gives a quantitative understanding and allows for the comparison of the differences
between barriers. This measure gives an insight into the relative metallicity of the barriers and
an understanding of the amorphous nature. Typical crystalline aluminium oxide would have no
distribution of Coordination Numbers (CN) with all values being 6. In amorphous aluminium
oxide a distribution is expected, with higher number of highly coordinated Al expected for higher
stoichiometries. Although the simulated annealing method is an approximate method that has
been shown to give good qualitative amorphous structures. But it can sometimes give unrealistic
structures, which have to be circumvented through observation of any unreasonable Al-O bond
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distances and coordinations. This is why the geometry optimization step after the annealing,
carried out with DFTB, is important to model realistic barriers. The importance of this step is
highlighted in Fig 6.3 which reports the CN distribution before optimization, after optimization
and after junction formation for a barrier with AlO1.1 stoichioimetry.

Before Optimization Optimized Junction

Figure 6.3: Comparison of Coordination Number and atomic structure for the different steps in
junction creation.

Fig 6.3 shows the geometry optimization improves the distribution across 2,3,4,5 coordinated
Al, namely the increase in 5 coordination, as the ideal Al coordination is to six oxygens. This
wider distribution is evidence of a fixing of unrealistic bond distances leading to change in
coordination distribution. This can also be seen in Fig 6.2, where the peak at ≈ 1.9 Å is much
bigger after optimization. The Coordination Number distribution for all the junction models
studied is in good agreement with experiment and other theoretical studies reported previously
[159, 163, 189].

Fig 6.3, also shows the typical changes expected when the barrier is inserted into the junction
structure. The distribution of 1 and 2 coordinated Al increases significantly as the barrier bonds
to the surface Aluminium. Low coordinated Al is at the interface is typical which influences the
effective stoichiometry and barrier length, one of the main sources of variability in Al/AlOx/Al.

6.3.2 Studying the Influence of Oxide Stoichiometry on Current-Voltage
Characteristics of Al/AlOx/Al

In this section, the transport simulations with NEGF are reported and compared across Junction
models with barrier stoichioimetry ranging from 0.8 to 1.5. The zero bias transmission spectra
and PLDOS was calculated for all junction models. The PLDOS highlights the electronic struc-
ture in the junction, specifically the metallicity of the barrier as oxygen concentration increases.
The electronic structure of amorphous aluminium oxide and thin barriers in general is poorly
understood and subject to debate. Unlike crystalline aluminium oxide with a clear bandstructure
and an accepted bandgap of around 9 eV, the "bandgap" of amorphous aluminium oxide is not
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so clear and depends on a variety of factors such as atomic structure, density, oxygen concen-
tration, fabrication method [190]. There have been several experimental studies reported that
have shown that amorphous aluminium oxide structures have a significantly reduced "bandgap"
ranging between 2.8-3.2 eV [191–193]. The bandgap calculated here for the fully stoichiometric
(Al2O3) amorphous aluminium oxide lies between 2.3-3 eV, in good agreement with experiment.

Figure 6.4: PLDOS for the different oxide stoichioimetries; top left=0.8, top right= 1.1, centre
left =1.2, centre right = 1.3, bottom left = 1.4, bottom right = 1.5.

The PLDOS highlights the electronic structure of the device as a function of the Z coor-
dinate (the transport direction). In the junction models reported here, the barrier lies approxi-
mately between 20-25 Å to 40-45 ÅṪhe metallicity of the insulating barrier can be gauged by
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The PLDOS shown in Fig 6.4, where continuous DOS in the insulating region indicates metal-
lic character. The calculations show, as expected, that bandgaps appear only in models with
increased stoichiometry of the aluminium oxide barrier. The DFT study by Kim et.al (which
was reviewed in the previous chapter) reports that bandgaps only open up for highly coordinated
Al (CN ≥4) [186]. This is consistent with the results reported here, and is sensible as higher
stoichiometries have a much higher distribution of highly coordinated Al and hence gaps open
up in the barrier as observed.

The electronic structure of the barrier plays a significant role in the predicted transport of the
entire junction. The AlO0.8, AlO1.1 barriers have continuous density of states in the barrier, so
can be expected to be metallic in nature. It is evident, particularly below the Fermi level that gaps
are appearing for the AlO1.2 barrier. The AlO1.3 shows a more prominent gap above the Fermi
level albeit with resonances disrupting the gap. Finally AlO1.4 and fully stoichiometric AlO1.5,
show clear bandgaps due to highly coordinated Al. From these structures, it would be expected
that with increased Al:O ratio, there would be significant increase of junction resistance.

AlO0.8 AlO1.1 AlO1.2

AlO1.3 AlO1.4 AlO1.5

Figure 6.5: Coordination Number Analysis to quantify difference in atomic structure across
different aluminium oxide stoichiometries.

In addition to the electronic structure, Al:O ratio has a significant influence on the atomic
structure of the barrier as shown in Fig 6.5. Generally, low stoichiometries (0.8,1.1) lead to low
distribution of 5 and 6 coordinated Al. There is a high distribution of 1,2 and 3 coordinated Al,
due to oxygen deficiency, this would be prevalent throughout the barrier and not just at the Al-
aluminium oxide interface. Increase in oxygen content increases significantly the distribution
of the four coordinated aluminium, whilst reducing the low coordinated Al. There is also a
clear increase of 5 coordinated Al which becomes more abundant until it dominates in fully
stoichiometric barriers.

The current flow through the junctions reported above were computed. All the models were
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studied under an applied bias (-1V to 1V) and the IV characteristics computed as shown shown in
Fig 6.6 and Fig 6.7. Due to the small size of the junctions (compared to experimental junctions),
only qualitative comparison is appropriate. Nonetheless, microampere currents are reasonable
and the IV characteristic is typical of that of a Josephson junction (linear at low bias), which
suggests the essential physics is being captured by the chosen simulation methods.

Fig 6.6 shows the IV curves for junction models with stoichiometries ranging from 0.8-1.5.
As expected from the discussion on atomic and electronic structure, the current is significantly
higher for AlO0.8 than for the other barriers. The barrier is oxygen deficient and so is signifi-
cantly metallic in nature and has a much higher conductance, with currents more than 2 times
that of AlO1.1. In order to more easily compare the junctions 1.1-1.5, Fig 6.7 shows the IV
curves without the AlO0.8 structure.

Figure 6.6: Current-Voltage (I-V) Curves for different oxide stoichiometries (0.8-1.5).

The expected trend of higher Al:O resulting in lower current is observed in the IV-Characteristics
with only slight deviations. Firstly, AlO1.1 barrier is significantly more conducting than the rest,
with currents 3-4 times larger. This is in line with the analysis of the electronic structure and
PLDOS as there are no gaps seen around the Fermi level. As a result, the barrier behaves more
metallic and as expected is more conductive. Slight differences in the magnitude of current
can be seen for the other junctions. Surprisingly AlO1.3 is more conducting than AlO1.2 in the
positive bias regime, and have similar magnitude of current in the negative bias regime. From
the electronic structure, it may be expected that AlO1.3 would show more resistance, due to the
clearer bandgap. However, analysis of the atomic structure in the barrier, it can be seen that
AlO1.2 shows a higher 4 coordinated distribution and a lower 1 and 2 coordinated Al than ex-
pected for this stoichiometry. As a result, the barrier may be more insulating than expected.
Hence, it shows similar characteristics to AlO1.3. This example illustrates why Al:O ratio alone
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Figure 6.7: Current-Voltage (I-V) Curves for different oxide stoichiometries (excluding 0.8).

is not a good metric for understanding differences in junction performance, in fact it is the local
atomic structure, better described by the Coordination Number that gives insight into how the
atomic structure affects performance.

Whilst this analysis is valid for these two junctions, it is worth noting that another barrier,
also AlO1.3, could have a different local atomic structure and thus different device performance.
This is discussed in detail in the next section for a range of AlO1.1 barriers. Finally, Fig 6.7 show
that the fully stochiometric barrier has significantly lower currents (nA range) than the rest of
the barriers. This is easily explained through the fact this barrier has a much higher distribution
of highly coordinated Al as well as a clear bandgap in the PLDOS. Though the PLDOS at zero
bias shows the gap formation above the Fermi-level, under bias, the resonances shift and this
gap is firmly within the bias window, consequently affecting the IV curves. This is illustrated
at the bottom part of Fig 6.8. As a result, this barrier would be more insulating and hence have
higher resistance/produce lower currents as revealed by the IV curve simulations.

In addition to the IV characteristics, the Resistance-Area (RA) product is computed as it is
how the Junction resistance is commonly reported experimentally. Normal state resistance is an
important junction parameter as using the Ambegaokar-Baratoff relation, it allows the estimation
of the critical current of the device when it is superconducting. Control of the critical current
Ic is key for the fabrication of high quality qubits. By studying how the resistance of junctions
varies, the superconducting properties can be probed and how they relate to the atomic structure
of the junction can be analysed.

Fig 6.9 shows how the RA varies with stoichiometry for the simulated junction models. The
AlO1.5 model has been excluded for clarity as its RA is two orders of magnitude higher. This way
how RA changes between 0.8 - 1.4 can more reasonably be compared. The RA values are also
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Figure 6.8: PLDOS of AlO1.5 at zero bias (top) and a bias of 1V (below).

reported along with the computed Critical Current Density, Jc, in Table 6.1. The simulated values
of RA are underestimated compared to experimentally observed junctions. The model junctions
have RA in the range of 1 mΩ µ m2 to 10 Ωµm2 compared to the experimentally expected range
of 250 Ωµm2 to 25 kΩµm2. This is unsurprising for a variety of reasons. Firstly, the size of the
model junctions cannot meet the experimental range, the cross sectional area of the junctions
are ≈ 1.4 nm × 1.4 nm whereas for experimental junctions are typically ≈ 100 nm x 100 nm.
Although periodic boundary conditions are applied, this is still an approximation to artificially
increase the size of the junction, though cannot fully account for effects of junction size and
so the resistance is underestimated. Secondly,these model junctions represent the most ideal
structure with no impurities, no effects from measurement techniques and no discernible defects.
As a result it is expected that the resistance will be underestimated. However, a qualitative
comparison between the models is still valid, and so the computational methods employed here
can explore the atomistic effects on the electrical response of the junctions.
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Figure 6.9: RA vs Stoichiometry.

The variation of RA with stoichiometry is consistent with the computed IV curves. The RA
for AlO0.8 and AlO1.1 is the lowest and close in value. The RA of AlO1.2 is more than three
times the RA of AlO1.1. The anomaly of AlO1.2 producing less current than AlO1.3 is supported
here by the drop in RA for the AlO1.3 barrier of more than 1 mΩµm2. As discussed above, this
is due to a highly coordinated barrier for AlO1.2 leading to a more insulating gap than expected.
Finally AlO1.4 has a RA more than 8 times that of AlO0.8, as seen from table 6.1 AlO1.5 is even
bigger with RA ≈ 7Ωµm2. These results show a clear but complex relationship between Al:O
ratio and junction resistance, where increased oxygen content leads to significant increases in
the resistance. Though Al:O alone cannot be relied on, as local atomic structure can strongly
influence the "effective stoichiometry" of the barrier and lead to larger than expected resistances
as seen in AlO1.2.

In the work by Cyster and co workers (reviewed in the last chapter), the effect of stoichiome-
try on Al/AlOx/Al models using NEGF is also explored [179]. They report RA values that range
between 10−2 to 103 Ωµm2. This is a similar range of values to what has been calculated here.
They also find considerable increases in resistance with increasing oxygen content. They report
a transition from metallic to insulating at stoichiometries of 0.9. In the simulations presented in
this work, a similar transition at ≈ 1.1 is observed. The difference in transition stoichiometry
from these models and those reported by Cyster et.al is most likely due to differences in the
local atomic structure of the oxide barrier, emphasising that this is a better measure than Al:O
ratio. Direct comparison between their reported RA values and the results here is not straightfor-
ward due to different electronic structure models employed. Furthermore, the models by Cyster
and co workers have an oxide barrier length of 14 Å compared to the 19 Å barrier lengths of
the models in this work. In the work by Cyster and co-workers there is a drop of resistance at
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Stoichiometry RA (Ωµm2) Jc(A/cm2)

1.5 6.948 4.28 x 103

1.4 0.084 3.54 x 105

1.3 0.046 6.41 x 105

1.2 0.060 4.93 x 105

1.1 0.016 1.91 x 106

0.8 0.014 2.10 x 106

Table 6.1: Calculated Resistance-Area Values (RA) and Critical Current density for the different
aluminium oxide stoichiometries.

higher stoichiometries, which they attribute to the oxygen distribution within the barrier. The
simulations here predict a continued increase in resistance with increasing oxygen content with
no similar drop. These discrepancies highlight the sensitivity of the local Al-O structure on the
electrical response,compared to the Al:O ratio itself.

The critical current density has been computed by dividing the critical current computed
from equation 6.5 by the cross sectional area of the junction, shown in Table 6.1. As the re-
sistances have been underestimated, it can be expected that the critical currents for the junction
models are overestimated. Experimentally, high quality Al JJs for qubit applications can expect
a critical current density, Jc, of 1- 103 A/cm2, whereas these model junctions range from 1 to
106 A/cm2. The calculations demonstrate that the Jc is sensitive to the atomic structure of the
barrier and not just the Al:O ratio, density, barrier length, junction size, hence the difficulty in
consistent reproducible junctions. Controlling the barrier structure, either by epitaxial growth,
or otherwise should lead to more favourable control of critical current.

6.3.3 Junction to Junction Variability of Al/AlOx/Al models

A main challenge in using Josephson junction devices in qubit circuits is the lack of control of
the critical current of the junction, the critical current is a key parameter for controlling qubits
an their reproducibility. Due to the amorphous nature of the barrier there is often significant
variability in the critical current values from junction to junction even if they are fabricated in the
same wafer. In this section, multiple junction models where all device and material parameters
are the same were studied with the aim to replicate the variability in the critical current from
Junction to Junction. Additionally, the goal was to understand how this variability arises in
order to help overcome it and guide the fabrication process.

Five different Al/AlO1.1/Al junctions were studied, all generated the same way as described
above. The stoichiometry of the junctions was chosen to be AlO1.1 as it is suggested by literature
and experimental data to be the most common stoichiometry from most junction material growth
processes.

Fig 6.10 shows the IV characteristics for 5 different Al/AlO1.1/Al samples. All Junctions
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Figure 6.10: Comparison of the IV Curves 5 different AlO1.1 Junction samples.

qualitatively replicate the expected IV curve of a typical Josephson junction. As is evident, there
is variability across the devices. In particular Sample A is the most conductive, with currents 2-4
times that of the other samples. Sample C is more conductive by 1.5 to 2 times that of B,D and
E. Whilst samples B,D,E show remarkable consistency, with almost inseparable IV curves. Fig
6.11 reports the variation in RA across the 5 samples. The RA values range from 0.016 - 0.156
Ωµm2.These are also reported along with the Critical Current densities in Table 6.2. Sample A
has the lowest RA, which is consistent with the IV curve in Fig 6.10, Sample D appears to have
the lowest current and hence the fact it has the highest RA is expected.

Figure 6.11: RA comparison across the five different samples.
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Junction RA (Ωµm2) Jc(A/cm2)

Sample A 0.016 1.91 x 106

Sample B 0.072 4.11 x 105

Sample C 0.087 3.43 x 105

Sample D 0.156 1.90 x 105

Sample E 0.056 5.30 x 105

Table 6.2: Calculated Resistance-Area Values (RA) and Critical Current density for the different
Junction Samples.

The calculated critical current densities are in the range of 105 to 106 A/cm2. The differ-
ences between samples follow the inverse of the RA trend, as expected as the critical current
is calculated from the resistance values. Excluding Sample A, the values for B, C, D, E are all
within the same order of magnitude, and are close in value though clear variability remains. This
is similar to the results reported by Kim et.al, in their DFT study of Al/AlOx/Al barriers they
find variability in the computed critical current density even when the stoichiometry and length
of the barriers are similar [186]. Specifically, Kim et al. report that for two barriers with a mean
thickness of 7.1-7.2 Å the critical current varies by factor of more than 2.6. The variation in
samples B, C, D, E here ranges by a factor between 1.8-2.8.

In all cases the density, barrier length, oxide stoichiometry and preparation method are all the
same, yet differences in resistance and transport remain. Sample A produces the highest current
in normal conduction,has the lowest calculated RA and its superconducting critical current is
an order of magnitude higher than the other samples. This can be explained by contrasting the
atomic structure through the distribution of aluminium coordination Number as reported in Fig
6.5.

Sample A Sample B Sample C

Sample D Sample E

Figure 6.12: Coordination Number Analysis across 5 samples of Al/AlO1.1/Al.

The low resistance of Sample A is consistent with the high distribution of low coordinated Al
(CN = 1,2,3) compared to the other samples. Equally, there is a lower distribution of highly co-
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ordinated Al (CN=4,5,6). As a result, the barrier would be expected to be more metallic. Hence
more conductive, as predicted. The distribution of Coordination Number (CN) for samples B-D
are very similar with only subtle differences.

In addition to local atomic structure, it is important to compare the electronic structure of
the junctions for understanding differences. Comparing the PLDOS of Samples B,D,E in Fig
6.13 it can be seen that for Sample D, there is an opening of a small energy gap just above the
Fermi level. This leads to a break in the metallicity of the barrier and helps explain why the
RA for this junction is higher than the others. This gap may arise due to a higher distribution
in highly coordinated Al, particularly Al(3). Once more demonstrating that small differences in
the structure of the amorphous barrier can lead to significant variability in performance of the
junctions.

Despite the atomic structure of B,C, D and E being only subtly different, the IV character-
istics show C produces more current than B,D and E. Variability structure to structure is em-
phasised by the transmission spectra which shows the different energies (relative to the Fermi
level) at which the electrons can scatter through the device, and the relative probability (T(E))
of the electron being transmitted. The area under the curve gives the conductance of the device
system.

The transmission spectra at zero bias is shown in Fig 6.14, only peaks between the energies
of -0.5 to 0.5 eV are shown as these are the only ones relevant within the -1 and 1V bias range.
Under bias the peaks will change slightly in intensity and can shift further apart. However, the
zero bias spectra gives good insight to the conductance of the junction. Samples B and C have a
thicker linewidth for easier comparison. The intensity (given by T(E)) for the different samples
is consistent with the IV characteristics shown in Fig 6.10.

The peaks in the transmission spectra relate to conduction pathways through the oxide bar-
rier. These conduction pathways depend on the local atomic structure of the barrier. As seen
from the spectra, despite the density, stoichiometry, length and material type all being identi-
cal, the amorphous nature of the barrier leads to significant variability in electronic structure,
resistance and charge transport. The sensitivity to atomic structure is a challenge for consistent
fabrication of Al/AlOx/Al and other Josephson junctions, for controlling the Ic and reducing
decoherence in superconducting qubits.

6.3.4 Analysis of Transmission Pathways

Tunnelling through the oxide is hypothesized to occur through metallic pathways. It has been
suggested that oxygen deficiency increases the metallic pathways within the oxide and thus
increases the conductance across the barrier. It can also lead to leakage of cooper pairs, leading
to increased noise and decoherence in superconducting qubits. As discussed above, the peaks in
the transmission spectra correspond to transmission pathways in the device. The transmission
coefficient at specific energies can be split into local bond contributions, as described by [194,
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Figure 6.13: PLDOS comparison for Sample B(top), D(middle), E(bottom).

195]:

T (E) = ∑
i∈A, j∈B

Ti j(E) (6.7)

The local bond contributions can be visualised in the barrier, and can show positive pathways i

to j or negative j to i (back scattering). Predicting this flow of electrons can give further insight
to how the amorphous nature of the barrier influences the properties of the junction.

Analysis has been carried out on all AlO1.1 junctions, only peaks within the applied bias
range were examined. Fig 6.15 shows the transmission spectra for Sample B with the relevant
peaks highlighted by the dotted box. The transmission peaks in this region show the most
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Figure 6.14: Transmission Spectrum for the five different AlO1.1 samples.

prevalent conduction pathways in the barrier. Fig 6.16visualises of the conduction pathway at
0.03 eV for Sample B, very close to the Fermi level. Only bond contributions higher than 20%
of the T(E) at that peak are shown.

From the pathway in Fig 6.16, it can be seen that predominantly electrons flow from Al
to Al, consistent with the transport being dominated by metallic conduction pathways. The
transmission of electrons doesn’t necessarily flow between directly bonded Al atoms, therefore
longer range tunneling occurs. From this pathway, several "routes" can be identified. There
is a group of Al atoms that contribute the highest weight to T(E) (highlighted by the purple
arrows) this group identifies a "hot-spot" within the barrier.This is consistent with the findings
in ref [179] which report "hot spots" corresponding to metallic conduction pathways. Finally, it
can also be seen some arrows travelling in the opposite direction, which shows back scattering,
which would decrease the conductance and hence can give an insight to rises in resistance within
the barrier.

Further analysis of the transmission pathways in sample B found similar results. Namely,
transmission is dominated by metallic pathways Al to Al. Peaks at 0.21 eV, -0.03 eV, all contain,
in addition to others, the same atoms as those that dominate the pathway in 0.03eV, this high-
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Figure 6.15: Sample B transmission spectra. Dotted box highlights the peaks associated with
the IV curves.

Figure 6.16: Transmission Pathway for the peak at 0.03 eV in the transmission spectra for
Sample B.

lights the strong influence of local atomic structure, that creates "hotspots" which contribute
to the conductance at various different energies. Although, there are examples of Al-O bond
contributions to the transmission, transport through the oxygen atoms is much less common,
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Figure 6.17: Transmission Pathway for Junction A at -0.04eV.

and suggests increasing oxygen concentration increases the resistance (decreases the Ic) of the
junction.

Examples of transmission pathways through the different junction barriers from A-E is
shown in Fig 6.17- 6.21 at specific energies corresponding to transmission peaks of the re-
spective transmission spectra. In order to maintain brevity, only an example for each is shown
here.

From the analysis of pathways through other junctions at several different T(E) peaks, it
was found that they had common atoms in the dominant pathways even at different energies,
hence "hotspot" areas in the amorphous barrier. The pathways are also dominated by Al-Al
contributions, including long range order, suggesting metallic pathways through the barrier are
key to transport in the junction. Moreover, though similar trends are observed for all junctions,
the actual transmission pathways vary considerably from junction to junction, demonstrating
the impact of local atomic structure and how differences can sensitively influence the electron
transport.

6.3.5 Transmission Pathway Experiments

In the previous section the idea of transmission pathways was introduced as a major advantage of
the simulation framework used in this work for studying the atomic structure effects of the oxide
barrier on the resulting electron transport properties. From thorough analysis of the transmission
analysis it was concluded that 1) within a barrier there are recurring atoms that are involved in
all major transmission peaks, suggestive of "hotspots" that dominate the transport of the entire



CHAPTER 6. STUDYING THE OXIDE STOICHIOMETRY OF AL/ALOx/AL 118

Figure 6.18: Transmission Pathway for Junction B at -0.03eV.

Figure 6.19: Transmission Pathway for Junction C at -0.17eV.
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Figure 6.20: Transmission Pathway for Junction D at -0.15eV.

Figure 6.21: Transmission Pathway for Junction E at 0.013eV.
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Figure 6.22: Highlighted atoms (in purple) for which the Transmission is concentrated at 0.03eV
for Junction B.

junction 2) the majority of transport happens through Al-Al (not necessarily directly bonded)
3) pathways are strongly dependant on local structure and vary junction to junction, appear to
concentrate in areas of low oxygen density.

In this section, the aim is to build on these observations and provide better understanding
through a series of simulation tests. A key advantage of simulation is that "hypothetical struc-
ture variations" can be easily modelled and explored to gain understanding of the fundamental
physics. Focusing on the transmission pathway at 0.03eV for Junction B, several different mod-
ifications were made to explore the transport in cases of where the transmission pathway of this
junction is altered. The effect of the changes is quantified through the change in resistance.

These changes represent an entirely hypothetical structure, and it is noted that in reality,
these changes would change the nature of the barrier, it is also noted that these changes influ-
ence the density, stoichiometry and other parameters of the junction which could influence the
results. However, these tests can still provide a valuable insight into the nature of the transmis-
sion through the barrier and how local atomic structure affects the resistance and by extension
the critical current and superconducting properties.

Starting from the transmission pathway at 0.03eV for Junction B as shown in Fig 6.16 the
main atoms involved in transmission (over 20% contribution) can be highlighted. As previously
discussed it is also found that many of these atoms are involved in the transmission at other en-
ergies, therefore any changes would affect the transmission at these energies too, thus affecting
the transport of the whole junction. The transmission pathway atoms is highlighted in "purple"
in Fig 6.22.

The first test was to remove this entire transmission pathway leaving a gap in the oxide and
removing the main pathways for the transmission. This is shown in Fig 6.23.

The "complete removal" structure was simulated at zero bias and its Transmission Spectrum
was computed along with the resistance of the junction. These are shown in Fig 6.24 and com-
pared to Junction B. It can be seen that the predicted resistance shows significant increase for
the barrier where the pathway has been removed. The resistance rises from 40 kΩ to 67 kΩ. The
first caveat that needs to be taken into account is that the "hotspot" of atoms deleted primarily
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Figure 6.23: a) Transmission Pathway at 0.03eV b) Complete Removal test structure.

Figure 6.24: Complete removal test transmission spectra. The respective resistances are also
shown in the table.

consist of Al, thus deleting all these atoms will result in an increase of oxygen stoichiometry in
the aluminium oxide barrier. As reported in the previous section, increasing oxygen content in-
creases resistance. So this can be an explanation for the resulting increase in resistance. In spite
of that, it would also be reasonable to suggest that, deleting the main pathways for transmission
through the barrier results in less favourable transmission pathways and thus the conductance
drops.

Analysing changes in transmission spectra gives an insight to the loss of the hotspots. A few
observations can be made. The spectra seems to have shifted up slightly, with peaks at higher
energies. Peaks around the Fermi Energy (0 eV) are similar in appearance but have lower T(E),
due to the loss of transmission pathway reducing the conductance. Above 0.5 eV where the
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peaks were broad and showed high conductance, become sharp after the removal. This is further
evidence that the loss of the "hotspot" atoms cause a drop in conductance, and consequently
evidence for the existence of hotspot regions for transport in the barrier.

The peak at 0.21eV in Junction B appears to split into two intense peaks after the removal
of atoms. Comparing 0.24eV in complete pathway removal to 0.21eV offers insight to the
importance of hotspots. Comparing the two transmission pathways in Fig 6.25 it is clear to see
the removal of the pathway vastly reduces the number of pathways. Evidently, the region of
a high concentration of pathways in Fig 6.25 a) is not present in Fig 6.25 b), instead there are
fewer pathways but with a larger weight, concentrated in other areas of the barriers, not in the
region of the deleted hotspot. This suggests, that the removal of the atoms has concentrated the
transmission through other atoms in the barrier at this energy resulting in an increase in T(E),
but with a more intense peak resulting in lower overall conductance.

Figure 6.25: a) Transmission Pathways at 0.21 eV for Junction B b) Transmission Pathways at
0.24eV for Junction B after removal of "hotspot"

The peak at 0.4eV which also seems to have split from the broader peak at 0.21eV of Junction
B shows the same as 0.24eV with transmission pathways being concentrated through different
atoms, this pathway is very similar to that of 0.24eV and is shown in Fig 6.26.

Figure 6.26: Transmission Pathway at 0.4eV for Junction with removed hotspots

Similar analysis can be done at all peaks, from this it is evident is that removal of these
dominant atoms reduces the conductance and causes changes in the transmission spectra due to
disruption to the dominant pathways through the barrier.

In contrast to completely removing all of the "hotspot" atoms, a test was carried out where
two atoms were removed. By looking at the original dominant atoms, it could be argued there are
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Figure 6.27: a)Junction B Pathway at 0.03eV with Al atoms circled that are to be removed b)
The Pathway removal structure studied with the remaining dominant atoms highlighted in purple

"two main pathways" one leading upwards and one downwards and along z-direction. Fig 6.27
illustrates the Pathway removal structure, where the two atoms have been removed. It is expected
that by removing these atoms, a major pathway for transmission will be removed leading to a
drop in conductance. To verify this, the zero-bias transmission spectra was computed.

Figure 6.28: transmission spectra for the Pathway Removal structure compared to Junction B
with resistance values in the table insert

The computed resistance values from the calculated transmission spectra in Fig 6.28 show
that removing these two Al atoms increases the resistance significantly, by almost double, from
40 to 75kΩ. The deletion of atoms causes slight changes to the transmission spectra. Most
notably there’s a slight shift upwards in the positioning of the peaks. The intensity of the peaks
around the Fermi has reduced and the overall broadening of the peaks throughout the Spectra
has decreased, consistent with the reduction in conductance. This change is more significant
than for the complete removal test where the peaks above 0.5eV were the most affected, with
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peak narrowing clear elsewhere too. Overall the loss of two atoms has as big (from these results
bigger) effect on the resistance of the junction than deleting all the dominant atoms. The dif-
ference may be due to the reduction in density of the barrier offsetting the increased resistance
slightly.

Figure 6.29: a) Transmission Pathway at 0.21eV for Junction B b) 0.25eV for the modified
Junction

To further analyse the influence of removing the two atoms highlighted in Fig 6.27 the Trans-
mission pathway for the peak at 0.25 eV was visualised and compared to the corresponding peak
0.21 eV in Junction B. The two pathways are shown in Fig 6.29. It is clear that the removal of
the atoms causes significant changes to the main Transmission pathway at this energy. It can be
seen that the transmission no longer goes through the areas of these atoms, it also is diverted
away from some other pathways that aren’t directly through these atoms (but through the centre
of the barrier). The transmission for the modified barrier is now concentrated through atoms at
the bottom of the barrier. (Bottom relative to Fig 6.29, as with periodic boundary conditions
this is not "bottom of the barrier"). This shift in Pathways to be concentrated through different
atoms at a "thinner area of the barrier", as well as a reduction in the number of pathways leads
to considerable change in conductance as computed by the resistance.

Figure 6.30: The transmission pathway from the disruption test. The highlighted atoms are
oxygen atoms that have been converted from Al.

Another test carried out was to disrupt rather than remove the transmission pathway as be-
fore. In this test, two aluminium atoms involved in the "dominant atoms" for transmission
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through the barrier were converted to oxygen and the transmission spectra at zero bias was com-
puted. The two atoms that have been converted are highlighted in Fig 6.30

Figure 6.31: transmission spectra for Junction B and the disrupted pathway model.

The transmission spectra for the disrupted pathway model has shifted downwards slightly,
there are some subtle changes (certain peaks broadening and changing in intensity) but overall
similar shape and peak distribution to model B. The change of these two atoms results in a pre-
dicted resistance of almost twice the amount as Junction B as shown in Fig 6.31. This significant
gain in resistance can be rationalised by two main observations. First the increase in oxide con-
centration and thus barrier stoichiometry will naturally lead to an increase in resistance as the
barrier becomes more insulating (even if this is only an increase of two oxygen atoms / a four
atom change). Secondly, the two atoms that were converted are involved in several of the main
transmission pathways, thus by this change the pathways have been disrupted and the overall
conductance of the junction decreases, leading to increased resistance.

To analyse further, the transmission pathway at 0.09eV for the disrupted model was com-
puted and visualised and compared to the pathway at 0.21eV for Junction B, given the shift in
transmission spectra, these two peaks are the most comparable. Both pathways are shown in Fig
6.32. In the figure the two Al atoms that are converted are highlighted in the circle. What is
clearly illustrated by this tests is the change in Al atoms, leads to a "block" of pathways in this
region, and seems to also reduce the number of pathways overall. This observation is consistent
with the increased resistance.

The tests presented here are not exhaustive and there are a wide range of different test through
the barrier that could be carried out using this atomistic simulation methodology. Addition-
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Figure 6.32: a)Transmission Pathway for Junction B at 0.21eV, the circled atoms are the Al
atoms that have been converted to oxygen b) Pathway after the change.

ally,the analysis need not be limited to the transmission peaks presented here, only an example
for each is reported here for brevity. Overall, computing the transmission pathways and altering
the barrier structure highlights the importance of the local atomic structure of the barrier on the
electrical response of the junctions. Hence, reducing variability in the amorphous structure of
the oxide would lead to better control of the electrical properties of this device and devices built
with Josephson junctions.

6.4 Conclusions

Atomistic understanding of Al/AlOx/Al and other Josephson junctions is key to improving their
fabrication process and achieving control of critical current and other parameters. Developing
and employing efficient and accurate modelling techniques can significantly boost progress and
understanding of the Al/AlOx/Al. In this chapter the atomic and electronic structure of the
archetypal Josephson junction: Al/AlOx/Al have been thoroughly studied using a combination
of Molecular Dynamics, DFTB and NEGF methods.

It has been shown that the stoichiometry of the barrier sensitively affects the critical current
of the Al/AlOx/Al, the effects can be rationalised through the opening of a energy gap in the
barrier with increasing oxygen concentration, linked to the local atomic structure studied by Al-
O Coordination Number. The amorphous nature of the barrier leads to unavoidable variability
within the junction, this has been studied here computationally across different samples created
in the same way. It was found that differences in local structure arise naturally which strongly
influences the electronic structure of the barrier leading to variability in the IV characteristics,
junction resistance and critical currents. Though some consistency between samples was ob-
served, small differences in structure resulted in significant variation in the simulated current
values and hence the device performance.

Finally, within this computational framework the nature of tunnelling through the barrier has
been explored. Analysis of the transmission pathways provides further evidence that metallic
pathways dominate the transport in the junction. As a result, increased oxygen concentration
(higher stoichiometry) reduces the metallic pathways in the barrier and lead to increased resis-
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tance. This is further evidence that local atomic structure is vitally important for controlling
critical currents.

Exploration of dominant atoms in the transmission pathways of a Junction model illustrated
the appearence of metallic hotspots. Changing the structure of these atoms in particular has a
significant effect onthe overall resistance properties of the junction and alters the transmission.
This is further evidence that changes in the barrier structure due to the amorphous nature can
lead to unwanted variability in the electrical response characteristics.



Chapter 7

Exploring the barrier length of Al/AlOx/Al

7.1 Introduction

In the last chapter the influence of the atomic structure of the amorphous barrier, specifically the
Al:O ratio, was studied computationally. It was shown that local structure can have a significant
influence on the transport properties of the Al/AlOx/Al tunnel junction and could subsequently
lead to variability between junctions.

One of the key parameters that requires control when fabricating Josephson junctions is the
amorphous aluminium oxide barrier length. Since the electron tunneling scales exponentially
with increasing barrier length (i.e with increasing barrier length, junction resistance increases
exponentially) [3,196]. In typical Josephson junctions the barrier length is 10-20 Å, however can
vary significantly depending on the quality of the fabrication. Due to the scale of the junctions;
measuring the physical barrier length experimentally is challenging and unreliable. . Typically
the barrier length is estimated by fitting the measured I-V characteristics to the Simmons model
for tunneling and extracting the length as a parameter [197]. However, the Simmons model is
one dimensional model with approximations which are not not suitable to capture the atomistic
nature of the tunneling barrier. For this reason in this chapter, the approach is to use atomistic
material simulations.

The aim of the work presented in this chapter was to use atomistic simulation methods to
probe the relationship between barrier length and resistance of the Al/AlOx/Al tunnel junction.
Furthermore, to understand how the local atomic nature of the barrier changes with increasing
length and its influence on the electron tunneling through the device.

7.2 Creating the Junctions Models

The junction models were created following the same procedure described in the previous chap-
ter. Oxygen is removed from the crystalline junction to obtain the desired stoichiometry. In
this section AlO1.1 and AlO1.5 have been explored. The amorphous oxide was created from the

128
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crystalline model through simulated annealing following a similar procedure reported by Cyster
and colleagues and the one described in the previous chapter [165]. The different barrier lengths
were controlled by slicing or repeating an already amorphous oxide and repeating the simulated
annealing molecular dynamics simulations. The different sizes were generated from an amor-
phous oxide in order to preserve the stoichiometry and density. Although there are variations in
stoichiometry through the amorphous structure, if the size was to be adjusted for a crystalline
junction, the removed oxygen atoms would have to be carefully selected so that the slicing does
not increase or reduce the required stoichiometry. By slicing from the already amorphous sam-
ple there is less opportunity for human error and better consistency across the model amorphous
barriers. The amorphous barriers are then sandwiched between bulk aluminium electrodes and
allowed to relax using DFTB. The full details of procedure were given in the previous chapter.

The barrier length is controlled as a multiple of a standard 3 × 3 × 1 unit cell of corun-
dum(0001) adjusted for the reduced density. However, the actual physical barrier length is diffi-
cult to predict and measure. The multiple relaxation steps during the junction creation procedure
inevitably leads to variation in the physical barrier length even when the same initial size of ox-
ide is used. For studying the relationship between barrier length and resistance, a consistent and
accurate measure of barrier length is vital. Measuring directly from the generated models (with
a virtual ruler) is difficult since deciding where the oxide barrier starts and ends is arbitrary and
subject to debate. For consistency, the barrier length is measured from the Electrostatic Differ-
ence Potential (EDP) profile of the junctions. The potential drops and rises significantly at the
Al-AlOx interfaces. Measuring the distance between these two points gives a consistent method
for measuring the barrier length of all the created junction models. This is illustrated in Fig 7.1.

The final Junction model is then studied at zero bias and then under bias using DFTB-NEGF
simulation methodology. The resistance is calculated from the inverse of conductance. For
both the analysis and measuring the physical barrier length an important computed value is the
electrostatic difference potential of junction device which is calculated using the DFTB-NEGF
method. The electrostatic difference potential is the solution of the Poisson equation which takes
into account the electron difference density, mathematically:

∇
2
δVe =

e
4πε0

δn(r) (7.1)

The electron density difference, δn(r), is the difference in total electron density of the system
and the neutral non-interacting atoms (before the system is calculated self-consistently). Thus
the electrostatic potential difference shows regions where significant charge redistribution has
occurred in the system.
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Figure 7.1: Illustration of how barrier length was measured in this work. Overlay of the Elec-
trostatic difference potential with the junction configuration’s YZ coordinates.

7.3 Initial Exploration of the barrier length

As a starting point, junctions were created (as described in the previous section) for both AlO1.1

and AlO1.5, due to computational expense 5 junctions for each stoichiometry were created and
studied. The amorphous barrier was designed as a multiple of "corundum size" denoted as L.
The actual barrier length was then measured from the potential as discussed in the previous
section.

Sample Corundum Size (Å) Amorphous Size (Å) Density (g/cm3) Physical Length

L 13 16.25 3.18
0.5L 6.5 8.13 3.18 8.19
0.6L 7.8 9.75 3.07 9.15
0.7L 9.1 11.38 3.03 11.8,
0.8L 10.4 13 3.14 12.5
0.9L 11.7 14.63 3.22 14.6

Table 7.1: Size and density parameters for the AlO1.5 model barriers

Table 7.1 shows the parameters for the creation of the model barriers for AlO1.5. The "corun-
dum size" is the size of the corundum unit cell used before adjusting the size for the required
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lower density of amorphous aluminium oxide. The "amorphous size" refers to the size of the
simulation cell used for the simulated annealing, it has been calculated to allow for the density
of the resulting amorphous oxide to be approximately 0.8 times the density of corundum. In
the table, the final density is reported for the amorphous oxide after the simulated annealing and
DFTB geometry optimization. The last column in the table reports the "physical length" of the
barrier. This is the length measured from the electrostatic difference potential. This is the most
accurate length for the barrier that will be used for analysis of the junctions and their transport
properties.

The density data in Table 7.1 shows that there is variation in density in the samples. Although
the aim was to keep the density constant, there were unavoidable changes in order to allow for
geometry relaxation for accurate bond lengths and distances. There are two samples, 0.6L and
0.7L, with a lower density than desired whilst the rest are close to the desired 3.18g/cm3. This
shortfall arises due to the geometry optimization and the way the corundum was sliced resulted
in lower than expected mass. This lower density could influence the local atomic structure of the
barrier and thus the electron transport properties. However, difference in density is reasonably
small and so it is not expected to have a significant influence on the local atomic structure
compared and thus its influence on the analysis should be small.

Figure 7.2: Log of Resistance vs barrier length Data for AlO1.5 Junctions.

The computed resistance vs physical barrier length for the five Al)1.5 junction models is
shown in Fig 7.2. The resistance is reported in log scale so that all values can be compared.
The value of resistance for the junction with barrier length at 11.8 Å(0.7L) is significantly larger
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(an order of magnitude) than the other models. The data is unexpected, although there is some
variation in resistance with increasing barrier length, it is not exponential nor consistent. In
fact, the computed values show little evidence of a relationship with a stochastic spread of data
points. However, a conclusion cannot be drawn as there are too few data points to establish this
relationship. Nonetheless, variation in the order of magnitude of the computed resistance was
expected and that is not observed here.

Figure 7.3: Comparison of the Electrostatic Difference Potential for the AlO1.5 barriers. The
length is given as a multiple of the lenght in the "Z" coordinate.

As part of the analysis of these junctions, the electrostatic difference potential (EDP) is
computed and compared, at zero drain bias. In the region of the barrier it is expected that
the EDP drops. In addition, the larger the barrier length the deeper the potential drop (valley)
profile. This could be explained by the increase in oxygen content in the junction, which leads
to an increased potential (more negative) due to the electronegativity of oxygen. Fig 7.3 shows
the EDP for all the junction models from Table 7.1. In general, the figure reveals that the trend
of larger barrier length leads to a more negative potential as expected. The only exception is
0.7L shows a similar EDP to 0.5L which may be due to its lower density leading to a lower
than expected electron difference potential. It can be seen that shorter barriers have significantly
smaller EDP than the longer barriers 0.8 and 0.9L, this is due to considerably different oxygen
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concentrations leading to a larger potential.

Figure 7.4: Al-O Coordination Number comparison for the AlO1.5 Junctions with different bar-
rier lengths.

In an attempt to understand the unexpected relationship between resistance and barrier length
in this data set, the Al-O Coordination number (CN) was computed for each of the barrier in the
model junctions. Computing the CN allows comparison of the local atomic structure of the
barrier. In this case it would be expected for there to be very little difference in the distribution
due to having same/similar density and stoichiometry despite the differences in length. The CN
for all the barriers in this set are shown in Fig 7.4.

In general the distribution of coordination number is similar across all lengths. The most
common CN is 5 since the amorphous barrier is fully stoichiometric. The 0.5L model has a lower
CN(6) than the rest, likely due to there being less oxygen in the barrier for this size. In general
there are differences in the distribution of CN(6) which is lower in 0.7L and L. These differences
will arise from the stochastic nature of the molecular dynamics simulations in the simulated
annealing. However, the minor differences in CN across these junctions do not correlate to the
differences in computed resistance.

As previously discussed in the last chapter, the amorphous barrier in fabricated Al/AlOx/Al
tunnel junctions is known to be oxygen deficient. With usual stoichiometries in the range of
1.1-1.3. Because of this, as part of the intial study, several barriers with AlO1.1 stoichiometry
were modelled. The parameters of these barriers are reported in Table 7.2.

The created oxygen deficient barriers have lengths that range between 7-13.5 Å, the density
is in general quite consistent and close to the 0.8 times the density of crystalline aluminium
oxide despite the multiple geometrical relaxation processes. The resistance was computed from
the zero bias transmission spectra for all junction models and plotted against the measure barrier
length and is shown in Fig 7.5.

Similar to the preliminary results for the AlO1.5 resistance, the resistance results for AlO1.1
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Sample Amorphous Size (Å) Density (g/cm3) Physical Length (Å)

L 14.05 3.18
0.5L 7.03 3.22 7.2
0.6L 8.43 3.28 9.38
0.7L 9.835 3.17 10.7
0.8L 11.24 3.25 12.3
0.9L 12.645 3.18 13.5

Table 7.2: Size and density parameters for the AlO1.1 model barriers.

Figure 7.5: Resistance vs barrier length for the AlO1.1 Junction models in this initial study.

also do not show an exponential relationship with increasing barrier length. From the five data
points, there is no clear relationship between the barrier and length and resistance. The resistance
for the smallest barrier (7.2 Å) is unexpectedly high, whilst the largest barrier in this case shows
the highest resistance as expected. Nonetheless, the range of resistances for increasing barrier
lengths do not show a strong correlation between resistance and length.

The electron difference potential for the junction models are shown in Fig 7.6. Compared
to the EDP for the fully stoichiometric barriers, an obvious difference is that the ∆V becomes
less negative in the barrier region (between 0.4-0.6 times the length), whereas for the Al2O3 it
becomes more negative. This highlights the effect of oxygen deficiency on the charge distri-
bution in the barrier. Aside from the 0.6L sample, the trend is as expected, with larger peak
for larger barrier length. The 0.6L is larger than expected, but that seems to correlate with the
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Figure 7.6: Electrostatic difference potential for the 5 created barriers 0.5-0.9L with AlO1.1.

larger density value for the sample. A higher density results in a larger than expected charge
distributed compared to the rest of the barriers.

Figure 7.7: Al-O Coordination Number for the amorphous barrier in the different AlO1.1 junc-
tion models giving an insight to the local atomic structure in the barrier.
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The local atomic structure of the barriers are compared by computing the Al-O coordination
number distribution. This is shown in Fig 7.7. The Coordination distribution is dominated
mostly by stoichiometry and density more than barrier length. As can be seen from the figure,
in general there are only small subtle differences between the coordination distributions. In all
cases the CN(4) is the most common. The differences in local structure does not account for the
considerable differences in resistance.

Figure 7.8: Comparison between log(Resistance) of AlO1.1 and AlO1.5 vs barrier length.

From the initial study there are too few data points to draw any meaningful conclusions.
However, the resistance vs length results were unexpected. Previous published work in the
literature shows that resistance increases exponentially with increasing barrier length in tunnel
barriers such as Al/AlOx/Al. Fig 7.8 shows clearly that for both sets there is randomness to the
data. The difference in magnitude of resistance is solely due to the stoichiometry as expected
from the results of the last chapter. The results from these simulation suggest either 1) an issue
with the simulation model (NEGF-DFTB), 2) an issue with the Al/AlOx/Al model junction and
the way it has been created or 3) high variability due to some physical phenomena. In order
to explain the data here and further investigate the influence of barrier length, many more data
points are required.
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7.4 Further Study of the barrier length in Al/AlO1.1/Al Joseph-
son Junctions

The initial results explored in the last section produced unexpected results with no clear link
between barrier length and resistance. In order to investigate this further it was very important
to gather many more data points. Due to the computational burden, it was decided to explore
further the AlO1.1 barriers as experimentally grown barriers are known to be oxygen deficient. A
total of 23 model junctions were simulated with barrier lengths ranging from 5-22.2 Å . Ideally,
data would be gathered from hundreds of simulations, however at this level of theory it is not
achievable in a realistic time frame.

Figure 7.9: Resistance vs barrier length for simulated Al/AlO1.1/Al model junctions.The red line
is a fit to the exponential function y = aebx.

The computed resistance was plotted against measured barrier length for all junctions and is
shown in Fig 7.9. To assess the existence or not of an exponential relationship, the data is fit to an
exponential function (y = aebx) which is the red dotted line as a guide to the eye. The calculated
data does not show an exponential relationship between barrier length and resistance. In fact, it
would be difficult to argue that there is a strong link between these two variables. In general,
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the data suggests an increase in resistance with increasing barrier length but not exponentially.
In actuality, below 150 kΩ the data is weakly linear, almost flat with considerable variability.
There are a few data points higher than 200 kΩ but these appear to be anomalies (outliers) rather
than part of the trend.

The results of the simulations here do not show the expected experimental observation.
Hence, it raises the question to how physical representative the model junctions are with re-
spect to a real system, it questions the validity of DFTB-NEGF method employed to explore
the transport of the system or the method for which resistance is computed. Before analysing in
depth the model junctions it was important to explore the validity of the methodology used in
the simulations.

It is possible that the unexpected results are a result of the amorphous nature of the alu-
minium oxide barrier. Though experimental oxide is amorphous, it is grown and will maintain
some epitaxy/ crystallinity. Direct comparison between the simulated annealing structure and an
experimentally grown thin barrier is difficult. But the results here may suggest that the barriers
in this study have a higher degree of amorphousness compared to real junctions. In addition,
it is predicted that the amorphous nature is the cause of variability in the electrical response of
Josephson junctions [163, 198]. It is possible that due to the amorphous barrier there is an "ef-
fective barrier length"/ "effective conduction area" much smaller than the physical length which
would explain the data in Fig 7.9. This will be discussed in more detail later in the chapter.

If the amorphous nature was the cause of the unexpected relationship observed in the cal-
culations and also if the simulation methodology used here is in fact sound, then simulating
crystalline AlOx tunnel junctions would show a clear exponential relationship between resis-
tance and barrier length. To test these two proposals, several hypothetical crystalline model
Al/Al2O3/Al tunnel junctions were created and simulated using DFTB-NEGF. The crystalline
models differed in length of the barrier. The barriers were created by placing 3x3x1 slices crys-
talline corundum (0001) of different lengths (Z-vector) between bulk Al to create Al/Al2O3/Al
devices. The Al was placed at appropriate bond lengths for for Al-O (1.8-1.9 Å) and Al-Al
(2.55-2.70 Å). An example of the crystalline model junctions is shown in Fig 7.10. The de-
vices were studied at zero bias using DFTB-NEGF methodology. The transmission spectra was
computed and the conductance calculated in order to calculate the resistance of the barriers as
described previously.

Seven hypothetical junctions were modelled with crystalline barrier lengths ranging from 6-
26 Å. The computed Resistance increased exponentially with increasing barrier length. The log
plot of R vs barrier length is shown in Fig 7.11. The straight line fit illustrates the exponential
relationship between the Al2O3 crystalline barrier length and the resistance as calculated from
DFTB-NEGF. This shows that the DFTB-NEGF methodology is appropriate and capable of
reproducing the expected exponential relationship between barrier length and resistance as seen
experimentally, albeit only when the barrier is crystalline.
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Figure 7.10: Example of a hypothetical Crystalline Al/Al2O3/Al tunnel barrier studied in this
work.

Figure 7.11: Plot of log(R) vs barrier length for the Al/Crystalline Al2O3/Al model junctions.
The data shows a straight line fit (red dotted line) showing exponential relationship between R
(resistance) and barrier length.

The results of these simulations gives confidence in the chosen methodology. The DFTB-
NEGF methodology should reproduce the exponential relationship between the amorphous bar-
rier length and resistance of the junctions. The fact that it is not observed and there is significant
variability suggests a problem with the amorphous barrier containing Al/AlO1.1/Al model junc-
tions. Of course, experimentally the amorphous oxide barrier is grown and thus will follow the
morphology of the Al surface. Although through the simulated DFTB relaxation there is dis-
order at the Al/AlOx interface and "surface" oxide is created in the models here, it is only an
approximation to the actual structure. However, there have been studies of Al/AlOx/Al junction
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created in this way that don’t report the same variability/lack of exponential relationship [165].
Hence, this shouldn’t be the main cause of the data here. Another possibility is that the barrier
is far more amorphous than in reality, as the grown structure would show some epitaxy and
crystallinity. The barriers here may have a higher degree of disorder leading to more variability.

It is hypothesized that the amorphous nature of the barrier results in an "effective barrier
length" which is smaller than the physically measured barrier. Hence the barrier has thinner
regions where the tunneling occurs [149, 197]. As a result, from the data shown in Fig 7.9 it is
possible that even though the physical barrier length ranges from 5-22.5 Å, the effective barrier
length (from thinner region of the barrier) is similar in all cases resulting in non-exponential
differences in resistance across all the modelled junctions. This is consistent with the idea of
conduction hot spots in the barrier that were reported in the previous chapter. If the tunneling is
dominated by smaller portions of the barrier then the effective length of the barrier is reduced.
This is a possible hypothesis to explain the results from the simulations reported here.

Due to the smaller size of the model junctions compared to experimental junctions, it is
plausible that the hot spots from the simulation are more pronounced and localised to smaller
regions. In addition, the use of periodic boundary conditions in the lateral directions, may
amplify any amorphous effects leading to a much smaller effective barrier length/conduction
area. Thus the effective barrier length, though still smaller than the physical one, will vary more
significantly than what is observed here leading to an exponential increase in resistance.

The idea of an effective barrier length smaller than the physical barrier length has been re-
ported in the literature. Zeng and co-workers directly measured the thickness distribution of state
of the art Al/AlOx/Al tunnel junctions using STEM imaging (scanning transmission electron mi-
croscopy) [149]. Their results showed that in every junction barrier thickness has a distribution
ranging from 1nm to 2nm. From their measurements and tunnel probability calculations they
report that less than 10% of the total barrier area is active in the tunneling process. This find-
ing supports the hypothesis that in the model junctions only a small portion of similar size is
involved in the tunneling for all the different barrier lengths leading to the trend observed in
Fig 7.9. In other words there are similar thickness distributions and tunneling areas for all the
different junctions. The goal was then to find evidence that the conduction is concentrated into
smaller regions through the barrier.

7.4.1 Analysis of the Electron Density and Transmission Pathways Through
the Barrier

In order to explore the idea of thinner regions through the amorphous oxide barrier the elec-
tron density was visualised for slices in the XY plane of the amorphous barrier in the transport
direction. The advantage of atomistic simulation methods is the structural properties can be
visualised on the atomic scale easily. Fig 7.12 is intended to guide the reader as to the direc-
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Figure 7.12: A Al/AlOx/Al model studied here with a physical barrier length of 13.5 Å, with
the direction of visualization of the XY cut planes clearly indicated (above). XY plane view is
shown below.

tion and orientation of the XY plane cuts of electron density that are shown in Fig 7.13. This
particular Junction being studied has a measured barrier length of 13.5 Å.

Figure 7.13: Electron density cuts illustrating thinner regions in the barrier. Going across the
barrier it is split evenly in 10 segments in the XY plane. Top left is the beginning of the barrier,
bottom right is the end of the barrier.

Fig 7.13 plots the electron density distribution in the XY plane for 10 segments evenly dis-
tributed across the transport direction for the AlOx barrier. The high regions of electron density
(yellow regions) correspond to areas of high oxygen concentration, whereas the darker regions
are areas of low electron density and subsequently thinner regions of the amorphous barrier.
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From Fig 7.13 it could be argued that the low regions of electron density are primarily found on
the bottom half of the XY cuts. This is in particular more pronounced in the last 4 cuts(bottom
right of the figure) as the end of the barrier is reached in the transport direction. As discussed
previously, using the DFTB-NEGF method the bond contributions of the electron transmission
at different energies of the transmission spectrum can be computed and visualised (the trans-
mission pathways). This allows a qualitative picture for where the transmission is concentrated
through the barrier and if it does indeed appear to concentrate in thinner regions of the amor-
phous barrier. The transmission pathway for the model shown in Figures 7.12 and 7.13 at the
Fermi energy is shown in Fig 7.14. Fig 7.16 and 7.17 show the transmission pathways for the
two peaks closest to the Fermi energy as shown in the transmission spectra in Fig 7.14. It is clear
that the simulation predicts that the electron transport is concentrated at the lower (arbitrary de-
scription due to periodic boundary conditions) part of the barrier. All three major transmission
peaks show that the transmission is primarily concentrated in this region.

Figure 7.14: Transmission Spectrum for the Al/AlOx/Al model with 13.5Å barrier length.

The pathways are in good qualitative agreement to the electron density plots in Fig 7.13
which suggest the thinner regions of the barrier are located at the "bottom" part of this barrier.
Thus, the simulations predict that tunneling is concentrated in thinner portions that result due to
the amorphous nature of the barrier. Which in turn leads to an effective barrier length smaller
than the physical one (the measured barrier length).

This qualitative evidence here has been shown for one particular Al/AlOx/Al tunnel junction,
but indeed similar patterns emerge for all junctions reported in this chapter. A further example is



CHAPTER 7. EXPLORING THE BARRIER LENGTH OF AL/ALOx/AL 143

Figure 7.15: Transmission Pathway at Fermi Level for Junction Model with 13.5 Å barrier
length.

Figure 7.16: Transmission Pathway at 0.2eV above Fermi for Junction Model with 13.5 Å bar-
rier length.



CHAPTER 7. EXPLORING THE BARRIER LENGTH OF AL/ALOx/AL 144

Figure 7.17: Transmission Pathway at 0.31eV above Fermi for Junction Model with 13.5 Å
barrier length.

for the tunnel junction with a physical barrier length of 7.6 Å. The electron density is computed
and visualised as described for the previous model. The electron density XY cut planes evenly
distributed across the barrier is shown in Fig 7.18.

Figure 7.18: Electon Density XY cuts evenly distributed across the 7.6 Å barrier model.

The electron density plots in Fig 7.18 suggest a region of low density near the centre of the
barrier, in particular in the first half (in the transport direction) of the barrier (top row in Fig
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7.18) as shown by the large gap (dark regions). As the end of the barrier is reached the thinner
region moves further down the cut plane. But overall, the thinnest region appears to be through
the centre.

Figure 7.19: Transmission Spectrum for the Al/AlOx/Al model with 13.5 Å barrier length.

The transmission pathways for this barrier were also computed at the Fermi energy and the
two closest transmission peaks as predicted by the transmission spectrum in Fig 7.19. The path-
ways are shown in Fig 7.20, 7.21 and 7.22. It is evident, that the pathways at all three energies
are primarily concentrated in the same region of the barrier. This region of transmission concen-
tration is in the same region as the low electron density reported in Fig 7.18. This indicates that
this is the thinnest region of this particular barrier and that the tunneling primarily occurs here.
Which like with the previous barrier, indicates that in these models there is an effective barrier
length smaller than the physical(measured) one. In the interest of brevity, only two model junc-
tions has been presented here, however similar patterns are observed for all model junctions in
this chapter.

Even if the data is qualitatively explained by an effective barrier length which is smaller
than the physical barrier length of the model junctions studied, the challenge that remains is
to quantify this in some way in order to understand the data. In a study by Dorneles et al.
[197], J-V (Current Density-Voltage) characteristics of Al/AlOx/Al were fitted to the Simmons
equation for electron tunneling to extract the barrier height and length. It was found that the
when the area was kept as a constant, the fit of the J-V characteristics to the model was only
reasonable. However, they repeated the fit by leaving the Area as a free parameter. They found
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Figure 7.20: Transmission Pathway at Fermi Level for Junction Model with 7.6 Å barrier length.

Figure 7.21: Transmission Pathway at 0.04eV above Fermi for Junction Model with 7.6 Å bar-
rier length.

that the effective area was significantly smaller than the physical area suggesting hot spot regions
through the barrier.
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Figure 7.22: Transmission Pathway at 0.37eV below Fermi for Junction Model with 7.6 Å
barrier length.

The Simmons model is typically used to fit experimental I-V curves and extract parameters
such as the barrier length as part of the typical analysis. Although it is a 1D model it has
been successful at describing electron tunneling in junction systems containing a thin insulating
barrier, such as the Al/AlOx/Al tunnel barrier. Given the success of this model for estimating
junction parameters it begged the question, could the simulated I-V curves from the junction
models in this study be fitted to the Simmons model? In doing so the "effective" barrier length
and area can potentially be estimated. Even if not "physically correct" in terms of actual number,
it could still be a way of quantifying the effective barrier length of the model systems in this work
and predict how much smaller it is compared to the physically measured length and area. In the
next section, the Simmons model will be introduced and discussed.

7.4.2 The Simmons model for The Electron Tunnel effect.

In 1963 and 1964, John G Simmons published three papers which derived a generalized formula
for electron tunneling between two electrodes separated by a thin insulating film [3, 199, 200].
Although a relatively simple 1D model with several underlying assumptions it has been very
successful at explaining several experiments. Fitting experimental data to this model allows
for the extraction of parameters for a wide range of junction structures including Josephson
junctions, magnetic tunnel Junctions and even molecular junctions [201–203].

The model as derived by Simmons deals with a general case of a thin insulating barrier be-
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Figure 7.23: Pictorial representation of a general case of a thin insulating barrier between two
electrodes as described by Simmons [3].

tween two electrodes as shown by Fig 7.23. The starting point for the derivation of the model is
the probability of an electron penetrating a potential barrier of height V (x)whichisgivenbytheWKBapproximation.

D(Ex) = exp[−4π

h

∫ s2

s1

[2m(V (x)−Ex)]
1
2 dx] (7.2)

The full derivation is avoided here as it is not necessary for understanding the model and its
applications. Interested readers are directed to Simmons’ papers for the full derivation. The
derived generalized formula for current density through a thin insulating barrier is given by:

J =
e

2πh(β∆s)2{ϕe−Aϕ
1
2 − (ϕ + eV )e−A(ϕ+eV )

1
2 } (7.3)

and

A =
4πβ∆s

h3 (2m)
1
2 (7.4)

Where J is the current density, h is Planck’s constant, β is a correction parameter (usually
≈ 1),∆s is the barrier length, ϕ is the mean barrier height, m is effective mass and V is voltage.

This equation is general and can be applied to any shape of potential barrier if the barrier
height is known. Alternatively, the barrier height can be determined from the IV-Characteristics.
The generalized model is based on the underlying assumptions that the potential in the barrier is
spatially averaged and varies linearly with both space and applied bias. Both of these assump-
tions are questionable and may only apply under a range of conditions. However, the Simmons
model continues to be used due to its simplicity and success at estimating parameters.

The original model was expanded by Simmons to include image forces to better match ex-
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periments, the model was also improved to include temperature dependence and thermal effects.
In addition, Brinkman, Dynes and Rowell revised the model in 1970 to describe junctions with
asymmetrical fermi functions in the electrodes, i.e different electrodes [196]. Therefore supply-
ing a considerable toolkit for analysing metal-insulator-metal systems. In the work presented
here, the simulations (aside from broadening effects) are done at 0K temperature and thus ther-
mal effects can be ignored, in the Al/AlOx/Al tunnel junction, asymmetry is also not a concern.
This simplifies the analysis for quantifying an effective barrier length.

Figure 7.24: Diagrams for the rectangular barrier model under different bias conditions.

In addition to the generalized barrier, Simmons presents a rectangular barrier model. This
model is presented pictorially in Fig 7.24. Although an idealized and crude approximation it
has been remarkably successful at describing the physics of electron tunneling through a thin
insulating barrier. Adjusted for a rectangular barrier and the case where 0<V <ϕ , the current
density is given by:

J = (
6.2x1010

s2 ){(ϕ − V
2
)e−1.025s(ϕ−V

2 )
1
2 − (ϕ +

V
2
)e−1.025s(ϕ+V

2 )
1
2 } (7.5)

where for numerical convenience J is in A/cm2, ϕ is in V and s is in Å.
Typically measured J-V characteristics are fit to this equation, the generalized above, the

thermal equation in [199] or the Brinkman et al. version. For the fitting procedure, the barrier
height and length (ϕ ∆S) are left as free parameters and estimated from the curve fitting. As
discussed previously, Dorneles et al. showed a better fit if the junction area is not kept as a
constant parameter and is in fact also left as a free parameter to describe the effective area of
conduction which has been shown to be smaller than actual area. In addition, the junctions in
this study are dealt with periodic boundary conditions in the cross-section to inflate the size of
the junction. Therefore, it is more appropriate to leave the area as a free fitting parameter.
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Figure 7.25: Typical computed IV curve for one of the model junctions studied in this work.
This example is for a Junction with a 10.7 Å barrier length.

7.4.3 Fitting to the Simmons model

In order to use the Simmons model to quantify the effective barrier length of the model junctions,
it is necessary to calculate the Current-Voltage characteristics for all the junctions in the data
set. Although computationally expensive, it is very useful as it also verifies that the computed
resistance data from the zero bias transmission spectra is accurate and validates the method for
comparing junction resistances.

A typical IV-Curve for a Al/AlO1.1/Al device in this data set is shown in Fig 7.25. In JJ
devices the IV curves tend to be linear at low bias and show a similar shape to that in Fig 7.25,
this non-linearity is typical in the higher bias range. Not all junctions in this data set have
such non-linearity some show a more linear IV-curve, nonetheless the DFTB-NEGF method
qualitatively reproduces the IV-Curves of the Al/AlO1.1/Al junction. The computed IV curves
correlate exactly with the Resistance-barrier length data reported in Fig 7.9, with junctions with
the highest resistance showing the lowest I-V curves. Validating the normal state resistance
calculations at zero bias.

All the IV Curves in the data set were fit to the Generalized and Rectangular Simmons model,
leaving Area (Ae f f ), barrier length (∆s) and barrier height (ϕ) as free parameters. In general, a
reasonable fit was achieved with the generalized model, with some IV curves showing a poor
fit. All IV-Curves showed good fit with the rectangular model with R-Squared values larger than
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Figure 7.26: Simmons Fit IV Curve for a barrier with 8.41 Åphysical barrier length fitted to the
Rectangular Simmons model.

0.90 in all cases. An example of an IV-Curve fit to the rectangular model is shown in Fig 7.26.
The IV curve is linear and shows an excellent fit to the rectangular Simmons model. For the rest
of the chapter, any discussion of Simmons fit refers to the rectangular model as this showed the
best fit across all curves in this work.

One of the key parameters extracted from the model is the potential barrier height (ϕ). The
fitted height is reported in the literature to lie in the range of 0.8-3 eV [204–210]. Though given
different contact materials, such as copper, cobalt, gallium are used its difficult to compare
between studies [211–213]. A barrier height of 2eV is considered typical. However, given the
wide range found, a barrier height within the range of 0.8-3 eV is considered acceptable and
suggests that the IV curves in this data set are characteristic of Al/AlOx/Al tunnel junctions.
The barrier height is used to benchmark the models in this study and determine whether the
models are representative.

The barrier height describes a one dimensional potential that implicitly includes effects from
the dielectric constant, band gap, amorphousness and other material properties of the barrier.
Table 7.3 lists the extracted barrier heights for the fitted models denoted by their measured
physical barrier length. Although the qualitative fit between the Simmons model and the cal-
culated IV curve is good, the values for some of the extracted barrier heights are unexpected.
Twelve of the barriers have an extracted barrier height of 2.8-2.93 eV, within the 0.75-3 eV range
reported in the literature. These barriers cover a range of resistances from 13-113 kΩ. Six of the
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Physical barrier length (Å) barrier height (eV)

5.05 2.89
6.37 0.5
7.2 8.56
7.6 2.86

8.41 2.85
9.13 2.83
9.38 2.83
10.7 2.80
11.5 0.5
12 5.86
13 2.83

13.5 2.87
16.6 2.85
16.8 2.84
18.3 0.5
18.4 0.5
19.4 9.18
21.8 0.5
22.2 0.5

Table 7.3: Fitted barrier heights (eV) for the model junctions in this study given by their physical
barrier lengths.

barriers have an extracted barrier height lower than the range of around 0.5eV, these primarily
correspond to the barriers with highest resistances (114-609 kΩ) but also with a resistance of
only 39 kΩ. Although significantly smaller than the 0.75eV, it may still be a reasonable value
caused by anomalies in the barrier models producing non typical IV-curves. Finally, there are
three extracted values that are far higher than 3eV and these barriers are not considered to be
representative of typical Al/AlOx/Al barriers (with barrier heights of 5.86, 8.56, 9.18 eV).

In addition to the barrier height, fitting the IV curves to the Simmons model allowed the
extraction of the barrier length and the effective conduction area of the model devices. Fig 7.27
shows the RA vs Length for all the junctions, where the area(A) is taken from the Simmons fit as
is the Length. The plot shows two clusters of data points which correspond to the models with a
barrier height of 2.8-2.93 eV showing unphysical lengths very close to 0, whilst the barriers of
height 0.5 eV show larger, but still small lengths of ≈ 1 Å.

In general, the extracted lengths for the barriers in the range of 2.8-2.93 Å are unphysically
small, indicating essentially no barrier present, with more variation in the effective area. The
figure does suggest an exponential increase in RA with increased length, however it is difficult
to discern as the extracted lengths range in 0.0002-0.003 Åand several at ≈ 1 Å. However, on
closer inspection to the junctions with barrier height 2.8-2.9 eV, although clearly nonphysical
barrier length, the RA does appear to increase exponentially with increasing lengths as shown
in Fig 7.28.
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Figure 7.27: Plot of log(RA) vs Length for Resistance and Area values extracted from Simmons
model fitting.

Figure 7.28: Plot of RA vs Length for model Junctions with barrier height 2.8-2.93 eV.
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Figure 7.29: Fitting of IV Curve from small voltage range to Simmons model.

In Simmons’ original paper, the derived model is reported to be suitable for voltages below
the barrier height. Thus the data from extracted barrier heights of 0.5eV is problematic, not to
mention the uncharacteristically small barrier lengths. In the previous chapter it was reasoned
that the current in our models is overestimated, resistance underestimated, leading to critical
current densities higher than expected. This is mainly attributed to the size of the model junc-
tions and the lack of discernible defects. This could partially explain the extremely small barrier
lengths extracted from the Simmons fit. However, the Simmons model is known to be prob-
lematic at higher applied biases and is typically only deemed applicable for small voltages, far
lower than the barrier height (typically in the millivolt range). Moreover the fit is dependant on
the non-linearity of the IV characteristics of the junction and sensitive to the fitting range which
can impact the results significantly.

Given the model size of the junctions and also this sensitivity to fittings range, fitting the IV
curves for the bias range of 0-100 mV is a more sensible guide to exploring the barrier length
of the junctions in this study. Hence, the IV curves were re-calculated within this range for all
junction models and were fitted to the Simmons model as described above. At this low bias all
junctions show the typical linear form as expected in Josephson junctions. An example of the
low bias IV Curve fitting is shown in Fig 7.29.

Table 7.4 reports the extracted barrier height for the junctions after re-fitting under an ap-
plied bias of 0-100mV. Although the majority of junctions still have a barrier height of ≈ 2.9eV
as before, there has been a change in all extracted barrier lengths. This highlights the sensitivity
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Physical Barrier Length (Å) Barrier Height (eV)

5.05 0.05
6.37 2.91
7.2 0.05
7.6 0.55

8.41 2.92
9.13 2.92
9.38 0.84
10.7 0.86
11.5 2.91
12 0.89
13 2.90

13.5 2.92
16.6 2.91
16.8 0.88
18.3 2.91
18.4 2.91
19.4 2.92
21.8 0.05
22.2 0.05

Table 7.4: Fitted barrier heights (eV) for the model junctions in this study given by their physical
barrier lengths.

of the fitting range on the extracted parameters. In addition, the extracted barrier lengths and ef-
fective areas have all increased significantly after re-fitting, as will be shown later in the chapter.
Hence, the model is shown to be sensitive to the fitting range and its validity has to be carefully
considered.

Compared to the previous fit, there are no uncharacteristically high (larger than 3eV) bar-
rier heights found in the data set. However, there are four Junctions with an extracted barrier
height of 0.05eV which clearly lies outwith the expected range. These are considered to not be
representative junctions and thus are excluded from the analysis of barrier length. There are 5
models which have barrier heights in the region of 0.5-0.9 eV whilst the rest are closer to 2.9 eV.
Moreover, the extracted barrier height is independent of the physical barrier length or calculated
resistance of the junction models. The non-linearity of the computed IV Curves varies consider-
ably for the bias 0-1V, hence the differences in extracted barrier height when fitted at lower bias,
for which all IV curves are linear. In general, the re-fitting at low values improved the extracted
barrier height with more models lying within the range of 0.5-3eV. However, the results do show
the sensitivity of the range at which the IV curves are fit to the model, with the model only valid
at small bias range focusing on the linear region. This is also the region at which the resistance
is estimated and thus the best fitting procedure.

The extracted barrier lengths range from 0.02-2.12 Å, this is a two orders of magnitude
increase in the extracted length compared to the full bias fitting, further validation of the lower
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Figure 7.30: Computed RA vs barrier length, using the extracted values for area and length from
the small voltage Simmons fit.

bias fit. However, the extracted lengths are still significantly smaller than what is physically
expected. The extracted area values are even smaller than expected for the barrier heights ≈
2.90 eV, whereas for the barrier heights ≈ 0.5-0.9eV the lengths, though still small, are not
completely unreasonable, whilst the extracted areas are bigger than expected. Given the smaller
barrier height it would be expected that the effective conduction area be significantly bigger than
for the larger barrier heights. To investigate the effective barrier length and conduction area, the
extracted area value was multiplied with the computed resistance reported above, to give an
effective RA for the junctions. This is plotted (in log scale for RA) against the extracted length
values from the Simmons model in Fig 7.30 to explore the relationship between resistance and
barrier length.

From Fig 7.30 it is clear that there are two clusters of data points pertaining to the junctions.
The data points close to 0 Å are for all the junctions with barrier height ≈ 2.9eV, with barrier
lengths of 0.02-0.07 Å. The other cluster of data points lie between 1.5-2.2 Å and are the
five junctions with barrier heights ranging from ≈ 0.5-0.9 eV. From the figure, an exponential
relationship between RA and barrier length is observed even for such small range. The difference
between RA at 0.02 Åand 1.6 is four orders of magnitude. While care must be taken in analysing
across the data given the barrier height changes, as the change in RA will be influenced by
the different barrier height, but even within the clusters of data with same barrier height show
exponential increase in RA with increasing barrier length, for example 0.03 to 0.07 Å shows an
order of magnitude increase, as does the difference between 1.6 and 2 Å. Further investigation
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Figure 7.31: Computed RAe f f vs barrier length for the Junctions with barrier height ≈ 2.9 eV.

of the influence of changing barrier height on the resistance of the junction would be required.
There is nothing to suggest that the potential barrier height does not change with changing barrier
length. So although analysing the extracted length vs RA can lead to valid conclusions, more
research is need to further understand the relationship between barrier height and barrier length.
From the extracted parameters, an exponential relationship between effective barrier length and
RA is confirmed, despite the small lengths.

Due to the the two sets of barrier heights, it is useful to also explore the data separately.
The RAe f f vs barrier length extracted for the junctions with barrier heights ≈ 2.9 eV is shown
in Fig 7.31. The data point at length 0.07Å is excluded to facilitate the analysis as this has
a considerably higher RA. RA is typically expressed in units of Ωcm2, however for numerical
convenience given the smaller values, here it is reported as Ω Å2 . The data is scattered with RA
values ranging from 77.6 to 224 Ω Å2 for lengths of 0.02 to 0.038 Å. Fitting to the Simmons
model has not improved the scattered nature of these data points. However, it can help explain
the data. To explain scattered R vs physical length data in Fig 7.9 it is hypothesized that the
physical barrier length is not in fact the effective barrier length and in actuality the effective
barrier length for most of the junctions is the same or very close in value hence no exponential
change in resistance. From the extracted fit for the junctions in Fig 7.31, the length is predicted
to be unphysically small, nonetheless, for all these junctions it is predicted to be in the range of
0.02-0.04 Åwith very small changes in length in the range of 0.001Å. In other words the model
predicts essentially the same length for all junctions.
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Figure 7.32: logRA vs barrier length for Junctions with barrier heights ranging between 0.5-
0.9eV.

Although, the RA varies (hence the scattered nature of the plot), the RA value is sensitive
to small changes in the area as well as inherent variability in the computation of resistance due
to the amorphous nature of the barrier. Therefore, the Simmons fit overall suggests despite the
ranging physical barrier lengths all junctions have similar effective barrier lengths much smaller
than the measure length, due to thinner regions in the amorphous barrier. Whilst the Simmons fit
fails to predict reasonable values for length, for reasons that will be discussed later in the thesis,
it usefully extracts reasonable barrier heights due to the shape of the computed IV curves and
also predicts similar lengths/areas for all barriers which provides evidence of an effective length
and helps explain the original simulation data.

The RA (in log scale) against extracted barrier length for the Junctions with barrier heights
ranging 0.55-0.9eV is shown in Fig 7.32. For the junctions in this set, the barrier lengths are
significantly higher at 1.5-2.2 Å. Nonetheless, the values are still smaller than expected, the
fit predicts barrier lengths close to the length of an Al-O bond. The extracted area parameters
also range of 2.6-37 nm2 which are closer to physical areas, however an overestimation given
the small simulation cell size (despite the inflation through periodic boundary conditions). It
is possible that the smaller barrier height of these junctions lead to larger conduction and thus
the extracted area is much bigger than expected. Though a small number of data points, the RA
values change exponentially with increasing length best demonstrated by the difference between
the point at 1.57 Å and 1.98 Å showing more than order of magnitude difference. As before
there is still some variability inherent in the values (e.g the point at 2.11 Å). Notwithstanding, the
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Figure 7.33: IV Curves for voltages 0-100mV for all the junctions in this study. The dashed
lines correspond to the junctions with barrier heights of 0.5-0.9eV.

exponential relationship is more clear. there is also a consistent picture being built as discussed
previously, which helps explain the scattered R (resistance) vs Physical Length data. Fitting to
the Simmons model for these five points also suggests barrier lengths very similar in size with
4 junctions varying 1.9-2.1 Å despite considerably different measured physical lengths. This
gives a consistent possible explanation for the lack of exponential relationship in the resistance
vs length data from the DFTB-NEGF simulations being due to effective barrier lengths of very
similar size across junctions (of similar barrier heights). The larger difference in RA in this set
(compared to the barrier height ≈ 2.9eV) is also due to the sensitivity of Area on the computation
in RA. In this set, the area varies more significantly between junctions thus a wider variation of
RA even at similar length values.

For further analysis of the extracted parameters and resulting two clusters of barrier height
data, it is useful to analyse the small voltage IV curves. As reported previously in the chapter,
the IV curves for all the junctions, at full bias and small bias regime, follow the expected order of
the computed resistance, with highest current for lowest resistance as expected. Fig 7.33 shows
the IV Characteristics under an applied bias range of 0-100 mV for all the junctions reported in
Fig 7.30. The ’dashed lines’ correspond to the computed current-voltage data for the junctions
with barrier height of 0.5-0.9 eV. As expected the junction with the smallest barrier height 0.55
eV has the highest current at 0.1V. Whilst, the lower barrier height curves are higher currents
in the range of 0-0.1V than most, they don’t have higher currents than all. This is due to the
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IV curves being influenced by multiple parameters and not just barrier height. In addition, the
sensitivity to fitting range can lead to noise and variability in the extracted parameters. The IV
Curves show that for the majority of the model junctions the predicted current is in a very similar
range (0-3 µA).This is a further indication that despite different physical lengths in the models,
the electrical response points to the fact that they all have similar barrier length/conduction areas
as predicted by the fittings.

Figure 7.34: Projected Density of States for all Junction models with barrier heights ranging
from 0.56-0.90 eV. The Physical length (and length from Simmons fit) is also indicated in the
title of the subplots.

An advantage of the atomistic NEGF-DFTB method employed to study the model junctions
is the electronic structure can be studied and linked to the electrical response. The device density
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Figure 7.35: Projected Density of States for Junction models with barrier heights ≈ 2.9 eV. The
Physical length (and length from Simmons fit) is also indicated in the title of the subplots.

of states (DDOS) was computed and projected onto the z coordinate (transport direction) of the
junctions reported in Fig 7.33. These are shown in Fig 7.34 for the junctions with barrier height
0.55 eV - 0.90 eV and Fig 7.35 and 7.36 shows the DOS for the barrier heights ≈ 2.90 eV. The
title of each DDOS list the measured physical barrier length (extracted effective barrier length)
and the extracted barrier height. The DDOS are ordered in terms of increasing RA for ease of
comparison.

All junction models show regions of low density of states, i.e insulating spots within the
oxide. The amorphous nature barrier results in these "dark spots" being localised due to the local
structure and not just an energy gap in the region of the barrier. The barrier height parameter
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Figure 7.36: Projected Density of States for Junction models with barrier heights ≈ 2.9 eV. The
Physical length (and length from Simmons fit) is also indicated in the title of the subplots.

implicitly includes the bandgap, dielectric constant of the material, density effects etc... but it is
a 1D potential barrier and so fails to encapsulate entirely the electronic structure of the junction.
Therefore a direct correlation between DDOS and barrier height is not expected. With respect
to the transport properties only a lack of statesin the DOS close to the Fermi level will have a
strong influence on the junction resistance.

Comparing the two clusters of data based on barrier heights, though subtle, the DDOS for the
higher barrier heights do appear to contain more regions of low DOS. With the main exception
being for 0.88 eV model. As the electronic structure influences the IV characteristics and the
barrier height is extracted from this, these differences are not surprising. In general, in all three
figures, the differences are only subtle is in keeping with the hypothesis that the model junc-
tions, despite differing in physical barrier length, have similar sized effective lengths and area.
There are models with more pronounced gaps in the DOS leading to a higher computed Resis-
tance; however, the gaps are prevalent in all models and the similar DDOS profile highlights the
similarity of the model junctions.

As the DOS is plotted on the physical barrier, the effective length is, of course, not visible as
it is extracted from the IV curves, however, as the RA increases exponentially with the effective
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length, it becomes evident that with increasing effective length, there appears to be more gaps in
the DOS in general, which fits with the behaviour of the model junctions and the extracted data.
The analysis of the electronic structure, computed resistance and current-voltage characteristics
form a consistent picture of only subtle differences and hint to the amorphous barrier changing
the effective size of the physical barrier in the model junctions.

Physical barrier length (Å) Effective Area (cm−2) Effective Length (as % of physical length)

6.37 2.68 x 10−19 0.55
7.6 2.61 x 10−14 20.72

8.41 3.45 x 10−19 0.39
9.13 4.07 x 10−19 0.26
9.38 3.79 x 10−13 22.55
10.7 2.13 x 10−13 18.49
11.5 6.97 x 10−20 0.30
12 1.17 x 10−12 17.2
13 4.76 x 10−19 0.28

13.5 1.36 x 10−19 0.26
16.6 7.02 x 10−19 0.18
16.8 4.12 x 10−13 12.02
18.3 1.48 x 10−19 0.39
18.4 7.25 x 10−20 0.21
19.4 1.83 x 10−19 0.18

Table 7.5: The extracted area and length parameters from the Simmons fitting.

The size of the model junctions (despite periodic boundary conditions being applied to arti-
ficially inflate the cross sectional area) is a major limitation in accurately estimating resistance/
current-voltage characteristics using the DFTB-NEGF method. Albeit the physics can be de-
scribed well and qualitative trends can be studied. This has an inhibiting effect to the values
of the area and length that can be extracted from the Simmons model fitting in addition to the
shortcomings of the 1D Simmons model itself as will be discussed. The extracted effective area
and length values are reported in Table 7.5. As it has been reported in previous studies that the
effective area can be as small as 10% of the actual physical area and the length considerably
smaller than the measured length. Because the values are grossly underestimated, for analysis
it is more sensible to report the effective length as a percentage of the actual length. Ideally, the
area would be reported this way. However, due to the periodic boundary conditions, although
the original simulation cell has a defined cross sectional area, once this is inflated by the bound-
ary conditions the area is more difficult to define. Hence, when the effective area is given as a
percentage, there are some values that are more than 100% of the original area. But this is mis-
leading as area is inflated by the boundary conditions in X,Y. For this reason the Effective Area
is reported in cm−2, for reference the original simulation cell is 1.75x10−14cm−2, in the study
by Dorneles et al. [197] the effective area extracted up to the order of 10−19cm−2 is reported for
physical area of 4X10−4cm−2.
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If the small size of the simulation cell is considered, the very small effective area is not
inconceivable, with four and five orders of magnitude differences reported previously. More
importantly for explaining the R vs L data set shown in Fig 7.9, the values for many of the
junctions are very close suggesting similar behaviour in the different models despite the physical
barrier length being considerably different. There are area values in the range of 10−19 −10−20

cm−2 which primarily correspond to the junctions with barrier height (≈ 2.9). Whilst the larger
areas are for the smaller barrier heights as discussed in detail above. If the simulation cell size
is taken as reference, then the majority of the effective areas are orders of magnitude smaller
due to thinner regions across the barrier. If it is accepted that the periodic boundary conditions
successfully inflates the area of the junction considerably then all junctions show an even smaller
effective conduction area.

For the barrier length data, it has already been shown that there are several junctions of
similar size extracted length which helps explain the similar resistances predicted. However,
to gauge how much the amorphous barrier reduces the physical length analysing the extracted
length as a percentage of physical length gives an insight to how the different local structure
junction to junction is effective as an insulating barrier. From the data in Table 7.5 the model
clearly underestimates the effective length considerably, predicting 22.5% as the largest size of
barrier, whilst some are predicted to be only 0.18% of the physical barrier, which of course is
far too small to be physical. Nevertheless, the relative differences are interesting. For instance
the two junctions with physical barrier length of 16.6 and 16.8 Å, the amorphous nature of the
local structure clearly differs considerably, from this fit, for one junction the effective length ac-
cording to the Simmons model is 0.18% of the length, in other words 99.82 % smaller. Whereas
despite only being 0.2 Å bigger, the 16.8 Å junction is predicted to be 12.02% of its barrier
length or 88% different. In another case however, the percentage reduction of the barrier length
is very similar, for the junctions of length 13 and 13.5 Å, they have an effective length of 0.28%
and 0.26% respectively suggesting a more consistent amorphous barrier for these two samples
and a similar length as predicted from the fitting. Though the reduction in length may be over-
estimated by the fitting, it is clear is that the local structure and the inherent variability due to
the amorphous oxide dictates the nature of the effective barrier length which is generally smaller
than the physical barrier.

An attempt has been made to quantify the theorized effective barrier length which may ex-
plain the simulated R vs L data of the models in this study. Although there is some evidence
for the existence of an effective barrier length and the effect of the amorphous nature of the
barrier on the device performance has been investigated, there are several issues that need to be
critically discussed in order to conclude the findings of this study. The RA values are underes-
timated compared to experiment, the extracted Simmons heights are acceptable but the lengths
are far too small. But the question of why the values are so small remains unanswered? Is the
variability junction to junction too big compared to experiment and are the findings of this study
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useful or insightful despite the differences from trends? Several critical issues will be discussed
in the next section with the aim of answering these questions.

7.5 Critical Discussion of the Findings of this Study

The first issue that needs to be considered is the nature of the amorphous barrier in the model
Al/AlOx/Al junctions in this study. The simulated annealing method is widely used but it is
a crude approximation to the amorphous barrier. Though the amorphous barriers in this study
are validated with respect to energy gaps lying with experimental range, the radial distribution
function confirming that the structure is amorphous, reasonable coordination distribution and
optimized bond lengths. However, given the significantly smaller size of the simulation cell
and a lack of comparison to experiment, the structure whilst amorphous, may be too crude
an approximation compared to a representative structure. In addition, the molecular dynamics
simulations could be further optimized, as the interest in this thesis was to gain an efficient
model structure and study many junctions with different structure parameters (barrier length,
stoichiometry, density) an in depth study of simulation times, structure sizes and level of theory
(different force fields, DFTB or even ab-initio) could be carried out to improve the consistency
of amorphous barriers and reduce variability in similar sized oxide structures. Even though some
initial testing was carried out, the parameters used were guided by the literature, namely those
used by Cyster et al. [179, 186] and validated as previously stated, however it is accepted that
improvements could potentially be made.

Even though the method for creating the amorphous model could potentially improved, it
also has to be noted that further limitations arise from the "sandwich method" used to generate
the model. As presented in the previous chapter the amorphous oxide model is placed between
two bulk Al structures and allowed to relax to create the Al/AlOx/Al structure and create an
Al/AlOx interface. Even if the oxide is improved this relaxation may produce further variability
within the structure. The DFTB relaxation creates considerable disorder in the Al structure,
even though some disorder is seen from experiment and other simulation studies, it is possible
that the bulk Al at the interface has more disordered layers in the model than in reality and
thus influencing the final structure. Additionally, the actual oxide structure is grown on Al
surface, subsequently the structure of bulk Al has a considerable influence on the nature of the
growth and the resulting thickness distributions [149]. By not replicating growth, some of the
essential structure issues and natural defects may be missed in the model junctions. The results
in this thesis are suggestive of the amorphous nature of the barrier being more disordered than
experimentally. It is likely that the grown structure, even though extremely thin, maintains some
epitaxy which is not replicated in the models here. The alternative method, would be to grow
the structure with molecular dynamics. However, growth simulations at the atomistic level are
very difficult to achieve, with very few successful examples in the literature for amorphous
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materials including aluminium oxide. Current state of the art molecular dynamics simulations
cannot replicate experimental timescales or pressures. Although a grown structure may result
in an amorphous oxide that maintains some crystalline order and follows the Al morphology,
the artificial pressures and much smaller timescales may result in missing important physics
and the resulting structure be no better than the simulated annealing method applied here or an
optimized version.

The aim of the work reported in this chapter and the last is to link the properties of the atomic
structure of the amorphous barrier to the transport of the junction itself. Hence, an atomistic ap-
proach was required. The use of DFTB to describe the electronic structure of the junction was
chosen as it has good accuracy at the atomistic level whilst being computationally efficient. In
addition it allows for the handling of much larger number of atoms on a reasonable timescale so
that multiple junctions and parameters can be studied. Although, experimental scales 10nm2 to
100µm2 is not possible, a sample space significantly bigger than ab-initio methods is possible.
A potential drawback of the DFTB method is the quality of the parameterization, although tests
were carried out and reported on its efficacy at replicating the AlOx band gaps (better than DFT),
geometries and bond lengths, the parameterization used was not developed for this particular ap-
plication. The parameterization is based on AlOx nanoparticles and bulk alumina and corundum.
An improved parameter set for amorphous aluminium oxide or for Al/AlOx/Al may better de-
scribe the electronic structure and improve results, at the expense of significant development
time. Alternatively, use of DFT removes the need for parameters, however, band-gap replication
is known to be worse and the number and scale of the models is more limited for perhaps modest
improvement in results. It is worth noting as previously stated, DFTB parameter sets have been
shown to capture the physics of a wide range of materials and show good transferability for sys-
tems for which the parameters were not developed. Therefore, given the success at replicating
the geometry and energy gap of the oxide, the accuracy of the DFTB parameter set employed
can be considered good enough for the purpose of the study.

The size of the simulation cell for realistic parameter-light atomistic simulations will always
be a significant limitation. To alleviate this, periodic boundary conditions in X,Y (non-transport
direction) are applied. However, this is problematic given the oxide is not periodic but amor-
phous. Because the initial simulation cell is much smaller than a real structure, any effect due
the local atomic structure (i.e local stoichiometry, defects, density differences, thinner regions,
energy gaps etc..) will be repeated periodically. The result is potentially an amplification of
these structure effects leading to the shortcomings of the computed values and potentially the
non-physical extracted lengths. The larger the simulation cell the more "diluted" these structure
effects might be within the periodicity, however, the effects will still be more pronounced than in
the actual structure. This is a major drawback of the simulation methodology employed here. In
spite of this, even if the effects are amplified and lead to a poor quantitative match to experiment,
it still allows the exploration of physical effects within the barrier and how it influences the op-
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eration of the junction, as the same method is applied consistently to all models in this work
allowing for investigating the effects of structural properties. Even if the exact current-voltage
characteristics, or the exact value for effective area/ barrier length is difficult to compute, the
simulations still provide evidence of its existence, its potential causes and can compliment ex-
perimental findings to gain an insight to the effects of the amorphous barrier. The results could
also be calibrated with experimental data.

The last issue to be addressed is the use of the Simmons model to quantify the effective
barrier length and the potential barrier height of the model junctions in this study. As explained
above, the Simmons model is widely used to analyse IV-Curves of a variety of junction systems,
including Josephson junctions hence applied here to attempt to quantify the barrier length of the
simulated junctions in this study. The Simmons model is widely used largely due to its simplic-
ity, but how well can this 1D analytical model capture the physical effects of the Al/AlOx/Al
tunnel junctions? It was previously shown and discussed how the range of voltages for which
the fitting is performed significantly influences the extracted parameters, so care needs to be
taken. The results reported here show that the in general the barrier heights extracted from fit-
ting the simulated I-V Curves are within the range of values reported from experimental curve
fittings typically in the range of 0.8-3 eV. This is a good indication that the simulated curves are
effective at replicating the IV-characteristics of experimental junctions.

However, there is a failure to extract sensible barrier lengths with the model. This short-
coming will be affected by the issues discussed above (model size, the current/conductance not
matching experiment) but also will be influenced significantly by the inherent limitations of the
Simmons model itself. Firstly, the curves were fit to the rectangular model as it is 1) the sim-
plest and 2) showed the best fit to the simulated data, but a rectangular barrier model is likely too
simplistic in 1D for the Al/AlOx/Al tunnel junction and will result in deviation from sensible
values [164, 166]. The model is based on the WKB approximation, and so it is assumed that
there is a spatially averaged potential and that the potential varies linearly in space and with
applied bias. How valid are these assumptions, even for a rectangular barrier model? The WKB
model is problematic in approximating the exact solution of the Schrödinger equation and so the
Simmons model unlikely captures the subtleties of the quantum mechanical tunneling through
the oxide barrier to correctly estimate parameters. The assumption of linearly varying potential
under applied bias is valid at small voltage range at best but is still questionable. Furthermore,
the amorphous nature of the barrier and its local structure can have significant impact on the po-
tential of the barrier and so a linearly varying potential is difficult to confirm and is likely to be
a poor approximation. Of course there are improved versions of Simmons original rectangular
barrier model, where image forces are accounted for, or asymmetry such as in the Brinkman-
Dowles version which could be used to improve the fit at the expense of a more complicated
equation. However,they are still 1D models and suffer similar limitations as the original version.

Despite the fact that fitting the simulated curves to the rectangular Simmons model fails to
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predict sensible effective barrier lengths, what is shown is despite different IV curves across
the samples, the extracted lengths (within the two barrier height clusters) are predicted to be
essentially the same/similar. Providing quantitative evidence that despite wider variations in
"physical" barrier lengths, the effective barrier length across the junctions vary much less and
are similar in value. It is hypothesized to be due to thinner portions of the amorphous barrier
which may be amplified as discussed above. This is also consistent with the electron density
plots and transmission pathways results presented earlier in this chapter. Notwithstanding, it
is still a physical effect that is prevalent in the amorphous oxide containing tunnel junctions.
The effective barrier being very close in value for all models explains very well the scattered
R vs L data presented above in Fig 7.9. What the fitting also demonstrates, is even though
there is smaller variation in L (0.02 -2.2 Å) an exponential relationship between RA vs Effective
Length is indeed observed. Despite its limitations and failures, like in experiment, there are
useful learnings to be obtained from fitting to the Simmons model, but to accurately quantify
the effective barrier length a more sophisticated method is required.

7.6 Conclusions

In this chapter the relationship between oxide barrier length and the resistance of the Al/AlOx/Al
tunnel junction was studied using atomistic methods. The resistance is known to increase ex-
ponentially with increasing barrier length. The DFTB-NEGF calculations carried out here on
more than 20 junctions do not show an exponential relationship. It was argued here that there is
an effective barrier length which is much smaller than the physical length which consistent with
experimental studies on the nature of the amorphous length. An effective barrier length would
explain the non-exponential trend from the simulations, due to thinner regions in the barrier the
effective length is similar in all cases. An attempt was made to quantify this effective barrier
length by fitting to the Simmons model, a common practice experimentally. The fits provide
some qualitative evidence to explain the length-resistance data, however the extracted barrier
lengths are unphysically small. There are several limitations to the Simmons model which can
lead to the unphysically small extracted lengths, there are also limitations from the way the
junctions are modelled here which have been critically discussed. It is also suggested that the
periodic boundary conditions artificially inflate the thinner portions leading to a far smaller ef-
fective barrier than would be the case in reality. Improved junction models and a more accurate
way for quantifying the barrier length is necessary for further probing into the effect of the bar-
rier length. Nonetheless, it has shown that the barrier length-electrical response relationship in
the Al/AlOx/Al tunnel is complex but important for high quality junctions for qubit applications.
The simulations results presented in this chapter suggest the electron transport is concentrated
in thinner regions across the barrier and thus control of the amorphous nature will be key in
producing high quality, reproducible junctions. The work presented in this PhD thesis demon-
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strates the importance of first principle and atomistic simulation techniques for aiding in the
understanding and development of the next generation of electronic devices at the nanoscale.



Conclusion

Computational methods have been employed to study the properties of Polyoxometalate (POM)
molecular junctions and aluminium tunnel junctions (Josephson junctions) in order to gain a
deeper understanding of these material systems. The combination of Density Functional Theory
(DFT) and Non-Equilibrium Green’s Function (NEGF) framework allows for a comprehensive
atomistic and quantum description of the junctions, which is crucial for unraveling their behavior
and electron transport.

The first part of this thesis focuses on the investigation of a POM molecular junction, specifi-
cally [W18O54(SO3)2]4−, utilizing DFT and NEGF. The simulations revealed that electron trans-
port through this junction is dominated by the Lowest Unoccupied Molecular Orbital (LUMO)
and is strongly influenced by molecular orientation and the electrode-molecule contact. The
simulations predicted that a horizontal geometry exhibits higher overall conductance for this
molecule. The study also considered the presence of counterions in the molecular junction sys-
tem, and the calculations suggested that counterions have a stabilizing effect on the unoccupied
energy levels of the molecule, resulting in a significant increase in conduction. Therefore, when
designing devices that incorporate these anionic molecular clusters, the effects of accompanying
charge balancing counterions need to be taken into account. One significant advantage of POM
molecules is their rich diversity, as demonstrated by the simulations in this work, where chang-
ing the caged atom in [W18O54] enabled engineering of the HOMO-LUMO gap and caused
significant alterations in electron transport through the molecule.

Although DFT can successfully describe these molecules and, when combined with NEGF,
can investigate their transport properties, several challenges still remain. As explained in the
"Theoretical Foundations Chapter," while the formulation of DFT is exact, the exact exchange-
correlation (XC) functional remains unknown. The success of DFT calculations relies on em-
ploying the appropriate functional and basis set for the specific problem at hand. To understand
how these molecules can be incorporated into devices, such as flash memory, it is crucial to em-
ploy a functional and basis set that can accurately describe the properties of both the molecule
and its surroundings. However, for a POM embedded in an oxide, DFT fails to accurately de-
scribe the band gap of SiO2. Any functional that reasonably succeeds in describing its electronic
structure fails to capture the properties of the molecule. This specificity of functionals in DFT
represents a major limitation in describing complex, multi-material systems. Additionally, due
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to its ab initio nature that explicitly treats each atom (and all its electrons), DFT calculations are
computationally expensive, posing a scalability issue when studying large systems.

The second part of this thesis focuses on the study of Al/AlOx/Al using DFTB combined
with NEGF for transport calculations. The influence of AlOx (barrier) stoichiometry and length
was investigated. The amorphous barrier was modeled using simulated annealing methods with
classical force fields and Molecular Dynamics. The simulation results presented in this thesis
suggest that the local atomic structure varies considerably with stoichiometry, and a higher oxy-
gen concentration makes the barrier more insulating. However, inherent variability arises due to
the amorphous nature of the barrier, leading to differences in local atomic structure, even in bar-
riers with the same Al:O ratio. These structural variations strongly influence electron transport
through the barrier, resulting in variability in IV characteristics, junction resistance, and critical
currents.

The relationship between barrier length and junction resistance, which is expected to be ex-
ponential, was computationally investigated in these junction systems. However, the results did
not demonstrate an exponential relationship. It is argued that there is evidence for an "effec-
tive barrier" length due to thinner regions within the amorphous barrier. Some studies suggest
that only 10% of the barrier actively participates in tunneling, leading to the concept of an "ef-
fective" barrier length. The simulations conducted in this work may have overemphasized the
effects of the effective barrier due to a simplistic modeling of the amorphous barrier, which is
likely different from the experimentally grown structure. Additionally, in order to overcome size
limitations of the junction models, periodic boundaries were applied in the X and Y directions,
which potentially enhanced the presence of defects and caused variations in the effective barrier
length observed in the results.

While the simulation method employed here can be useful for probing electron transport
through Al/AlOx/Al and aiding in the understanding of this material system, an accurate de-
scription of the amorphous nature of the barrier is crucial to replicate the behavior and defects
observed in the real system. The author believes that efficient and accurate growth simulations
of the amorphous oxide, combined with a correct description of its electronic structure, are
key to understanding the emergence and interaction of defect systems with other materials in
Josephson junction (JJ) based applications, such as qubits.
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