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Abstract

To make personalised medicines for cancer treatment we need to detect a specific antigen with
antibodies. Studies are being carried out for these antigen-antibody interactions. This can be
done with the help of nano biosensors. Nano biosensors are nano-scaled biosensors used to de-
tect specific biomolecules in the sample. The sample can be present in a solution. This thesis
is a radical vision of imitating the electrochemical synthesis of peptide [1] receptors by a pro-
grammable in-situ protein (target molecules) detection with nano-functionalised FinFET sensors
by simulations.

In order to do so, we have started first by simulation of an Ion-sensing field effect transistor
(ISFET) where we detect the ions to determine the absolute pH of the solution. The ions/target
molecules are protons in this case. The receptors are further modified to increase the surface
complexity. This helps us understand better the solution/surface interactions which will help us
in future to detect a specific protein.

This thesis aims to achieve a technological breakthrough of the first fully programmable
ion screening simulation tool. This simulation tool will come as a faster, cheaper, and more
efficient technology. The simulation of this is performed by using MATLAB and Synopsys
Sentaurus TCAD software. A study of different types of models for the bio-interface along with
an analysis of output characteristics obtained from simulation is presented in this report.
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Chapter 1

Introduction

In 1999, an article in "The Wall Street Journal" with the title "New Era of Personalised Medicine:
Targeting Drugs for Each Unique Genetic Profile" introduced the term personalised medicine.
This concept has changed our approach to therapies in the last two decades with the evidence
that each one of us reacts differently to diseases due to the molecular heterogeneity amongst
individuals, and thus therapies must be adapted. Personalised medicines started with the detailed
de-codification of genetic profiles thanks to DNA sequencing and it has progressed with other
molecules that have derived to the different -omics that refer to the study of the variability
amongst individuals of the constituents of the molecules like proteins, or metabolites, or cells.
This new paradigm of medicine requires however much more information from each patient.

Molecular microarrays or simply microarrays are libraries of molecules that enable increas-
ing the number of experiments in an assay. The different types of microarrays include DNA/RNA
microarrays, small molecule microarrays and protein microarrays depending on the molecules
required to build them [2], [3], [4]. They are very useful since they are adaptable in the de-
tection of proteomics, cellomics, genomics and glycomics [5], [6], [7], [8]. Most of the time
microarrays are sensed by fluorescence to detect molecular interactions of target molecules with
different molecules. It is also interesting to combine microarrays with biosensors or a sensing
element, in this way they can increase their sensitivity to lower the limits of detection (detecting
fewer molecules) or allow label-free sensing, that due to online detection is able to decipher
the kinetics and provide information about the binding affinity between each of the spots in the
microarray and the target molecules. The information of a microarray can be used to search
for biomarkers with different specific molecules (antibodies) immobilised in each of the spots
of the microarray [9]. They can also be used to screen the interactions of a single molecule
towards different targets. Due to the variability in the chemistry of proteins, these applications
of microarrays convert them into powerful tools in protein detection and analysis. Microarrays
along with sensing elements can increase specificity to the recognition for the early detection
and prediction of diseases like cancer, and enable the screening or the interactions of molecules,
leading to new therapies.
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Sensors that can be used for microarrays can be classified based on transduction techniques.
The receptor-target molecule interaction transduces as electrical, mechanical or optical signals,
hence making it detectable [9]. Some of the devices used in microarrays include - cantilevers,
optical and FETs. In these, the receptor-target molecule interactions get transduced in a shift of
the resonant vibration of the cantilever, fluorescence or plasmonic signal and electrical signal
respectively. These transduction methods can also be used in label and label-free schemes.
The labelling detection method includes labelling the target molecule so it can be detected. In
the Label-free detection method, the transduction is sensitive to the target molecule, providing
advantages like the simplicity of the assay, avoiding the interference of unwanted molecular
interactions with the target, and providing access online access to the binding kinetics.

Of the different kinds of microarrays, DNA was the first one that was studied due to the
progress of DNA sequencing thanks to the use of polymerase which can amplify the number of
DNA molecules. However, there is not a polymerase-like molecule for proteins, thus, the study
of protein interactions remains a challenge.

This thesis is framed in the European project Electromed (grant No 862539) financed by
the European Commission under the H2020-FET OPEN program for the development of a new
platform to screen proteins. The rationale behind this was to combine microarrays with Field
Effect Sensors (FETs). FETs are compact and have the potential to be better integrated with
microarray systems, which makes them suitable for large multiplexing. The Electromed project
aims to combine the potential of FET sensors with in-situ electrochemical peptide synthesis
to have a full electrochemical system with the potential of high multiplexing and enable fastly
peptide microarrays where the peptide sequences from each spot can be programmed. This
would allow the study of peptide/protein interactions, which in our project would be used for
the development of vaccines with peptide sequences that could trigger the immune system, by
finding the peptides that can be detected by the molecules of the major histocompatibility system
(MHC molecules).

In the past few years, highly sensitive, label-free and specific detection of various antigen-
antibody interactions have been demonstrated using silicon-based immunoFETs [10]. Mucin-1,
prostate-specific antigen (PSA), PSA-1-antichymotripsin and carcinoembryonic antigen are all
cancer biomarkers using FET nanowire sensors at femtomolar concentrations [11]. Silicon-
based immunoFETs allow for label-free and real-time detection, ultra-high sensitivity, excellent
selectivity, the possibility for multiplexing, support low sample volumes and CMOS compati-
bility [12]. Despite the apparent simplicity of the immunoFET, the commercialization of such
technologies is yet to be demonstrated. The main hurdle for the realization of a product-based
immunoFET is the solid/solution interface which is a multi-parameter system that introduces
substantial complexity to the device. The key to the next advancement in immunoFET technol-
ogy is to further develop an appropriate management strategy of the solid/solution interface [13].

There are new ways that need to be developed for designing biomarkers which cannot only
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be derived from the experiment studying the inherent properties of how the molecules interact
with the FET surface but also include computational methods. Rapid and simple examination
are the advantages that these computational methods offer.

In this thesis, we have produced solid/solution interface models for a better understanding
of the applications of FETs for the detection and characterization of biomolecules. The most
time-efficient and cost-effective way to improve the sensor design is to perform modelling and
simulations. The modelling allows us to design the sensor using simulations in which we can
disentangle the effects of the inorganic components (FET architecture, material, doping and
etc. ) and organic interface (e.g. solvent, proteins and peptides), together with controlling the
effects of all the fluctuations in the parameters linked to the device and the thermodynamic.
Various simulation techniques and methods were implemented and also combined. In general,
the simulations help researchers and companies to reduce the exploration space and focus the
fabrication technology on the design most likely to deliver the desired sensor sensitivity and dy-
namic range for multiplexing. A simulation methodology has been developed and implemented,
which allows us to execute numerical experiments along with analytical simulations to study
the behaviour of a nano-biosensor. The simulation results are used to analyse the behaviour of
nano-biosensors and predict the device performance so that it can be used as input information
in the fabrication process in order to optimise nano-biosensor.

One of the main results of this thesis has been the characterisation of ISFETs using computa-
tional techniques. We strive to obtain the digital fingerprints of amino acids for protein detection
by simulations. Towards the end, we have done characterisation of ISFETs combining both the
homogeneous and heterogeneous surfaces of the sensor.
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1.1 Outline of thesis

Chapter 2 gives a general explanation of the origin of different types of semiconductor devices
and explains in detail an ISFET. The label-free detection of charged macromolecules along
with types of sensing for label-free detection is described comprehensively. Also, the working
principle of a BioFET is described for better comprehending the device’s functioning along with
the state of art.

Chapter 3 describes various analytical models for the charge on the oxide surface. The an-
alytical simulation of these models is done in MATLAB and the results are obtained. Site-
dissociation model is explained along with our work to imbibe the functionalisation in this
model. Similarly, the Gouy-Chapman Model and Gouy-Chapman-Stern Model are explained
along with the methodology used in MATLAB to implement these models. After obtaining the
surface charge (σ0) for the oxide surface, the potential distribution (ΨVar) throughout the elec-
trolyte from the oxide surface to debye length and beyond that is derived. The effect of varying
pHB on Ψ0, Ψξ and α shown.

Chapter 4 shows the effect of different oxides (namely SiO2 and H f O2) and their application
to an absolute pH sensor. A capacitance model has been made to analyse the effect of the
degradation of different oxides due to electrolyte on the oxide capacitance (Cox). The effect of
oxide degradation has also been analysed on the depletion width (WD) for a pH range from 2 to
12. Also, the effect of oxide degradation on drain current (ISD) for ideal and non-ideal sensors.

Chapter 5 shows the effect of oxides on amino-acid sensing when three types of oxides are
used- namely SiO2, H f O2 and TiO2. The study of the effect of varying pHB on Ψ0, Ψξ , α ,
βint for SiO2, H f O2 and TiO2 is done. Amino acid (AA) fingerprints for C-Immobalised and
N-Immobalised Arginine, Aspartic acid and Proline are obtained for these three oxides. Also,
the depletion width (WD), and drain current (ISD) for varying pHB are analysed for these AAs.

Chapter 6 is TCAD: Projection of the implementation of the analytical model with a nu-
merical model. This chapter contains the numerical simulations in Synopsys Senaturas. The
device architecture is explained along with device physics. Transfer characteristics for 5nm
SiO2, 10nm SiO2, 5nm H f O2 and 10nm H f O2 are plotted with and without electrolyte. Two
methods for modelling the oxide/electrolyte interaction are executed here- namely the Interface
Trapped Charges method (ITC) and the Physical model interface (PMI). Both these methods are
executed by combining analytical and numerical simulations.



Chapter 2

From semiconductor devices to BioFETs

This chapter discusses the transformation of semiconductor device simulations from a simple PN
junction diode to Field effect transistors (FETs) and their modifications to be used as biosensors.
It describes, how semiconductor devices have been integrated with ion-sensing leading to ion-
sensitive field-effect transistors (ISFETs). The working principle of ISFET/BioFETs is detailed
along with the problems which occur in biosensing. Finally the biosensing problem this thesis
will solve.

5
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2.1 Metal oxide semiconductor FETs to Bio FETs

This section introduces the devices and developments that gave rise to the FET biosensors,
starting from the first semiconductor heterojunctions.

The PN-junction diode is the fundamental building block of the transistors developed in the
middle of the last century and was invented by Russel Ohl in 1940 in Bell Labs Holmdel Com-
plex, Building complex in Holmdel, New Jersey [14]. A PN-junction diode is made up of a
Silicon crystal having n-type donors (created by adding pentavalent impurities in Si crystal) and
p-type ones (created by adding trivalent impurities in Si crystal) in the two different regions of
the device. The n-type and p-type materials are combined by diffusion or ion-implantation tech-
niques [15]. Its application in the field of technology includes rectifiers and inverters as shown in
fig. 2.1 (a) [16]. Following the PN-diode, the first working model of the transistor was made also
at Bell Labs, New Jersey by John Bardeen and Walter Brattain working under the supervision
of William Shockley. They executed a point junction transistor with a triode-like semiconductor
device. For this achievement, they shared a Nobel prize in 1956 [17]. This achievement opened
the door to the development of many modern devices like transistor radios, switches in digital
circuits and amplifiers (illustrated in fig. 2.1 (b)). The metal oxide semiconductor field effect
transistor (MOSFET) was developed by Kahng and Atalla in 1960 and was highly influenced by
the first practical metal-oxide-semiconductor (MOS) device fabricated by Ligenza and Spitzer in
1960 [18]. MOSFETs are based on modulating the current flowing through a source-drain chan-
nel with a metal gate capacitively coupled to this conductive channel. First MOSFETs were
created by inducing a single carrier channel through a double heterojunction (PNP or NPN).
Currently, with thin layers created by Silicon on insulator (SOI) materials, junctionless and Fin-
FET MOSFETs can be created. The MOSFET is arguably the most important and widely used
technology that is utilised in making power electronics converters and drives (illustrated in fig.
2.1 (c)).

The use of semiconductor devices was later realized not only in the strictly electrical engi-
neering field but also in the chemical and biomedical fields. This was done by the modification
of the MOSFET structure where instead of depositing metal on gate oxide, the electrolyte so-
lution was placed on top of the gate oxide. Instead of providing the gate voltage on the metal,
the gate voltage is actuated by a reference electrode immersed in an electrolyte, which can be
used to compensate for the changes in the surface potential due to the biological effects. The
first form of these sensors was the ion-sensitive field-effect transistor (ISFET) (illustrated in fig.
2.1) (d) [18] whose main applications included ion detection (and pH sensing) which was then
extended to blood and urine analysis [19]. Almost after approximately two decades (in 1989),
it was redesigned for biomedical applications for protein and DNA sensing. Different architec-
tures using different receptor molecules were designed with the principle of using the charges of
target molecules to change the surface potential. Amongst them, the ones targetting proteins are
designed as immunologically modified field effect transistors (IMFETs) [19]. They were made
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possible by the functionalisation of the oxide layer with selective molecules which act as recep-
tors (typically with an antibody-like molecule) and would come in contact with target molecules
(the proteins) as shown in fig. 2.1 (e).

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Etiam lobortis facilisis sem. Nul-
lam nec mi et neque pharetra sollicitudin. Praesent imperdiet mi nec ante. Donec ullamcorper,
felis non sodales commodo, lectus velit ultrices augue, a dignissim nibh lectus placerat pede.
Vivamus nunc nunc, molestie ut, ultricies vel, semper in, velit. Ut porttitor. Praesent in sapien.
Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Duis fringilla tristique neque. Sed
interdum libero ut metus. Pellentesque placerat. Nam rutrum augue a leo. Morbi sed elit sit
amet ante lobortis sollicitudin. Praesent blandit blandit mauris. Praesent lectus tellus, aliquet
aliquam, luctus a, egestas a, turpis. Mauris lacinia lorem sit amet ipsum. Nunc quis urna dictum
turpis accumsan semper.

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Etiam lobortis facilisis sem. Nul-
lam nec mi et neque pharetra sollicitudin. Praesent imperdiet mi nec ante. Donec ullamcorper,
felis non sodales commodo, lectus velit ultrices augue, a dignissim nibh lectus placerat pede.
Vivamus nunc nunc, molestie ut, ultricies vel, semper in, velit. Ut porttitor. Praesent in sapien.
Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Duis fringilla tristique neque. Sed
interdum libero ut metus. Pellentesque placerat. Nam rutrum augue a leo. Morbi sed elit sit
amet ante lobortis sollicitudin. Praesent blandit blandit mauris. Praesent lectus tellus, aliquet
aliquam, luctus a, egestas a, turpis. Mauris lacinia lorem sit amet ipsum. Nunc quis urna dictum
turpis accumsan semper.
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2.1.1 MOSFET

We will now describe the working principles of a metal oxide semiconductor field effect transis-
tor (MOSFET). The heart of the MOSFET is the MOS capacitor, where a thin insulating oxide
layer is sandwiched between a metal and a semiconductor where doping is limited such as the
capacitance potential can modulate the charge in the region close to the interface between the
semiconductor and the metal. Since the structure has a dielectric between the metal and the
semiconductor, no charge is transferred within the threshold of the breakdown voltage. Thus,
the MOSFET structure is essentially a capacitor whose capacitance can be controlled by the gate
voltage applied to the metal and hence control the drain current in the semiconductor device.

Capacitance Model

The equivalent capacitance (Ceq) of a MOSFET is the series combination of oxide capacitance
(Cox) and semiconductor capacitance (Csc) as shown in equation 2.1.

1
Ceq

=
1

Cox
+

1
Csc

(2.1)

Conceptually, the easiest transistor may be the junctionless transistor in which there is only
one type of carrier in the channel. In the accumulation mode, the equivalent capacitance is
equal to the oxide capacitance as given by equation 2.2. As the semiconductor capacitance is
much greater than oxide capacitance (Csc »Cox) and can be considered equal to infinity having
no contribution in equivalent capacitance (Ceq)

Ceq ≈Cox (2.2)

ISFET and BioFET architectures with junctionless transistors work in depletion mode where
Csc is neglected and the only capacitance formed is the one defined by the oxide dielectric
between the charges of the metal side and the one in the semiconductor channel. Figure 2.2
(a) shows the charge balance and (b) shows the equivalent circuit diagram for the metal oxide
semiconductor field effect transistor in depletion mode. The charge Qg is equal to Qsc.

Qg = Qsc (2.3)

This configuration allows relating the current in the MOSFET to the surface potential acted
by the metal, as the charging of the semiconductor channel in the depleted region decreases to
the total cross-section of the conductive channel. This principle will be used by the ISFET to
detect the charges accumulated in the sensor interface, as described in the next section.
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Figure 2.2: (a) Charge balance in metal oxide semiconductor where tox is the oxide thickness,
metal gate thickness indicated and semiconductor region shown. Qg is the charge in the metal
gate. QSC is the charge in the p-channel of semiconductor material. These are equal QSC =
Qg. (b) Equivalent circuit diagrams for MOS capacitor in accumulation mode where Cox is the
oxide capacitance and CSC is the semiconductor capacitance in series.



CHAPTER 2. FROM SEMICONDUCTOR DEVICES TO BIOFETS 11

Calculation for depletion width (WD) and drain current (ISD)

For a p-type MOSFET in inversion mode, the electron concentration at the surface (ns) can be
linked to the intrinsic concentration of carriers (ni) by the equation

ns = niexp[
Φs−Φb

kBT
] (2.4)

where
Φs = surface potential
Φb = bulk potential
kB = Boltzmann constant
T = Temperature

Φs−Φb is the measure of band bending at the surface due to applied potential. Φs also
depends on acceptor concentration (NA) and to the depletion width (WD) by

Φs =
e2NAW 2

D
2ε0εr

(2.5)

where
e = charge of an electron
ε0 = permittivity of free space
εr = relative permittivity By rearranging equation 2.5, we obtain equation 2.6 for finding the
depletion width.

WD =

√
2Φsε0εr

e2NA
(2.6)

So to find the depletion width (WD) for an ideal MOS capacitor on p-type Si with NA = 1016

cm−3, ni as 1.5 x 1010 cm−3 and φs = 0.347 V. These values are substituted in equation 2.6 to
obtain WD as 0.301 µ m.

The drain current of a MOSFET in the linear region is given by

ID,lin =
µpCox

2
W
L
[2(VGS−Vth)VDS−V 2

DS] (2.7)

where
µp = mobility of majority carriers
Cox = oxide capacitance
W = width of the device
L = length of the device
VGS = gate voltage
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Figure 2.3: Nanowire ISFET (meaning Ion sensitive field effect transistor). Its structure con-
sists of a Si substrate at the bottom. On top of it is the buried oxide (BOX). A nanowire on top
of BOX has the source, channel and drain. The nanowire is immersed in electrolyte limited in
our simulations to the space enclosed by the transparent orange line. Gate voltage VGS is pro-
vided by the reference electrode and the drain to source voltage is given by VDS.

Vth = threshold voltage
VDS = drain to source voltage

The drain current of a MOSFET in the saturation region is given by

ID,sat =
µpCox

2
W
L
[2(VGS−V 2

th)] (2.8)

To find the drain current ISD for voltages VD =1 V, VG = 2 V, VS = 4 V and Vth = -0.8 V having
µp Cox = 200 µA/V 2, W = 10 µm, L = 2µm substitute these values in equation 2.8. The drain
current is -360 µA.

2.1.2 ISFETs

In 1970, Bergveld developed an ion-sensitive Field-Effect Transistor (ISFET) which is used for
ion detection in a chemical environment [20]. Fig. 2.3 shows a schematic diagram of a JL-ISFET
junctionless ion-sensitive field effect transistor, which is a FET immersed in the electrolyte and
the gate voltage is provided by the reference electrode. Ion sensitive field effect transistor as the
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Figure 2.4: This figure shows the double layer formation in an ion-sensitive field effect transis-
tor. The Silicon channel is at the bottom, with oxide SiO2 on top of it. The negative ions hav-
ing blue colour are due to the deprotonation of silanol. The orange positive ions are H+ ions in
electrolyte attracted to the deprotonated silanol groups. CDL is the double layer capacitor. Cox
is the capacitance due to oxide is shown as it dominates over the semiconductor capacitance
CSC.

name suggests is sensitive to the ions present that can be adsorbed to the sensor liquid interface.
Oxides were first used to sense the pH of the solution which is the concentration of protons in
the solution or the [H+] ions. Depending on the [H+] ions in the electrolyte, there is a chemical
equilibrium in the oxide surface that modulates the drain current in the ISFET.

Capacitance Model

The ions being adsorbed change the configuration of the charges in the electrolyte resulting in
the formation of a double layer of charges in the liquid interface of the ISFET. The first layer
consists of ions adsorbed onto the oxide surface due to chemical interactions like deprotonation.
The second layer consists of ions attracted to the first layer for e.g. [OH−] ions. This double
layer is shown in fig. 2.4.

The charge distribution is shown in fig. 2.5 (a). QDL is the charge formed in the electrolyte
due to the formation of the double layer. Qbio is the charge on the surface of the oxide. Qsc is the
charge due to the semiconductor. The total charge on the oxide surface Qbio is given by equation
2.9.
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Figure 2.5: (a) Charge balance in ion sensing field effect transistor where tox is the oxide thick-
ness, electrolyte region indicated and semiconductor region shown. QDL is the charge in the
double layer. Qsc is the charge in the p-channel of semiconductor material. (b) Equivalent cir-
cuit diagrams for ISFET capacitor where Cox is the oxide capacitance and CDL is the double
layer capacitance in series.

Qbio = QDL +Qsc (2.9)

where QDL is the charge due to double layer and Qsc is the charge due to semiconductor.
Fig. 2.5 (b) shows the equivalent capacitance for the ISFET. The Cox will be due to oxide
capacitance only hence represented by Cox. The equivalent capacitance (Ceq) is given by oxide
capacitance (Cox) in series with double layer capacitance (CDL) as shown in equation 2.10.

1
Ceq

=
1

Cox
+

1
CDL

(2.10)

The charge Qbio on the oxide surface leads to the formation of surface potential (Ψ0). Hence,
we need to determine the surface potential (Ψ0) as it affects the drain current. Equation 2.9 can
be written as shown below:

Qbio = Q0exp(
−zqΨ0

2kT
)+CoxΨ0 (2.11)

where
Ψ0 = surface potential
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z = number of valencies
q = charge of an electron
k = Boltzmann constant
T = temperature

In order to determine the surface potential Ψ0, equation 2.11 can be rearranged to obtain
equation 2.12.

Ψ0 =
2kT
zq

ln
Qbio

Q0
(2.12)

and Q0 =
√

(2kT ε0εrNavgI0) where
ε0 = permittivity of free space
εr = relative permittivity
Navg = Avogadro’s constant
I0 = Ionic strength
In order to determine the surface potential Ψ0 from equation 2.12, Qbio and I0 must be known.

2.2 BioFETs

A BioFET structure is the same as that of an ISFET but with functionalised layer (receptors) on
top of the gate oxide and having the target molecules in solution. These chemically function-
alised layers (receptors) can detect biomolecules(targets) in an aqueous solution (electrolyte)
selectively so as to covalently bond the receptor-target or protein-peptide interaction as shown
in figure 2.6. The VGS is given through the reference electrode immersed in an electrolyte.

2.2.1 Four elements in BioFETs

BioFET has four main elements as described below:
(i) Media: The media is the electrolyte. It represents the media in which the target molecules
need to be detected. In our case, the electrolyte is water and salt (NaCl).
(ii)Bio-interface: This is the electrolyte oxide interface referred to here.
(iii) Transducer: Transducer is the p-type channel where the charges present in the electrolyte
bring about the change in drain current. Hence we can note down the number of charges present
in the electrolyte.
(iv) Data Collector: A data collector is a computer used to store the data for the changes in drain
current with respect to the varying pH of the electrolyte.
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Figure 2.6: BioFET structure consists of an additional functionalised layer on top of the
gate oxide. In our case, the functionalized layer can be 3-Amino propyl triethoxysilane
(APTES)/Amino acid and the gate oxide is SiO2. The APTES/Amino acid linkage at SiO2
/electrolyte interface brings about changes from the Silanol group to the amine group that can
now accept or release protons. The target molecule is the biomolecule to be detected by the
Biosensor. This whole structure along with receptor and target molecules is a Biosensor.
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2.2.2 Label-free detection of charged macromolecules

There are two ways to detect the target molecules shown in fig. 2.6:
(i)Label sensing
The target molecules are captured by the receptors on the nano-biosensors. Instead of the target
molecule moving alone an extra probe molecule or label molecule like an optical tag is attached.
This is referred to as label sensing [21]. The receptors could be a DNA molecule. The target
molecule could also be another segment of the DNA molecule. Receptor and target molecules
attach to each other because of Adenine, Thymine, Guanine and Cytosine (ATGC) these are the
four nitrogenous bases that comprise the DNA (Deoxyribonucleic Acid), as A goes with T and
G goes with C. This tag is inactive when the target molecule is moving on its own but becomes
active when it attaches itself. When light is shined on it, it will be lit up to tell that something is
captured [9, 10]. In this method, a secondary marker is used to indicate this configuration. This
method does not rely on intrinsic properties of the biomolecule (or the targets) [21, 22]. The
drawback of label sensing is that it requires DNA labelling [21]. Major limitations of labelled
sensing include problems such as: (i) time-consuming preparation steps; (ii) non-native signal
interference; (iii) unsuitability for in-situ observation; (iv) necessity of sophisticated, high-cost
equipment; and (v) need for specialized technicians and motivated researchers to keep improving
or combining principles in detection methods [18].

(ii)Label-free sensing [16]. Hence a label-free detection technique using nano-transistors
is preferred. Its basic detection scheme is based on the intrinsic characteristics (for example
charge distribution, electron affinity and mass of the biomolecule) of DNA such that an elec-
tronic nano-biosensor can detect it [17]. Label-free sensing provides more reliable dynamic
constant parameters that involve molecular interactions. From another perspective, detection
methods that require no labelling are easily reproducible. Thus, these methods hold great poten-
tial to be further developed into a unique class of microarray analytical techniques [18].

2.2.3 Working principle

This section aims to describe the operation of a bioFET. Since the bioFET is a junctionless
field effect transistor, there is current (ISD) flowing in the device even when VGS = 0V as a
channel already exists or the channel formation is already there. As the positive gate voltage
is increased the drain current ISD (holes) becomes less [23]. This is due to the fact that the
depletion width (WD) increases leaving less area for the drain current to flow. From this, we can
draw a conclusion that when the depletion width increases, the drain current decreases as shown
in fig. 2.7 (a) and fig. 2.7 (b).

The semiconductor material is p-type Silicon that gets depleted on the application of the
electric field which can be gate voltage (VGS), accumulated charges due to changes in the pH of
the electrolyte and surface functionalization. The important terminology related to the working
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Figure 2.7: Schematic diagram explaining the effect of positive gate charges on the depletion
width WD (a) shows the drain current when the device is close to flat band condition meaning
full device channel contributes to hole conduction (b) shows partial depletion which has now
less area for the hole conduction and is closer to full depletion mode

of BioFETs is given below: (i) Threshold Voltage: The threshold voltage Vth is defined as the
gate voltage VGS required to be applied which will cause the depletion widths (WD) on both sides
to collide and there will be no drain current (ISD) [24]. Hence turning the device off. (ii)Pinch-
off voltage: The Pinch-off voltage (Vpinch) is the gate voltage applied (VGS) at which the drain
current (ISD) saturates (meaning becomes constant irrespective of the gate voltage applied).To
obtain full depletion in the device, better gating mechanisms are advised such as double gated,
tri-gate and gate all around nanowire JLFET.

2.2.4 Mass transport

This section discusses the mass transport of analytes in electrolytes. This mass transport of
analytes is analyzed for the different structures of biosensors. The analytes include the proton
(having high diffusion constants) and DNA, protein (having lower diffusion constants). The
different structures considered for biosensors are - planar, nanowire, nanoarray and FinFET as
shown in figure 2.8.

As the pH is varied from higher pH to lower pH, the protons get adsorbed into the oxide
sensing surface creating a surface gradient. The time required for analytes (protons in this case)
to give a stable electrical signal is the settling time. The efficiency of a sensor depends on the
settling time. Initially, FET biosensors were fabricated as large planar architectures. They per-
mitted only one-dimensional diffusion of the analytes towards the sensor’s surface. In a planar
sensor, the mass transport occurs in 1D while in an NW happens in the two directions (hemi-
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Figure 2.8: Schematic diagram representing 1D and 2D diffusion for different structures (a)
shows traditional planar ISFET having parallel lines to sensor surface as a gradient. Diffusion
occurs in 1D perpendicular to the surface (b) shows Si nanowire ISFET having parallel lines
to the axis of the sensor as a gradient. Diffusion occurs in 2D perpendicular to the surface. (c)
shows the nanowire array showing mixed behaviour of both (a) and (b). As it behaves as 2D
diffusion for higher concentration and 1D diffusion for lower concentration (d) shows a high
aspect ratio ISFET where diffusion goes from 1D to 2D as opposed to 2D to 1D in (c)

cylindrical) perpendicular to the NW, providing several orders of magnitude better detection
limits than traditional planar FETs. Figure 2.8(b) has a much shorter settling time as compared
to figure 2.8(a). For the nanowire array shown in figure 2.8 (c), since at higher concentrations
the diffusion occurs from close to the surface the settling time is less compared to a lower con-
centration where diffusion occurs from far off. This decreases the overall efficiency of nanowire
arrays. The settling time is small in high and low concentrations since the analytes are protons
having fast diffusion. In the case of analytes such as DNA or protein having slow diffusion or
low diffusion constants, we need another structure as shown in figure 2.8 (d). For initial higher
concentrations, it will diffuse from near to the surface behaving as 1D diffusion. And for the
lower concentrations, since the diffusion takes place from further away, 2D diffusion is possible
by high aspect ratio FinFET. Thus the last structure provides an advantage of measuring slow
diffusing analytes at low concentrations.

2.3 Biosensing challenges currently faced by the BioFET

The challenge is to miniaturise the original protein sensing so that it can deal with very low
concentrations of the target molecules in biological conditions. In the absence of the possibility
to amplify the target molecules, sensors must be reliable. The superior sensitivity of NWs is due
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to a more effective 3D gating and the diffusion mechanism of low concentrations.
However, despite their superior sensitivity, NWs have not reached clinical applications be-

cause of their unreliability [25]. This unreliability comes as a result of the difficulty in transfer-
ring the BioFET from laboratory to industry. The issues faced are a lower signal-to-noise ratio,
diffusion and difficulty to implement the functionalization [26] [27]. Also, the efficiency of the
BioFET to detect the target molecules at their physiological condition along with the hurdles
developed due to defects in the fabrication and functionalization process.

The challenges faced by BioFET as summarized below in bullet points:

• Develop an understanding of the charges developed at the oxide/Electrolyte interface (Or
Solid/Solution interface)

• Functionalization of BioFET with receptors such as APTES or linkers like PEG is difficult

• Low signal-to-noise ratio

• Detection of target molecules(for e.g. proteins) in physiological conditions

This thesis aims to create a digital twin of the BioFET wherein these issues can be sub-
stantially addressed as it would consider the optimization of the whole biosensing process. Our
focus will be on the third element of the BioFET which is a bio-interface, this is further inte-
grated with the whole device structure. We address the reliability issue with a new label-free
FET architecture based on high height-to-width aspect-ratio FET [25]. This geometry improves
the signal, minimising the footprint while optimising the design for mass transport towards the
sensor. These FinFETs have the potential to solve the issues of noise faced by nanosensors. The
ISFET device considered for this project has a high aspect ratio meaning the height-to-width
ratio is high (approx. H: W = 10) as this will allow high adsorption of analytes as the surface
area increases from one dimension to two dimensions [25]. Large aspect ratio FinFETs allowed
an increase in the total surface area thereby improving the reliability of biofunctionalization and
the sensitivity of the sensor [25].

First, we start with analytical simulations which simulate the solid/solution bio-interface.
The different models we use to understand this solid/solution interface are the Site dissociation
model, the Gouy-Chapman model and the Gouy-Chapman-stern layer model. The simulated
interface is then integrated with the FET device for biosensor simulations.

In order to improve the device design based on ISFET technology, we have performed device
simulations based on Synopsys Technology Computer-Aided Design (TCAD) and MATLAB.
Our models consider ISFET at various pH values. Also, simulations based on the combination
of analytical simulations and numerical simulations have been successfully done.



Chapter 3

Analytical Models

Analytical simulations can be used to model the material properties and the behaviour of elec-
tronic devices. In this chapter, we will first go over the creation and implementation of analytical
models that predict the performance of ISFETs with increasing interface complexity. And how
these models have been modified to meet the demand of simulating increasing interface com-
plexity. Our analytical models are implemented in a MATLAB simulation environment. A
methodology has been developed in MATLAB to solve these models and its detailed explana-
tion is mentioned.

This chapter is based on the publication by Dhar, R., Kumar, N., Garcia, C.P. and Georgiev,
V., 2022. Assessing the effect of Scaling High-Aspect-Ratio ISFET with Physical Model In-
terface for Nano-Biosensing Application. Solid-State Electronics, p.108374. I did MATLAB
programming for section 3.3 and 3.3.1. Also, plotted the graphs and did the writing.

21
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3.1 Site-Dissociation Model

The development of the analytical models in this work starts with the Site-Dissociation Model
[28]. This model incorporates the influence of the chemical affinity of the atoms at the sensor
interface with the ions contained in the solution to describe the charging of the sensor surface.
To illustrate the model, we will work mostly with sensors with oxide surfaces that have affinities
mainly for the hydrogen ions (protons) in the electrolyte. Depending on the concentration of hy-
drogen ions in the electrolyte, the interactions of such ions with the oxide surface vary resulting
in different surface charges. As a result of these interactions, we will calculate a pH or acidity
response of the sensor in terms of variations of the surface potential at the dielectric/electrolyte
interface, which can be transduced by the direct output of the sensor (output current) or by the
transconductance. The model can be then extended by analogy to other chemical interfaces,
for example, amino groups that also have an affinity for protons, or other groups with a special
affinity with other ions in the electrolyte.

The surface charge density in the sensor interface σ0−SD is derived by the difference between
the fraction of positive and negative charges (Θ+ and Θ−, respectively), multiplied by the total
number of sites per unit area (cm−2) (Ns) and the unitary charge (q):

σ0−SD = qNs(Θ
+−Θ

−) (3.1)

Considering an oxide represented by MOx (where M can be a semiconductor or a metal
such as Si, Hf or Ta, and x is the conjugation state of the compound) is in contact with the
electrolyte (containing water, salt and possible other analytes) there is a chemical equilibrium
between the concentration of the hydrogen ions present in the electrolyte and the protonation
or deprotonation of such oxide groups at the sensor interface. Using SiO2 as an example, when
it comes in contact with the electrolyte, Silanol groups (SiOH) are formed which undergo de-
protonation and protonation as shown below:

De-protonation:
SiOH ⇀↽ SiO−+H+

S

[
SiO−

][
H+

S

]
[
SiOH

] = Kb (3.2)

Protonation:
SiOH+

2
⇀↽ SiOH +H+

S

[
SiOH

][
H+

S

]
[
SiOH+

2

] = Ka (3.3)
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where [H+
S ] is the concentration of hydrogen ions close to the sensor surface and [SiOH], [SiO−]

and [SiOH+
2 ] are the neutral, deprotonated and protonated surface concentration groups at the

sensor interface, respectively. Ka, and Kb are the chemical affinities of the material for protons,
which in many cases can be known beforehand and hence represent a parameter that can be
later adjusted phenomenologically. The net surface charge density from equation 3.1 can be
re-written as:

σ0−SD = qNs

([
SiOH+

2

]
−
[
SiO−

])
Equations 3.2 and 3.3 can be used to clear [SiO−] and [SiOH+

2 ] :

[
SiO−

]
= Kb

[
SiOH

]
[
H+

S

]
[
SiOH+

2

]
=

[
SiOH

][
H+

S

]
Ka

The net surface charge density obtained by the Site-Dissociation model can then be written
as follows:

σ0−SD = qNs

([
SiOH+

2

]
−
[
SiO−

])

σ0−SD = qNs

([
SiOH

][
H+

S

]
Ka

−Kb

[
SiOH

]
[
H+

S

] )

σ0−SD = q
[
SiOH

]
Ns

([
H+

S

]
Ka
− Kb[

H+
S

]) (3.4)

The chemical affinities Ka and Kb, like pH, can be written in the logarithmic form to express
their chemical activity as shown below:

pKa =−log(Ka)

pKb =−log(Kb)

where the values of Ka and Kb are obtained from experiments or 1st principles.
[SiO−], [SiOH] and [SiOH+

2 ] together sum to 1 as shown below

[
SiO−

]
+
[
SiOH

]
+
[
SiOH+

2

]
= 1

Kb

[
SiOH

]
[
H+

S

] +
[
SiOH

]
+

[
SiOH

][
H+

S

]
Ka

= 1
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[
SiOH

]
(

Kb[
H+

S

] +1+
[H+

S ]

Ka
) = 1

[
SiOH

]
=

1(
1+

[
H+

S

]
Ka

+ Kb[
H+

S

]) (3.5)

Substitute
[
SiOH

]
from above equation 3.5 in equation 3.4 to obtain the equation below:

σ0−SD = qNs

([
H+

S

]2
−KaKb

Ka

[
H+

S

] )
(

Ka

[
H+

S

]
+
[

H+
S

]2
+KaKb

Ka

[
H+

S

] )
Or the above equation can also be written as

σ0−SD = qNs
H2

s −KaKb

H2
s +KaHs +KaKb

(3.6)

where Hs = concentration of H+ ions on the surface
The surface charge density (σ0−SD) depends thus on the total number of sites (NS), the chem-

ical affinity (Ka, Kb) for protons of the dielectric layer and the concentration of H+ ions on the
dielectric surface (HS). Different dielectrics can be used for ISFET device fabrication. For ex-
ample, the dielectric can be SiO2, H f O2, Al2O3 or Ta2O5. A metal M of the dielectric (in this
case Si, Hf, Al, Ta) would now form MOH. Also, the proton affinity can be replaced by other
interactions with other solvated ions using the proper equilibrium equations.

The oxide layer can be functionalized with different layers above it. Different materials
can be functionalization layers that can be engineered depending on their affinity to the ions or
analytes in the electrolyte to be detected. In our case, we can exemplify the effect of a function-
alisation layer, using APTES (3-Aminopropyl)triethoxysilane layer leading the formation of a
surface charge density to be represented by σ0−SD−APT ES.

The surface charge density σ0−SD can be derived for different materials functionalized on
the oxide surface.

APTES has a structure as shown in fig. 3.1 that consists of Si in the center bonded by -
OCH2CH3 for three valence electrons and another branch consisting of -(CH2)3NH2 bonded to
the fourth valence electron. It is important to understand how the device structure looks for
APTES deposition on top of gate oxide (SiO2). In reality, deposition of APTES leaves many
gaps in silanol groups originating in the SiO2, but also on the APTES, as often some of the
branches of APTES do not react with silanol groups. Hence an idealisation is used for the system
calculation where the number of silanol and APTES groups are adjusted phenomenologically.
This is shown in fig. 3.2 [29]. The linkage of APTES at SiO2 causes only protonation as there
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Figure 3.1: Schematic diagram showing APTES structure having chemical formula
C9H23NO3Si. This structure consists of Si in the centre covalently bonded by -

[
OC2H5

]
for

three of its valence electrons and the fourth valence electron is bonded by -
[
C3H6NH2

]

Figure 3.2: Schematic diagram is shown for deposition of APTES over gate oxide SiO2. It can
be seen that the two valence electrons of APTES are bonded with the neighbouring valence
electrons of APTES. One valence electron is bonded with gate oxide. The fourth valence elec-
tron bonded with the amine group undergoes protonation.
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are only amine groups (-NH2) that are free to react. Hence only the side branch denoted by R1
in fig. 3.2 is discussed as the interaction with the electrolyte/solvent is happening in only that
part.

Protonation:

−
[
(CH2)3NH+

3
]
⇀↽−

[
(CH2)3NH2

]
+
[
H+

S

]
Basic dissociation constant Kb−APT ES is given by

Kb−APT ES =
−
[
(CH2)3NH2

][
H+

S

]
−
[
(CH2)3NH+

3
]

after rearranging

−
[
(CH2)3NH+

3
]
=
−
[
(CH2)3NH2

][
H+

S

]
Kb−APT ES

The net surface charge density for APTES as per the site-binding model is given below:

σ0−SD−APT ES = qNn(Θ
+−Θ

−)

where Nn is the total number of sites for APTES

σ0−SD−APT ES = qNn(−
[
(CH2)3NH+

3
]
−0)

Θ− = 0 as there is no deprotonation. Therefore,

σ0−SD−APT ES = qNn
(−[(CH2)3NH2][H+

S ]

Kb−APT ES

)
(3.7)

As APTES has only Kb−APT ES value, pKb−APT ES is given by pKb−APT ES =−log(Kb−APT ES)

= 3.63 [30] and it is very different from SiO2 material described previously [28]. Again, the sum
of protonated amine groups and the APTES as shown below:

−
[
(CH2)3NH+

3
]
+−

[
(CH2)3NH2

]
= 1

−
[
(CH2)3NH2

][
H+

S

]
Kb−APT ES

+−[(CH2)3NH2] = 1

−[(CH2)3NH2]
( [H+

S ]

Kb−APT ES
+1
)
= 1

−[(CH2)3NH2] =
1(

[H+
S ]

Kb−APT ES
+1
) =

Kb−APT ES

[H+
S ]+Kb−APT ES

− [(CH2)3NH2] =
Kb−APT ES[

H+
S

]
+Kb−APT ES

(3.8)
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Substitute equation 3.8 in the equation 3.7 to obtain surface charge density for APTES given
by Site-Dissociation model σ0−SD−APT ES, given by equation 3.9 as follows:

σ0−SD−APT ES = qNn

(
[H+

s ]

[H+
s ]+Kb−APT ES

)
(3.9)

σ0−SD−APT ES represents the surface charge density for the area covered with APTES on the
sensor surface. In reality, there is a possibility of the area not being covered completely with
APTES due to fabrication defects. In that case, equation 3.10 is used to describe the sensor
surface. When a certain percentage of SiO2 and a certain percentage of APTES are considered
in direct contact with electrolyte or when APTES is not considered in 100% contact with elec-
trolyte σ0−SD−Total is the surface charge density.

σ0−SD−Total = σ0−SD +σ0−SD−APT ES

σ0−SD−Total = q(Ns−Nn)
H2

s −KaKb

H2
s +KbHs +KaKb

+qNn
Hs

Hs +Ka−APT ES
(3.10)

From equation 3.10, it can be seen that the surface charge density for the device with func-
tionalized layers depends on Nn and Ka of the additional chemical groups. In the surface charge
density’s of σ0−SD, σ0−SD−APT ES and σ0−SD−Total , assumption of homogenous distribution of
charges is made. Homogenous means the deposited layer has the same type of uniformly dis-
tributed material throughout the sensor surface above the oxide layer. There are limits to this
assumption in the analytical model which includes that the model can determine only the Ψ0 and
Ψξ . But not the potential between them. The MATLAB code for the Site-Dissociation model is
mentioned in Appendix D.6.

Our aim is to find the pH. This depends on the logarithm of the inverse of hydrogen ion
concentration [31]. The concentration of hydrogen ions can be found from equations 3.6,3.9
and 3.10. But the surface charge density’s ( σ0−SD, σ0−SD−APT ES and σ0−SD−Total ) needs to
be known beforehand in order to find [H+

s ] or the pH. In order to do this, first the oxide surface
potential (Ψ0) needs to be measured experimentally. The experimentally measurable quantity
(Ψ0) needs to be related to the surface charge density (σ0−SD−Total). This can be done using
Maxwell’s equations as shown below:
We know that the electric field (E) in any medium is given as

E =−∇.Ψ0

Taking the gradient of electric field (E), we can obtain equation 3.11 which is Maxwell’s equa-
tion:

∇.E =
σ0−SD−Total

ε
(3.11)
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where ε = ε0.εr. Then Poisson’s equation 3.12 is given below as:

∇.E =−∇
2
Ψ0 =−

∂ 2Ψ0

∂x2 =
σ0−SD−Total

ε
(3.12)

Generally, Poisson’s equation is given in three dimensions. But in our case, as seen in equation
3.12 only the x-direction is considered. It can be seen from fig. 3.2, the direction of the X axis.
This model has been applied in one direction only in this thesis. This is because the electric
field (E) is developed from the charges on the oxide surface towards the bulk of the electrolyte
considering the uniform charge distribution with a negligible variation in the high-dielectric
constant of the electrolyte. That is the x-direction. In the YZ plane, there would be some
type of charges which doesn’t lead to the formation of the electric field. From equation 3.12,
the surface charge density σ0−SD−Total is determined from the experimentally measured value of
Ψ0. The experimentally measured surface potential Ψ0 substituted in equation 3.12 gives σ0−SD.
This surface charge density’s ( σ0−SD, σ0−SD−APT ES and σ0−SD−Total ) substituted in equations
3.6,3.9 and 3.10 gives [H+

s ]. The problem is that the Site-Dissociation model does not define
how [H+

s ] is related to determining the pH in the bulk of electrolytes. The spatial dependence
needed to have a surface potential that is not zero comes with the next model. Hence, we move
on to the next model which is the Gouy- Chapman model.

3.2 Gouy-Chapman Model

The electrolyte on the gate oxide SiO2 leads to protonation and deprotonation of Silanol SiOH
groups depending on the pH of the electrolyte. This develops an oxide surface potential (Ψ0).
The concentration of hydrogen ions fades away from the oxide surface due to the charge repul-
sion. This concentration is given by the Boltzmann equation, which is expressed in equation
3.13, showing the relation between the concentration of ions in the surface

[
Hs
]

and in the bulk[
HB
]
, that depends on the surface potential (Ψ0) built:

[
Hs
]
=
[
HB
]
e
−qΨ0
kBT (3.13)

The Boltzmann equation 3.13 can also be written as

pHS = pHB +
qΨ0

2.3kBT
(3.14)

The surface charge density will vary for every pH of the electrolyte (pHB) [28]. Connecting
equation 3.13 with equation 3.10 gives the pH of the electrolyte bulk. The capability of any
material to buffer the pH at the surface resulting in the charging of the surface can be defined as
the intrinsic buffer capacity:
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δσ0−GC

δ pHS
=−qβint (3.15)

where
σ0−GC = surface charge density obtained by Gouy-Chapman model
βint = Intrinsic buffer capacity
Due to charge neutrality, an equal and opposite charge will be built up in the electrolyte side
given by σDL. The charge neutrality occurs due to the free movement of ions in the sol-
vent/electrolyte. The ability of the electrolyte to adjust the amount of stored charge as a result
of a small change in electrostatic surface potential is the differential capacitance, Cdi f f

δσDL

δΨ0
=−Cdi f f =−

δσ0−GC

δΨ0
(3.16)

The intrinsic buffer capacity equation 3.15 divided by differential capacitance equation 3.16
gives:

δΨ0

δ pHS
=
−qβint

Cdi f f
(3.17)

Using the Boltzmann relation in equation 3.14 we can provide the Nerst relation that states
the varying of the surface potential with the pH:

δΨ0

δ pHB
=−2.3

kBT
q

α (3.18)

where pHB is the pH of the bulk, α is the sensitivity factor which is a dimensionless quantity
that employs the relation of the buffering and differential capacitances expressing the change of
surface potential with the concentration of ions at the surface:

α =
1

1+2.303 kBTCdi f f
q2βint

(3.19)

The surface charge density (σDL) for the Gouy-Chapman model will be derived by the com-
bination of the Boltzmann equation 3.13 and Poisson equation. It can be noticed in equation
3.19 that the values of alpha will range between 0 and 1.

Equation 3.13 shows how the concentration of H+ ions varies from the oxide surface to the
bulk. Since we are considering a 1:1 electrolyte the number of positive ions and negative ions
are the same, we can write n+ = n− = n.
For positive ions,

c+ = c0 exp
{
−nqΨ0

kBT

}
.

For negative ions,

c− = c0 exp
{
+nqΨ0

kBT

}
.
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where c0 is the concentration of ions in bulk. From Poisson’s equation, we have

d2Ψ0

dx2 =−σ0−GC

ε
=
−nF(c+− c−)

ε
(3.20)

d2Ψ0

dx2 =
−nFc0(exp

{
nqΨ0
kBT

}
− exp

{
−nqΨ0

kBT

}
)

ε

d2Ψ0

dx2 =
2nFc0

ε
.sinh(

nqΨ0

kBT
) (3.21)

where F = qNA is the Faraday constant.
Using the form for the derivate of a square function, we can rewrite equation 3.21 as

d
dx

(
dΨ0

dx
)2 = 2∗ dΨ0

dx
2nqNAc0

ε
sinh(

nqΨ0

kBT
) (3.22)

Integrating equation 3.22 between the surface and the potential at the bulk electrolyte, we
can obtain a form for the surface potential given below

∫
∞

0

d
dx

(
dΨ0

dx
)2dx =

∫ 0

Ψ0

2∗ dΨ0

dx
2nqNAc0

ε
sinh(

nqΨ0

kBT
)dΨ0

we will obtain

dΨ0

dxatx=0
=

√
8c0NAkBT

ε
.sinh(

nqΨ0

2kBT
) (3.23)

Again the electric field (E) is given below as

E =
QDL

ε
=

dΨ0

dxatx=0

Rearranging we obtain

σDL = ε ∗ dΨ0

dxatx=0
(3.24)

To obtain σDL from the Gouy-Chapman model substitute equation 3.23 in equation 3.24.
Then the surface charge density developed at the electrolyte side given by the Gouy-Chapman
model is shown in equation 3.25 below:

σDL =
√

8kBT εrε0c0sinh(
nqΨ0

2kBT
) (3.25)

where
ε0 = is the permittivity of vacuum, which is 8.854 e−12 F/m ,
εr = relative permittivity of the electrolyte,
c0 = concentration of ions in solution,
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kB = Boltzmann constant,
T = the room temperature in Kelvin,
Ψ0 = Surface potential developed

The surface charge density σDL developed on the electrolyte side depends on the square root
of ion concentration c0 and sine hyperbolic of surface potential Ψ0. In order to find σDL, we
need to obtain Ψ0. Equation 3.18 can be integrated to obtain Ψ0 for pHB with varying Cdi f f and
βint values. But in order to do this we need to determine the value of α . And α depends on Cdi f f

and βint .
The Cdi f f can be found out by substituting the value of σDL from equation 3.25 in equation

3.16 as shown below:

Cdi f f =

√
2q2εε0c0

kBT
cosh(

qΨ0

2kBT
) (3.26)

The βint is obtained by differentiating σ0 in equation 3.6 with respect to pHS and expanding.

βint = 2.303NsHS
KbH2

S +4KaKbHS +KaK2
b

(KaKb +KbHS +H2
S )

2 (3.27)

The Ns, Ka, and Kb values are dependent on the gate oxide. The equation 3.27 can be
expressed in terms of the pHB of electrolyte and surface potential as given below:

βdi f f = 2.303Ns10−pHBe−qΨ0/kBT Kb(10−pHBe−qΨ0/kBT )2 +4KaKb10−pHBe−qΨ0/kBT +KaK2
b

(KaKb +Kb10−pHBe−qΨ0/kBT +(10−pHBe−qΨ0/kBT )2)2

(3.28)
The changing value of pH causes different types of surface potentials (+’ve, -’ve or zero).

Protonation leads to positive surface potential. Deprotonation leads to negative surface potential.
The pH at which an equal amount of protonation and deprotonation occurs leads to surface
potential being zero. And the pH at which this happens is denoted as a point of zero charge
(pHpzc). It means that the potential developed at the surface of the electrolyte-oxide interface is
zero Ψ0 = 0. For SiO2, the point of zero charge is 2 [32]. The point of zero charge is different
for various oxides.

The main aim here is to find the value of the surface potential Ψ0 for each value of pHB.
Equation 3.18 can be integrated to obtain the value of Ψ0 if α is constant. But α is varying.
From equation 3.19, it can be seen that α depends on Cdi f f and βint . Equations 3.26 and 3.27
show that Cdi f f and βint depend on Ψ0. Thus the conclusion can be made that in order to find
Ψ0, it is necessary to find α . The value of α depends on βdi f f and Cdi f f . Again βdi f f and Cdi f f

depend on Ψ0. This forms a self consistence dependence illustrated in Fig.3.4. It means the
unknown variables which we are trying to find by solving equations depend on other unknown
variables which in turn depend on the previous unknowns.

We need to solve the three equations simultaneously with three unknown variables forming
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Figure 3.3: Self-consisting loop for finding Ψ0. It means the unknown variables Ψ0 which we
are trying to find by solving equations depend on other unknown variables (βdi f f and Cdi f f )
which in turn depend on the previously unknown (Ψ0).

a self-consistent loop. To solve this, our method is implemented in MATLAB and it is based on
the bisection method. The following steps are described to solve this:

STEP 1:
Assume a range of the pH (in this case from 0-14) having 5000 points. The point of zero charge
needs to be found out by bisection method. In MATLAB, a function called charden() is created
that needs to pass two arguments pH and potential. The pH range is assumed to be from -10 to
30 for the bisection. pHlow = -10 and pHhigh = 30. charden() function consists of equations to
find the surface charge density σ −SD and σ −GC. Both of which depend on pH and potential
respectively. We start by finding the mid of pHlow and pHhigh and pass these arguments in
charden() function. The potential we pass is zero since we are trying to find pHpzc. We keep on
repeating this until the error = ( pHhigh- pHlow) pHhigh is less than 10−50.

STEP 2:
After finding the pHpzc in the above step. We need to find the surface potential for each bulk
pH. Check whether the surface potential (ψ0) to be found out is for
(i) pH < pHpzc

(ii) pH = pHpzc

(iii) pH > pHpzc by comparing the pHpzc obtained in STEP 1 for a particular oxide with all the
5000 points in the pH range.

STEP 3:
If pHB< pHpzc,assuming ψlow (0V) and ψhigh (0.33 V) values. This range has been assumed
because we already know for SiO2, the surface potential will be positive for pH < pHpzc. Hence
we assume a range from 0 to a value greater than zero. Substitute ψhigh in the surface charden()
function having equation 3.6 and equation 3.25.

STEP 4:
In a for loop from 1 to 100;
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Check if σ0−GC(high) - σ0−SD(high) > 0 , if yes then find ψmid by adding these values of ψlow

and ψhigh then divide by 2. Substitute this ψmid in the surface charge density equation 3.6 and
equation 3.25.

STEP 5:
Check if σ0−GC(mid) - σ0−SD(mid) > 0. If yes then ψhigh = ψmid . And again find the bisection of
these two which will be the new midpoint for surface potential. If σ0−GC(mid) - σ0−SD(mid) < 0
then ψlow = ψmid . And again find the bisection of these two which will be the new midpoint for
surface potential.

STEP 6:
Check the error(ψhigh - ψlow)/ψhigh. If error < tolerance (1e-50) then we break the for loop
implemented in STEP 4. We obtain the value of ψ0 = ψlow or ψhigh.

STEP 7:
If error > tolerance (1e-50), keep on repeating STEP 4, STEP 5 and STEP 6.

STEP 8:
If pHB = pHpzc then ψ0 = 0.

STEP 9:
If pHB > pHpzc, assuming ψlow (0V) and ψhigh (-0.28 V) values. These values are assumed as
we know for pH greater than pHpzc, the surface potential is negative for SiO2.

STEP 10:
In a for loop;
Repeat STEP 4, STEP 5 and STEP 6 but in the opposite way. Meaning shift the high-potential
or low-potential for σ0−GC(high) - σ0−SD(high) < 0 and σ0−GC(mid) - σ0−SD(mid) > 0.

STEP 11:
Then ψ0 = ψlow. Substitute ψ0 in equation 3.25 to get the value of σ0−GC or σDL .

The MATLAB code for the Gouy-Chapman model is mentioned in Appendix D.7. How-
ever, this Gouy-Chapman model doesn’t represent this very well the reality. In reality, there is
the formation of the stern layer. The assumption of the charges/ions approaching the surface
arbitrarily causes a high charge on the surface. This cannot be realistic and the model needs
modification. The section below describes the formation and inclusion of the Stern layer into
the Gouy-Chapman method. Hence known as the Gouy-Chapman-Stern model.

3.3 Gouy-Chapman-Stern Model

The Gouy-Chapman-Stern layer model combines the Gouy-Chapman model and the Stern layer
[33]. The Gouy-Chapman explains well the development of the double-layer capacitance, you
just need free charges, and it develops. The Stern layer accounts for the immobile counter-
cations attached to the immobile anions belonging to the solid phase material interface (also
known as the interface charged layer). The Stern layer accounts for the increased short-range
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interface between the solid phase material ions and the ions and the electrolyte, which results in
fixed charges. Fig.3.5 accounts for a FET sensor with the Stern Layer. It has a transducer layer,
its Si in our case. There is gate oxide on top of the transducer layer, it’s SiO2 in our case. The
electrolyte added on top of it causes Silanol groups SiOH to deprotonate Si−O− or protonate
Si−OH+

2 depending on the pH. The negative charge (immobile anions) on the oxide surface is
formed due to deprotonation of SiOH. Due to this,

[
H+
]

ions are attracted towards the surface
of the gate oxide. The

[
H+
]

ions forming a layer is called a Stern layer.
The stern layer capacitance Cstern develops as a competition of the short-range Coulomb

interaction of the ions, the ionic strength and the temperature. As a result of this, some ions get
trapped, and the Cstern will be formed, leaving the rest of the ions to form the rest of Cdi f f .

The top plane of the stern layer is called the plane of shear. The potential developed at
the plane of shear is called Zeta potential ψξ . Above the shear plane is the diffuse layer of
electrolyte. It consists of mobile ions. Above the diffuse layer is the electrolyte bulk. The
difference between the diffuse layer and the bulk of the electrolyte is the concentrations of ions
in the solutions are different. To distinguish both layers in the electrolyte and new parameter is
introduced which is called a Debye length λ . The Debye length is the length of charge screening,
which in this model coincides with the diffuse layer. Or Debye length is the length of the diffuse
layer in this model.

In the described approach here, the Ψ0 must include also the Ψξ . Since, we have included
the stern layer, another equation 3.29 comes into consideration as given below

Ψ0 =
σ0−GCS

Cstern
+Ψξ (3.29)

The surface potential Ψ0 depends on the zeta potential Ψξ and the potential developed in
the stern layer being given by σ0−GCS

Cstern
. Cstern is the stern layer capacitance whose value can be

predetermined either experimentally or by 1st principles. In this model, the value of Cstern has
been taken from experiments mentioned in the literature [28].

σ0−GCS =
√

8kBT εrε0c0sinh(
nqΨξ

2kBT
) (3.30)

The surface charge density σ0−GCS developed on the electrolyte side depends on the square
root of ion concentration c0 and sine hyperbolic of zeta potential Ψξ .

The main aim here is to find the value of the surface potential Ψ0 and zeta potential Ψξ for
each value of pHB. Equations 3.18 can be integrated to obtain the value of Ψ0 if α is constant.
But α is varying. From equation 3.19, it can be seen that α depends on Cdi f f and βint . Equations
3.26 and 3.27 show that Cdi f f and βint depend on Ψ0. Thus the conclusion can be made that in
order to find Ψ0, it is necessary to find α . The value of α depends on βdi f f and Cdi f f . Again
βdi f f and Cdi f f depend on Ψ0. This forms a self consistence dependence illustrated in Fig.3.4. It
means the unknown variables which we are trying to find by solving equations depend on other
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Figure 3.4: Self-consisting loop for finding Ψξ . It means the unknown variable Ψξ which we
are trying to find by solving equations depend on another unknown variable (Ψ0). Ψ0 depends
on α . ℵ depends on βdi f f and Cdi f f which in turn depends on the previous unknown(Ψ0).

unknown variables which in turn depend on the previous unknowns.
We need to solve at the same time three equations with three unknown variables forming a

self-consistent loop. To solve this, our method is implemented in MATLAB and it is based on
the bisection method. The following steps are described to solve this:

STEP 1:
Assume a range of the pH (in this case from 0-14) having 5000 points. The point of zero charge
needs to be found out by bisection method. In MATLAB, a function called charden() is created
that needs to pass two arguments pH and potential. The pH range is assumed to be from -10 to
30 for the bisection. pHlow = -10 and pHhigh = 30. charden() function consists of equations to
find the surface charge density σ −SD and σ −GC. Both of which depend on pH and potential
respectively. We start by finding the mid of pHlow and pHhigh and pass these arguments in
charden() function. The potential we pass is zero since we are trying to find pHpzc. We keep on
repeating this until the error = ( pHhigh- pHlow) pHhigh is less than 10−50.

STEP 2:
After finding the pHpzc in the above step. We need to find the surface potential for each bulk
pH. Check whether the zeta potential (ψξ ) is to be found out for
(i) pH < pHpzc

(ii) pH = pHpzc

(iii) pH > pHpzc by comparing the pHpzc for a particular oxide with all the 5000 points in the
pH range.

STEP 3:
If pHB< pHpzc,assuming ψlow (0V) and ψhigh (0.33 V) values. This range has been assumed
because we already know for SiO2, the surface potential will be positive for pH < pHpzc. Hence
we assume a range from 0 to a value greater than zero. Substitute ψhigh in the surface charge
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density equation 3.6 and 3.25.
STEP 4:

In a for loop from 1 to 100;
Check if σ0−GCS(high) - σ0−SD(high) > 0 , if yes then find ψmid by adding these values of ψlow and
ψhigh then divide by 2. Substitute this ψmid in the surface charge density equation 3.6 and 3.25.

STEP 5:
Check if σ0−GCS(mid) - σ0−SD(mid) > 0. If yes then ψhigh = ψmid . And again find the bisection of
these two which will be the new midpoint for surface potential. If σ0−GCS(mid) - σ0−SD(mid) < 0
then ψlow = ψmid . And again find the bisection of these two which will be the new midpoint for
surface potential.

STEP 6:
Check the error(ψhigh - ψlow)/ψhigh. If error < tolerance (1e-50) then we break the for loop
implemented in STEP 4. We obtain the value of ψξ = ψlow or ψhigh.

STEP 7:
If error > tolerance (1e-50), keep on repeating STEP 4, STEP 5 and STEP 6.

STEP 8:
If pHB = pHpzc then ψξ = 0.

STEP 9:
If pHB > pHpzc, assuming ψlow (0V) and ψhigh (-0.28 V) values. These values are assumed as
we know for pH greater than pHpzc, the surface potential is negative for SiO2.

STEP 10:
In a for loop;
Repeat STEP 4, STEP 5 and STEP 6 but in the opposite way. Meaning shift the high-potential
or low-potential for σ0−GCS(high) - σ0−SD(high) < 0 and σ0−GCS(mid) - σ0−SD(mid) > 0.

STEP 11:
Then ψξ = ψlow. Substitute ψξ in equation 3.30 to get the value of ψ0.

Once the Ψξ is obtained, surface potential Ψ0 is also obtained. The MATLAB code for the
Gouy-Chapman-Stern model is mentioned in Appendix D.7.

3.3.1 Gouy-Chapman-Stern Model extension in the electrolyte to a direc-
tion perpendicular to oxide surface

Along with surface potential, surface charge density, and double-layer capacitance, it is essential
to know the potential distribution away from the oxide-electrolyte interface to capture the effect
of surface charges within the bulk electrolyte. Thus, this section gives the potential variation
occurring in the electrolyte in a direction perpendicular to the oxide surface taking the zeta po-
tential ( Ψξ ) from the Gouy-Chapman-Stern Model into consideration. The potential variation
throughout the electrolyte is denoted by ψVar. The potential variation (ψVar) throughout the
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Figure 3.5: Gouy-Chapman-Stern layer model diagram in detail. The bottommost part is the
Silicon semiconductor where the drain current flows. On top of it is SiO2 which forms the ox-
ide layer. [SiO−] forms the next layer which is of negatively charges immobile ions. On top of
this, we have a layer of immobile counter ions. It is known as the stern layer. The potential at
the plane of shear is Ψξ . Then comes the mobile ions layer also known as the diffuse layer as
the ions are moving. On the top is the bulk of the electrolyte.



CHAPTER 3. ANALYTICAL MODELS 38

electrolyte starting from the distance (xd) near the oxide surface and moving far away from the
oxide surface has been derived here [34]. In order to accomplish this, we need to integrate equa-
tion 3.21 twice. It would be difficult to solve having two integrals hence we need to introduce
dimensionless variables Ψ∗, x∗ in place of Ψ, x making equation 3.21 a single integration as
shown in the below equations from 3.31 to 3.38:

Ψ
∗ =

zeΨ0

kBT

x∗ =
x

λD

Now we can rewrite equation 3.21 as follows

(
ne

kBT
)−1 1

(λD)2
d2Ψ∗

dx∗2
=

2neNAc0

ε
sinh(Ψ∗) (3.31)

1
(λD)2

d2Ψ∗

dx∗2
=

2(ne)2NAc0

εkBT
sinh(Ψ∗) (3.32)

d2Ψ∗

dx∗2
= sinh(Ψ∗) (3.33)

Multiply by dΨ∗

dx∗ on both the sides

d2Ψ∗

dx∗2
dΨ∗

dx∗
= sinh(Ψ∗)

dΨ∗

dx∗
(3.34)

1
2

d(dΨ∗

dx∗ )
2

dx∗
=

d
dx∗

cosh(Ψ∗) (3.35)

Integrating both sides;

(
dΨ∗

dx∗
)2 = 2cosh(Ψ∗)+ c1 (3.36)

when x∗→ ∞, Ψ0→ 0 and dΨ∗

dx∗ → 0⇒ c1 =−2
It means that when the distance x is far far away from the surface of the oxide. The potential
reduces to its minimum, hence taken as tending to zero. It’s an approximation to find the value
of c1 and dΨ∗

dx∗ .

(
dΨ∗

dx∗
)2 = 2cosh(Ψ∗)−2 = 2(cosh(Ψ∗)−1) = 4(sinh(

Ψ∗

2
))2 (3.37)

(
dΨ∗

dx∗
) =−2sinh(

Ψ∗

2
) (3.38)

Rearrange and single integrate Ψ∗ equation 3.38 as shown below:
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∫
Ψ∗

neΨ
ξ

kT

1
2sinh(Ψ∗

2 )
dΨ
∗ =−

∫ x∗

0
dx∗

log
(

tan(
Ψ∗

4
)

)
=−x∗

log
(

tan(
Ψ∗

4
)

)
− log

(
tan(

neΨξ

4kBT
)

)
=−x∗

log
(

tan(Ψ∗

4 )
)

log
(

tan(
neΨξ

4kBT )
) =−x∗

e−x∗ =
tanh(Ψ∗

4 )

tanh(
neΨξ

4kBT )

e−x∗.tanh(
neΨξ

4kT
) = tanh(

Ψ∗

4
)

Ψ∗

4
= tanh−1[e−x∗.tanh(

neΨξ

4kBT
)]

Ψ
∗ = 4tanh−1[e−x∗ .tanh(

neΨξ

4kBT
)]

replace Ψ∗ with

Ψ
∗ =

neΨVar

kBT

and replace x∗ with
x∗ =

xd

λD

Ψ
∗ = 4tanh−1[e−x∗ .tanh(

neΨξ

4kBT
)]

neΨVar

kBT
= 4tanh−1[e−

xd
λD .tanh(

neΨξ

4kBT
)]

ΨVar =
4kBT

ne
tanh−1[e−

xd
λD .tanh(

neΨξ

4kBT
)] (3.39)

where
n = number of positive/negative ions
xd = distance from oxide/electrolyte interface
λD = debye length
Ψξ = zeta potential
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kB = Boltzmann constant
e = electron charge
Hence the above equation 3.39 is derived for this thesis. It is an equation for potential variations
across the electrolyte. The potential at a particular point in electrolyte depends on debye length
(λD), its distance from the oxide/electrolyte interface (xd) and the zeta potential (Ψξ )

To find out the distribution of concentration of [H+] ions and [OH−] ions in the electrolyte as
a function of distance from the oxide/electrolyte interface we use Boltzmann distribution using
the information from potential

pvariation = pb exp
{
−Ψvar

VT

}
(3.40)

nvariation = nb exp
{

Ψvar

VT

}
(3.41)

where
pvariation = Conc. of the H+ ions in electrolyte
nvariation = Conc. of the OH− ions in electrolyte
pb and nb are the concentration of [H+] and [OH−] ions in the bulk respectively.
VT is the thermal voltage.
The MATLAB code for determining the potential variation (ΨVar), n variation (nvariation) and p
variation (pvariation) are given in the Appendix D.8.

The length from the oxide/electrolyte interface to the centroid of the diffusive layer is the
debye length [35]. The debye length is derived as follows:
Equation 3.13 is the Boltzmann equation or the Boltzmann distribution.

Since Ψ(x = 0) = Ψξ (zeta potential), Ψ(x→ ∞) = 0 V and

neΨξ

kT
<< 1

⇒Ψξ <<
kT
ne

.

⇒Ψξ <<
VT

n
.

When the zeta potential is much lesser than thermal voltage, it is considered as Debye Huckel
approx.

Continuing from eq. 3.21 again we have

d2Ψ

dx2 =
c0nF

ε
.
2neΨ

kT
=

2(ne)2NAc0

εkT
Ψ =

Ψ

λ 2
D

(3.42)
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where
F = eNA

And now λD can be written as

λD =

√
εkT

2(ne)2c0NA
(3.43)

λD =

√
εrε0kT

2(ne)2c0NA
(3.44)

where εelec = permittivity of electrolyte (water + NaCl in our case) = εr ε0

εr = relative permittivity,
ε0 = permittivity of free space
k = Boltzmann constant
T = temperature
q = charge of an electron
NA = Avogadro’s number
c0 = ionic strength of the electrolyte solution (in per m−3).

It can be seen from the equation 3.44 derived for debye length λD that the debye length
depends only on the ionic strength c0 of the electrolyte. If the ionic strength c0 is more then the
debye length λD will be less and vice-versa.

The below equation is valid only with debye-huckel approx

Ψ = Ψξ exp
{
−x
λD

}
(3.45)

The Debye length (λD) is calculated from the equation 3.43 and its value is approx. 1nm for
c0 = 0.1 M = 0.1 mol/L. In order to use the c0 in the equation 3.44 we need to convert it in m−3.

c0 =
0.1mol

0.001m3

c0 =
0.1∗6.023∗1023

0.001
m−3

c0 = 0.6023∗1026m−3

Using the above value of c0 in equation 3.44,we obtain

λD =

√√√√(78.5)(8.85x10−12 s4A2

kg.m2.m)(1.38x10−23 m2kg
s2K )(298K)

(2)(12)(1.6x10−19)2C2(0.6023∗1026)m−3

λD = 0.96nm
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λD ≈ 1nm

To check how the debye length λD varies with concentration c0. We consider an example of
having c0 = 1M

c0 = 1M = 6.023∗1026m−3

λD = 0.3043nm

This shows that as the concentration of ions in the electrolyte increases, the debye length de-
creases. Or the distance for screening the charges on the surface of oxides decreases with an
increase in concentration. For e.g., if the length of the amino acid is less than the debye length
λD then we can detect it. But if the length of amino acid is more than debye length λD then it’s
not possible for the FET device to detect its presence.

3.3.2 Results and Discusions

Our results reveal a correlation between the variations of surface potential (Ψ0), H+ ions and
OH− ions with respect to distance from the electrolyte/oxide interface. Fig.3.6 shows for lower
values of pH, close to pH = 0, the potential decreases (see the dark green region) when the
distance from the oxide/electrolyte interface increases. The figure 3.6 has been plotted based
on the equation 3.39. This is consistent with the data from the experiments since lower pH
means a higher concentration of H+ ions leading to decreasing potential far away from the
oxide/electrolyte interface. ΨVar = 0 represents the pH at the point of zero charge. In our case,
it’s 2 for SiO2. For higher values of pH, close to pH = 14, the potential increases (see the light
green region) as we move away from the oxide/electrolyte interface. This is again consistent
with the experiments since higher pH means a higher concentration of OH− ions leading to
positive potential away from the interface.

Moreover, the potential increases for higher pH and decreases for lower pH values after
crossing the Debye length (1nm) due to repulsion from the charges present at the interface
compared to the bulk that balances the potential to reach a minimum value (approx. 0V).

Fig. 3.7 shows the distribution of concentration of H+ and OH− ions in the electrolyte. This
graph is plotted from the equation 3.40 and equation 3.41. The distribution is shown normally
away from the oxide/electrolyte interface as we move from left to right on the x-axis. For
lower values of pH, the concentration of H+ ions increases and for higher values of pH the
concentration of H+ ions decreases as we move away from the interface. This is justified due to
the positive/negative potential at the interface at lower/higher pH values respectively.

Also, the proton concentration [H+] is inversely proportional to the [OH−] concentration
and equation 3.41 describes such a relationship which again is using the information of the sur-
face potential (Ψ0) obtained as an initial value from equation 3.39. The OH− ions concentration
increases for higher pH value after crossing the Debye length away from the interface due to
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Figure 3.6: Potential distribution throughout the electrolyte in a direction normal to the ox-
ide electrolyte interface. Potential (Ψvar) as a function of the distance away from the ox-
ide/electrolyte interface calculated from the analytical model consisting of Gouy-Chapman-
Stern theory and Site-Binding theory.
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Figure 3.7: H+ and OH− ions distributed throughout the electrolyte in a direction normal to
the oxide electrolyte interface. (a) The concentration of H+ ions (b) Concentration of OH- ions
as a function of the distance away from the oxide/electrolyte interface calculated from the ana-
lytical model consisting of Gouy-Chapman-Stern theory and Site-Binding theory.

repulsion from the negative charges present at the interface and OH− concentration gradient as
compared to the bulk.

From the simulation results, we have obtained surface potential (Ψ0), zeta-potential (Ψξ )
and sensitivity factor (α). Surface potential (Ψ0) is defined as the potential developed at the
interface between oxide and electrolyte. Zeta potential (Ψξ ) is the average potential developed
at the plane of shear [28]. The sensitivity factor (α) is a dimensionless quantity (0 < α < 1), that
defines the response of the sensor based on the pH of the interacting electrolyte. The results are
very different if the dielectric material is changed.

Fig. 3.8 shows the variations in sensitivity parameter (α), zeta potential (Ψξ ) and surface
potential (Ψ0) with respect to the bulk pH for dielectric material SiO2. The value of α is non-
linear for low values of bulk pH and almost constant for higher values of bulk pH. Also, the α

value is close to one (ideal state) for higher bulk pH. From equation 3.29, it is noted that Ψ0 will
have a higher negative value compared to Ψξ .

As pH increases from 1 to 14, the surface potential Ψ0 will become more negative as the
concentration of OH− ions in the electrolyte increases. A similar effect will be observed on
zeta potential Ψξ but it would be less negative compared to surface potential Ψ0. At pH = 2, the
surface potential will be zero for SiO2 as the dielectric material. Another observation to be made
is that for lower values of pH, the surface potential has a value close to zero (Ψ0) and for higher
values of pH, the surface potential Ψ0 has a linear dependence on pH. This behaviour of the
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Figure 3.8: Effect of pH variation on surface potential (Ψ0), zeta potential (Ψξ ) and sensi-
tivity factor α . Surface potential (black line), Zeta potential (red line) and sensitivity factor
(green line) as a function of Bulk pH are shown which is calculated from the analytical model
in MATLAB of the Gouy-Chapman Stern layer theory.

surface potential Ψ0 leads to the conclusion that there will be more change in surface potential
Ψ0 for higher pH values making it easier to detect the target molecules.



Chapter 4

Effect of oxides and its application to an
absolute pH sensor

In the previous chapter we have seen the analytical models. This chapter shows the application
of the Gouy-Chapman-Stern model described in section 3.3 of chapter 3 to both SiO2 and H f O2

along with addressing the issue of drift. ISFETs have triggered a serious limitation known to
anyone using them that they require continuous re-calibration. ISFETs show unreliability that
can be manifested in the drift of the threshold voltage (Vth) or the output current (ISD) used to
transduce the acidity/basicity [36–38]. This limits the applications that require accurate monitor-
ing of the pH during periods lasting hours as well as the miniaturisation of highly multiplexed
devices. Due to drift, ISFETs require compensation strategies based on calculations or using
reference devices that require extra resources.

Our work aims to address a critical scientific issue such as the impact of oxide degrada-
tion (sensing interface deterioration) on the sensor’s performance. The methods described here
are based on analytical equations derived and implemented in MATLAB code. We propose a
method to determine the absolute pH using a dual capacitance system, which can be mapped to
determine the acidity. We compare the impact of degradation in two materials: SiO2 and H f O2,
having low-k and high-k dielectric respectively.

This chapter is based on a publication by Cristina Medina-Bailon, Naveen Kumar, Rakshita
Dhar, Ilina Todorova, Vihar Georgiev and Cesar Pascual García, 2021. Comprehensive analyti-
cal modelling of an absolute pH sensor. Sensors, 21(15), p.5190. I did MATLAB programming
and graphs for section 4.1.

46
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4.1 Oxide Capacitance methodology

There is an irreversible chemical degradation of the dielectric barrier responsible for the change
in capacitance at the origin of the drift. The migration of charges into the oxide materials [39–42]
decreases the dielectric constant of the affected region [43]. The re-calibrations are achieved us-
ing external reference buffers with known acidity. More sophisticated systems make use of an
internal generation of acid that performs a titration curve [44, 45]. Finally, there are models
that propose to predict the degradation of the capacitance [41, 43, 46, 47]. However, all of the
above methods require experimental interruptions or can be sensitive to drastic changes in am-
bient conditions. Most of the ongoing work focuses on the reliability and material properties
of different oxides to enhance the ISFET performance but the operation of a FET device may
get affected due to several process parameters that may make the results less reliable. Here, we
present a detailed methodology to enhance the sensor reliability by aiming to get accurate values
irrespective of FET operation.

The migration of ions from the electrolyte into the dielectric is observed experimentally as
a decrease of the capacitance resulting from the irreversible chemical transformation of a layer
of the original material. The ions diffuse down to an effective depth that in some cases can
be calculated for given experimental conditions [43, 48]. The degraded material experiences a
decrease of the dielectric constant which in some materials like Al2O3 reaches values of 20% of
the original one [43]. The typical penetration depths of ions account for several nanometers in
the span of hours depending on experimental conditions that include the pH of the electrolyte,
the ionic strength and the temperature. In steady-state conditions, the degradation often leads to
a fast transition and a complete failure of the device when leakage currents appear between the
electrolyte and the semiconductor channel.

To simulate the degradation, both the effective dielectric constant and penetration depth can
be adjusted phenomenologically to match the capacitance with several combinations that can
provide a successful description of the sensor behaviour before the avalanche of leakage cur-
rents makes the device fail. In our model, we have modelled the degradation with a reduction
to an arbitrary dielectric constant with a value of 20% of the original one. The degraded region
is associated with a corresponding effective penetration depth of the ions of x that is used to pa-
rameterize the degradation. To determine the absolute pH, we consider two ISFET devices with
different thicknesses tox1 and tox2 of the dielectric barrier, subjected to the same experimental
conditions and thus, with the same penetration of the effective degradation x on both of devices.

Figure 4.1(a) shows schematically sections of the interface between the electrolyte and the
silicon channel using our model for two cases corresponding to devices of SiO2 and H f O2,
respectively. The dielectric barrier in each device can be considered to be made of two materials
in a series. The first material in contact with the electrolyte accounts for the degraded region
with the adopted effective dielectric constant 20% of the original material and the total effective
thickness x corresponding to the penetration of the degradation. The second material has the
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dielectric properties of the original material (SiO2 or H f O2) with a total thickness of (tox1− x)
or (tox2−x) for the first and the second device respectively that will be used to determine the pH.
Underlying the non-degraded dielectric in each device, there is the silicon channel as shown in
grey in the schemes of figure 4.1(a). Each sensor of absolute pH could consist of more than two
of these devices which would be redundant but could help in improving the precision. However,
for simplicity in this work, we have considered only the use of two devices to determine the
absolute pH. We also consider that all the devices with SiO2 or H f O2 dielectric barriers will
have the same configurations (silicon dimensions, doping, length, etc.) except for the oxide
thickness (tox1=5nm and tox2=10nm). For practical reasons, in the simulations of this work, we
have considered a maximum penetration of ions degrading the oxide of 3nm. We have also
considered in our configuration a common reference electrode for both devices.

For each device, the total oxide capacitance (Cox) is calculated as two capacitances in series
including a capacitance without any degradation (C1

ox) and another one with the degradation
(C2

ox):

1
Cox

=
1

C1
ox
+

1
C2

ox
=

tox− x
ε1

r ε0
+

x
ε2

r ε0
(4.1)

where ε1
r is the relative dielectric constant of the original material, ε2

r is the relative dielectric
constant of the degraded region material and ε0 is the vacuum dielectric constant.
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Accordingly, the total oxide capacitance for each sensor has been calculated from Equa-
tion 4.1:

Coxi =
ε1

r ε2
r ε0

ε1
r x+ ε2

r (tox,i− x)
(4.2)

where the index i has been added to the total capacitance to determine ox1 or ox2 referring to the
devices with the original dielectric of 5nm or 10nm, respectively.

Figure 4.1(b) shows the oxide capacitance calculated using Equation 4.2 as a function of the
degraded region x, for the sensor interfaces with both thicknesses and materials. The observed
behaviour corresponds to the decrease of the capacitance with increasing degradation depth x,
which is equivalent to what is observed in other works [48]. Regarding the total change in the
oxide capacitance in the degradation range studied, it is much more pronounced for H f O2 than
for SiO2. This is due to the higher dielectric constant εr of H f O2 in comparison to the one
of SiO2 (23.4 and 3.9, respectively [49]). Comparing the devices within the same material, as
expected, the total variation of the capacitance is more pronounced for the configurations with
5nm oxide thickness with respect to the thicker oxides of 10nm, as the degraded region repre-
sents a larger part of the total dielectric thickness. Overall, it can be concluded that the H f O2

capacitance shows larger susceptibility to the degradation and the variations in the thickness due
to the diffusion process when it is compared to the SiO2.

4.2 Impact of the degradation of the dielectric on the deple-
tion width on different materials

To calculate the effect of the adsorbed charges on the device’s current, the energy band diagram
in the direction perpendicular to the surface of the oxide is considered as shown in figure 4.1(c).
The model does not take into account the possible differences in the chemical potential between
the semiconductor and the electrolyte, charges accumulated on the interface between the sili-
con and the dielectric barrier or phenomenon like the degradation of the reference electrode.
When the semiconductor and the electrolyte are connected through a reference electrode and a
gate voltage is applied between the two, it is possible to set the relation between the different
potentials:

Ψ0 =Vox−VG +ΨS (4.3)

where Ψ0 is the oxide-electrolyte interface potential, ΨS is the oxide-silicon interface poten-
tial, Vox is the potential drop across the oxide and VG is the external bias at the backgate. To
understand it better, it can be re-written as
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Figure 4.1: (a) Schematic representation that shows how the oxide capacitance is modelled
considering a degraded region. Two different couple of devices is described in the diagrams
including the combinations of two different oxide materials in the dielectric region. For each
device couple, we have considered two oxide thicknesses: (blue) tox,1 = 5 nm and SiO2, (green)
tox,2 = 10 nm and SiO2, (red) tox,1 = 5nm and H f O2, and (magenta) tox,2 = 10nm and H f O2.
This colour notation to identify each device has been kept the same throughout the whole pa-
per. (b) Total capacitance vs. degradation using the penetration depth of the degrading charges
as a parameter of the degradation. (c) Schematic of the energy band alignment along one inter-
face in a generic ISFET sensor.
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Ψ0−ΨS =Vox−VG (4.4)

The term Vox in Equation 4.3 accounts for the energy accumulated across the dielectric bar-
rier. It can be expressed using the charge on the semiconductor side and considering a planar
condenser:

Vox =
qNAWD

Cox
(4.5)

where Cox is the area capacitance of the dielectric barrier (typically a metal oxide) described in
Section 4.1, q is the elementary charge, NA is the density of dopants in the semiconductor and
WD is the region in the semiconductor channel depleted from carriers shown in figure 4.1 (c)
in darker grey colour . WD can be derived solving the Poisson equation for ΨS with a planar
configuration:

∂ 2ΨS

∂x2 =
−qNA

εsε0

∣∣∣∣x=WD

x=0
−→ΨS =

qNAW 2
D

2εsε0
(4.6)

where εs is relative dielectric constant of the semiconductor. We have replaced εsε0=εSi as p-
type doped Silicon is used as a semiconductor channel for this work. Note that WD changes
the region populated with carriers and thus can modulate the conductivity of the FET channel.
Combining Equations 4.3, 4.5, and 4.6, we have the following dependence:

Ψ0 +VG =
qNAWD

Cox
+

qNAW 2
D

2εSi
(4.7)

In Equation 4.7, WD changes with respect to the pH through the dependence of Ψ0 with the
acidity expressed in Equation 3.18 and so it is possible to get a final expression for WD as a
function of the pH:

WD =− εSi

Cox
+

√(
εSi

Cox

)2

+2
(

εSi

qNA

)
(Ψ0 +VG) (4.8)

A drift in the current will be observed due to the dependence of WD with the degradation of
the different parameters. In particular, the parameters from Equation 4.8 which are responsible
for the drift are (i) the changes in the dielectric material and thus in Cox due to the possible
penetration of ions or modifications of the dielectric (Section 4.1); and (ii) the changes in the
sensitivity (α) of the material, mainly due to the modifications in βdi f f because of the degrada-
tion of the surface with absorbed molecules that change the number of sites (NS) for the binding
of protons. In this work, the sensitivity has been calculated assuming the ideal sensor (in or-
der to equally compare the oxides) and making use of an iterative method with respect to Ψ0

to consider the real sensor. Accordingly, we have focused on studying the impact of different
penetration of ions in Cox.
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Based on the analytical model described in the Gouy-Chapman model of section 3.2 in chap-
ter 3, we have simulated the four devices detailed in section 4.1 grouped in couples having two
thicknesses (5nm and 10nm) for each material (SiO2 or H f O2). The effect of the degradation in
WD as a function of the pH is calculated. As a first step, to simplify the study of the drift from
other effects like the combination of the chemical affinity with the changes in the electrolyte, we
have considered the case with ideal sensitivity (α = 1).

We used equation 4.8 to calculate the parameters of the semiconductor channel, considering
a desirable dynamic range from 2 to 12. Thus, considering a p-doped semiconductor channel that
is going to be depleted in acidic conditions, we calculated a bias external voltage VG necessary to
have full conductivity (WD = 0nm) at pH=12, and calculated the value for both oxide materials.
NA was chosen to have a depletion region of WD = 100nm at pH=pHpzc considering the devices
with tox1= 5nm.

Figure 4.2 shows WD vs. pH for the interfaces described in figure 4.1 using the designated
colour codes. A tone scale convention from darker to a lighter colour for increasing x has been
added and will be maintained hereafter. As expected, WD decreases with pH in all the devices
as a result of the effect of the adsorbed protons. Comparing SiO2 figure 4.2(a)(b) and H f O2

figure 4.2(c)(d), the latter has a larger variation across the pH dynamic range due to the lower
dielectric constant. The impact of the drift caused by the degradation on the pH determination
by each of the devices is clearly observed in these graphics, as for a single depletion width, there
are a broad number of possible pH values corresponding to different states of degradation in
the material. For instance, if the constant WD=60nm is considered (solid orange line in Figure
4.2), the pH uncertainty between the cases of no degradation (x=0nm) and the maximum degra-
dation considered (x=3nm) are ∆pH=3.15 and ∆pH=3.30 for the SiO2 dielectric with tox1=5nm
and tox2=10nm, respectively; whereas the uncertainty is dramatically reduced to ∆pH=0.30 and
∆pH=0.31 for the H f O2 dielectric with tox1=5nm and tox2=10nm, respectively. In both cases,
∆pH is slightly higher for the device with tox1=10nm.

On the other side, queerly as considering Figure 4.2(c) and (d), H f O2 devices can offer a
better pH resolution as the current range of pH values possible relative to the total current vari-
ation in the dynamic range, is much more restricted than for SiO2. In addition, even if it is not
taken into account by these simulations, the chemical stability of H f O2 largely exceeds the one
of SiO2 and thus is less prone to ion penetration which makes the degradation occurs in longer
time periods. Elseways, SiO2 has proportionally a larger variation of WD as the degradation in-
creases. In order to resolve the absolute pH, we intend to determine the degradation considering
the current from a dual device composed of the two sensors with one of the two materials that
we had calculated. In this sense, SiO2 may have the advantage to determine an absolute pH as it
provides proportionally larger current contrasts within a given pH range.
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Figure 4.2: Depletion Width (WD) as a function of the pH considering the different degraded
regions in the oxide (x) from x = 0nm (non-degraded oxide) to x = 3nm for the two different
oxides ((a)/(b) SiO2 and (c)/(d)H f O2) and two different ideal biosensors (a = 1) which main
difference is the oxide thickness ((a)/(c)tox1 = 5nm and (b)/(d)tox2 = 10nm). The solid orange
line represents the example of the variation of the pH range for a constant WD = 60nm.
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4.3 Determination of absolute pH from the current acquisi-
tion in FET sensors

To illustrate the determination of pH in a case scenario, we used our model to calculate the
response of a pair of sensors with the geometry of a high aspect ratio FinFET shown in figure
4.3 (a). This ISFET geometry has been recently proposed by us as a robust and advanced design
for a biosensor [50]. Similarly to a single Silicon-Nanowire (SiNW), this geometry offers a
three-dimensional direct gating advantage with respect to typical planar devices or extended
gates. With respect to the nanowires (NWs), the high aspect ratio FinFETs can also improve
(i) the reproducibility of the sensitivity for ion sensing (pH), (ii) the total signal, and (iii) the
linearity of the current response. Moreover, high aspect ratio FinFETs have better linearity and
a smaller footprint if compared to NW arrays. Due to the planar configuration of the conduction
channel, the influence of small defects in pH sensing is localised and negligible for the sensor
signal if compared to their influence in nanoscale SiNWs. For our work, we have chosen the
device dimensions similar to the one shown in figure 4.3(a), where the width W was 200nm, the
height h was 2µm and the length L was 10µm.

For a given FinFET, WD can be related to the measured current depending on the geometry
of the sensor considering that the size of the channel is diminished across the cross-sectional
area by WD in all the directions perpendicular to the surfaces in contact with the electrolyte, and
then the total current (ISD) can be calculated as:

ISD = σ
A
L

VSD (4.9)

where σ , A, and L are the conductivity (a material property), the cross-section, and the length of
the silicon channel , respectively. At the point of zero charge, A coincides with the geometrical
dimensions of the FinFET channel (A =W ×h) as pH increases [A = (W −2WD)× (h−WD)].
In this way, WD is connected to the experimental data using the original geometrical cross-
section and the actual resistance of the channel (ρ = 1/σ ). Given the large aspect ratio, we have
considered h >>WD and thus we have approximated as A = (W −2WD)× (h). This possibility
to neglect the depletion width in one direction, is indeed the origin of the higher linearity of
the high aspect ratio FinFET with respect to NWs described in our works [50, 51]. Figure 4.3
(a) shows two SEM pictures from different perspectives of a typical high aspect ratio FinFETs
in which we have included schematics showing the electrical connections and the geometrical
parameters W , h and L.
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Figure 4.3 (b) shows ISD vs. pH for the pair of devices with silica dielectric at three differ-
ent degradation points (x=0.5nm, x=1.5nm and x=2.5nm shown in darker to lighter colours and
using solid blue lines for the thinner sensor and green dashed lines for the thicker sensor). We
illustrate that at an arbitrary pH, the acidity can be unequivocally determined using the current
values that intersect for example the orange lines in figures 4.3(b), (c) and (d) that mark constant
pH for values 3 and 10. For each of these pH values and for each state of degradation (x), figure
4.3(b) provides a pair of current values that will be observed on the pair of sensors at the inter-
section with the indicated orange lines with each of the curves respective to each degradation
x. For each sensor alone, there are several combinations of pH vs degradation x that provide
such currents values, but only at one point, a pair of currents converge with the same pH and
degradation x. Figure 4.3(d) shows the equivalent situation for pH 10.

Both figures 4.2 and 4.3 show that at more basic pH values, the differences in signal between
devices of the same material become smaller, and thus discriminating the value of the currents
for each state of degradation becomes more difficult depending on the values of the noise signal.
By this effect, also the determination of pH is also more affected by the noise signal at a more
basic pH as the acidity has not acted on the surface potential that builds the depletion width WD.
This becomes also apparent comparing the range of pH variation for a given current in figures
4.3(c) and (d). The range of pH in the degradation span of our studies for each current is nearly
three times larger for the pair of current values acquired at pH 3 (figure 4.3(c)) than for the ones
at pH 10 (figure 4.3(d)), showing that the degradation can depend less in the measuring error in
the first case. It is to be noted, that the current map calculations shown in figure 4.3 using our
simultaneous of current vs. pH, is equivalent to an experimental mapping in a pair of devices
with the same fabrication parameters except for oxide thickness, and where the simultaneous
current response would be mapped during the degradation of the oxide. In such a case, we
would bet a current map equivalent to figure 4.3(b). Given the broader response of SiO2 to
the degradation, it would require less precision on the determination of the current to obtain
a match in the current response to a single pH compared to materials with less change with
degradation, as for example the case of H f O2. However, the lifetime and the variability of the
sensor over time would still be beneficial for the material with higher chemical stability and
dielectric constant.

4.4 Implementation of the proton affinity on the sensor re-
sponse for non-linear sensitivities

Figure 3.8 in section 3.3.2 of Chapter 3 shows the relationship between α , Ψ0 and pH. The model
is able to reproduce the saturation of the surface potential observed in our previous experiments
[50–52]. At pH=2, which is the point of zero charge for SiO2, α has its minimum value. The
origin of the surface potential Ψ0 is also set equal to 0 at pH 2. Figure 3.8 shows that with
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Figure 4.3: (a) SEM pictures from a typical FinFET device fabricated in LIST, schematically
showing the electrical connections and the dimensions. In our work W, h and L have been cho-
sen from 200nm, 2 mm and 10 mm, respectively. (b) Current (ISD) as a function of the pH con-
sidering three degraded regions in the oxide (x=0.5nm, x=1.5nm, and x=2.5nm) for SiO2 and
two different ideal biosensors (a=1) having main difference is the oxide thickness (tox1=5nm
and tox2=10nm). (c-d) Calculated pH as a function of the degradation (x) for SiO2 and two dif-
ferent ideal biosensors (a=1) having the main difference is the oxide thickness (tox1=5nm and
tox2=10nm). The pH has been calculated considering the WD given by Equation 9 with three
degraded regions in the oxide (x=0.5nm, x=1.5nm, and x=2.5nm) and an initial (c) pH=3 and
(d) pH=10. The solid orange line represents the constant initial pH. Drain bias equals 50mV
and calculated gate bias equals 0.5914V are used for the simulation.
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increasing of the pH, the value of α becomes close to 1.0 (α must have a value between 0 and
1) and the surface potential Ψ0 increases to a higher negative value. As the acidity is increased,
the decrease in α results in the saturation of change in Ψ0. It is also to be noted, that contrary to
what is assumed in most cases, the behaviour of Ψ0 is not linear through the pH range, and that
has singularities due to the interplay of proton affinities with the double-layer capacitance.

Figure 4.4 shows ISD vs. pH for a device couple of SiO2 with corrected α . As in the case
of the ideal sensitivity, the current values in both devices converge to the maximum at basic
conditions due to the vanishing WD. Contrary, when the pH is very acidic (pH = 2 or 3), there
is a larger drift of the current values with x. The effect of the drift is even larger for the device
with tox1 in comparison to the tox2. This is expected due to the larger proportion of degraded
material in the device with an oxide thickness equal to 5nm. Another interesting point is that
both devices have an almost identical current profile for all pH values at maximum degradation
of 3nm (ISD vs pH curves with lighter colours). Hence, it seems that once the degraded region
of the oxide dominates the contribution of the capacitance. The effects of the saturation of the
sensitivity α are also observed in the acidic range for both currents simulated in figure 4.4 as
the variation of ISD vs pH decreases as the pH becomes more acidic. This loss of sensitivity
affects also the determination of pH, as for a given noise signal, more pH values will fall within
the range of error. However, this is a property of the material observed in the saturation of the
surface potential in figure 3.8 which can not be resolved with a different operation mode.

The lines of constant ISD at 20% of the total conductance (ISD = 0.2µA) are indicated as
horizontal orange lines in figure 4.4. It can be noticed, that the pH uncertainty associated with
that measurement is much greater for the device with thinner oxide.

4.5 Optimisation of pH determination using a ISD follower in
one of the sensors

The current response obtained in figure 4.4 (a) and (b) can be used to reproduce the plan of
action described at the end of section 4.3 to obtain the absolute pH. However, using a constant
gate voltage is detrimental to the accuracy at more basic pH values due to the similar values
between currents at different x because of the small values of WD. The traditional method to
measure the acidity follows the surface potential Ψ0 by compensating with a voltage bias applied
between the channel and the reference electrode to maintain a constant current, usually closed
to one obtained with the threshold voltage of the transistor (maximum WD), but not too low as
to increase the signal to noise ratio.

Figures 4.5 (a) and (b) show the calculation of the gate voltage correction to maintain a cur-
rent of 0.2 µA (equivalent to a WD of 80 % of the width of the sensor) as a function of pH
and for all the states of degradation within the range of our study for the devices with thinner
and thicker dielectrics, respectively. The different curves of VG vs pH for each state of degra-
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Figure 4.4: Current (ISD) as a function of the pH considering different degraded regions in the
oxide(x) from x=0nm (non-degraded oxide) to x=3nm for SiO2 and two different non-ideal
biosensors(α is self-consistently computed using the iterative method as shown in Chapter 3)
which main difference is the oxide thickness ((a) tox1=5nm and (b) tox2=10nm). The solid or-
ange line represents the example of the variation of the pH range for a constant ISD =0.2mA.
Drain bias equals 50mV and calculated gate bias equals 0.3825V are used for the simulation
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dation are parallel to each other, showing an opposite behaviour to Ψ0 (shown in figure 3.8) to
compensate the charge accumulated due to the pH.

In order to use figure 4.5(a) and 4.5(b) as a map of values to determine the pH, we have to
take into consideration that there is only a common reference electrode in the system. Conse-
quently, only one of the devices can be kept at constant current IDS. Here, we have arbitrarily
chosen to maintain constant the device with the smaller oxide thickness, and use the map in
figure 4.5(a) corresponding to a particular pH and state of degradation, while using the obtained
values of VG and parameter of degradation x to calculate the current that corresponds in the
second device. Figure 4.5(c) and 4.5(d) show the possible values of pH vs. degradation that
could be obtained at the values mapped for pH 3 and 10 respectively for both sensors shown in
blue and green for the 5nm and 10nm sensors, respectively. We have extracted the values of VG

and the current of the second sensor obtained at the levels of degradation of 0.5nm, 1.5nm and
2.5nm. It can be observed that equally to the method of the current, for each pair of devices,
there is a single point that determines the pH and the parameter of degradation. Comparing the
slopes obtained in the pH determination using the current output figures 4.3(c) and 4.3(d) with
the ones obtained with the mapping of VG and the current of the second sensor in figure 4.5(c)
and 4.5(d), we can notice that the later have a steeper slope. This signals also better determi-
nation as determined the range of degradation corresponds to a shorter range of pH with the
best precision acquired in figure 4.5(c) of the determination only with the current. Thus, using
current as the mapping parameter for an unknown variable "oxide degradation" and a controlled
variable "operating bias", we were able to accurately determine the pH value with the help of
two similar devices with different oxide thicknesses.

In conclusion, in this chapter, we have implemented the effect of the degradation at the di-
electric barrier that induces the current drift. The derived model used a capacitance representing
the degraded region which is adjusted with a phenomenological effective dielectric constant and
depth connected in series with the capacitance of the rest of the non-degraded material with the
original properties. We calculated the response of the degradation of the capacitance for two
materials, SiO2 and H f O2 as examples of low and high dielectric constants, respectively. The
relative effect of the degradation is higher for materials with lower dielectric strength. Also,
without any correction, the materials with a higher dielectric constant have less uncertainty of
the measured pH.

Using the modification of the capacitance with degradation, we propose a method to deter-
mine the absolute pH using a mapping of dual sensor response. We have used a mapping with
calculations equivalent to a mapping that would be produced experimentally with reproducible
devices. To simulate the effects of the chemical response of the materials, we have implemented
the site-binding model interacting with stern and double-layer capacitances. This model does
not take into account the modification of binding sites at the interface of the dielectric and the
electrolyte. We have shown that using a common reference electrode at constant voltage, the
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Figure 4.5: (a-b) External bias at the back gate (VG) as a function of the pH calculated using
Equation 3 for a constant ISD=0.2mA considering different degraded regions in the oxide (x)
from x=0nm (non-degraded oxide) to x=3nm for SiO2 and two different non-ideal biosensors
whose main difference is the oxide thickness ((a)tox1=5nm and (b)tox2=10nm). (c-d) Calcu-
lated external bias at the back gate (VG) as a function of the degradation (x) for SiO2 and two
different non-ideal biosensors whose main difference is the oxide thickness (tox1=5nm and
tox2=10nm). The VG has been calculated using Equation 3 considering the WD given by Equa-
tion 9 with three degraded regions in the oxide (x=0.5nm, x=1.5nm, and x=2.5nm) and an ini-
tial (c) pH=3 and (d) pH=10. The solid orange line represents the constant VG in which the
curves for both devices cross. In all the figures (a-d), a is self-consistently computed using the
iterative method as shown in Chapter 3
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current values are less accurate to determine the pH at basic pH where there is less action of the
acid and less depleted region in the semiconductor. This effect can be partially corrected using
the voltage of the reference electrode as a current follower for one of the devices. However, in
the case of materials like SiO2, the effect of site-binding saturation at acidic pH also causes a
decrease in the sensitivity, which affects also the possibility to determine the absolute pH.



Chapter 5

Effect of different oxides on Amino acid
(AA) sensing

This chapter explores the effect of low-k, high-k and very high-k oxides for amino acid sensing.
For this purpose, three types of oxides are considered -SiO2, H f O2 and TiO2 having increasing
k values respectively. We are interested in simulating amino acid (AA) because eventually, it
will lead to protein sensing.

Amino acids are the basic building blocks for protein. Amino acids (AA) consist of an
alpha-Carbon Cα or a tetrahedral carbon. This alpha-Carbon Cα or a tetrahedral carbon has one
amine, tetrahedral nitrogen attached to the carbon. The other is carboxylic acid where carbon is
double-bonded to oxygen and also attached to a hydroxyl OH. Also, a side chain -R is shown in
figure 5.1 below.

This chapter shows the application of the Gouy-Chapman-Stern model described in section
3.3 of chapter 3 to amino acids (AA) on top of the oxides -SiO2, H f O2 and TiO2. Or we can
say extended to increasing surface complexity. This is an analytical model implemented in the
MATLAB program and it is used for sensing different types of amino acids (AAs) such as Argi-
nine (R), Aspartic acid (D), and Proline (P). We are increasing the surface complexity from a

Figure 5.1: Structure of Amino acid showing the tetrahedral carbon having amine, carboxylic
and R side chain.
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simple oxide layer to the addition of AA. Moreover, in order to represent as close as possible
the experimental environment in our model we have considered linker groups which provide the
connections between the AA and gate oxides. The dielectric constant of the gate oxide has a sig-
nificant impact on tuning the device’s primary characteristics such as surface potential (Ψ0) and
intrinsic buffer capacity (β ) which are used to evaluate the sensor’s reliability and sensitivity. In
order to show the capability of our model, in this chapter we have reported the simulation exper-
iment with three amino acids (AAs) with different side chains. The three amino acids chosen are
such that depending on the electrolyte and pH value of the solvent they can exist in basic (R),
acidic (D) and neutral (P) forms in the solution. The main conclusion from our simulation is that
our work shows each AA has a unique signature or fingerprint that can be used to distinguish
and identify each AA [53].

This chapter is based on the publication by Dhar, R., Kumar, N., Garcia, C.P. and Georgiev,
V., 2023. Deriving a novel methodology for nano-BioFETs and analysing the effect of high-k
oxides on the amino-acids sensing application. Solid-State Electronics, 200, p.108525. I did
MATLAB programming, made diagrams and did the writing for this Chapter.
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Figure 5.2: Schematic diagram of the BioFET sensor with immobilised amino acids over the
oxide. AA denotes the amino acid with carboxyl sidechains (example-Aspartic Acid). At the
very bottom, the light blue colour is the Silicon nanowire channel. Immediately on top of it,
as seen in dark blue colour, is the oxide that can be TiO2, H f O2 or SiO2. The Silanol groups
(SiOH) are represented directly above SiO2 in this case having pink colour. The top of a silanol
group is covered with light green colour which is the linker also known as a polyethene glycol
(PEG) layer. PEG is covalently bonded to the amino acids on one side and to silanol on the
other as seen in purple colour. The AA has the possibility to be protonated/ deprotonated or to
have active

5.1 Structure of FET with immobilized amino acids (AA)

Fig. 5.2 shows a schematic diagram of the ISFET sensor with immobilized amino acids over the
gate oxide. AA is shown with carboxyl side chains (for example - aspartic acid as seen in the fig.
5.2). The light blue colour is the Silicon channel. Above that, as seen in dark blue is the oxide,
silicon dioxide, in this case, SiO2. Then comes the electrolyte shown in light yellow colour.
The electrolyte is NaCl + H2O (Salt and water). When the electrolyte comes in contact with the
gate oxide, Silanol groups (SiOH) are formed as shown by the light pink colour having a crown
shape. Various symbols are shown addressing the different chemical species in the solution, e.g.
protons (H+)and hydroxide anion (OH−). The linker as seen in light green colour having an
elliptical shape is used in experiments [54] and for simulation purposes as well here. The linker
is a (3-Aminopropyl)trithoxysilane molecule or APTES for shorter. Biosensors use a linker for
providing stability and affinity towards target molecules [55]. Linker connects the silanol group
to AA by covalent bonds which are chemically very stable and more over the links passivates
the silanol group on the oxide surface. Immediately above the linker in purple colour is AA with
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a carboxyl sidechain having active sites, neutral sites, sites occupied with H+ or sites occupied
with OH−. The active AA sites are shown by an inverted triangle with black colour. Next are
the neutral sites meaning it is not possible for anything to attach to them. They are shown in
a semi-circle in black colour. Sites occupied by H+ ions are shown in a grey colour diamond
shape. Sites occupied by OH− are shown by a red colour circle. From Fig. 5.2 it is clear that the
system under investigation is very complex with many chemical and biological species which
must be considered if we want to describe accurately the sensing process in nano-biosensors.
We want to emphasise that our simulation considers the equilibrium conditions of the solvent
and our analytical model represents a static picture (snapshots).

The subsequent sections will explain how important parameters, Figures of Merit (FoM),
like- zeta potential (Ψξ ), surface potential (Ψ0), sensitivity, intrinsic buffer capacity (β ), total
capacitance (CT ), drain current (ID) and depletion width (WD) depend on the bulk value of the
pH. More importantly, all of these FoM can be used as unique fingerprints for the identification
of AAs and polypeptides.

5.2 Calculations of the Zeta Potential for oxides

The methodology used to calculate the zeta potential (Ψξ ) is as described in the previous chapter
3 section 3.3 of the Gouy-Chapman-Stern theory. Follow steps 1-3 and the value of zeta potential
(Ψξ ) for all oxides- silicon dioxide SiO2, hafnium oxide H f O2 and titanium dioxide TiO2 is
obtained. The relative permittivity (εSiO2 , εH f O2 and εTiO2) used are different for different oxides.
The Eq. 3.30 is then modified as follows for each gate oxide.

σgcsSiO2 =
√

8kBT εSiO2ε0c0sinh(
qΨξ SiO2

2kBT
) (5.1)

where εSiO2 = 3.7 [56]

σgcsH f O2 =
√

8kBT εH f O2ε0c0sinh(
qΨξ H f O2

2kBT
) (5.2)

where εH f O2 = 25 [57]

σgcsTiO2 =
√

8kBT εTiO2ε0c0sinh(
qΨξ TiO2

2kBT
) (5.3)

where εTiO2 = 80 [57] The concentration c0 = 0.1 M as mentioned previously which is a low
concentration solution [25] [58].Rest remaining terms in the Eq.’s 5.1, 5.2, 5.3 are constants.

The surface charge density (σ0) is then again calculated by the site-dissociation model/site-
binding model as per Eq.3.6 for three different oxides SiO2,H f O2 and TiO2.

σ0SiO2 = qNsSiO2

cH2
s −KaSiO2KbSiO2

cH2
s +KbSiO2cHs +KaSiO2KbSiO2

(5.4)
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where
NsSiO2 = Number of sites for SiO2 (in per cm2)
KaSiO2 = Acidic dissociation constant for SiO2

KbSiO2 = Basic dissociation constant for SiO2

σ0H f O2 = qNsH f O2

cH2
s −KaH f O2KbH f O2

cH2
s +KbH f O2cHs +KaH f O2KbH f O2

(5.5)

where
NsH f O2 = Number of sites for H f O2 (in per cm2)
KaH f O2 = Acidic dissociation constant for H f O2

KbH f O2 = Basic dissociation constant for H f O2

σ0TiO2 = qNsTiO2

cH2
s −KaTiO2KbTiO2

cH2
s +KbTiO2cHs +KaTiO2KbTiO2

(5.6)

where
NsTiO2 = Number of sites for TiO2 (in per cm2)
KaTiO2 = Acidic dissociation constant for TiO2

KbTiO2 = Basic dissociation constant for TiO2

Ideally, the values obtained from equation 5.1 and equation 5.4 should be equal for SiO2.
And similarly, the values for equation 5.2 and equation 5.5 should be equal for H f O2. Along
with the values for equation 5.3 and equation 5.6 for TiO2 should be equal.
However in this case they aren’t when the values are drawn by the six equations, equation 5.1 to
5.6 mentioned above. This is so because we still need to find the "correct" value of zeta potential
Ψξ in order to solve the surface charge density. To solve this problem we have initialised the
potential and we have solved the equations self-consistently. Hence, now we compare surface
charge density obtained by Site-binding with that of the Gouy-Chapman Stern layer model.
Checking which value is greater and deciding whether the higher potential or lower potential
needs to be shifted for the bi-section method as described in the chapter above. We need to
continue this comparison until the error in the surface charge density is < less than the tolerance
(1e-50).

Figure 5.3 (a) has been obtained which shows the variation in zeta potential (Ψξ ) with respect
to pH for three different oxides namely SiO2, H f O2 and TiO2. As can be seen from the figure
5.3(a), the pHpzc for SiO2,H f O2 and TiO2 can be easily recognized from the simulated graphs.
Ψξ is the potential on the shear plane [59], which is most negative for the SiO2 due to its higher
affinity for losing protons and Ψξ is most positive for H f O2 because of its higher pK value
of protonated sites. For SiO2, the pHpzc is in agreement with the experimental value [60]. In
the case of H f O2 and TiO2, the pHpzc simulation value differs from the data available in the
literature [28], [61], [62]. This may be attributed to the ways in which oxides are grown and
impurities present on the surface of oxides [63], [60].
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Figure 5.3 (b) is the graph of the sensitivity factor (α) as a function of the bulk pH. α = 1
is the ideal case meaning the device is highly sensitive. This has been called the ideal case as a
small change in pH does not cause a change in sensitivity. When α < 1, it is a non-ideal case and
the device is less sensitive. Since during this region, a small change in pH causes a large change
in sensitivity. During the higher values of pH, α has a value nearer to 1 and constant. It means
there is no change in sensitivity to the change in pH. For lower values of pH, α has a non-linear
trend and values are less than 1. It means that there is a huge change in sensitivity to the change
in pH. It can be noted from fig. 5.3 (b) that α has lowest values (almost near to zero) for SiO2,
H f O2 and TiO2 when pH = pHpzc. As the Ψξ becomes negative or positive, the α increases on
both sides due to an increase in Ψξ away from the pHpzc. Also the equation 3.19 has Cdi f f and
βdi f f terms. From equation 3.26, it is noted that it has a cosine hyperbolic term. The increase
in the α on both sides of pHpzc can also be attributed to this. Equation 5.7 - equation 5.9 shows
the values for α of different types of oxides:

αSiO2 =
1

1+2.303
kBTCdi f f SiO2
q2βdi f f SiO2

(5.7)

αH f O2 =
1

1+2.303
kBTCdi f f H f O2
q2βdi f f H f O2

(5.8)

αTiO2 =
1

1+2.303
kBTCdi f f TiO2
q2βdi f f TiO2

(5.9)

Where equation 5.10 - equation 5.12 shows the values of Cdi f f SiO2 , Cdi f f H f O2 and Cdi f f TiO2

respectively.

Cdi f f SiO2 =

√
2q2εε0c0

KBT
cosh(

qΨ0SiO2

2KBT
) (5.10)

Cdi f f H f O2 =

√
2q2εε0c0

KBT
cosh(

qΨ0H f O2

2KBT
) (5.11)

Cdi f f TiO2 =

√
2q2εε0c0

KBT
cosh(

qΨ0TiO2

2KBT
) (5.12)

where equation 5.13 - equation 5.15 shows values of Ψ0SiO2 , Ψ0H f O2 and Ψ0TiO2

Ψ0SiO2 =

√
8kBT εε0c0sinh(

qΨξ SiO2
2kBT )

Cstern
+Ψξ SiO2

(5.13)

Ψ0H f O2 =

√
8kBT εε0c0sinh(

qΨξ H f O2
2kBT )

Cstern
+Ψξ H f O2

(5.14)
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Ψ0TiO2 =

√
8kBT εε0c0sinh(

qΨξ TiO2
2kBT )

Cstern
+Ψξ TiO2

(5.15)

And equation 5.16 - equation 5.18 shows the values of βintSiO2 , βintH f O2 and βintTiO2 respec-
tively.

βintSiO2 = 2.303NsSiO2Hsur f
KbSiO2H2

sur f +4KaSiO2KbSiO2Hsur f +KaSiO2K2
bSiO2

(KaSiO2KbSiO2 +KbSiO2Hsur f +H2
sur f )

2 (5.16)

βintH f O2 = 2.303NsH f O2Hsur f
KbH f O2H2

sur f +4KaH f O2KbH f O2Hsur f +KaH f O2K2
bH f O2

(KaH f O2KbH f O2 +KbH f O2Hsur f +H2
sur f )

2 (5.17)

βintTiO2 = 2.303NsTiO2Hsur f
KbTiO2H2

sur f +4KaTiO2KbTiO2Hsur f +KaTiO2K2
bTiO2

(KaTiO2KbTiO2 +KbTiO2Hsur f +H2
sur f )

2 (5.18)

Figure 5.3 (c) shows β has a similar trend with respect to pHB as that of α . It is so because
β denotes the change in surface charge density (σ0) with respect to surface pH (pHS) as shown
in equation 5.19 [28]. The ability of the surface to store charge on the surface after changes in
the H+ ions concentration on the surface is called the intrinsic buffer capacity. Hence it can be
observed that for all the pHpzc of SiO2, H f O2 and TiO2 the value of β is the lowest. It means
there is no change in the surface charge at pHpzc or it is zero.

δσ0

δ pHS
=−qβint (5.19)

5.3 Calculations of Surface potential for oxides

In the analytical simulation methodology as described in chapter 3, the zeta potential (Ψξ ) is
obtained first. From equation 5.13 - equation 5.15 then we can obtain the surface potentials Ψ0

for SiO2, H f O2 and TiO2. Figure 5.4 (a) shows the variation of surface potential with respect
to bulk pH for different types of oxides SiO2, H f O2 and TiO2. The trend is similar to that
of Ψξ clearly showing the pHpzc’s for all oxides including the addition of stern layer potential
(Ψstern). Non-linearity of Ψ0 for TiO2 and SiO2 is due to the large difference between the affinity
constants [61].

Figure 5.4 (b) shows the 2nd order derivative of Ψ0 with respect to bulk pH. It shows the
transition of reactive sites over the oxide from protonation to deprotonation clarifying the pHpzc

value for all three oxides - SiO2, H f O2 and TiO2. All curves cross the zero value of the 2nd
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Figure 5.3: (a) Zeta potential (Ψξ ),(b) Sensitivity factor (α), (c) Intrinsic buffer capacity (β )
variation in relation to pH for three different gate oxide materials

order derivative of Ψ0 at a pH value which corresponds to the point of zero charge. Indeed, this
is consistent with the experimental observation and the simulation methodology.

Figure 5.4 (c) shows the total capacitance or equivalent capacitance for all the three oxides
considered in this case. Total capacitance (CT ) is calculated by considering the following capac-
itance in series:
(i) Cox (Oxide capacitance - SiO2, H f O2 or TiO2)
(ii) Cstern (Stern layer capacitance depending on the oxide )
(iii) Cdl (Diffusive layer capacitance depending on the oxide)
As all these capacitance (i)-(iii) are connected in series, their total capacitance can be calculated
as shown in the equation 5.20 below [28]:

1
CT

=
1

Cox
+

1
Cstern

+
1

Cdl
(5.20)

The total capacitance for TiO2 is the highest because the TiO2 permittivity is higher com-
pared to H f O2 which is next and SiO2 which has the least permittivity of all.

5.4 Amino Acids (AA) fingerprints

In Fig. 5.2 the AAs are immobilized by the carboxylic terminal leaving the AA with lower
affinity sites. As an example, aspartic acid (D) is immobilized over the linker with a carboxylic
terminal which eliminates the affinity corresponding to the C- terminal is shown.
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Figure 5.4: (a) Surface potential (Ψ0), (b) 2nd order derivative of Ψ0 , (c) total capacitance
(CT ) Vs pH. Graphs are shown for three different types of gate oxide materials

Figure 5.5: (a) shows the structure of C-immobilized Arginine(R) amino acids (AA) over PEG,
the blue highlight means that it is attached to PEG forming a covalent bond (b) shows the pro-
tonation in 1st amine side chain, highlighted in green (c) shows protonation in 2nd amine, high-
lighted in green (d) shows protonation in both the amine
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Figure 5.6: (a) shows the structure of N-immobilized Arginine(R) amino acids (AA) over PEG,
the blue highlight means that it is attached to PEG forming a covalent bond (b) shows the de-
protonation in carboxylic, highlighted in green (c) shows protonation in amine, highlighted in
green (d) shows both- protonation in the amine and deprotonation in carboxylic

Figure 5.7: (a) shows the structure of C-immobilized Aspartic(D) amino acids (AA) over PEG,
the blue highlight means that it is attached to PEG forming a covalent bond (b) shows the de-
protonation in the carboxylic, highlighted in green (c) shows protonation in amine, highlighted
in green (d) shows both- protonation in the amine and deprotonation in carboxylic
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Figure 5.8: (a) shows the structure of N-immobilized Aspartic(D) amino acids (AA) over PEG,
the blue highlight means that it is attached to PEG forming a covalent bond (b) shows the de-
protonation in 1st carboxylic, highlighted in green (c) shows deprotonation in 2nd carboxylic,
highlighted in green (d) shows deprotonation in both carboxylic

Figure 5.9: (a) shows the structure of C-immobilized Proline amino acids (AA) over PEG, the
blue highlight means that it is attached to PEG forming a covalent bond (b) shows protonation
of the amine (c) shows the structure of N-immobilized Proline amino acids (AA) over APTES,
the blue highlight means that it is attached to PEG forming a covalent bond (d) shows deproto-
nation of carboxylic
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Figure 5.10: (a) Depletion width (WD) (b) drain current (ISD) and (c) 2nd order derivative of
ISD (Graphs shown are for Arginine (R), Aspartic Acid (D) and Proline (P) amino acids con-
sidering SiO2 as a gate oxide with carboxyl group immobilised (solid line: C-Imm) and amine
group immobilised (dash line: N-Imm).

Fig. 5.5 (a) shows C-immobilised Arginine (R) amino acids (AA). Fig. 5.5 (b),(c),(d) shows
all its possibilities when it interacts with electrolytes of varying pH.

Fig. 5.6 (a) shows N-immobilised Arginine (R) amino acids (AA). Fig. 5.6 (b),(c),(d) shows
all its possibilities when it interacts with electrolytes of varying pH.

Fig. 5.7 (a) shows C-immobilised Aspartic (R) amino acids (AA). Fig. 5.7 (b),(c),(d) shows
all its possibilities when it interacts with electrolytes of varying pH.

Fig. 5.8 (a) shows N-immobilised Aspartic (R) amino acids (AA). Fig. 5.8 (b),(c),(d) shows
all its possibilities when it interacts with electrolytes of varying pH.

Fig. 5.9 (a) shows C-immobilised Proline (P) amino acids (AA). Fig. 5.9 (b) shows all
its possibilities when it interacts with electrolytes of varying pH. Similarly, fig. 5.9 (c) shows
C-immobilised Proline (P) amino acids (AA). Fig. 5.9 (d) shows all its possibilities when it
interacts with electrolytes of varying pH.

As the last step, we consider SiO2, H f O2 and TiO2 as an oxide surface for the immobiliza-
tion of the three different AAs (R, D and P). Two variants of each AA are considered C-Imm.
and N-Imm. (carboxylic or amine terminal is immobilized respectively). The full surface cov-
erage (no active silanol active groups on the surface) by the AA is considered for simulation. In
this thesis, the FET surfaces considered were completely covered with linker and amino acids.

Fig.5.10(a), fig.5.11 (a) and fig.5.12 (a) show the depletion width (WD) variation with respect
to pHB for different AAs (R,D,P) immobilized (C-Imm. or N-Imm.) over the SiO2, H f O2 and
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Figure 5.11: (a) Depletion width (WD) (b) drain current (ISD) and (c) 2nd order derivative of ISD
(Graphs shown are for Arginine (R), Aspartic Acid (D) and Proline (P) amino acids consid-
ering H f O2 as a gate oxide with carboxyl group immobilised (solid line: C-Imm) and amine
group immobilised (dash line: N-Imm).

Figure 5.12: (a) Depletion width (WD) (b) drain current (ISD) and (c) 2nd order derivative of
ISD (Graphs shown are for Arginine (R), Aspartic Acid (D) and Proline (P) amino acids con-
sidering TiO2 as a gate oxide with carboxyl group immobilised (solid line: C-Imm) and amine
group immobilised (dash line: N-Imm).
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TiO2 as gate oxide respectively. The depletion width (WD) is given in [23] and by equation 5.21
below.

WD =− εSi

Cox
+

√
(

εSi

Cox
)2−2(

εSi

qNA
)(Ψ0 +VG) (5.21)

where
εSi = εr.ε0 (relative permittivity of Si)
Cox = Oxide capacitance
Ψ0 = Surface potential
VG = Gate Voltage
NA = The density of dopants in the semiconductor

Considering the ISFET to be completely depleted at the lowest pH, a shift in surface potential
towards negative decrease the depletion width as seen from Fig.5.10(a), fig.5.11 (a) and fig.5.12
(a). With the same depletion width at the lowest pH, the higher permittivity of TiO2 amplified
the effect of Ψ0 to further decrease the depletion width as compared to the SiO2 and H f O2.

From Fig.5.10(a), fig.5.11 (a) and fig.5.12 (a), it can be seen that N-Imm. R and C-Imm. D
have same wave kind of trend as compared to rest AA’s. This can be understood from fig. 5.6
and fig. 5.7, they have deprotonated carboxylic side chains in lower pH values which reduces the
depletion width. As the pH increases, it causes protonation of the amine side chains as seen in
5.6 (c) and fig. 5.7 (c). This leads to the depletion width decreasing for lower pH and increasing
for higher pH.

Fig.5.10(b), fig.5.11(b) and fig.5.12(b) represent the drain current (ISD) variation with respect
to the pHB for SiO2, H f O2 and TiO2 as gate oxide respectively.The drain is current ISD is given
in [23] by equation 5.22 below:

ISD = σ
A
L

VSD (5.22)

where
σ = conductivity
A = cross-section area
L = length of Si channel
VSD = Drain to source voltage As the depletion width (WD) increases in a pMOS, the ISD de-
creases and vice versa as per the theory explained in section 2.7 of chapter 2. The same can be
seen when we compare fig.5.10(a), fig.5.11 (a) and fig.5.12 (a) with fig.5.10(b), fig.5.11(b) and
fig.5.12(b) respectively. The N-Imm. D and N-Imm. P is closer to each other as compared with
C-Imm. D and C-Imm. P as seen in fig. 5.12(b). This behaviour can be understood from fig.5.8
(b),(c),(d) and fig. 5.9 (d). From these, it is observed that there is deprotonation taking place at
all pH values as there are no amine groups and it becomes very difficult to identify them. Fig.
5.9 (a) and fig. 5.5 (a) undergoes protonation only as compared to fig. 5.7 (a) which undergoes
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protonation and deprotonation both. Hence, making it easier to distinguish.
Fig.5.10(c), fig.5.11(c) and fig.5.12(c) show the immobilized AAs ISFET behaviour in terms

of ∂ 2ISD
∂ pH2 for SiO2, H f O2 and TiO2 respectively. C-Imm. R and P exhibit positive charges on the

oxide surface across the pH range due to the presence of only amine sites. Also, the positive
charge acquired by C-Imm. R is more than C-Imm. P due to an extra amine side chain. C-Imm.
D is more balanced due to the presence of one C-terminal side chain and one N-terminal with
an isoelectric point at pH = 6.625.

N-Imm. D and N-Imm. P result in negative charges over the surface across the pH range due
to the presence of only carboxylic sites. N-Imm. D has an extra carboxylic compared to N-Imm.
P. N-Imm. R is balanced with an isoelectric point at pH = 7.325 similar to the C-Imm. D.

Different site-binding relations are used to calculate the Ψ0 and the affinity of remaining
amine/carboxyl sites is responsible for the distinct fingerprints of the AAs in ISD and ∂ 2ISD

∂ pH2 . TiO2

helped in generating more distinct fingerprints in terms of inflection points while maintaining
the same zero-crossover points as compared to the SiO2 and H f O2.This can be attributed to the
high dielectric constant of TiO2.



Chapter 6

TCAD Simulation Results

To explore different structures and geometries, this PhD project will perform numerical simu-
lations. The numerical simulations are carried out in Synopsys Sentaurus TCAD software. As
seen in chapter 4 that SiO2 is the best-suited oxide for our application. We are going to use SiO2

as a gate oxide for our holistic simulations in this chapter. This chapter introduces the device
in the simulations in addition to the analytical models of chapter 3. This will give us a holistic
view of how the ISFET behaves. This includes the heterogenous surface along with the homoge-
nous surface. In order to do this, the results of analytical simulations mentioned in section 3.3
can be used as input parameters to numerical simulations that may include other factors such as
the device heterogeneity or the spatial distribution of charges, as it is described in this chapter.
The combination of analytical modelling and numerical simulations allows additional flexibility,
which will help us explore the operation of the ISFET responses and the design of FET-based
biosensors.

This chapter is based on the publication by Dhar, R.P.S., Kumar, N., Medina-Bailon, C., García,
C.P. and Georgiev, V.P., 2021, September. TCAD Simulations of High-Aspect-Ratio Nano-
biosensor for Label-Free Sensing Application, In 2021 Joint International EUROSOI Workshop
and also
International Conference on Ultimate Integration on Silicon (EuroSOI-ULIS) (pp. 1-4). IEEE
and Dhar, R., Kumar, N., Garcia, C.P. and Georgiev, V., 2022. Assessing the effect of Scal-
ing High-Aspect-Ratio ISFET with Physical Model Interface for Nano-Biosensing Application.
Solid-State Electronics, p.108374. This complete chapter is done by Rakshita Dhar and the
review/guidance was done by other authors.
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Figure 6.1: p-type Silicon nanowire 3D view in TCAD having a high aspect ratio (H: W ≈
10) to scale. The length is along Y-axis, the width is along X-axis and the height is along Z-
axis. The doping concentration of the semiconductor material is shown in the colour bar. Since
only one type of doping is present it shows only one colour as it is a junctionless field effect
transistor (JL-FET)

6.1 Device Architecture

In this work, we have performed a numerical design-of-experimental (DoE) study to improve
the device design based on junctionless ion-sensitive field-effect transistor (JL-ISFET) based on
FinFET technology. The device dimensions are taken from experiments [25]. The ISFET device
is considered to have a high aspect ratio meaning the height-to-width ratio is high (H: W ≈ 10).
This will allow high adsorption of analytes as the surface area increases from one dimension to
two dimensions [25]. The 3D structure in Sentaurus TCAD is shown in figure 6.1. This structure
is without the electrolyte. The blue region is the p-type Si nanowire channel. The brown region
is SiO2 oxide. The pink borders around the blue region show the source and drain contacts.
Similarly, the pink border on the brown region shows the 3D gate contact. The structure has the
device dimensions in micrometres (µm). The dimension of the full device is 10.1 X 0.2 X 2 µm

(length X width X height) respectively. Detailed dimensions are shown in table 6.1. Further, the
details of doping concentrations are shown in table 6.2.

Figure 6.2 shows the 3D structure as seen in Sentaurus TCAD with electrolyte. The red
region is the electrolyte which is water and salt (H2O + NaCl). The electrolyte is modelled by
creating a new semi-conductor material in Sentaurus having doping 6.023X1019 cm−3 [64]. The
blue region is the Si fin and the brown region is SiO2. The doping concentration colour bar
can also be taken as a reference to check the doping in each region. The gate voltage VG is the
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Parameter Source(µm) Channel(µm) Drain(µm)
Length 10 10 10
Width 0.2 0.2 0.2
Height 2 2 2

Table 6.1: p-type Si nanowire dimensions of length, width, the height of the device for source,
channel and drain regions. All the dimensions are mentioned in µm. It can be seen that the
dimensions are uniform throughout the nanowire consisting of source, channel and drain

Parameter Source Channel Drain
Material Silicon Silicon Silicon
Doping p-type Boron p-type Boron p-type Boron

Doping level(per cubic cm) 1e17 1e17 1e17

Table 6.2: p-type Silicon nanowire doping level, type of doping and material used for the
source, channel and drain. It can be seen that the doping is uniform throughout the nanowire
consisting of source, channel and drain

pink border which surrounds the electrolyte. The device dimensions and doping are the same as
mentioned in table 6.1 and 6.2.

To obtain a better understanding of the 3D structure, the device cross-sectional view is shown
in Fig. 6.3. Figure 6.3 (a) shows a 3D cut along the X-axis. It’s the YZ plane showing the length
of the device as 10.1 µm. Figure 6.3(b) shows a 3D cut along the Y-axis. It shows the device in
the XZ plane having a width of 1µm. Figure 6.3 (c) is a zoom of the upper part of figure 6.3 (b).
It shows the oxide thickness to be 5nm which can be varied.

6.2 Device Physics

This section describes the physics of the devices taken into consideration in TCAD simulation
for figure 6.1 and figure 6.2.

6.2.1 Drift-Diffusion

The drift-diffusion model is the carrier transport model used in these simulations [65]. For semi-
conductor devices, two different approaches are employed to solve the coupled set of equations
that comprises the Drift-Diffusion model (it is also possible to combine the two methods for the
same problem when needed):
(i)The Newton iteration (or fully coupled method) and
(ii)The Gummel iteration (or de-coupled method)
In these simulations, the Gummel iteration is used because convergence was not met by the new-
ton iteration. But after further research, the mesh was improved and the implementation of fully
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Figure 6.2: p-type Silicon nanowire 3D view in TCAD having a high aspect ratio (H: W ≈ 10)
with Electrolyte to scale. The length is along Y-axis, the width is along X-axis and the height
is along Z-axis. The doping concentration of the semiconductor material is shown in the colour
bar. Since only one type of doping is present it shows only one colour as it is a junctionless
field effect transistor (JL-FET)
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Figure 6.3: shows the 2D structure of the device (a) shows the YZ plane or the side view to
scale along with doping concentration colour bar (b) shows the XZ plane or the front view (c)
shows the zoom of the upper part of (b) where SiO2 has 5nm thickness

coupled Newton iterations was achieved. To obtain convergence, the invariance of the solution
with respect to variations of the numerical mesh was checked. That means, once a mesh has
been created to assure convergence in a reasonable time, try to further reduce the mesh spacing
and see if the solutions do not change. If the solution does not change mesh is good [66]. A
mesh of 0.1 µm for non-interface regions and 0.01 µm for interface regions was established in
this process for 3D device simulations. In general, in an iterative solution method, we start with
a guess for the solution and then we successively renew this guess, getting closer to the solu-
tion at each stage. The iterations continue until the solution converges to the desired accuracy
xi – x(i−1) < e, where x is the solution vector, that is the vector of the values of the problem
unknowns, (i) is the index counting the iteration number, and e is the vector which defines the
needed accuracy [65].

6.2.2 Doping Dependent Masetti Mobility Model

The constant mobility model is used for undoped materials. For doped materials, the carriers
scatter with the impurities. This leads to a degradation of mobility. Doping-dependent mobility
degradation models are used henceforth in these simulations [65]. The default doping-dependent
model for predefined materials (e.g., Si) is the Masetti model. In places where new materials are
created (in this project the Electrolyte and stern layer), the Masetti model needs to be defined
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explicitly in the Physics section.

6.3 Device simulations without Electrolyte

This section describes the transfer characteristics obtained by implementing the Drift-diffusion
and the mobility models in Sentaurus TCAD for different oxide materials and thicknesses.

6.3.1 Transfer characteristics for four types of oxide material and thick-
ness

In the beginning for a simplistic simulation of the JL-ISFET device, 3D simulations are carried
out in TCAD without electrolyte material having two different types of oxides each having
different thicknesses. The below four cases of oxide materials and thicknesses were simulated:
(i) 5nm SiO2

(ii) 10nm SiO2

(iii) 5nm H f O2

(iv) 10nm H f O2

The transfer characteristics for all the above four devices are seen in figure 6.4. These graphs
are plotted both in linear and logarithmic scales. The results can be explained as follows.
According to metal oxide semi-conductor (MOS) equation 6.1, drain current (ID) is given by
[67].

ID,lin =
µpCox

2
W
L
[2(VG−Vth)VDS−V 2

DS] (6.1)

where
µp = mobility of majority carriers
Cox = oxide capacitance
W = width of the device
L = length of the device
VG = gate voltage
Vth = threshold voltage
VDS = drain to source voltage

The permittivity for SiO2 is given by εSiO2 = 3.9 and that of H f O2 is given by εH f O2 =
25 [32]. The drain current ID,lin as per equation 6.1 is directly proportional to oxide capacitance
and inversely proportional to oxide thickness Cox ∝

ε

tox
. This means that ID,lin should be more

for H f O2 than SiO2. It is the case in simulations as seen in figure 6.4. There is a channel at VG

= 0 because it’s a junctionless transistor. Hence there would be current flowing at VG = 0 which
leads to less hole current in the channel compared to the negative voltages VG.
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Figure 6.4: Current-Voltage(ISD-VGS) characteristics of four different MOSFET devices (with-
out electrolyte in the gate). The device dimensions are the same except for the thickness and
the type of gate oxide.

For VG > 0V, the depletion is more, and it will affect the most on a 5nm H f O2 device, leading
to the lowest drain current as per the equation 6.2 below for positive gate voltages [67].

ID,sat =
µpCox

2
W
L
(VG−Vth)

2 (6.2)

6.4 Device simulations with Electrolyte

This section describes the transfer characteristics obtained by implementing the Drift-diffusion
and the mobility models in Sentaurus TCAD for different oxide materials and thicknesses with
electrolytes.

6.4.1 Modelling the Electrolyte in Sentaurus TCAD

The electrolyte is modelled as stated in [68]. The electrolyte which is an ionic solution (H2O

+ NaCl) is modelled as an intrinsic semiconductor material having a dielectric constant that
of water 78ε0. The electrolyte’s charge distribution is represented by the Poisson-Boltzmann
equation which is very close to the semiconductor equation [69]. By changing the mobility of
holes and electrons of the intrinsic semiconductor, the salt concentration in the solution has been
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simulated. Mobility of electrons has a value set to Cl− ions in water 6.88* 10−4 cm2 V−1 S−1

and the mobility of holes is set to value of Na+ ions in water 4.98*10−4 cm2 V−1 S−1.

Calculation of Electrolyte parameters

At 250 C, pure water has [H+] = [OH−] = 1e−7mol/L [68] [70]. The Avogadro constant NA

= 6.022 x 1023 mol−1 is converted to 1 mol/L = 6.022 x 1023/L = 6.022 x 1020 cm−3. Now
for electrolyte having pH = 7, the concentration of [H+] ions = 10−7 mol/L which corresponds
to p = NA x [H+] = 10−7 x 6.022 x 1020 cm−3 = 6.022 x 1013 cm−3. The equation 6.3 is the
Boltzmann equation for semi-conductors which gives the majority carrier concentration as given
below:

p = Nve
Ev−E f

kBT (6.3)

where
Nv is the hole density of states
Ev is the valence band
E f is the Fermi energy level
kB is boltzmann constant
T is temperature
NV value is calculated as 2.33 x 1026 cm−3 from equation 6.3. (Ec - Ev) is Eg i.e. the energy
band gap for electrolyte material. The energy band gap Eg is considered as 1.5eV [68]. The
same calculation can be done for Nc which is the electron density of states by using equation 6.4
below:

n = Nce
E f−Ec

kBT (6.4)

where
Nc is the electron density of states
Below is a table 6.3 which shows the calculation of electron and hole concentration for different
pH values.

6.4.2 Transfer characteristics for four types of oxide material and thick-
ness

This section explains the device characteristics when the electrolyte is added to a high aspect
ratio ISFET. The transfer characteristics are shown in figure 6.5. The ON current (Ion) depends
on the equivalent oxide capacitance (Ceq). The Ceq is equal to two capacitances in series. The
capacitance of oxide and capacitance of electrolyte. It can be given by the formula of two
capacitances in series as shown in equation 6.5:
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pH p( [H+] in solution) (cm−3) Nv(cm−3) n( [OH-]in solution)(cm−3) Nc(cm−3)
1 6.022 x 1019 2.33 x 1020 6.022 x 107 2.33 x 1032

2 6.022 x 1018 2.33 x 1021 6.022 x 108 2.33 x 1031

3 6.022 x 1017 2.33 x 1022 6.022 x 109 2.33 x 1030

4 6.022 x 1016 2.33 x 1023 6.022 x 1010 2.33 x 1029

5 6.022 x 1015 2.33 x 1024 6.022 x 1011 2.33 x 1028

6 6.022 x 1014 2.33 x 1025 6.022 x 1012 2.33 x 1027

7 6.022 x 1013 2.33 x 1026 6.022 x 1013 2.33 x 1026

8 6.022 x 1012 2.33 x 1027 6.022 x 1014 2.33 x 1025

9 6.022 x 1011 2.33 x 1028 6.022 x 1015 2.33 x 1024

10 6.022 x 1010 2.33 x 1029 6.022 x 1016 2.33 x 1023

11 6.022 x 109 2.33 x 1030 6.022 x 1017 2.33 x 1022

12 6.022 x 108 2.33 x 1031 6.022 x 1018 2.33 x 1021

13 6.022 x 107 2.33 x 1032 6.022 x 1019 2.33 x 1020

14 6.022 x 106 2.33 x 1033 6.022 x 1020 2.33 x 1019

Table 6.3: This table shows the values of hole and electron concentration in the electrolyte so-
lution for pH values from 1 to 14 of a p-type Silicon nanowire

1
Ceq

=
1

Cox
+

1
Celectrolyte

(6.5)

Equation 6.6 and equation 6.7 show values for oxide capacitance and electrolyte capacitance
respectively.

Cox ∝
εox
tox

=
25
10

= 2.5µF/m2 (6.6)

Celectrolyte ∝
εelectrolyte

telectrolyte
=

80
400

= 0.2µF/m2 (6.7)

The equivalent capacitance Ceq is found to be ≈ 0.0925. It’s going to be the same small
value for any other types of oxides or their varying thicknesses. This is because the impact of
Celectrolyte is more collectively due to its small value. Also, the addition of electrolyte decreases
the impact of VG on the device hence the ID decreases. At VG = 1V, the ID depletes more. The
OFF-current is also as expected due to the fact that the H f O2 provides better electrostatic control
over the channel due to its higher dielectric constant compared to SiO2.

This figure 6.5 is for the equilibrium state(isoelectric point). Now we further need to move
on towards varying the pH of the electrolyte.

6.5 Interface Trapped Charges (ITC) Method

The interface trap charges (ITC) method has been introduced to represent the charges developed
on the oxide surface. This has been done by introducing a novel simulation methodology to rep-
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Figure 6.5: Current-Voltage (ISD-VGS) characteristics of the different 3D structure devices with
an electrolyte above the gate oxide. The device dimensions are the same except for the thick-
ness and the type of gate oxide.

resent the potential developed on the surface of oxide or the oxide/electrolyte interaction. This
method involves a combination of the analytical simulations carried out previously in chapter 3
and the numerical simulations in Synopsys Sentaurus TCAD.

The ID - VG curve simulated in previous sections was in the 3D domain. Now we move from
3D to 2D. This is done to save computational time. Moving to the 2D devices is also justified
due to the high aspect ratio of the devices. The device can be described as a transistor with gates
on all three sides. The top gate can be ignored due to the significantly smaller surface area in
comparison to the area of both side gates. A 2D schematic of the device simulated is shown in
figure 6.6 along with their dimensions.

The interface trap charges from the section 3.2 of chapter 3 are shown by the red line in
figure 6.6. Once the ψ0 is obtained, the surface charge density (σ0−GC) is obtained. σ0−GC is the
bulk charges values as the surface charge density is in per cm−3. These bulk charge values are
converted to interface trap charges as our device structure is in 2D. This conversion can be done
by converting the σ0−GC from cm−3 to cm−2. These values are shown in the table 6.4 below.

The drawback of the above method of representing trapped charges is that the higher values
of pH e.g. 14 cannot be simulated since the maximum number of interface trapped charges taken
by the simulator is around 1017. We got this limit by simulating this value of trapped charges.
Further explanation of this limit from a physics perspective is as follows.In crystalline Silicon,
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Figure 6.6: 2D schematic of the device where the blue region is Si (10nm wide), the brown
region is SiO2 (2nm wide) and the yellow region (5nm wide) is an electrolyte. The red line
between oxide and electrolyte represents interface trap charges ITC. The green lines on the
side represent gate voltages. The orange lines on the top and bottom of SiO2 represent drain
and source voltage VDS
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Sr.No. pH Interface Trapped Charges ITC (cm−2) Bulk charges (cm−3)
1 12 -1.98 x 1016 -1.98 x 1014

2 11 -6.92 x 1015 -6.92 x 1013

3 10 -2.45 x 1015 -2.45 x 1013

4 9 -8.87 x 1014 -8.87 x 1012

5 8 -3.33 x 1014 -3.33 x 1012

6 7 -1.32 x 1014 -1.32 x 1012

7 6 -5.57 x 1013 -1.32 x 1011

8 5 -2.33 x 1013 -2.33 x 1011

9 4 -7.56 x 1012 -7.56 x 1010

10 3 -1.29 x 1012 -1.29 x 1010

11 2 -2.2 x 1010 -2.2 x 108

12 1 1.27 x 1012 1.27 x 1010

Table 6.4: Values of interface trapped charges calculated from the analytical model in MAT-
LAB code. The values obtained were in per cm−3. Since we use a 2D model, the σ0−GC is con-
verted to per cm−2.

there are 5x1022 atoms/ cm−3. Doping concentration for Si is between 1013 to 1017 atoms/ cm−3.
Beyond this range, the semiconductor becomes degenerate at room temperature or can also start
behaving like a normal metal. The same limit is applicable for the Si/SiO2 interfaces that we are
simulating.

The ITC values calculated from the analytical model as in table 6.4 is plotted Vs pH as seen
from fig. 6.7. The point of zero charge for SiO2 is at pH =2 [32] and hence the number of
trapped charges will be less at that pH compared to the rest as expected and seen. When pH
increases the modulus of a number of trapped charges will also increase as the surface potential
becomes more negative. Based on fig. 6.7, the device characteristics were obtained as shown in
fig. 6.8. A very important concept which is the essence of everything is that at pH =1. [H+] =
10−1. It means that the [H+] ions in the electrolyte are less. When pH = 14, [H+] = 10−14 and
it means the number of [H+] ions in the electrolyte are more. As seen from the diagram at a
particular gate voltage when the pH increases, the drain current also increases since the number
of positive ions in the solution increases. This will lead to highly negative surface potential and
more hole current in the p-type device. This explanation also justifies why the ID - VG curve
moves towards the right as the pH increases. Also, if we look at individual pH curves, the ID

decreases as the VG varies from negative to positive since it’s a p-type device.
Table 6.4 shows the value of surface charge density for different pH values. As can be seen

when the pH increases, the interface trapped charges increase which cannot be simulated in
Sentaurus TCAD. Values beyond 1e17 cm−2 cannot be simulated. Hence, to improvise further
on the methodology used in simulation, we adopted a different method as discussed in section
5.7 of chapter 5. The improvement includes simulating all values of pH including the stern layer
so its more close to the experiments. Also, the simulation time is more in the interface trapped
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Figure 6.7: ISD-VGS curve of the device with an electrolyte having varying pH from 5 to 11
represented by blue and yellow colour respectively implementing the interface trap charges
(ITC) concept at oxide-electrolyte interface

Figure 6.8: Current -Voltage characteristics (ISD-VGS) as a function of pH for a 2D ISFET de-
vice obtained with interface trapped charges (ITC) methodology. The pH varies from 5 to 11
which is represented by a blue and yellow line on the graph correspondingly.
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charges (ITC) method compared to the physical model interface (PMI) method described in
section 5.7 of chapter 5. Hence a new method to simulate the ISFET in TCAD is found which
includes both the analytical MATLAB equations and Sentaurus TCAD. The new method is
described in the section below, it’s called as the implementation of the physical model interface
(PMI) when the addition of electrolyte is included.

6.6 Physical Model Interface Method

In this section compared to the method described in the previous section we are using stern layer
in the simulations. Also overcoming the shortcomings of the interface trapped charges method
(ITC). Implementation of this in TCAD requires the values from Gouy-Chapman-Stern layer
analytical model values to be put in the Sentaurus TCAD. The addition of electrolyte on top of
oxide with the help of an automated physical model interface (PMI) is implemented and results
are obtained.

pH
Hole Electron

Capture Emission Capture Emission
1 1 x 10−4 8.34 0.0069 8.33
2 1 x 10−4 0.9344 8.72 x 10−5 0.9344
3 1 x 10−4 0.1055 1.502 x 10−6 0.1056
4 1 x 10−4 0.0149 2.232 x 10−8 0.015
5 1 x 10−4 0.0047 2.236 x 10−9 0.0048
6 1 x 10−4 0.0023 5.23 x 10−10 0.0024
7 1 x 10−4 0.0013 1.819 x 10−10 0.0014
8 1 x 10−4 8.6 x 10−4 7.4 x 10−11 9.6 x 10−4

9 1 x 10−4 6.05 x 10−4 3.663 x 10−11 7.05 x 10−4

10 1 x 10−4 4.45 x 10−4 1.98 x 10−11 5.45 x 10−4

11 1 x 10−4 3.319 x 10−4 1.1 x 10−11 4.31 x 10−4

12 1 x 10−4 2.585 x 10−4 6.686 x 10−12 3.585 x 10−4

13 1 x 10−4 2.049 x 10−4 4.19 x 10−12 3.04 x 10−4

14 1 x 10−4 1.64 x 10−4 2.69 x 10−12 2.64 x 10−4

Table 6.5: The values obtained from the analytical model are the Electron-Hole emission and
capture. These values are used as input in the PMI model of TCAD.

These values obtained from the analytical model which is implemented in MATLAB are
used as input parameters in the physical model interface (PMI) used in Synopsys Sentaurus
TCAD simulation tool. From surface potential Ψ0 obtained from equation 3.29, the value of H+

ions from eq. 3.13 can be obtained which is used to find the values of capture and emission rates
of electron and hole density as shown in table 6.5.

The PMI is implemented between the oxide layer and the stern layer. A 2D diagram of the
device simulated along with the dimensions is mentioned in fig. 6.9.A simple table was prepared
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Figure 6.9: 2D schematic of the device where Si channel width is 40nm/50nm,SiO2 is 2nm
wide, the stern layer is 0.3 nm/0.0664 nm wide and electrolyte width is 4nm. The length of the
device or the Si channel length is 70nm. The orange lines on the side represent gate voltages.
The green lines on the top and bottom of Si represent drain and source voltage VDS
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to select what parameters should be varied for implementing the PMI. For the implementation
of the surface charge density σ0 as shown in equation 3.6 in the analytical simulations chapter 3.
This σ0 in the electrochemistry needs to be related to the surface charge density of traps(σT ) in
the semiconductor device simulation software of TCAD which corresponds to interface donor
(Nd

s ) and interface acceptor traps (Na
s ) as in [71] given by

σT = qNs( f d− f a) (6.8)

where f a and f d are the occupation probabilities of acceptor and donor traps respectively as
in equation 6.8. These equations 3.6 and equation 6.8 need to be equated in order to obtain the
electron and hole capture and emission rates. By doing this we obtain

σ0 = σT = qNs( f d− f a) = qNs[
cd

v

cd
v + ed

v
− ca

c
ca

c + ea
c
] (6.9)

where
cd

v = electron capture rate
ed

v = electron emission rate
ca

c = hole capture rate
ea

c = hole emission rate

The stern layer in the electrolyte is up to the point where the H+ ions are immobile. The
distance after which it becomes mobile is the diffuse layer. In order to solve the drawbacks of the
interface trap charges (ITC) method, a new method called the physical model interface (PMI)
was introduced. PMI would depict the interaction between the electrolyte and oxide interface.
The electrolyte is modelled as a semiconductor material in TCAD simulations.In this case,pKa

= 6 and pKb = -2 is considered. The values for emission and capture rates for electrons and holes
are given by the following equations as in [71]:

cd
v = cH2

S (6.10)

ed
v = KaKb +KbcHS (6.11)

ca
c = KaKb (6.12)

ea
c = KbcHS + cH2

S (6.13)

The cHS is the concentration of H+ ions on the surface. cHS is the same as described in the
site-dissociation model in chapter 3.
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Figure 6.10: ISD -VGS curve of the 2D ISFET device with different channel width (WCH) (a)
10 nm and 50 nm and Ci,st = 0.2 F/m2 (b) 40 nm and 50 nm and Ci,st = 0.8 F/m2; Note: Graph
scale is same for (a) and (b) for proper comparison with ISD = 1nA as the reference for graphs
represented with dashed grey line

Table 6.6 shows different parameters which could be varied when NcNv = ns ps. It shows
four cases. Each case has very low pH = 1 and very high pH =14. Close examination of these
four cases reveals that case IV is near to the experimental values because of the considerable
distance between the ISD−VGS curve for pH1 and pH14 at VGS = 0. Hence in the subsequent
sections, case IV is implemented.

6.6.1 Si channel width = 10nm/40nm/50nm, SiO2 = 2nm

Here in order to observe the effect of an increase in Si channel width, these simulations are
carried out. Figure 6.10(a) and (b)shows ID- VG curve for the same. As pH increases from 3 to
7, for the same VG, the ID increases. This trend is seen in 10nm, 40nm and 50nm widths. The
simulations are done for varying intrinsic stern layer capacitances Ci,st . The parameter which
can be observed from these ID- VG graphs is sensitivity.

The observation made from fig. 6.10 (a) is that the slope of ISD - VGS curve decreases as the
Si channel width increases. Hence, the sensitivity ( ∆ID

∆pH ) of the device decreases as the Si device
width increases. Another interesting finding from these PMI simulations is that for the same Si
channel width of 50nm and different intrinsic capacitance, the slope of the device remains the
same! It means the sensitivity is the same. But from fig. 6.10 (a) and (b) for the same WCH of
50 nm, the ISFET is more dominated by the surface potential as the ID is higher (saturated) even
with lower stern capacitance for all pH values. The width of the stern layer is found from the
intrinsic stern layer capacitance value taken from literature [28].
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Table 6.6: This table shows the different cases explored to reach a conclusion of which would
be the best way to simulate our device for NcNv = ns ps when we consider the stern layer.
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6.6.2 Calculation of the width of stern layer capacitance

This section shows the calculation of stern layer width d. The stern layer capacitance C consid-
ered for TCAD simulations is given by equation 6.14.

C =
εr

d
(6.14)

C =
ε0 ∗ k

d
(6.15)

C =
8.854x10−12 ∗6

d

when C = 0.8 F/m2

d =
8.854x10−12 ∗6

0.8
d = 0.0664nm

when C = 0.2 F/m2

d =
8.854x10−12 ∗6

0.2
d = 0.2656nm≈ 0.3nm = 3Angstrom

6.6.3 Depletion Width as seen in TCAD results

Fig. 6.11, fig. 6.12 and fig. 6.13 show precisely the depletion width in the junctionless field
effect transistors when VG = -0.1 V, VG = 0V and VG = 0.1 V respectively. The gate voltages
applied are negative (-0.1 V), zero (0 V) and positive (0.5 V). When VG = -0.1 V, there is more
hole current in the device and the depletion width reduces allowing more space in the bulk for
holes to carry the drain current. As the gate voltage becomes more positive, it is observed that
the depletion width of the device increases and the hole density in the bulk decreases. As the
gate voltage becomes more positive, the depletion width increases WD1 < WD2 < WD3, leading to
less hole density and hence less ID.
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Figure 6.11: This figure shows the depletion width WD1 for our 2D device when the gate volt-
age VG = -0.1 V for a 50nm Si channel width with the hole density colour bar. Red is the maxi-
mum hole density and blue is the minimum.

Figure 6.12: This figure shows the depletion width WD2 for our 2D device when the gate volt-
age VG = 0 V for a 50nm Si channel width with the hole density colour bar. Red is the maxi-
mum hole density and blue is the minimum.
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Figure 6.13: This figure shows the depletion width WD3 for our 2D device when the gate volt-
age VG = 0.1 V for a 50nm Si channel width with the hole density colour bar. Red is the maxi-
mum hole density and blue is the minimum.



Chapter 7

Conclusion and Future work

In this thesis, we have developed a simulation methodology for the Ion-sensing field effect tran-
sistor (ISFET) that combines both analytical and numerical simulations.
We developed an analytical simulation methodology in the 1st part for different types of mod-
els for the bio-interface like the Site Dissociation Model, Gouy-Chapman Model and Gouy-
Chapman-Stern layer Model in MATLAB. These models were simulated one by one in the order
of their increasing complexity at the interface. By developing these models we can understand
better and faster the potential developed at the oxide surface. And if other layers like APTES
(or something else) are present we can easily incalculate them in this simulation method. Also,
we have derived an equation for finding the potential at any point in the electrolyte which is an
extension of the Gouy-Chapman-Stern layer model into the electrolyte.
We have shown the influence of using different dielectric materials (SiO2 and H f O2) in ISFET.
We found out that SiO2 is best suited for ISFET as it provides proportionally larger current
contrasts within a given pH range. The device with different oxide thicknesses and degradation
were simulated for the case study.

Fingerprints for different Amino acids such as C and N-Imm. Arginine (R), Aspartic (D) and
Proline (P) have been established by extending the analytical simulation model’s application to
amino acids having different dielectric materials (SiO2, H f O2 and TiO2). For fingerprints of
different AA, TiO2 is the best-suited oxide as we can distinguish very starkly the different fin-
gerprints for R, D, and P amino acids

In the 2nd part, these analytical models were further integrated with numerical simulations to
obtain a holistic view or a digital twin where we obtain the transfer characteristics. Modelling of
electrolyte was done in TCAD for different pH values. Transfer characteristics for different pH
values using the interface trap charges (ITC) method were carried out. Further implementing a
new model called a physical model interface (PMI).
This work can further be extended to different types of functionalizations for e.g. APTES (3-

98
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Aminopropyl)triethoxysilane on the oxide surface. The target molecules can be introduced as
trapped charges to see their effect on the drain current. Also, gold nanoparticles can be included
in TCAD simulations to increase the debye length of the ISFET device.



Appendix A

Experimental Setup and measurements at
LIST

This appendix represents the work which was carried out by me as a visiting scientist at the
Luxembourg Institute of Science and Technology, Luxembourg (LIST). I was awarded a mobil-
ity scholarship in 2022 from the College of Science and Engineering, University of Glasgow.
We decided to pursue my further PhD work for two weeks from 28th July 2022 to 10th August
2022 at the Luxembourg Institute of Science and Technology. LIST is also the institute which
performs the experimental work for ISFET in the ELECTROMED project from which my the-
sis work is part. The main motivation for the visit to LIST was to gather knowledge about the
experimental work and to gather the data which can be used to validate the described above
methodology.

The experimental setup consists of a few major parts such as electrolyte, sample (fabricated
device having FETs on it), experimental setup and microfluidics flow control.

100
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A.1 Electrolyte

The process of electrolyte formation along with the steps to vary pH is described here. As per
the recipe of Dr Wouter Olthuis from University of Twente [54], the electrolyte would have three
components - KNO3 (acidic buffer), KH2PO4 + citric acid + boric acid (or main solution) and
KOH (basic buffer). A buffer is a solution which is able to resist small changes in pH when
acid or base is added. This is very important for pH sensing where specific and stable pH val-
ues are required. Buffer is able to neutralise small amounts of acid/base added hence aiding in
stabilising the pH causing small changes in pH [72]. KNO3 and the main solution are mixed
in a 1:1 ratio forming the mother solution. These two (acidic buffer and main solution) when
added in a 1:1 ratio gives a pH of 2.48. In these experiments, we want to have a pH range of
2 to pH 12 during the measurements as the device (nanowire) goes from fully conductive (no
depletion) to almost fully depleted in this pH range [25]. The buffer KNO3 and main solution
both have a strength of 0.1M. The electrolyte is made by calculating the weight of the chemical
compounds. Fig. A.1 shows a summary of the electrolyte formation process. The mass (in g) of
KNO3, KH2PO4 + citric acid + boric acid and KOH can be calculated as follows

n =
m
M

(A.1)

where n is the number of moles, m is mass and M is the molar strength.
Similarly, another formula for the number of moles is given below:

n =C.V (A.2)

where C is the concentration in Molar and V is the volume in litres. We can now equate these
two equations A.1 and A.2 hence we can write
n = m

M =C.V

Finding the mass of KOH
m =C.V ∗M = (0.1)(0.25)∗56
m = 1.4 g

Therefore in 1 litre, the mass would be
m = (0.1)(1)(56)
m = 5.6 g in 1 litre

Hence, the KOH solution was prepared by first weighing it and adding it to 1 litre of water.
Similarly, the other two solutions of KNO3 and KH2PO4 + citric acid + boric acid were pre-
pared. The mass (in grams) for the above-mentioned chemicals for a 1-litre solution is given as
follows. KH2PO4 = 4.6 g
citric acid = 7 g
boric acid = 2.06 g
KNO3 = 10.11 g
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Figure A.1: Experimental process of preparation of electrolyte (a)Weigh the chemical com-
pound as per calculation on a weighing machine (shown for KH2PO4 ) (b) Mixing the chemi-
cal compound in deionized water using a magnetic stirrer (shown for KOH) till the chemicals
completely dissolve in it (c) Solutions are prepared and stored in a 1-litre bottle for future use
(KOH,KNO3 and mother solution respectively of 1 litre)

The pH is measured with a pH meter with having glass electrode as the working electrode.
The pH was measured using a pH meter as shown in figure A.2 after the mother solution was
prepared in a 250ml beaker. pH calibration needs to be done when the pH meter doesn’t give
the required value. The pH value of the electrolyte is changed by titration with KOH and to
cover the full range of pH from 2 to 12, 22.5 ml of KOH will be needed to be added [73]. This
titration process keeps the ionic strength constant. As KNO3 and KH2PO4 are both basic buffers
addition of KOH does not change the ionic strength. Buffer neutralises the small amount of base
added thus maintaining the ionic strength constant.

A.2 Sample

The sample consists of the fabricated device (12 FETs) and contact pads. The sample was tested
and characterized. The reference electrode and fabricated device (12 FETs) are mounted on the
PCB chip as seen in fig. A.3 (a).

A.2.1 Fabricated device

The fabricated device has three microfluidic channels with dimensions 250nm, 150nm and
100nm through which the electrolyte flows above the FET sensors. In each channel, there are
four FET devices as we want the 12 FETs to be equally distributed in three microfluidic chan-
nels. 12 FETs have different dimensions. In total, there are 12 FETs on the fabricated device
having a high aspect ratio (L x W x H = 10 µ m x 250 nm x 5 µ m). At present, the reference
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Figure A.2: The pH meter used for the experimental setup is shown in the above diagram and
it had to be calibrated before we started using it for experiments. The calibration was done for
pH = 4, pH = 7 and pH = 10 and the meter was set.

electrode is not on the fabricated device and hence the PCB is required to provide a reference
voltage to the FET. As can be seen in fig. A.3 (a) there are 12 drain contacts marked from D1 to
D12. Each drain contact is linked to a FET device so that we can provide a specific drain voltage
(VDS)to each individual FET. LabView program is used to control the voltages on each drain and
gate contact in order to turn ON and turn OFF the twelve FETs on the chip.

Isolation of the golden bonds was carried out on the PCB shown in fig. A.3. This process
involves applying PDMS (Polydimethylsiloxane) and cross-linking agent (acts as a catalyst to
stick the polymer on the PCB) to the part of the PCB which needs to be protected from the
immersion of the PCB in the electrolyte. After this, the PCB is kept on the hotplate as seen
in fig. A.4 and the temperature set to 80◦C for 15 -20 minutes until it hardens. The isolation
process is used to avoid leakage current in the ISFET.

A.3 Experimental setup for characterization

The experiment is carried out in a Faraday cage to avoid noise (or to provide shielding from
electromagnetic radiation as the measurements are in nano/micro scales and it’s vulnerable to
this radiation).

The experimental setup consists of a source meter, multiplexer and faraday cage consisting of
the FETs-based sensor as seen in fig. A.5. The source meter provides the voltage sources (VDS)
to each drain pad of the FETs, by using the multiplexer. At every specific moment, only one FET
will be connected to the source meter. The experimental setup allows us to take measurements



APPENDIX A. EXPERIMENTAL SETUP AND MEASUREMENTS AT LIST 104

Figure A.3: Sample characterized at LIST: Final sample having 12 drain and three microflu-
idic channels. Each microfluidic channels have 4 FETs. Sample showing the fabricated device,
PCB and the part where all legs are shorted by foil will hold connections to the connector used
to change the drain voltage (VDS)
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Figure A.4: This photo shows the hotplate kept at 80◦C for hardening the PDMS and the cross-
linking agent applied on the sample for isolation from the golden bonds. It had taken about 10
minutes for this process.

of IDS for all 12 FETs by applying the same VGS step by step or complete one cycle of varying
VGS values for one FET device.

The multiplexer is a PCB designed to provide voltages (VDS drain-source voltage, VWE work-
ing electrode voltage, VRE reference electrode voltage, VCE counter electrode voltage ) to the
FETs and also switch the voltages between different FETs on the input side. On the output,
the PCB has different connectors which would go to the fabricated device and the source meter.
Apart from that, another function of the multiplexer is to ground all of the 12 FETs before we
apply any VDS. The main reason to ground the device before the measurement is to discharge the
FET from any previous electrostatic charge. The presence of the electrostatic charge can create
a hard breakdown through the gate oxide and hence damage the FET device.

The Faraday cage is a metal container, generally Copper or Aluminium. Inside the faraday
cage, the beaker containing electrolyte was placed. Faraday cage is used to avoid noise or shield
from electromagnetic radiation in the nano/micro scale measurements. The beaker, containing
the electrolyte, the pH meter, the sample and the electrode immersed in it is seen in fig. A.6.
Care is taken so that they don’t touch each other and are separated at a distance at all times.
This is crucial for the correct readings to be obtained from the setup, if the electrode touches
the fabricated device there are chances of wrong readings and also the fabricated devices being
damaged.
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Figure A.5: Experimental setup implemented for characterization of a sample. The experi-
mental setup consists of the source meter, multiplexer and the faraday cage as seen above. The
source meter is connected to the input of the multiplexer. The output of the multiplexer is con-
nected to the sample.
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Figure A.6: Inside the faraday cage: The faraday cage consists of electrolyte in a 250ml
beaker, the pH meter, electrode voltage (i.e. reference voltage) and sample (consisting of the
fabricated device)

A.4 Microfluidics flow control

The microfluidic channels are used to guide the electrolyte flowing in those channels. This flow
of electrolyte is done with the help of the setup as seen in fig. A.7 provided by Elvesys which is
one of the partners in the ELECTROMED project. As seen in fig. A.7 (a), it shows the complete
mechanical structure which will be utilised for the flow of electrolyte. The structure is circular
having two inlets and two outlets outside the circular metal. The electrolyte will flow in the
microfluidic channels from the inlets and out through the outlets. There are three microfluidic
channels inside the circular metal. And each channel has an input point and an output point.
This concludes that there are three inlets labelled 1-3 and three outlets labelled 4-6 in fig. A.7
(a). Apart from this, there are wires on the top which will be used for supplying VDS, VG, VCE ,
VWE and VRE to the fabricated device. Fig. A.7 (b) shows the chip stencil and the PDMS inside
of the mechanical structure. PDMS is put on top of the chip stencil on which the testing was
carried out to avoid the overflow of electrolytes in parts other than the microfluidic channel. Fig.
A.7 (c) shows the structure after unscrewing it to the measurement platform.
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Figure A.7: Microfluidic flow control system provided by Elvesys (a) shows the two IN chan-
nels and two OUT channels (b) shows the stencil of the chip used for demonstration purpose
(c) shows the system which is inside when the (a) is unscrewed

A.5 Experimental Measurement setup for testing the fabri-
cated FETs

The device has been fabricated in LIST and tested with the help of a 2-point probe measurement
setup. The fabricated device is shown in fig. A.8. It shows the fabricated device has 20 FETs
each having a common ground and common reference along with the source, the working elec-
trode and the counter electrode. All the twenty FETs on the chip have varied dimensions. There
are 10 devices on the right (odd numbers) and 10 devices on the left (even numbers). A volt-
age VDS is applied between the source and common ground of each device, working electrode
is the voltage applied in the liquid gate (or electrolyte). Here we can classify the system as a
three-electrode system. This system is used for the ISFETs.

A.5.1 Two electrode system

A two-electrode system has a working electrode and reference electrode to measure potential
across a complete electrochemical cell as shown in fig. A.9(a). The potential of one electrode is
sensitive to the concentration of the analyte and is called the working electrode and is denoted
by WE in figure A.9(a). The second electrode which is the reference electrode serves to com-
plete the electric circuit and provide a reference potential against which the working electrode’s
potential is measured. It is denoted by RE (reference electrode). Ideally, the reference electrode
potential remains constant so that any change in the overall cell potential is attributed to the
working electrode. The passage of the cell changes the concentration of species in the electro-
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Figure A.8: The device fabricated in LIST has twenty FETs of high aspect ratio. There are 10
devices on the left and 10 devices on the right. Apart from the devices in the centre, padding
is provided to give voltages. Each device has a common ground, common reference, source,
working and counter electrode i.e.5. In total 5*20 = 100 padding is provided on the PCB.

chemical cell. Thus the potential is not in equilibrium which leads to the polarization of the
electrode. In a two-electrode system current flows through the reference electrode. This results
in polarization of the electrode. Due to polarization, the potential of the reference electrode may
change over time. But reference electrode should not change the standard potential in order to
measure the exact potential of the working electrode. Due to a change in the standard electrode
potential of the reference electrode, it can no longer act as a reliable reference electrode.

Now, in order to make it work an additional potential should be applied which is called
overpotential. Thus, over potential is that potential which should be added to drive the reaction
at the reference electrode that should ideally occur.
Overpotential = Eapplied - Eequilibrium

The overpotential may be positive or negative. Positive potential indicates an anodic reaction
(i.e. oxidation) and negative overpotential indicate a cathodic reaction (i.e. reduction) to enable
this three-electrode system to be implemented.

A.5.2 Three electrode system

It is the electrode system which includes the working electrode, the reference electrode and the
counter electrode to measure the potential across the complete cells as shown in fig. A.9(b). In
a two-electrode system due to the flow of current through the reference electrode, overpotential
arises which results in the deviation from expected results. Thus, this requires another electrode
called a counter electrode which is added to the electrochemical system to carry the current be-
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Figure A.9: Diagrams explaining the (a) two-point electrode system - it consists of the working
electrode denoted by WE and reference electrode denoted by RE (b) three-point electrode sys-
tem - it consists of the working electrode (WE), reference electrode (RE) and counter electrode
(CE).

tween the working electrode and the counter electrode. The potential of the working electrode
is measured with respect to the reference electrode. This potential is given by Ohm’s law, E =
IR, i.e. when the current (I) flows through an electric circuit with resistance(R), voltage (E) is
developed.
Since the current now flows via the counter electrode, there is no current flow to the reference
electrode and thus the change in reference potential due to the flow of current through it is ac-
counted for by the counter electrode. Hence, the measurement of potential produced on the
working electrode due to electrochemical change by the flow of current can be measured with
the help of a reference electrode i.e. reference electrode becomes effective. The commonly used
material as working electrodes is Pt, Au, pyrrolic graphite, liquid Hg, etc. Here, an extra elec-
trode called a counter electrode is used to measure the exact potential. The working electrode
should be polarizable so that we can remove the overpotential with the help of CE. The electro-
chemical properties of the counter electrode should not affect the behaviour of the electrode of
interest (i.e. working electrode).
The properties of the counter electrode are that it is usually chosen to be an electrode that does
not produce substances by electrolysis that will reach the working electrode surface and cause
interfering reactions there. Frequently, it is placed in a compartment separated from the work-
ing electrode by the sintered glass disk or another separator. Properties of working electrodes
include good electrical conductivity, inertness and wide potential window, low background cur-
rent, geometric reproducibility, solvent compatibility and catalytic properties.
This is the exact system which is fabricated as shown in fig. A.8 [74].
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Dev. no. Dev.dim.W (nm) Vds(mV) Id(pA) R (MΩ) Voltage Offset (mV)
1 550 49.8 10 4980 0
3 540 49.8 595 83.6 0
6 276 50 222 225.2 18
5 187 50 139 359.7 0
8 165 50 248 201.6 21

Table A.1: The measured values obtained by using the two-point probe method measurements
for constant slope observed in Labber software

Measurement taken using the two-probe method

A two-point probe method as described in Appendix C was implemented on the chip shown
in fig.A.8 and the measurement results were obtained. The chip has 20 FETs but only FETs
having device numbers 1-6 were measured as these were fabricated as required as seen in the
SEM images (Scanning electron microscope used to capture high-resolution images). Other
devices were not noted down as this is a problem of lab fabrication of FinFETs, which actually
would not have any problem in an optimised industrial process. However, the lab processes
allow better prototyping. This is the trade-off of fabrication: More reliability, less flexibility and
more flexibility, and less reliability. Since the slope of the ID - VDS is constant, I have noted
down a single reading of ID and VDS in table A.1 to find out the slope and eventually the ohmic
resistance. The VDS voltage was swept from 0V to -50mV, -50mV to 50mV and again back to
0V from 50mV.

We are using Ohmic contact in the ISFET as Schottky contact would give a rectifying effect
and we are not looking to do this. We just want the signal to pass through the ISFET as it is and
ohmic contact does this the best. We can easily determine the contact conductivity type- ohmic
or Schottky by performing the two-probe measurement method and checking the slope. This has
been performed on the fabricated device as mentioned in Appendix C. About the reason why the
variability in contact resistance, the answer is that yes, there is variability in the fabrication
process. But with our two-wire method, and even in the conditions we had we can’t say much
about the contacts other than they are Ohmic. Voltage offset is very small, and it has to be due
to some material heterojunction in the circuit. There may be some charge trapping in the ohmic
junctions. The problem is that there may be variability in the contact resistance.



Appendix B

Clean room at LIST

On 2nd August 2022, I visited the clean room at Luxembourg Institute of Science and Technol-
ogy along with a Scientist for the first time in my life. It was a great experience to see all the
machines and know their functionality. In this appendix, I would describe the various machines
I saw and their functionality.

1. Mask Less Aligner (MLA): This machine does photo-lithography without a mask in four
simple steps - set up system, substrate loading, alignment and exposure. It’s flexible, fast and
straight forward and outstandingly easy to use.

2. Atomic layer deposition/chemical layer deposition (ALD/CLD): It is a commonly used
machinery in the semiconductor industry for high-k dielectric films in CMOS processing, sen-
sors and MEMS devices. It is used to deposit a thin film deposition from the vapour phase of
the oxide layer for e.g. SiO2, Al2O3. Also called physical vapour deposition.

3. Electron beam evaporator: For deposition of some special materials e.g. gold a separate
machine is there. The metal evaporates and the new material is deposited.

4. Wire Bonding machine: This machine is used to make the bonds between PCB and
fabricated devices. It has a thin golden wire which is put in a tube having a conical end. When
a connection needs to be made between the PCB and the pads fabricated, the thin golden wire
is melted and put on the top of each pad to make a connection. This machine was used in the
making of the sample.

5. FIB-SEM (Focused ion beam-scanning electron microscope): This machine is for taking
the pics of the chip/fabricated device and the lithography can also be done upto the nm range. It
is an enhanced technology developed from SEM machine that produces high-resolution images.
The two techniques are identical apart from the fact that a beam of electrons is replaced with a
focused beam of ions

6. Ellipsometer: Another machine that is used to determine the thickness and other optical
constant parameters like doping concentration, roughness, crystallinity and other material prop-
erties associated with optical response. Through this machine, we come to know whether the
deposition of certain materials is done properly or not.
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Figure B.1: 2-point probe and 4-point probe measurement setup at a laboratory in LIST. (a) It
consists of the source meter, measurement setup and a PC used to read values from the device.
(b) shows the close-up of the measurement setup having a 2-probe and 4-probe measurement
setup.

7. Water contact angle measurement: For PCB’s having biomolecules, the machine is used
to determine whether the chip is hydrophobic or hydrophilic.

8. Reactive Ion Etching: It uses chemically reactive plasma to etch materials that are uniform
and inductively coupled plasma (ICP) as well for directional etching e.g. nanowire. It is an
etching technology used in microfabrication. It is dry etching which has different characteristics
than wet etching.

9. Two-probe and four-probe measurements: A machine used to measure the resistivity
of the fabricated device. Resistivity is a very important factor for semiconductor devices as it
contributes to many device parameters like series resistance, capacitance, threshold voltage (Vth),
hot carrier degradation of MOS,latch-up of CMOS circuits and other parameters. Resistivity
depends on the carrier density and carrier mobility. These parameters are generally not known
hence we need other device measurement techniques, a two-point probe and four-point probe
measurement setup as shown in fig.B.1. In a 2-probe measurement setup, the current is passed
through the device using the same probes which are used to measure voltage. This adds up the
wire resistance, probe resistance, and contact resistance to the resistance of the device under test
(DUT). In a 4-point probe measurement setup, the 2 probes used to pass the current through the
device are different and the two probes used to measure the voltage are different. This makes
the resistance of the DUT dominant as the current passed is less and we can ignore the values
of probe resistance (Rp), contact resistance (Rc) and wire resistance (Rw). Whereas in the 2-
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probe measurement setup, it adds up to the DUT and we are unable to distinguish between the
resistance of the device under test and the other resistance such as Rp, Rc and Rw.

B.1 Fabrication process

Nanowires are the most promising structures for scaling of field effect transistor [75].Hence,
they are the best candidate for making of a nanobiosensor. It has the simplest of fabrication
process since it doesn’t involve any heterojunctions.
Step 1: Start with an SOI wafer of p-type Silicon layer on top.
Step 2: Ion implantation is performed to achieve uniform doping through out the source/drain
and channel with appropriate dopant for e.g. boron in this case of a p-type having 117 per cm3.
Step 3: Once the uniform doping is done,the active channel is defined using E-beam lithography
followed by wet etching.
Step 4: Width of the channel is defined next followed by width of source /drain which in our
case is the same.
Step5: Contact pads are then defined using photolithography or e-beam lithography
Step6: Gate oxide of SiO2 is then deposited using atomic layer deposition.
Step 7: A gate metal layer is then deposited for the gate electrode.



Appendix C

Derivation of Boltzmann equation

The equation derieved here is the boltzmann equation. Also called as the boltzmann distribution

At T = 0 K, there is no thermal motion which represents the Brownian motion. Brownian
motion is the random motion of a particle as a result of collisions with the surrounding gaseous
molecules. For symmetric binary electrolyte (Na Cl), (Na+) is positive charge species and (Cl−)
is negative charge species. Z+ = Z (valency of positively charged species) Z- = Z (valency of
negatively charged species)

For symmetric binary electrolyte

⇒ ∂C
∂ t

+∇.(uC)+∇.(µCE) = ∇.(D∇C) (C.1)

where D = µkT
ze by Nerst-Einstein equation for charged particle.For a stationary electrolyte me-

dia,
∂C
∂ t

= 0,u = 0⇒ ∇.(uC) = 0

Figure C.1: Glass surface with electrolyte
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Simplified,
∇(µCE−D∇C) = 0 (C.2)

As concentration varies only in the z-direction and concentration variation in x and y direc-
tions are not affected. Assumed.

d(−µC dΨ

dz −DdC
dz )

dz
= 0

Integrating;

⇒−µC
dΨ

dz
−D

dC
dz

z = 0

Now substitute the value of D and rearrange

D =
µkT
ze

⇒ ze
kT

C
dΨ

dz
+

dC
dz

= 0

As z→ ∞, dΨ

dz → 0 and dC
dz → 0

⇒ ze
kT

dΨ

dz
+

dC
dz

1
C

= 0

⇒ ze
kT

dΨ

dz
+

d
dz

lnC = 0

As z→ ∞, C = c0 (bulk concentration) and φ = 0

⇒ ze
kT

dΨ

dz
=− d

dz
lnC

Integrating,

−zeΨ

kT
=− lnc0 + lnc

−zeΨ

kT
= ln

c
c0

⇒ c = c0 exp
{
−zeΨ

kT

}
(C.3)



Appendix D

MATLAB Code

Appendix A contains the MATLAB Code’s main function and other functions for analytical
simulations.

D.1 Main Function
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run global_inp.m 

 

clc 

clear; 

close all; 

 

global Ids pH_pzc K1 K2 K3 K4 K5 K6 N_mat1_active parent_folder project_dir 

mol_per1 mol_length1 mol_per2 mol_length2 formula zDistance material1 material2 

N_mat2_active numpHsteps; 

 

project_dir = "/home/rakshita/Documents/MATLAB/ULIS2022_MATLAB_code/READ_XLS/"; 

parent_folder = "N-imm"; 

 

%3-aminoproplyethoxysilane 

%material = ["alanine", "arginine", "asparagine", "aspartic_acid", "cysteine", 

"glutamic_acid", "glutamine", "glycine", "histidine", "hydroxyproline", 

"isoleucine", "leucine", "lysine", "methionine", "phenylalanine", "proline", 

"pyroglutamatic", "serine", "threonine", "tryptophan", "tyrosine", "valine"]; 

%material = ["C-imm-alanine", "C-imm-arginine", "C-imm-asparagine", "C-imm-

aspartic_acid", "C-imm-cysteine", "C-imm-glutamic_acid", "C-imm-glutamine", "C-imm-

glycine", "C-imm-histidine", "C-imm-hydroxyproline", "C-imm-isoleucine", "C-imm-

leucine", "C-imm-lysine", "C-imm-methionine", "C-imm-phenylalanine", "C-imm-

proline", "C-imm-pyroglutamatic", "C-imm-serine", "C-imm-threonine", "C-imm-

tryptophan", "C-imm-tyrosine", "C-imm-valine"]; 

%material = ["N-imm-alanine", "N-imm-arginine", "N-imm-asparagine", "N-imm-

aspartic_acid", "N-imm-cysteine", "N-imm-glutamic_acid", "N-imm-glutamine", "N-imm-

glycine", "N-imm-histidine", "N-imm-hydroxyproline", "N-imm-isoleucine", "N-imm-

leucine", "N-imm-lysine", "N-imm-methionine", "N-imm-phenylalanine", "N-imm-

proline", "N-imm-pyroglutamatic", "N-imm-serine", "N-imm-threonine", "N-imm-

tryptophan", "N-imm-tyrosine", "N-imm-valine"]; 

 

material = ["3-aminoproplyethoxysilane"]; 

%material = ["silicon_dioxide"]; 

 

for j = 1:numel(material) 

    material1 = material(j); 

 

material2 = "silicon_dioxide"; 

total_surface_states = 5e18; 

material1_percentage = 100; 

material1_efficiency = 100; 

material2_efficiency = 100; 

 

[N_mat1_active, N_mat2_active] = population(total_surface_states, 

material1_percentage, material1_efficiency, material2_efficiency); 

[K1, K2, K3, mol_per1, mol_length1] = sitebinding(material1); 

[K4, K5, K6, mol_per2, mol_length2] = sitebinding(material2); 

 



pH_b = linspace(0, 14, numpHsteps); 

 

[pot_zeta, pot_surface] = pot_cal(pH_b); 

 

[char_Den_GCS, char_Den_GC] = char_den(pH_b, pot_zeta); 

 

[H_bulk, H_surf, pHS, beta, diffuseLayerCap, diffLayerCap, alpha, totalCap, 

debyeLength, potVariation, nVariation, pVariation] = parameters(pH_b, pot_zeta, 

pot_surface); 

 

 

width = 0.2e-6; 

height = 2e-6; 

length_channel = 10e-6; 

resistivity = 2.24e-3; 

depletion_width = 1e-7; 

voltage_DS = 50e-3; 

oxide = "silicon_dioxide"; 

oxide_thickness = 5e-9; 

degradation = 0; 

degradedOxideThickness = 2e-9; 

 

pot_surface_max = pot_surface(numpHsteps); 

 

[depletionWidth, current] = device(pot_surface, pot_surface_max, oxide, 

oxide_thickness, degradedOxideThickness, degradation, width, height, 

length_channel, resistivity, depletion_width, voltage_DS); 

 

run generate.m 

 

 

end 
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D.2 Global Input



global material1 material2 parent_folder project_dir; 

 

projectdir = project_dir; 

parentFolder = parent_folder; 

folderName = material1; 

 

folderPath = fullfile(projectdir, parentFolder, folderName); 

 

mkdir( folderPath ); 

 

Alpha = transpose(alpha); 

Beta = transpose(beta); 

Charge_Density_GC = transpose(char_Den_GC); 

Charge_Density_GCS = transpose(char_Den_GCS); 

Current = transpose(current); 

Depletion_Width = transpose(depletionWidth); 

Difference_Layer_Cap = transpose(diffLayerCap); 

Diffuse_Layer_Cap = transpose(diffuseLayerCap); 

H_Bulk = transpose(H_bulk); 

H_Surf = transpose(H_surf); 

N_Variation = (nVariation); 

PH_Bulk = transpose(pH_b); 

PH_Surf = transpose(pHS); 

Pot_Surface = transpose(pot_surface); 

Pot_Zeta = transpose(pot_zeta); 

Pot_Variation = (potVariation); 

P_Variation = (pVariation); 

Total_Cap = transpose(totalCap); 

Z_Distance = (zDistance); 

 

DPOTZETA_DPH = gradient(Pot_Zeta, PH_Bulk); 

D2POTZETA_DPH2 = gradient(DPOTZETA_DPH); 

 

DPOTSURFACE_DPH = gradient(Pot_Surface, PH_Bulk); 

D2POTSURFACE_DPH2 = gradient(DPOTSURFACE_DPH); 

 

writematrix(Alpha, fullfile(folderPath, 'Alpha.csv')); 

writematrix(Beta, fullfile(folderPath, 'Beta.csv')); 

writematrix(Charge_Density_GC, fullfile(folderPath, 'Charge_Density_GC.csv')); 

writematrix(Charge_Density_GCS, fullfile(folderPath, 'Charge_Density_GCS.csv')); 

writematrix(Current, fullfile(folderPath, 'Current.csv')); 

writematrix(Depletion_Width, fullfile(folderPath, 'Depletion_Width.csv')); 

writematrix(Difference_Layer_Cap, fullfile(folderPath, 

'Difference_Layer_Cap.csv')); 

writematrix(Diffuse_Layer_Cap, fullfile(folderPath, 'Diffuse_Layer_Cap.csv')); 

writematrix(H_Bulk, fullfile(folderPath, 'H_Bulk.csv')); 

writematrix(H_Surf, fullfile(folderPath, 'H_Surf.csv')); 

writematrix(N_Variation, fullfile(folderPath, 'N_Variation.csv')); 



writematrix(PH_Bulk, fullfile(folderPath, 'PH_Bulk.csv')); 

writematrix(PH_Surf, fullfile(folderPath, 'PH_Surf.csv')); 

writematrix(Pot_Surface, fullfile(folderPath, 'Pot_Surface.csv')); 

writematrix(Pot_Zeta, fullfile(folderPath, 'Pot_Zeta.csv')); 

writematrix(Pot_Variation, fullfile(folderPath, 'Pot_Variation.csv')); 

writematrix(P_Variation, fullfile(folderPath, 'P_Variation.csv')); 

writematrix(Total_Cap, fullfile(folderPath, 'Total_Cap.csv')); 

writematrix(Z_Distance, fullfile(folderPath, 'Z_Distance.csv')); 

 

writematrix(DPOTZETA_DPH, fullfile(folderPath, 'DPOTZETA_DPH.csv')); 

writematrix(D2POTZETA_DPH2, fullfile(folderPath, 'D2POTZETA_DPH2.csv')); 

writematrix(DPOTSURFACE_DPH, fullfile(folderPath, 'DPOTSURFACE_DPH.csv')); 

writematrix(D2POTSURFACE_DPH2, fullfile(folderPath, 'D2POTSURFACE_DPH2.csv')); 

Published with MATLAB® R2020a 
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D.3 Amino Acid Parameters

D.4 Population function



function [nmat1active, nmat2active] = population(total, mat1_per, effi_mat1, 

effi_mat2) 

 

N_T = total; 

N_mat1 = (total*mat1_per)/100; 

N_mat2 = N_T - N_mat1; 

nmat1active = (N_mat1*effi_mat1)/100; 

nmat2active = (N_mat2*effi_mat2)/100; 

 

end 

 

Published with MATLAB® R2020a 
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D.5 Determing pK values



function [K1, K2, K3, mol_per, mol_length] = sitebinding(input_material) 

 

global Eo; 

 

input = input_material; 

 

database = readtable('amino.xlsx', 'ReadVariableNames', true); 

check = strcmp(database.material, input); 

rowNum = find(check==1); 

 

avalue = table2array(database(rowNum, 'pK1')); % dissociation cont. 

bvalue = table2array(database(rowNum, 'pK2')); % dissociation cont. 

cvalue = table2array(database(rowNum, 'pK3')); % dissociation cont. 

permittivity = table2array(database(rowNum, 'permittivity')); 

length = table2array(database(rowNum, 'length_A')); 

 

mol_per = Eo*permittivity; 

mol_length = length*1e-10; 

 

combine_pK = [avalue bvalue cvalue]; 

combine_pK = sort(combine_pK); 

 

if bvalue == 0 && cvalue == 0 

    pK1 = avalue; 

    pK2 = bvalue; 

    pK3 = cvalue; 

end 

if bvalue ~= 0 && cvalue == 0 

    pK1 = min(avalue, bvalue); 

    pK2 = max(avalue, bvalue); 

    pK3 = cvalue; 

end 

if bvalue ~= 0 && cvalue ~= 0 

    pK1 = combine_pK(1); 

    pK2 = combine_pK(2); 

    pK3 = combine_pK(3); 

 

end 

 

if pK1 == 0 

    K1 = 0; 

else 

    K1 = power(10,-pK1); 

end 

if pK2 == 0 

    K2 = 0; 

else 

    K2 = power(10,-pK2); 



end 

if pK3 == 0 

    K3 = 0; 

else 

    K3 = power(10,-pK3); 

end 

 

end 

 

Published with MATLAB® R2020a 
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D.6 Site Binding Model

This function calculates the surface charge density by the Site binding model.



function [char_den_gcs, char_den_gc] = char_den(pH, pot_int_gc) 

 

global q B Qo N_mat1_active N_mat2_active formula K1 K2 K3 K4 K5 K6 cstern; 

 

display (pot_int_gc); 

 

H_bulk = 10.^(-pH); 

 

char_den_gc = Qo.*sinh(pot_int_gc./(2.*B)); 

 

pot_int_gcs = ((char_den_gc./cstern) + pot_int_gc); 

 

H_surf = H_bulk.*exp(-pot_int_gcs./B); 

 

if K1 == 0 

    pK1 = 0; 

else 

    pK1 = -log10(K1); 

end 

if K2 == 0 

    pK2 = 0; 

else 

    pK2 = -log10(K2); 

end 

if K3 == 0 

    pK3 = 0; 

else 

    pK3 = -log10(K3); 

end 

if K4 == 0 

    pK4 = 0; 

else 

    pK4 = -log10(K4); 

end 

if K5 == 0 

    pK5 = 0; 

else 

    pK5 = -log10(K5); 

end 

if K6 == 0 

    pK6 = 0; 

else 

    pK6 = -log10(K6); 

end 

 

if (pK1 < 5.99 && pK3 ~= 0) && (pK4 < 5.99 && pK6 ~= 0) 

    if (pK2 < 5.99) && (pK5 < 5.99) 

        formula = 'formula1'; 



        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 - H_surf.*K1.*K2 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^3 - H_surf.*K4.*K5 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK2 > 5.99) && (pK5 > 5.99) 

        formula = 'formula2'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 + H_surf.^2.*K1 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^3 + H_surf.^2.*K4 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK2 < 5.99) && (pK5 > 5.99) 

        formula = 'formula3'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 - H_surf.*K1.*K2 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^3 + H_surf.^2.*K4 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK2 > 5.99) && (pK5 < 5.99) 

        formula = 'formula4'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 + H_surf.^2.*K1 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^3 - H_surf.*K4.*K5 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

end 

char_den_gc = Qo.*sinh(pot_int_gc./(2.*B)); 

if (pK1 < 5.99 && pK3 == 0) && (pK4 < 5.99 && pK6 ~= 0) 

    if (pK2 > 5.99) && (pK5 < 5.99) 

        formula = 'formula5'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^3 - H_surf.*K4.*K5 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK2 > 5.99) && (pK5 > 5.99) 

        formula = 'formula6'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^3 + H_surf^2.*K4 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK2 < 5.99) && (pK5 > 5.99) 

        formula = 'formula7'; 

        char_den_gcs = ((q.*N_mat1_active).*((- H_surf.*K1 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^3 + H_surf^2.*K4 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK2 < 5.99) && (pK5 < 5.99) 

        formula = 'formula8'; 



        char_den_gcs = ((q.*N_mat1_active).*((- H_surf.*K1 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^3 - H_surf.*K4.*K5 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

end 

 

if (pK1 < 5.99 && pK3 ~= 0) && (pK4 < 5.99 && pK6 == 0) 

    if (pK2 < 5.99) && (pK5 < 5.99) 

        formula = 'formula9'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 - H_surf.*K1.*K2 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((- H_surf.*K4 - K4.*K5)./(H_surf.^2 + 

H_surf.*K4 + K4.*K5))); 

    end 

    if (pK2 > 5.99) && (pK5 > 5.99) 

        formula = 'formula10'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 + H_surf.^2.*K1 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^2 - K4.*K5)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

    end 

    if (pK2 < 5.99) && (pK5 > 5.99) 

        formula = 'formula11'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 - H_surf.*K1.*K2 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf^.2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^2 - K4.*K5)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

    end 

    if (pK2 > 5.99) && (pK5 < 5.99) 

        formula = 'formula12'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 + H_surf.^2.*K1 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((- H_surf.*K4 - K4.*K5)./(H_surf.^2 + 

H_surf.*K4 + K4.*K5))); 

    end 

end 

 

if (pK1 > 5.99 && pK3 == 0) && (pK4 < 5.99 && pK6 ~= 0) 

    if (pK2 > 5.99) && (pK5 < 5.99) 

        formula = 'formula13'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 + H_surf.*K1)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^3 - H_surf.*K4.*K5 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK2 > 5.99) && (pK5 > 5.99) 

        formula = 'formula14'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 + H_surf.*K1)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^3 + H_surf.^2.*K4 - 

K4.*K5.*K6)./(H_surf.^3 + H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 



    end 

end 

 

if (pK1 < 5.99 && pK3 ~= 0) && (pK4 > 5.99 && pK6 == 0) 

    if (pK2 < 5.99) && (pK5 > 5.99) 

        formula = 'formula15'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 - H_surf.*K1.*K2 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^2 + H_surf.*K4)./(H_surf.^2 + 

H_surf.*K4 + K4.*K5))); 

    end 

    if (pK2 > 5.99) && (pK5 > 5.99) 

        formula = 'formula16'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 + H_surf.^2.*K1 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf.^2 + H_surf.*K4)./(H_surf.^2 + 

H_surf.*K4 + K4.*K5))); 

    end 

end 

 

if (pK2 == 0 && pK3 == 0) && (pK4 < 5.99 && pK6 ~= 0) 

    if (pK1 < 5.99) && (pK5 < 5.99) 

        formula = 'formula17'; 

        char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^3 - H_surf.*K4.*K5 - K4.*K5.*K6)./(H_surf.^3 + 

H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK1 < 5.99) && (pK5 > 5.99) 

        formula = 'formula18'; 

        char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^3 + H_surf.^2.*K4 - K4.*K5.*K6)./(H_surf.^3 + 

H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK1 > 5.99) && (pK5 < 5.99) 

        formula = 'formula19'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^3 - H_surf.*K4.*K5 - K4.*K5.*K6)./(H_surf.^3 + 

H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

    if (pK1 > 5.99) && (pK5 > 5.99) 

        formula = 'formula20'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^3 + H_surf.^2.*K4 - K4.*K5.*K6)./(H_surf.^3 + 

H_surf.^2.*K4 + H_surf.*K4.*K5 + K4.*K5.*K6))); 

    end 

end 

 

if (pK1 < 5.99 && pK3 ~= 0) && (pK5 == 0 && pK6 == 0) 

    if (pK2 < 5.99) && (pK4 < 5.99) 



        formula = 'formula21'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 - H_surf.*K1.*K2 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((-K4)./(H_surf + K4))); 

    end 

    if (pK2 > 5.99) && (pK4 < 5.99) 

        formula = 'formula22'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 + H_surf.^2.*K1 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((-K4)./(H_surf + K4))); 

    end 

    if (pK2 < 5.99) && (pK4 > 5.99) 

        formula = 'formula23'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 - H_surf.*K1.*K2 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf)./(H_surf + K4))); 

    end 

    if (pK2 > 5.99) && (pK4 > 5.99) 

        formula = 'formula24'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf.^3 + H_surf.^2.*K1 - 

K1.*K2.*K3)./(H_surf.^3 + H_surf.^2.*K1 + H_surf.*K1.*K2 + 

K1.*K2.*K3)))+((q.*N_mat2_active).*((H_surf)./(H_surf + K4))); 

    end 

end 

 

if (pK3 == 0) && (pK6 == 0) 

    if (pK2 ~= 0) && (pK5 ~= 0) 

        if (pK1 > 5.99 && pK2 > 5.99) && (pK4 > 5.99 && pK5 > 5.99) 

            formula = 'formula25'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 + 

H_surf.*K1)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^2 + 

H_surf.*K4)./(H_surf.^2 + H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 > 5.99 && pK2 > 5.99) && (pK4 < 5.99 && pK5 > 5.99) 

            formula = 'formula26'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 + 

H_surf.*K1)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^2 - 

K4.*K5)./(H_surf.^2 + H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 > 5.99 && pK2 > 5.99) && (pK4 < 5.99 && pK5 < 5.99) 

            formula = 'formula27'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 + 

H_surf.*K1)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((- 

H_surf.*K4 - K4.*K5)./(H_surf.^2 + H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 < 5.99 && pK2 < 5.99) && (pK4 > 5.99 && pK5 > 5.99) 

            formula = 'formula28'; 



            char_den_gcs = ((q.*N_mat1_active).*((- H_surf.*K1 - 

K1.*K2)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^2 + 

H_surf.*K4)./(H_surf.^2 + H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 < 5.99 && pK2 < 5.99) && (pK4 < 5.99 && pK5 > 5.99) 

            formula = 'formula29'; 

            char_den_gcs = ((q.*N_mat1_active).*((- H_surf.*K1 - 

K1.*K2)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^2 - 

K4.*K5)./(H_surf.^2 + H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 < 5.99 && pK2 < 5.99) && (pK4 < 5.99 && pK5 < 5.99) 

            formula = 'formula30'; 

            char_den_gcs = ((q.*N_mat1_active).*((- H_surf.*K1 - 

K1.*K2)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((- H_surf.*K4 - 

K4.*K5)./(H_surf.^2 + H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 < 5.99 && pK2 > 5.99) && (pK4 > 5.99 && pK5 > 5.99) 

            formula = 'formula31'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^2 + H_surf.*K4)./(H_surf.^2 + 

H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 < 5.99 && pK2 > 5.99) && (pK4 < 5.99 && pK5 > 5.99) 

            formula = 'formula32'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf.^2 - K4.*K5)./(H_surf.^2 + 

H_surf.*K4 + K4.*K5))); 

        end 

        if (pK1 < 5.99 && pK2 > 5.99) && (pK4 < 5.99 && pK5 < 5.99) 

            formula = 'formula33'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((- H_surf.*K4 - K4.*K5)./(H_surf.^2 + 

H_surf.*K4 + K4.*K5))); 

        end 

    end 

    if (pK2 == 0) && (pK5 ~= 0) 

        if (pK1 > 5.99) && (pK4 > 5.99 && pK5 > 5.99) 

            formula = 'formula34'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^2 + H_surf.*K4)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

        end 

        if (pK1 > 5.99) && (pK4 < 5.99 && pK5 > 5.99) 

            formula = 'formula35'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^2 - K4.*K5)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

        end 

        if (pK1 > 5.99) && (pK4 < 5.99 && pK5 < 5.99) 



            formula = 'formula36'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + 

K1)))+((q.*N_mat2_active).*((- H_surf.*K4 - K4.*K5)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

        end 

        if (pK1 < 5.99) && (pK4 > 5.99 && pK5 > 5.99) 

            formula = 'formula37'; 

            char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^2 + H_surf.*K4)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

        end 

        if (pK1 < 5.99) && (pK4 < 5.99 && pK5 > 5.99) 

            formula = 'formula38'; 

            char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf.^2 - K4.*K5)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

        end 

        if (pK1 < 5.99) && (pK4 < 5.99 && pK5 < 5.99) 

            formula = 'formula39'; 

            char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + 

K1)))+((q.*N_mat2_active).*((- H_surf.*K4 - K4.*K5)./(H_surf.^2 + H_surf.*K4 + 

K4.*K5))); 

        end 

    end 

    if (pK2 ~= 0) && (pK5 == 0) 

        if (pK1 > 5.99 && pK2 > 5.99) && (pK4 > 5.99) 

            formula = 'formula40'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 + 

H_surf.*K1)./(H_surf.^2 + H_surf.*K1 + 

K1.*K2)))+((q.*N_mat2_active).*((H_surf)./(H_surf + K4))); 

        end 

        if (pK1 > 5.99 && pK2 > 5.99) && (pK4 < 5.99) 

            formula = 'formula41'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 + 

H_surf.*K1)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((-

K4)./(H_surf + K4))); 

        end 

        if (pK1 < 5.99 && pK2 < 5.99) && (pK4 > 5.99) 

            formula = 'formula42'; 

            char_den_gcs = ((q.*N_mat1_active).*((- H_surf.*K1 - 

K1.*K2)./(H_surf.^2 + H_surf.*K1 + 

K1.*K2)))+((q.*N_mat2_active).*((H_surf)./(H_surf + K4))); 

        end 

        if (pK1 < 5.99 && pK2 < 5.99) && (pK4 < 5.99) 

            formula = 'formula43'; 

            char_den_gcs = ((q.*N_mat1_active).*((- H_surf.*K1 - 

K1.*K2)./(H_surf.^2 + H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((-K4)./(H_surf + 

K4))); 

        end 



        if (pK1 < 5.99 && pK2 > 5.99) && (pK4 > 5.99) 

            formula = 'formula44'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((H_surf)./(H_surf + K4))); 

        end 

        if (pK1 < 5.99 && pK2 > 5.99) && (pK4 < 5.99) 

            formula = 'formula45'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf.^2 - K1.*K2)./(H_surf.^2 + 

H_surf.*K1 + K1.*K2)))+((q.*N_mat2_active).*((-K4)./(H_surf + K4))); 

        end 

    end 

    if (pK2 == 0) && (pK5 == 0) 

        if (pK1 > 5.99) && (pK4 > 5.99) 

            formula = 'formula46'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf)./(H_surf + K4))); 

        end 

        if (pK1 > 5.99) && (pK4 < 5.99) 

            formula = 'formula47'; 

            char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + 

K1)))+((q.*N_mat2_active).*((-K4)./(H_surf + K4))); 

        end 

        if (pK1 < 5.99) && (pK4 > 5.99) 

            formula = 'formula48'; 

            char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + 

K1)))+((q.*N_mat2_active).*((H_surf)./(H_surf + K4))); 

        end 

        if (pK1 < 5.99) && (pK4 < 5.99) 

            formula = 'formula49'; 

            char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + 

K1)))+((q.*N_mat2_active).*((-K4)./(H_surf + K4))); 

        end 

    end 

end 

 

if (pK2 == 0 && pK3 == 0) && (pK5 == 0 && pK6 == 0) 

    if (pK1 < 5.99) 

        formula = 'formula50'; 

        char_den_gcs = ((q.*N_mat1_active).*((-K1)./(H_surf + K1))); 

    end 

    if (pK1 > 5.99) 

        formula = 'formula51'; 

        char_den_gcs = ((q.*N_mat1_active).*((H_surf)./(H_surf + K1))); 

    end 

end 

end 
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D.7 Gouy-Chapman and Gouy-Chapman-Stern layer model

This function calculates the surface charge density by the Gouy-Chapman Stern layer model.



function [pot_zeta, pot_surface] = pot_cal(pH_b) 

 

global B Qo cstern toler numpHsteps pot_lower pot_higher_positive 

pot_higher_negative pH_pzc; 

 

pH_pzc = pHpzc; % use electric double layer parameter of corresponding 

oxide/electrolyte 

 

for i = 1:numpHsteps 

 

        if pH_b(i) < pH_pzc 

 

        pot_low(i) = pot_lower; 

        pot_high(i) = pot_higher_positive; 

 

        [f_low_int(i), f_low_edl(i)] = char_den(pH_b(i), pot_low(i)); 

        [f_high_int(i), f_high_edl(i)] = char_den(pH_b(i), pot_high(i)); 

 

            for n = 1:100 

                if (f_high_edl(i)-f_high_int(i)) > 0 

                    pot_high2(i)=0.5*(pot_low(i)+pot_high(i)); 

                    [fn_high_int(i,n), fn_high_edl(i,n)] = char_den(pH_b(i), 

pot_high2(i)); 

                      if    (fn_high_edl(i,n)-fn_high_int(i,n)) > 0 

                            pot_high(i)=pot_high2(i); 

                            pot_high2(i)=0.5*(pot_low(i)+pot_high(i)); 

                      end 

                      if    (fn_high_edl(i,n)-fn_high_int(i,n)) < 0 

                            pot_low(i)=pot_high2(i); 

                            pot_high2(i)=0.5*(pot_low(i)+pot_high(i)); 

                      end 

                end 

                err(i,n)=abs((pot_high(i)-pot_low(i))/pot_high(i)); 

                    if (err(i,n) < toler), break; 

                    end 

            end 

 

    elseif pH_b(i) == pH_pzc 

        pot_low = 0; 

 

    else 

        pot_low(i) = pot_lower; 

        pot_high(i) = pot_higher_negative; 

 

        [f_low_int(i), f_low_edl(i)] = char_den(pH_b(i), pot_low(i)); 

        [f_high_int(i), f_high_edl(i)] = char_den(pH_b(i), pot_high(i)); 

 

        for n = 1:100 



                if (f_high_edl(i)-f_high_int(i)) < 0 

                    pot_high2(i)=0.5*(pot_low(i)+pot_high(i)); 

                    [fn_high_int(i,n), fn_high_edl(i,n)] = char_den(pH_b(i), 

pot_high2(i)); 

                      if    (fn_high_edl(i,n)-fn_high_int(i,n)) < 0 

                            pot_high(i)=pot_high2(i); 

                            pot_high2(i)=0.5*(pot_low(i)+pot_high(i)); 

                      end 

                      if    (fn_high_edl(i,n)-fn_high_int(i,n)) > 0 

                            pot_low(i)=pot_high2(i); 

                            pot_high2(i)=0.5*(pot_low(i)+pot_high(i)); 

                      end 

                end 

                err(i,n)=abs((pot_high(i)-pot_low(i))/pot_high(i)); 

                    if (err(i,n) < toler), break; 

                    end 

        end 

 

        end 

 

end 

 

pot_zeta = pot_low; 

pot_surface = ((((Qo*sinh(pot_zeta/(2*B)))/cstern) + pot_zeta)); 

 

end 
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D.8 Parameters function



function [H_bulk, H_surf, pHS, beta, diffuseLayerCap, diffLayerCap, alpha, 

totalCap, debyeLength, potVariation, nVariation, pVariation] = parameters(pH_B, 

pot_Zeta, pot_Surface) 

 

global q Ew Io Navo B Qo mol_per1 mol_length1 mol_per2 mol_length2 cstern zDistance 

numpHsteps capBio; 

 

zDistance = transpose(linspace(0,10e-9,numpHsteps)); 

 

pHB = (pH_B); 

potZeta = (pot_Zeta); 

potSurface = (pot_Surface); 

 

[char_Den_GCS, char_Den_GC] = char_den(pHB, potZeta); 

 

charDenGCS = (char_Den_GCS); 

charDenGC = (char_Den_GC); 

 

H_bulk = 10.^(-pHB); 

 

H_surf = H_bulk.*exp(-potSurface./B); 

 

pHS = pHB + (potSurface./(2.303*B)); 

 

beta = (-1./q)*gradient(charDenGCS, pHS); 

 

diffuseLayerCap = (Qo./(2*B)*cosh(potZeta./(2*B))); 

 

diffLayerCap = (diffuseLayerCap.*cstern)./(diffuseLayerCap+cstern); 

 

alpha = (1./(((2.303*B*diffLayerCap)./(q*beta))+1)); 

 

capBio1 = mol_per1./mol_length1; 

capBio2 = mol_per2./mol_length2; 

 

if mol_per2 ==0 

    capBio = capBio1; 

else 

    capBio = (capBio1.*capBio2)./(capBio1 + capBio2); 

end 

 

totalCap = diffLayerCap + capBio; 

 

debyeLength = ((Ew*B)./(2*q*Io*Navo)).^0.5; 

 

potVariation = (4*B).*atanh((exp(-zDistance./debyeLength)).*tanh(potZeta./(4*B))); 

 

ni = (10^-3).*Navo.*Io; 



 

p_doping = (10^-3).*Navo.*(H_bulk); % Intrinsic Charge Carriers in Silicon 

 

n_doping = (10^-3).*Navo.*((10.^-14./H_bulk)); % Intrinsic Charge Carriers in 

Silicon 

 

nb = ni + n_doping; % Bulk Concentration of Electrons 

 

pb = ni + p_doping; % Bulk Concertation of Holes 

 

nVariation = nb.*exp(potVariation/(B)); % Surface Concentration of Electrons 

 

pVariation = pb.*exp(-potVariation/(B)); % Surface Concentration of Holes 

 

end 

Not enough input arguments. 

 

Error in parameters (line 7) 

pHB = (pH_B); 
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D.9 Device function



function [depletionWidth, current] = device(potSurface, potSurfaceMax, 

input_material, oxide_thickness, degraded_oxide_thickness, degradation, width, 

height, length_channel, resistivity, depletion_width, voltage_DS) 

 

global Eo q; 

 

input = input_material; 

 

database = readtable('amino.xlsx', 'ReadVariableNames', true); 

check = strcmp(database.material, input); 

rowNum = find(check==1); 

 

permittivity = table2array(database(rowNum, 'permittivity')); 

 

Er_Si = 11.68; 

E_Si = Er_Si.*Eo; 

Er_ox = permittivity; 

E_ox = Er_ox.*Eo; 

E_ox_degrad = E_ox.*degradation; 

t_ox = oxide_thickness; 

t_oxd = degraded_oxide_thickness; 

 

if degradation == 0 

    C_ox = (E_ox./t_ox); 

else 

    C_ox = (E_ox_degrad.*E_ox)./((E_ox.*t_oxd) + E_ox_degrad.*(t_ox - t_oxd)); 

end 

 

w = width; 

h = height; 

l = length_channel; 

rho = resistivity; 

wd = depletion_width; 

vds = voltage_DS; 

 

Vgg = abs(potSurfaceMax); 

 

Na = Vgg./(((q.*wd.^2)./(2*E_Si)) + ((q.*wd)./(C_ox))); 

depletionWidth = -(E_Si./C_ox) + sqrt((E_Si./C_ox).^2 + 

((2.*E_Si)./(q.*Na)).*(potSurface+Vgg)); 

Ids = (((w - 2.*depletionWidth).*h.*vds)./(rho.*l)); 

current = Ids*1e6; 

 

end 

 

Published with MATLAB® R2020a 



APPENDIX D. MATLAB CODE 145

D.10 Generate function



global material1 material2 parent_folder project_dir; 

 

projectdir = project_dir; 

parentFolder = parent_folder; 

folderName = material1; 

 

folderPath = fullfile(projectdir, parentFolder, folderName); 

 

mkdir( folderPath ); 

 

Alpha = transpose(alpha); 

Beta = transpose(beta); 

Charge_Density_GC = transpose(char_Den_GC); 

Charge_Density_GCS = transpose(char_Den_GCS); 

Current = transpose(current); 

Depletion_Width = transpose(depletionWidth); 

Difference_Layer_Cap = transpose(diffLayerCap); 

Diffuse_Layer_Cap = transpose(diffuseLayerCap); 

H_Bulk = transpose(H_bulk); 

H_Surf = transpose(H_surf); 

N_Variation = (nVariation); 

PH_Bulk = transpose(pH_b); 

PH_Surf = transpose(pHS); 

Pot_Surface = transpose(pot_surface); 

Pot_Zeta = transpose(pot_zeta); 

Pot_Variation = (potVariation); 

P_Variation = (pVariation); 

Total_Cap = transpose(totalCap); 

Z_Distance = (zDistance); 

 

DPOTZETA_DPH = gradient(Pot_Zeta, PH_Bulk); 

D2POTZETA_DPH2 = gradient(DPOTZETA_DPH); 

 

DPOTSURFACE_DPH = gradient(Pot_Surface, PH_Bulk); 

D2POTSURFACE_DPH2 = gradient(DPOTSURFACE_DPH); 

 

writematrix(Alpha, fullfile(folderPath, 'Alpha.csv')); 

writematrix(Beta, fullfile(folderPath, 'Beta.csv')); 

writematrix(Charge_Density_GC, fullfile(folderPath, 'Charge_Density_GC.csv')); 

writematrix(Charge_Density_GCS, fullfile(folderPath, 'Charge_Density_GCS.csv')); 

writematrix(Current, fullfile(folderPath, 'Current.csv')); 

writematrix(Depletion_Width, fullfile(folderPath, 'Depletion_Width.csv')); 

writematrix(Difference_Layer_Cap, fullfile(folderPath, 

'Difference_Layer_Cap.csv')); 

writematrix(Diffuse_Layer_Cap, fullfile(folderPath, 'Diffuse_Layer_Cap.csv')); 

writematrix(H_Bulk, fullfile(folderPath, 'H_Bulk.csv')); 

writematrix(H_Surf, fullfile(folderPath, 'H_Surf.csv')); 

writematrix(N_Variation, fullfile(folderPath, 'N_Variation.csv')); 



writematrix(PH_Bulk, fullfile(folderPath, 'PH_Bulk.csv')); 

writematrix(PH_Surf, fullfile(folderPath, 'PH_Surf.csv')); 

writematrix(Pot_Surface, fullfile(folderPath, 'Pot_Surface.csv')); 

writematrix(Pot_Zeta, fullfile(folderPath, 'Pot_Zeta.csv')); 

writematrix(Pot_Variation, fullfile(folderPath, 'Pot_Variation.csv')); 

writematrix(P_Variation, fullfile(folderPath, 'P_Variation.csv')); 

writematrix(Total_Cap, fullfile(folderPath, 'Total_Cap.csv')); 

writematrix(Z_Distance, fullfile(folderPath, 'Z_Distance.csv')); 

 

writematrix(DPOTZETA_DPH, fullfile(folderPath, 'DPOTZETA_DPH.csv')); 

writematrix(D2POTZETA_DPH2, fullfile(folderPath, 'D2POTZETA_DPH2.csv')); 

writematrix(DPOTSURFACE_DPH, fullfile(folderPath, 'DPOTSURFACE_DPH.csv')); 

writematrix(D2POTSURFACE_DPH2, fullfile(folderPath, 'D2POTSURFACE_DPH2.csv')); 
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;=================================================================================

==================================================================== 

;   In this Code you can vary *w_ch* (channel width), *g_ox* (gate oxide), *Y_fin* (height of fin) and 

rest will be adjusted automatically accordingly 

;=================================================================================

==================================================================== 

 

(sde:clear) 

 

#box means buried oxide 

(define X_box 10.1) 

(define Y_box 0.6) 

(define Z_box 1) 

 

#Variables  

(define w_ch 0.2) 

(define g_ox 0.005) 

(define Y_fin 2.6) 

 

#Construced only one block of source,channel and drain as ch 

#h is height 

(define h_ch 2) 

 

(define Z_fin 0.4) 

 

#Source_ and_Drain_Oxide  

(define X_sox 0.05) 

(define X_dox 10.05) 

 

(define Y_sdox 2.7) 

 



#electro means Electrolyte 

(define Y_electro 3.6) 

 

;======================================== 

;   GEOMETRY DEFINITION 

;======================================== 

 

#Dimensions as per paper by Pittino ONLY the z-direction dimension added by me 

(define subcub (sdegeo:create-cuboid (position 0 0 0) (position X_box Y_box Z_box) "SiO2" 

"box_reg")) 

(define subcub (sdegeo:create-cuboid (position 0 Y_box Z_fin) (position X_box Y_fin (+ Z_fin w_ch)) 

"Silicon" "fin_reg")) 

 

;===================== 

;5nm thick GATE SiO2 

;===================== 

 

#Dimensions as per paper by Pittino ONLY the z-direction dimension added by me 

(define subcub (sdegeo:create-cuboid (position X_sox Y_box (- Z_fin g_ox)) (position X_dox (+ Y_fin 

g_ox) Z_fin) "SiO2" "SurfOx_reg")) 

(define subcub (sdegeo:create-cuboid (position X_sox Y_fin Z_fin) (position X_dox (+ Y_fin g_ox) (+ 

Z_fin w_ch)) "SiO2" "SurfOx_reg")) 

(define subcub (sdegeo:create-cuboid (position X_sox Y_box (+ Z_fin w_ch)) (position X_dox (+ Y_fin 

g_ox) (+ Z_fin w_ch g_ox)) "SiO2" "SurfOx_reg")) 

 

;========================================================== 

; 100nm (top) & 0.496 um (side) thick SOURCE and DRAIN SiO2 

;========================================================== 

#Dimensions as per paper by Pittino ONLY the z-direction dimension added by me 

(define subcub (sdegeo:create-cuboid (position 0 Y_box 0) (position X_sox Y_sdox Z_fin) "SiO2" 

"SurfOx_reg")) 

(define subcub (sdegeo:create-cuboid (position 0 Y_fin Z_fin) (position X_sox Y_sdox (+ Z_fin w_ch)) 

"SiO2" "SurfOx_reg")) 



(define subcub (sdegeo:create-cuboid (position 0 Y_box (+ Z_fin w_ch)) (position X_sox Y_sdox 

Z_box) "SiO2" "SurfOx_reg")) 

 

#Dimensions as per paper by Pittino ONLY the z-direction dimension added by me 

(define subcub (sdegeo:create-cuboid (position X_dox Y_box 0) (position X_box Y_sdox Z_fin) "SiO2" 

"SurfOx_reg")) 

(define subcub (sdegeo:create-cuboid (position X_dox Y_fin Z_fin) (position X_box Y_sdox (+ Z_fin 

w_ch)) "SiO2" "SurfOx_reg")) 

(define subcub (sdegeo:create-cuboid (position X_dox Y_box (+ Z_fin w_ch)) (position X_box Y_sdox 

Z_box) "SiO2" "SurfOx_reg")) 

 

;============================= 

;5um thick ELECTROLYTE HfO2 

;============================= 

 

#(define subcub (sdegeo:create-cuboid (position X_sox Y_box 0) (position X_dox Y_electro (- Z_fin 

g_ox)) "Electrolyte" "Elect_reg")) 

#(define subcub (sdegeo:create-cuboid (position X_sox (+ Y_fin g_ox) (- Z_fin g_ox)) (position X_dox 

Y_electro (+ Z_fin w_ch g_ox)) "Electrolyte" "Elect_reg")) 

#(define subcub (sdegeo:create-cuboid (position X_sox Y_box (+ Z_fin w_ch g_ox)) (position X_dox 

Y_electro Z_box) "Electrolyte" "Elect_reg")) 

 

#(define subcub (sdegeo:create-cuboid (position 0 Y_sdox 0) (position X_sox Y_electro Z_box) 

"Electrolyte" "Elect_reg")) 

#(define subcub (sdegeo:create-cuboid (position X_dox Y_sdox 0) (position X_box Y_electro Z_box) 

"Electrolyte" "Elect_reg")) 

 

;======================================== 

;   DOPING PROFILE 

;======================================== 

 

## channel including source and drain p doped everywhere 

(sdedr:define-constant-profile "Boron_BG_src" "BoronActiveConcentration" 1e17) 

(sdedr:define-constant-profile-region "Boron_BG_PL_SRC" "Boron_BG_src" "fin_reg") 



 

 

;======================================== 

;      CONTACTS DEFINITION 

;======================================== 

 

#Source Contact 

(sdegeo:set-contact (find-face-id (position 0 (+ Y_box (* 0.5 h_ch)) (* 0.5 Z_box))) "Source") 

 

#Drain Contact 

(sdegeo:set-contact (find-face-id (position X_box (+ Y_box (* 0.5 h_ch)) (* 0.5 Z_box))) "Drain") 

 

 

#GATE CONTACT 

;====== 

;TOP 

;====== 

 

#Pittino paper on top of SiO2 layer 

(sdegeo:set-contact-faces-by-polygon(list(list (position X_sox (+ Y_fin g_ox) (- Z_fin g_ox))(position 

X_dox (+ Y_fin g_ox) (- Z_fin g_ox))(position X_dox (+ Y_fin g_ox) (+ Z_fin w_ch g_ox))(position X_sox 

(+ Y_fin g_ox) (+ Z_fin w_ch g_ox))(position X_sox (+ Y_fin g_ox) (- Z_fin g_ox))))(list(gvector 0 0 -1)) 

"Gate") 

 

 

;=============== 

;BACK 

;=============== 

 

#Pittino paper on back of SiO2 layer 

(sdegeo:set-contact-faces-by-polygon(list(list (position X_sox Y_box (+ Z_fin w_ch g_ox))(position 

X_dox Y_box (+ Z_fin w_ch g_ox))(position X_dox (+ Y_fin g_ox) (+ Z_fin w_ch g_ox))(position X_sox 



(+ Y_fin g_ox) (+ Z_fin w_ch g_ox))(position X_sox Y_box (+ Z_fin w_ch g_ox))))(list(gvector 0 0 -1)) 

"Gate") 

 

;=========== 

;FRONT 

;=========== 

 

#Pittino paper on front of SiO2 layer 

(sdegeo:set-contact-faces-by-polygon(list(list (position X_sox Y_box (- Z_fin g_ox))(position X_dox 

Y_box (- Z_fin g_ox))(position X_dox (+ Y_fin g_ox) (- Z_fin g_ox))(position X_sox (+ Y_fin g_ox) (- 

Z_fin g_ox))(position X_sox Y_box (- Z_fin g_ox))))(list(gvector 0 0 -1)) "Gate") 

 

;=========================== 

;ON THREE Sides for Electrolyte 

;=========================== 

 

#(sdegeo:set-contact-faces-by-polygon(list(list (position 0 Y_electro 0)(position X_box Y_electro 

0)(position X_box Y_electro Z_box)(position 0 Y_electro Z_box)(position 0 Y_electro 0)))(list(gvector 

0 0 -1)) "Gate") 

 

#(sdegeo:set-contact-faces-by-polygon(list(list (position 0 Y_electro 0)(position 0 Y_sdox 0)(position 

X_sox Y_sdox 0)(position X_sox Y_box 0)(position X_dox Y_box 0) (position X_dox Y_sdox 0) (position 

X_box Y_sdox 0) (position X_box Y_electro 0) (position 0 Y_electro 0)))(list(gvector 0 0 -1)) "Gate") 

 

#(sdegeo:set-contact-faces-by-polygon(list(list (position 0 Y_electro Z_box)(position 0 Y_sdox 

Z_box)(position X_sox Y_sdox Z_box)(position X_sox Y_box Z_box)(position X_dox Y_box Z_box) 

(position X_dox Y_sdox Z_box) (position X_box Y_sdox Z_box) (position X_box Y_electro Z_box) 

(position 0 Y_electro Z_box)))(list(gvector 0 0 -1)) "Gate") 

 

 

;======================================== 

; MESHING STRATEGY 

;======================================== 

 



(sdedr:define-refinement-size "Si_Mesh" 0.1 0.1 0.1 0.01 0.01 0.01) 

(sdedr:define-refinement-material "Si_Mesh_PL" "Si_Mesh" "Silicon" ) 

(sdedr:define-refinement-function "Si_Mesh_PL" "DopingConcentration" "MaxTransDiff" 2) 

 

#(sdedr:define-refinement-size "Aluminum_Mesh" 0.01 0.01 0.01 0.001 0.001 0.001) 

#(sdedr:define-refinement-material "Aluminum_Mesh_PL" "Aluminum_Mesh" "Aluminum" ) 

#(sdedr:define-refinement-function "Aluminum_Mesh_PL" "DopingConcentration" "MaxTransDiff" 

2) 

 

#(sdedr:define-refinement-size "SiO2_Mesh" 0.01 0.01 0.01 0.001 0.001 0.001) 

#(sdedr:define-refinement-material "SiO2_Mesh_PL" "SiO2_Mesh" "SiO2" ) 

#(sdedr:define-refinement-function "SiO2_Mesh_PL" "DopingConcentration" "MaxTransDiff" 2) 

 

 

##To create tdr file 

##(sde:build-mesh "snmesh" "-a -c boxmethod" "n@node@") 

(sde:build-mesh "n@node@") 



#define _Vdd_     @Vdd@ 

#define _Vg_   @Vg@  

 

File { 

  * input files: 

  Grid=   "n1_msh.tdr" 

  Parameter=   "@parameter@" 

 

  * output files: 

  Plot=   "@tdrdat@" 

  Current="@plot@" 

  Output= "@log@" 

   

} 

 

Electrode { 

  { Name= "Gate"      Voltage= 0.0 } 

  { Name= "Source"    Voltage= 0.0 } 

  { Name= "Drain"     Voltage= 0.0 } 

 

} 

 

Physics { 

  Mobility( DopingDep HighFieldSat Enormal ) 

  EffectiveIntrinsicDensity( OldSlotboom ) 

 

} 

 

 

 

Math { 



*-- Parallelization on multi-CPU machine --* 

  Number_Of_Threads=16   * change the number of threads to > 1 to make  

                        * parallelization possible. First ensure your machine  

                        * has shared-memory multi-CPU configuration. 

*-- Numeric/Solver Controls --* 

  Extrapolate           * switches on solution extrapolation along a bias ramp 

  Derivatives           * considers mobility derivatives in Jacobian 

  Iterations=10000          * maximum-allowed number of Newton iterations (3D) 

  RelErrControl         * switches on the relative error control for solution  

                        * variables (on by default) 

  Digits=5              * relative error control value. Iterations stop if  

                        * dx/x < 10^(-Digits) 

  Method=ILS            * use the iterative linear solver with default parameter  

  NotDamped=100         * number of Newton iterations over which the RHS-norm  

                        * is allowed to increase 

  Transient=BE          * switches on BE transient method 

} 

 

 

 

Solve { 

*- Buildup of initial solution: 

   Coupled(Iterations=100){ Poisson } 

   Coupled{ Poisson Electron Hole } 

*- Bias drain to target bias 

   Quasistationary( 

     InitialStep=0.01 MinStep=1e-10 MaxStep=0.2 

     Goal{ Name="Drain" Voltage= @Vdd@ } 

   ){ Coupled{ Poisson Electron Hole } } 

*- Gate voltage sweep 

   Quasistationary( 



     InitialStep=1e-3 MinStep=1e-15 MaxStep=0.05 Increment=1.41 Decrement=2. 

     Goal{ Name="Gate" Voltage= @Vg@ } 

   ){ Coupled{ Poisson Electron Hole } } 

} 

 

Plot{ 

  *--Density and Currents, etc 

  eDensity hDensity 

  TotalCurrent/Vector eCurrent/Vector hCurrent/Vector 

  eMobility/Element hMobility/Element 

  eVelocity hVelocity 

  eQuasiFermi hQuasiFermi 

   

   

  *--Fields and charges 

  ElectricField/Vector Potential SpaceCharge 

   

  *--Doping Profiles 

  Doping DonorConcentration AcceptorConcentration 

     

  *--Driving forces 

  eGradQuasiFermi/Vector hGradQuasiFermi/Vector 

  eEparallel hEparallel eENormal hENormal 

   

  *--Band structure/Composition 

  BandGap  

  BandGapNarrowing 

  Affinity 

  ConductionBand ValenceBand 

  eQuantumPotential hQuantumPotential 

 



  *--Visualizing Traps 

  eTrappedCharge 

  hTrappedCharge 

 

} 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 



APPENDIX E. SYNOPSYS SENTAURUS TCAD CODE 160

E.2 Interface Trap Charges



;================================= 

;Made 2D Structure: proper meshing 

;================================= 

 

#(sdegeo:create-rectangle (position 0 0 0) (position 0.004 0.05 0) "Anysemiconductor" "Elec_reg") 

(sdegeo:create-rectangle (position 0 0 0) (position 0.004 0.05 0) "SiO2" "Elec_reg") 

 

(sdegeo:create-rectangle (position 0.004 0 0) (position 0.006 0.05 0) "HfO2" "Ox_reg") 

 

(sdegeo:create-rectangle (position 0.006 0 0) (position 0.016 0.05 0) "Silicon" "fin_reg") 

 

(sdegeo:create-rectangle (position 0.016 0 0) (position 0.018 0.05 0) "HfO2" "Ox_reg") 

 

#(sdegeo:create-rectangle (position 0.018 0 0) (position 0.022 0.05 0) "Anysemiconductor" 

"Elec_reg") 

(sdegeo:create-rectangle (position 0.018 0 0) (position 0.022 0.05 0) "SiO2" "Elec_reg") 

 

#Doping in Silicon region which is fin 

(sdedr:define-constant-profile "Boron_BG_src" "BoronActiveConcentration" 1e17) 

(sdedr:define-constant-profile-region "Boron_BG_PL_SRC" "Boron_BG_src" "fin_reg") 

 

##Electrolyte doping:Considering with ntype doping of [OH-] ions 

 

#(sdedr:define-constant-profile "Phosphorous_PH_elec" "PhosphorusActiveConcentration" 

6.022e19) 

#(sdedr:define-constant-profile-material "Phosphorous_PH_PL_elec" "Phosphorous_PH_elec" 

"Anysemiconductor") 

 

;================ 

;Put Gate Contact 

;================ 

(sdegeo:set-contact (find-edge-id (position 0.011 0.0 0)) "Drain") 



(sdegeo:define-contact-set "Drain" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Drain") 

 

(sdegeo:define-contact-set "Source" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Source") 

(sdegeo:define-2d-contact (find-edge-id (position (* 0.022 0.5) 0.05 0)) "Source") 

 

 

(sdegeo:set-contact (find-edge-id (position 0 0.022 0)) "Gate" "remove") 

(sdegeo:define-contact-set "Gate" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Gate") 

 

(sdegeo:set-contact (find-edge-id (position 0.022 0.022 0)) "Gate" "remove") 

(sdegeo:define-contact-set "Gate" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Gate") 

 

 

;========= 

;Meshing 

;========= 

 

;====================== 

;Both Interface Meshing 

;====================== 

(sdedr:define-refeval-window "RefEvalWin_1" "Rectangle" (position 0.002 0 0) (position 0.005 0.05 

0)) 

(sdedr:define-refeval-window "RefEvalWin_2" "Rectangle" (position 0.017 0 0) (position 0.020 0.05 

0)) 

 

#Half-nm 

#(sdedr:define-refinement-size "RefDefnameI" 0.0005 0.001 0.000475 0.00095) 

#One fourth-nm 



#(sdedr:define-refinement-size "RefDefnameI" 0.00025 0.00025 0.00025 0.00025) 

#One tenth-nm 

(sdedr:define-refinement-size "RefDefnameI" 0.0001 0.0001 0.0001 0.0001) 

 

(sdedr:define-refinement-placement "RefPlacename_1" "RefDefnameI" "RefEvalWin_1") 

(sdedr:define-refinement-placement "RefPlacename_2" "RefDefnameI" "RefEvalWin_2") 

 

;====================== 

;Non-Interface Meshing 

;====================== 

(sdedr:define-refeval-window "RefEvalWin_3" "Rectangle" (position 0 0 0) (position 0.002 0.05 0)) 

(sdedr:define-refeval-window "RefEvalWin_4" "Rectangle" (position 0.005 0 0) (position 0.017 0.05 

0)) 

(sdedr:define-refeval-window "RefEvalWin_5" "Rectangle" (position 0.020 0 0) (position 0.022 0.05 

0)) 

 

#Half-nm 

#(sdedr:define-refinement-size "RefDefnameNI" 0.0005 0.001 0.000425 0.00095) 

#One fourth-nm 

(sdedr:define-refinement-size "RefDefnameNI" 0.00025 0.00025 0.00025 0.00025) 

 

#To activate other meshing-specific options such as refinement on doping gradients or interface 

refinements. 

(sdedr:define-refinement-function "RefDef.Channel" "DopingConcentration" "MaxTransDiff" 2) 

#(sdedr:define-refinement-function "RefDef.Channel" "MaxLenInt" "Anysemiconductor" "HfO2" 1e-

5 1e-5) 

(sdedr:define-refinement-function "RefDef.Channel" "MaxLenInt" "SiO2" "HfO2" 1e-5 1e-5) 

 

(sdedr:define-refinement-placement "RefPlacename_3" "RefDefnameNI" "RefEvalWin_3") 

(sdedr:define-refinement-placement "RefPlacename_4" "RefDefnameNI" "RefEvalWin_4") 

(sdedr:define-refinement-placement "RefPlacename_5" "RefDefnameNI" "RefEvalWin_5") 

 



 

(sde:build-mesh "n@node@") 

================================================================================== 

SDEVICE CODE 

================================================================================== 

#define _Vdd_     @Vdd@ 

#define _Vg_   @Vg@  

 

 

File { 

  * input files: 

  Grid=   "n1_msh.tdr" 

  Parameter=   "models.par" 

 

  * output files: 

  Plot=   "@tdrdat@" 

  Current="@plot@" 

  Output= "@log@" 

   

} 

 

Electrode { 

  { Name= "Gate"      Voltage= 0.0 Material="Aluminum"} 

  { Name= "Source"    Voltage= 0.0 } 

  { Name= "Drain"     Voltage= 0.0 } 

} 

 

Physics { 

  Mobility( DopingDep HighFieldSat Enormal ) 

  EffectiveIntrinsicDensity( OldSlotboom ) 

  #Recombination( SRH Auger Avalanche ) 



} 

 

*-- Putting traps @t interface between electrolyte and oxide --* 

 

#Physics(MaterialInterface="HfO2/Anysemiconductor") 

Physics(MaterialInterface="HfO2/SiO2") 

{ 

Traps((FixedCharge Conc= @pol_charge@)) 

} 

 

 

 

 

Math { 

*-- Parallelization on multi-CPU machine --* 

  Number_Of_Threads=16   * change the number of threads to > 1 to make  

                        * parallelization possible. First ensure your machine  

                        * has shared-memory multi-CPU configuration. 

*-- Numeric/Solver Controls --* 

  Extrapolate           * switches on solution extrapolation along a bias ramp 

  Derivatives           * considers mobility derivatives in Jacobian 

  Iterations=10000          * maximum-allowed number of Newton iterations (3D) 

  RelErrControl         * switches on the relative error control for solution  

                        * variables (on by default) 

  Digits=5              * relative error control value. Iterations stop if  

                        * dx/x < 10^(-Digits) 

  Method=ILS            * use the iterative linear solver with default parameter  

  NotDamped=100         * number of Newton iterations over which the RHS-norm  

                        * is allowed to increase 

  Transient=BE          * switches on BE transient method 

  



  #Iterations=100 

  NotDamped=0 

  #Traps(MaterialWiseAssembly) 

  Traps(Damping=0) 

 

} 

 

#Math{-CheckUndefinedModels} 

 

Solve { 

*- Buildup of initial solution: 

   Coupled(Iterations=100){ Poisson } 

   Coupled{ Poisson Electron Hole } 

   Coupled( 

      LineSearchDamping=1e-4 

      Iterations=500  

   ) {Poisson eQuantumPotential} 

*- Bias drain to target bias 

   Quasistationary( 

     InitialStep=0.01 MinStep=1e-15 MaxStep=0.2 

     Goal{ Name="Drain" Voltage= @Vdd@ } 

   ){ Coupled{ Poisson Electron Hole } } 

*- Gate voltage sweep 

   Quasistationary( 

     InitialStep=1e-3 MinStep=1e-15 MaxStep=0.05 Increment=1.41 Decrement=2. 

     Goal{ Name="Gate" Voltage= @Vg@ } 

   ){ Coupled{ Poisson Electron Hole } } 

} 

 

Plot{ 

  *--Density and Currents, etc 



  eDensity hDensity 

  TotalCurrent/Vector eCurrent/Vector hCurrent/Vector 

  eMobility/Element hMobility/Element 

  eVelocity hVelocity 

  eQuasiFermi hQuasiFermi 

   

  *--Temperature  

  #eTemperature hTemperature Temperature 

   

  *--Fields and charges 

  ElectricField/Vector Potential SpaceCharge 

   

  *--Doping Profiles 

  Doping DonorConcentration AcceptorConcentration 

   

  *--Generation/Recombination 

  #SRH Band2Band Auger 

  #AvalancheGeneration eAvalancheGeneration hAvalancheGeneration 

   

  *--Driving forces 

  eGradQuasiFermi/Vector hGradQuasiFermi/Vector 

  eEparallel hEparallel eENormal hENormal 

   

  *--Band structure/Composition 

  BandGap  

  BandGapNarrowing 

  Affinity 

  ConductionBand ValenceBand 

  eQuantumPotential hQuantumPotential 

 

  *--Visualizing Traps 



  eTrappedCharge 

  hTrappedCharge 

  TotalTrapConcentration 

 

} 
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E.3 Physical Model Interface



;================================= 

;Made 2D Structure: proper meshing 

;================================= 

 

(sdegeo:create-rectangle (position 0 0 0) (position 0.004 0.08 0) "Anysemiconductor" "Elec_reg") 

 

(sdegeo:create-rectangle (position 0.004 0 0) (position 0.0040664 0.08 0) "Anyinsulator" 

"Stern_reg") 

 

(sdegeo:create-rectangle (position 0.0040664 0 0) (position 0.0060664 0.08 0) "SiO2" "Ox_reg") 

 

(sdegeo:create-rectangle (position 0.0060664 0 0) (position 0.0560664 0.08 0) "Silicon" "fin_reg") 

 

(sdegeo:create-rectangle (position 0.0560664 0 0) (position 0.0580664 0.08 0) "SiO2" "Ox_reg") 

 

(sdegeo:create-rectangle (position 0.0580664 0 0) (position 0.0581328 0.08 0) "Anyinsulator" 

"Stern_reg") 

 

(sdegeo:create-rectangle (position 0.0581328 0 0) (position 0.0621328 0.08 0) "Anysemiconductor" 

"Elec_reg") 

 

#Doping in Silicon region which is fin 

(sdedr:define-constant-profile "Boron_BG_src" "BoronActiveConcentration" 1e17) 

(sdedr:define-constant-profile-region "Boron_BG_PL_SRC" "Boron_BG_src" "fin_reg") 

 

##Electrolyte doping:Considering with ntype doping of [H+] ions pH=14 

 

#(sdedr:define-constant-profile "Boron_PH_elec" "BoronActiveConcentration" 6.022e6) 

#(sdedr:define-constant-profile-material "Boron_PH_PL_elec" "Boron_PH_elec" 

"Anysemiconductor") 

 

#(sdedr:define-constant-profile "Phosphorous_PH_elec" "PhosphorousActiveConcentration" 

6.022e20) 



#(sdedr:define-constant-profile-material "Phosphorous_PH_PL_elec" "Phosphorous_PH_elec" 

"Anysemiconductor") 

 

 

;================ 

;Put Gate Contact 

;================ 

(sdegeo:set-contact (find-edge-id (position 0.0310664 0.0 0)) "Drain") 

(sdegeo:define-contact-set "Drain" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Drain") 

 

(sdegeo:define-contact-set "Source" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Source") 

(sdegeo:define-2d-contact (find-edge-id (position (* 0.0621328 0.5) 0.08 0)) "Source") 

 

 

(sdegeo:set-contact (find-edge-id (position 0 0.0621328 0)) "Gate" "remove") 

(sdegeo:define-contact-set "Gate" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Gate") 

 

(sdegeo:set-contact (find-edge-id (position 0.0621328 0.0621328 0)) "Gate" "remove") 

(sdegeo:define-contact-set "Gate" 20 (color:rgb 0 1 1) "##") 

(sdegeo:set-current-contact-set "Gate") 

 

 

;========= 

;Meshing 

;========= 

 

;====================== 

;Both Interface Meshing-- 



;====================== 

 

 

;============================================== 

;Stern layer and stern layer interface meshing 

;============================================== 

(sdedr:define-refeval-window "RefEvalWin_2" "Rectangle" (position 0.003 0 0) (position 0.008 0.08 

0)) 

 

#One fiveth-nm(5 lines) 

(sdedr:define-refinement-size "RefDefname2" 0.0005 0.0005 0.0005 0.0005) 

(sdedr:define-refinement-placement "RefPlacename_2" "RefDefname2" "RefEvalWin_2") 

 

 

(sdedr:define-refeval-window "RefEvalWin_4" "Rectangle" (position 0.0546 0 0) (position 0.0596 

0.08 0)) 

 

#Half nm(1/2 nm) 

(sdedr:define-refinement-size "RefDefname4" 0.0005 0.0005 0.0005 0.0005) 

(sdedr:define-refinement-placement "RefPlacename_4" "RefDefname4" "RefEvalWin_4") 

 

;============================================== 

;Non-Interface Meshing 

;============================================== 

(sdedr:define-refeval-window "RefEvalWin_1" "Rectangle" (position 0.0 0 0) (position 0.003 0.08 0)) 

(sdedr:define-refeval-window "RefEvalWin_3" "Rectangle" (position 0.008 0 0) (position 0.0546 0.08 

0)) 

(sdedr:define-refeval-window "RefEvalWin_5" "Rectangle" (position 0.0596 0 0) (position 0.0621328 

0.08 0)) 

 

#One nm (1nm) 

(sdedr:define-refinement-size "RefDefname1" 0.001 0.001 0.001 0.001) 



(sdedr:define-refinement-size "RefDefname3" 0.001 0.001 0.001 0.001) 

(sdedr:define-refinement-size "RefDefname5" 0.001 0.001 0.001 0.001) 

 

 

(sdedr:define-refinement-placement "RefPlacename_1" "RefDefname1" "RefEvalWin_1") 

(sdedr:define-refinement-placement "RefPlacename_3" "RefDefname3" "RefEvalWin_3") 

(sdedr:define-refinement-placement "RefPlacename_5" "RefDefname5" "RefEvalWin_5") 

 

 

(sde:build-mesh "n@node@") 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



#define _Vdd_     @Vdd@ 

#define _Vg_   @Vg@  

 

 

Device PMOS{ 

File { 

  * input files: 

  Grid = "n1_msh.tdr" 

  Param = "models.par" 

 

  * output files: 

  Plot=   "@tdrdat@" 

  Current="@plot@" 

   

  

} 

 

Electrode { 

  { Name= "Gate"      Voltage= 0.0 Material="Aluminum"} 

  { Name= "Source"    Voltage= 0.0 } 

  { Name= "Drain"     Voltage= 0.0 } 

} 

 

Physics  

{  

 Temperature = 298 

        AreaFactor = 1 

} 

 

Physics (material="Silicon") 

{ 



 Mobility ( HighFieldSat) 

 Fermi 

  

} 

 

Physics (MaterialInterface="Anyinsulator/Anysemiconductor") 

{ 

   Traps((CBRate=("PMI_electron_traps",17) VBRate="PMI_prova_VB" Acceptor Conc=500e12) 

 (VBRate=("PMI_hole_traps", 17) CBRate="PMI_prova_VB" Donor Conc=500e12)  

    ) 

} 

 

 

Plot{ 

  *--Density and Currents, etc 

  eDensity hDensity 

  TotalCurrent/Vector eCurrent/Vector hCurrent/Vector 

  eMobility/Element hMobility/Element 

  eVelocity hVelocity 

  eQuasiFermi hQuasiFermi 

   

  *--Temperature  

  #eTemperature hTemperature Temperature 

   

  *--Fields and charges 

  ElectricField/Vector Potential SpaceCharge 

   

  *--Doping Profiles 

  Doping DonorConcentration AcceptorConcentration 

   

  *--Generation/Recombination 



  #SRH Band2Band Auger 

  #AvalancheGeneration eAvalancheGeneration hAvalancheGeneration 

   

  *--Driving forces 

  eGradQuasiFermi/Vector hGradQuasiFermi/Vector 

  eEparallel hEparallel eENormal hENormal 

   

  *--Band structure/Composition 

  BandGap  

  BandGapNarrowing 

  Affinity 

  ConductionBand ValenceBand 

  eQuantumPotential hQuantumPotential 

 

  *--Visualizing Traps 

  eTrappedCharge 

  hTrappedCharge 

  TotalTrapConcentration 

  } 

} 

 

 

Math { 

*-- Parallelization on multi-CPU machine --* 

  Number_Of_Threads=20   * change the number of threads to > 1 to make  

                        * parallelization possible. First ensure your machine  

                        * has shared-memory multi-CPU configuration. 

*-- Numeric/Solver Controls --* 

  Extrapolate           * switches on solution extrapolation along a bias ramp 

  Derivatives           * considers mobility derivatives in Jacobian 

  Iterations=10000          * maximum-allowed number of Newton iterations (3D) 



  RelErrControl         * switches on the relative error control for solution  

                        * variables (on by default) 

  Digits=5              * relative error control value. Iterations stop if  

                        * dx/x < 10^(-Digits) 

  Method=ILS            * use the iterative linear solver with default parameter  

  NotDamped=100         * number of Newton iterations over which the RHS-norm  

                        * is allowed to increase 

  Transient=BE          * switches on BE transient method 

  

   

  NotDamped=0 

  Traps(Damping=0) 

 

} 

 

File{ 

Output= "@log@" 

ACExtract= "@acplot@" 

 

PMIPath = "/opt/synopsys-2018/sentaurus/O_2018.06-SP1/tcad/O-2018.06-

SP1/lib/sdevice/src/pmi_sitebinding/" 

} 

 

System{ 

   PMOS trans (Drain=d Source=s Gate=g) 

   Vsource_pset vd (d 0) {dc=0} 

   Vsource_pset vs (s 0) {dc=0} 

   Vsource_pset vg (g 0) {dc=0} 

} 

 

Solve { 



*- Buildup of initial solution: 

   Coupled(Iterations=100){ Poisson } 

   Coupled{ Poisson Electron Hole } 

   Coupled( 

      LineSearchDamping=1e-4 

      Iterations=500  

   ) {Poisson eQuantumPotential} 

*- Bias drain to target bias 

   Quasistationary( 

     InitialStep=0.01 MinStep=1e-9 MaxStep=0.2 

     Goal{ Parameter=vd.dc Voltage= @Vdd@ } 

   ){ Coupled{ Poisson Electron Hole } } 

*- Gate voltage sweep 

   Quasistationary( 

     InitialStep=1e-3 MinStep=1e-15 MaxStep=0.05 Increment=1.41 Decrement=2. 

     Goal{ Parameter=vg.dc Voltage= @Vg@ } 

   ) 

 

*- AC Analysis    

  {ACCoupled( 

   StartFrequency=1e6 EndFrequency=1e6 NumberOfPoints=1 Decade 

   Node(d s g)Exclude(vd vs vg) 

   ACCompute (Time = (Range = (0 1)  Intervals = 30)) 

   ){Poisson Electron Hole} 

   } 

 

} 

 

 

 

 



PMI_Electron_Traps.C 

#include "PMI_electron_traps.h" 

 

PMI_electron_traps::PMI_electron_traps(const PMI_Environment& 

env):PMI_TrapCaptureEmission_Base (env){} 

 

void PMI_electron_traps::compute (const Input& input, Output& output) 

{ 

  output.capture = 0.000; 

  output.emission = 1.2961*pow(10,-9); 

} 

extern "C" PMI_TrapCaptureEmission_Base * new_PMI_TrapCaptureEmission_Base(const 

PMI_Environment& env, int id) { 

 return new PMI_electron_traps(env); 

} 

PMI_Hole_Traps.C 

#include "PMI_hole_traps.h" 

 

PMI_hole_traps::PMI_hole_traps(const PMI_Environment& env):PMI_TrapCaptureEmission_Base 

(env) {} 

 

void PMI_hole_traps::compute (const Input& input, Output& output) 

{ 

 

  output.capture = 2.9618*pow(10,-10); 

  output.emission = 1*pow(10,-9); 

} 

 

extern "C" PMI_TrapCaptureEmission_Base * new_PMI_TrapCaptureEmission_Base(const 

PMI_Environment& env, int id) { 

 return new PMI_hole_traps(env); 

} 
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Figure F.1: Elsevier permission for using diagrams in thesis
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Figure F.2: IEEE Xplore permission for using diagrams in thesis
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